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Bernstein inequalities via the heat semigroup
Rafik Imekraz, El Maati Ouhabaz ∗
Abstract
We extend the classical Bernstein inequality to a general setting including Schrödinger
operators and divergence form elliptic operators on Riemannian manifolds or domains. More-
over, we prove a new reverse inequality that can be seen as the dual of the Bernstein in-
equality. The heat kernel will be the backbone of our approach but we also develop new
techniques such as semi-classical Bernstein inequalities, weak factorization of smooth func-
tions à la Dixmier-Malliavin and BMO − L∞ multiplier results (in contrast to the usual
L∞ − BMO ones). Also, our approach reveals a link between the Lp-Bernstein inequality
and the boundedness on Lp of the Riesz transform. The later being an important subject in
harmonic analysis.
2010 Mathematics Subject Classifications: 35P20, 58J50, 42B37 and 47F05.
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1 Introduction and main results
Given any trigonometric polynomial P (x) =
N∑
k=−N
αke
ikx, for x ∈ R and (α−N , . . . , αN ) ∈
C
2N+1, the classical Bernstein inequality is given as follows
‖P ′‖∞ ≤ N‖P‖∞. (1.1)
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This inequality plays an important role in many areas of mathematics such as approximation
theory, random trigonometric series and random Dirichlet series. We refer to the recent survey by
Queffélec and Zarouf [QZ19] for references, history and developments of the Bernstein inequality.
In the present paper we extend this inequality in several directions. The point of view is
to replace the above trigonometric polynomial by any combination of eigenfunctions of a given
Schrödinger operator on a Riemannian manifold. Before stating some of our main results and
also previously known ones we start by describing the setting of the paper.
Let M be a smooth connected Riemannian manifold. We denote by d and µ the Riemannian
distance and measure of M . For simplicity, we use the usual notation V (x, r) := µ(B(x, r)) for
any x ∈M and r > 0, where B(x, r) denotes the open ball of centre x and radius r. We assume
that (M,d, µ) is a space of homogenous type. That is the following doubling property holds for
some constant C > 0
V (x, 2r) ≤ CV (x, r) for all x ∈M and ∀r > 0.
It follows easily from this property that there exists a positive constant n ≤ ln(C)ln(2) such that :
V (x, sr) ≤ CsnV (x, r) for all s ≥ 1. (1.2)
Given a non-negative potential W ∈ L1loc(M), we consider the Schrödinger operator
L := −∆+W.
As usual, L is defined through its quadratic form (see the monographs of Davies [Dav89a] or
Ouhabaz [Ouh05, Chapter 1]). It is a non-negative self-adjoint operator on L2(M) with an
appropriate dense domain D(L) containing C∞c (M). It is a basic fact that −L is the generator
of a positive semigroup (e−tL)t≥0 of contractions on L2(M). We assume that e−tL is given by
an integral kernel pt(x, y) in the usual sense
(e−tLf)(x) =
∫
M
pt(x, y)f(y)dµ(y)
for every f ∈ L2(M) and for almost every x ∈M . The function pt(x, y) is called the heat kernel
of L. We assume that pt(x, y) satisfies the following Gaussian upper bound
|pt(x, y)| ≤ C
V (x,
√
t)
exp
(
−cd(x, y)
2
t
)
(G)
for some positive constant C, for any t > 0 and for almost every (x, y) ∈ M ×M . We recall
that due to the non-negativity of the potential W , the Gaussian upper bound (G) holds for the
heat kernel of L if it holds for the heat kernel of ∆ (see [Ouh05, page 195]). The validity of (G)
for the Laplacian is a classical subject which has been studied for several years, see e.g. Li and
Yau [LY86], Davies [Dav89a], Grigor’yan [Gri09] and the references therein.
For the sake of clarity, we begin by stating our results in the case where the spectrum of the
Schrödinger operator L is discrete. In this case, we denote by (λ2k) the sequence of eigenvalues
of L and φk the corresponding normalized eigenfunctions as follows
Lφk = λ
2
kφk, ‖φk‖2 = 1, 0 ≤ λ0 < λ1 ≤ · · · → +∞. (1.3)
The discreteness of the spectrum of L holds for instance if M is compact or if M = Rd and
W (x) → +∞ as |x| → +∞. In addition, since M is connected, it is a basic fact that the first
eigenvalue λ20 is simple. Hence, λk > 0 for all k ≥ 1.
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Theorem 1.1. Suppose that the doubling condition (1.2) and the Gaussian upper bound (G)
are satisfied. Assume also that L = −∆ +W has discrete spectrum (with the above notations
(1.3)) and let p ∈ [1, 2]. Then the following Bernstein inequality holds: there exists a constant
C > 0 such that for every N ≥ 1 and every (N + 1)-tuple of coefficients (α0, . . . , αN ) ∈ CN+1,
‖∇
( N∑
k=0
αkφk
)
‖p + ‖
√
W
( N∑
k=0
αkφk
)
‖p ≤ CλN ‖
( N∑
k=0
αkφk
)
‖p. (Bp)
Our next result is for the case p ∈ [2,∞]. In this case, one needs a regularity property of the
heat semigroup, which turns to be also necessary.
Theorem 1.2. Assume the doubling condition (1.2) and the Gaussian upper bound (G). Assume
also that L = −∆+W has discrete spectrum (with the above notations (1.3)). For any p ∈ [2,∞],
the Bernstein inequality (Bp) is equivalent to the following regularity property
‖∇e−tL‖p→p + ‖
√
We−tL‖p→p ≤ C√
t
for all t > 0. (Rp)
We view our estimate (Bp) as a generalization of the Bernstein inequality (1.1) (in Lp) in
which the derivative ddx is replaced by∇ and the trigonometric polynomial P (x) by a combination
of eigenfunctions since it encompasses
‖∇
( N∑
k=0
αkϕk
)
‖p ≤ CλN ‖
( N∑
k=0
αkϕk
)
‖p. (1.4)
Remark 1.3. i) The above results as well as the forthcoming ones are also valid if one replaces
M by any open subset Ω of M . For general Ω, the space (Ω, d, µ) may not be a space of
homogeneous type. The assumptions here are (G) holds on a.e. x, y ∈ Ω and M satisfies
(1.2).
ii) Theorem 1.2 shows the link between the Bernstein inequality (Bp) and the Riesz transform
through the regularity property (Rp). We shall make this more precise after the statement
of Theorem 2.2.
iii) If (Rp) is replaced with the weaker bound ‖∇e−tL‖p→p ≤ C√t , our proof shows (Bp) with the
gradient term only, i.e. (1.4) holds. The same remark applies to the term ‖√We−tL‖p→p.
The question of extending the original Bernstein inequality by replacing the trigonometric
polynomials by eigenfunctions of a given self-adjoint operator has been considered in the past.
For instance, an important local version of the Bernstein inequality was obtained by Donnelly
and Fefferman [DF90] on boundaryless compact Riemannian manifolds. Motivated by a stronger
version of the local Donnelly-Fefferman inequalities, Ortega-Cerdà and Pridhnani proved in
[OCP13, Corollary 3.3] a Bernstein inequality for a single eigenfunction φk of L = −∆, namely,
‖∇φk‖∞ ≤ Cλk ‖φk‖∞ .
Actually, the general form (1.4) is conjectured in [OCP13, page 157] but appears to be a conse-
quence of [FM10, Theorem 2.1] by Filbir and Mhaskar and heat kernel estimates of the Laplace-
Beltrami operator. The paper [FM10] deals with operators in an abstract setting, however
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additional assumptions are made on the heat kernel such as gradient estimates which are rather
restrictive. A related result is given by Imekraz [Ime19, Theorem 5.3] for the case of Schrödinger
operators of the form −∆ + |x|2α for α ∈ N⋆ on Rd. Although the method of the latter paper
is quite flexible, it deals with a specific class of pseudo-differential symbols. In contrast, the
approach of the present paper is more general and gives a unified framework relying merely on
estimates on the heat semigroup. Our results extend the results mentioned above in many di-
rections. Note only we deal with both terms ∇
( N∑
k=0
αkφk
)
and
√
W
( N∑
k=0
αkφk
)
for Schrödinger
operators in our estimates, we also assume much less regularity properties on the associated heat
kernel. Our method is very flexible and applies to operators on domains of M . It also applies
to elliptic operators in divergence form
L = −
n∑
k,l=1
∂
∂xk
(
ckl(x)
∂
∂xl
)
with bounded measurable coefficients ckl on domains of Rn (see Section 8).
By similar ideas we also prove Lp(M)− Lq(M) Bernstein inequalities. More precisely,
Theorem 1.4. Suppose the doubling property (1.2) and the Gaussian upper bound (G). Suppose
in addition that
|pt(x, x)| ≤ C
tm/2
for all t ∈ (0, 1] and a.e. x ∈M (1.5)
for some constant m > 0. Then, for any couple (p, q) satisfying 1 ≤ p ≤ q ≤ 2, there is a constant
C > 0 such for every N ≥ 1 and every (N + 1)-tuple of coefficients (α0, . . . , αN ) ∈ CN+1 the
following inequality holds
∥∥∥∇ N∑
k=0
αkφk
∥∥∥
q
+
∥∥∥√W N∑
k=0
αkφk
∥∥∥
q
≤ Cλ1+m
∣∣ 1
p
− 1
q
∣∣
N
∥∥∥ N∑
k=0
αkφk
∥∥∥
p
. (Bp,q)
If the regularity property (Rq0) holds for some q0 ∈ (2,∞], then (Bp,q) holds for 1 ≤ p ≤ q ≤ q0.
Note that obviously (1.5) follows from (G) if V (x, r) ≥ Crm for all x ∈ M and r ∈ (0, 1].
On the other hand, it is known that (1.5) for some m ∈ (2,+∞) and all t > 0 is equivalent to a
global Sobolev inequality (see Varopoulos [Var85] or Davies [Dav89a], Section 2.4).
Now we describe briefly the strategy of the proofs. We borrow some ideas from two different
subjects which are semi-classical analysis and the theory of spectral multipliers. Firstly, we
reformulate (Bp) as the semi-classical Bernstein estimate
‖∇ψ(hL)f‖p +
∥∥∥√Wψ(hL)f∥∥∥
p
≤ C√
h
‖f‖p , h > 0, f ∈ Lp(M) (SBp)
for every given ψ ∈ C∞c ([0,∞)) and C is a positive constant which may depend on ψ. It turns
out that (Bp) and (SBp) are equivalent (see Section 2). The reformulation (SBp) allows us to
apply techniques of spectral multipliers. Another advantage of (SBp) is that it can be considered
without assuming the spectrum of L to be discrete. We deals with (Bp,q) in Theorem 1.4 in a
similar way. Now, in order to prove (SBp) we write
ψ(hL) =
∫
R
ψ̂(ξ + 2i)e−h(2−iξ)L
dξ√
2π
4
so that we need Lp-estimates for ∇e−h(2−iξ)L and √We−h(2+iξ)L. To estimate ∇e−hL and√
We−hL we use weighted L2-estimates due to Grigor’yan [Gri95] (proved there in the case
where W = 0). The Lp-estimates of the remaining term e−h(1+iξ)L are based on the fact that
the estimate (G) for t > 0 extends to t ∈ C+, this fact is taken from Carron, Coulhon and
Ouhabaz [CCO02] (a prior related result was proved by Davies [Dav89a] under the assumption
(1.5)). These techniques have been used to prove spectral multiplier results for sel-adjoint
operators in Duong, Ouhabaz and Sikora [DOS02] (see also Ouhabaz [Ouh05, Chapter 7]).
The first step of the proof of Theorem 1.2 is also based on the semi-classical point of view.
In order to prove that the regularity property (Rp) is necessary we need a new argument. It is
a based on a result stating that every smooth function f : R → R belonging to L1(R), as well
all its derivatives, can be written as
f = ρ1 ∗ f1 + ρ2 ∗ f2, (1.6)
where ρi ∈ C∞c (R) and fi ∈ L1(R) for i = 1, 2. This weak factorization is based on a lemma of
Dixmier and Malliavin [DM78] and it is interesting in its own (see a precise statement in Lemma
4.2).
Another contribution of the present paper is to study lower bounds in the Bernstein inequal-
ity. Shi and Xu [SX10] prove the following upper and lower bounds on a boundaryless compact
Riemannian manifold
C−1λk ‖φk‖∞ ≤ ‖∇φk‖∞ ≤ Cλk ‖φk‖∞ (1.7)
for all k and λk ≥ 1. Note that (1.7) is for each single eigenfunction and the proof does not
seem to be adaptable to linear combinations of eigenfunctions. In our next result we prove lower
bounds for linear combinations of eigenfunctions which we call reverse Bernstein inequalities.
We mention in passing that our results solve a question raised in [SX10] about extending (1.7)
for the Neumann Laplacian on compact manifolds (see the end of the paper).
Theorem 1.5. Suppose that (1.2) and (G) are satisfied and L = −∆+W has discrete spectrum
(with the above notations (1.3)). Then we have the following assertions.
i) For q ∈ [2,∞] there exists a C > 0 such that for every N ∈ N and any complex sequence
(αk)k≥N with finite support, the following reverse Bernstein inequality holds
CλN ‖
+∞∑
k=N
αkφk‖q ≤ ‖∇
( +∞∑
k=N
αkφk
)
‖q + ‖
√
W
( +∞∑
k=N
αkφk
)
‖q. (RBq)
ii) For q ∈ (1, 2), if the Bernstein inequality (Bp) holds for p = qq−1 , then the reserve inequality
(RBq) holds.
iii) For q = 1, if (B∞) and inf
x∈M
V (x, 1) > 0 are satisfied, then (RB1) holds.
To the best of our knowledge, the previous reverse Bernstein inequalities are new even for
trigonometric polynomials. In this case, the action of the gradient is similar to that of a multiplier
and (RBq) holds for all q ∈ [1,+∞]. Therefore, for any N ∈ N⋆ and any sequence (αk)|k|≥N
with finite support, one has∥∥ ∑
k∈Z
|k|≥N
αke
ik.
∥∥
Lq(−π,π) ≤
C
N
∥∥ ∑
k∈Z
|k|≥N
kαke
ik.
∥∥
Lq(−π,π). (1.8)
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The proof of the previous theorem appeal to techniques from harmonic analysis which we
summarize as follows.
• The reverse Bernstein inequality (RBq) will be a consequence of the following semi-classical
inequality
C√
h
‖Ψ(hL)u‖q ≤ ‖∇u‖q + ‖
√
Wu‖q (SRBq)
for Ψ ∈ C∞(0,∞), Ψ ≡ 0 near 0 and Ψ ≡ 1 near ∞.
• We suitably apply the weak factorization (1.6) in order to reduce (SRBq) to the case where
Ψ has compact support in (0,+∞).
• For q < +∞, (SRBq) with Ψ ∈ C∞c (0,∞) will follow from a duality argument similar
to that used by Bakry for the Riesz transform (see [CD03, Proposition 2.1] and [Bak85,
Section 4]).
• The case q = +∞ needs more work and will use in an essential way that the Riesz transform
type operators ∇L−1/2 and √WL−1/2 are bounded from H1L(M) to L1(M), where H1L(M)
is the Hardy space associated with L (see Hofmann et al. [HLM+11] and the references
there). Such a boundedness result is proved by Duong, Ouhabaz and Yan [DOY06] in the
case M = Rn but their work extends to manifolds under the assumptions (1.2) and (G).
Bakry’s duality argument will be then used to obtain the inequality
C‖
√
Lu‖BMOL(M) ≤ ‖∇u‖∞ + ‖
√
Wu‖∞, (1.9)
where BMOL(M) is a BMO space associated with L.
• In order to obtain (SRB∞) from (1.9) we prove for appropriate functions Ψ
C√
h
‖Ψ(hL)u‖∞ ≤ ‖
√
Lu‖BMOL(M).
This inequality expresses the uniform boundedness of Φ(hL) from BMOL(M) into L∞(M)
where Φ(x) = Ψ(x)√
x
. Actually, such a boundedness is surprising since one usually proves
boundedness from L∞ into BMO but not the converse. See Theorem 6.1 and Lemma 7.2
for more details.
Notation. Throughout this paper, the Lebesgue spaces Lp(M) are considered with respect
to the Riemannian measure µ. The norm in Lp(M) is denoted by ‖.‖p. For a given bounded
operator T : Lp(M)→ Lq(M) we write ‖T‖p→q to denote its norm. The duality Lp(M)−Lp′(M)
is denoted (f, g), where p′ is the dual exponent of p. For a smooth function f , we write ‖∇f‖p
instead of ‖|∇f |‖p.
We shall often use C to denote a positive constant which may vary from line to line.
Acknowledgments. The authors would like to thank Peng Chen and Lixin Yan for their
generous help for the proof of the boundedness of ψ(L) from L1(M) into H1L(M) for ψ ∈
C∞c (0,∞).
The research of R. Imekraz is partly supported by the ANR project ESSED ANR-18-CE40-0028.
The research of E.M. Ouhabaz is partly supported by the ANR project RAGE ANR-18-CE40-
0012-01.
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2 Semi-classical Bernstein inequalities
In this section, we reformulate the Bernstein inequality (Bp) as a semi-classical inequality. As
mentioned in the introduction, this reformulation does not need L to have a discrete spectrum.
Theorem 2.1. Assume the doubling condition (1.2) and the Gaussian upper bound (G). For
any ψ ∈ C∞c ([0,∞)), there exists a positive constant C = Cψ such that for any p ∈ [1, 2] the
following holds
‖∇ψ(hL)f‖p +
∥∥∥√Wψ(hL)f∥∥∥
p
≤ C√
h
‖f‖p , h > 0, f ∈ Lp(M). (SBp)
Before proving Theorem 2.1, we state for a pedagogical reason a version for any p ∈ [1,+∞]
which shows that (SBp) is equivalent to the regularity property (Rp). Its proof will be given in
Section 5.
Theorem 2.2. Suppose (1.2) and (G). The following statements are equivalent for any p ∈
[1,+∞].
i) There exists a non-zero function ψ0 ∈ C∞c ([0,∞)) for which the semi-classical Bernstein
inequality (SBp) holds, i.e.,
‖∇ψ0(hL)‖p→p +
∥∥∥√Wψ0(hL)∥∥∥
p→p ≤
C√
h
for all h > 0.
ii) For any ψ ∈ C∞c ([0,∞)), the semi-classical Bernstein inequality (SBp) holds, i.e.,
‖∇ψ(hL)‖p→p +
∥∥∥√Wψ(hL)∥∥∥
p→p ≤
C ′√
h
for all h > 0.
iii) The regularity property (Rp) holds, i.e.,∥∥∥∇e−hL∥∥∥
p→p +
∥∥∥√We−hL∥∥∥
p→p ≤
C ′′√
h
for all h > 0. (Rp)
It is now worthwhile to recall the connexion of the regularity (Rp) and the Riesz transform.
Firstly, the boundedness of the Riesz transforms ∇L−1/2 and √WL−1/2 on Lp(M), for p ∈
(1,+∞), implies (Rp) as follows
‖∇e−tL‖p→p + ‖
√
We−tL‖p→p ≤ C‖L1/2e−tL‖p→p ≤ C√
t
, (2.1)
where in the last inequality we used the analyticity of the semigroup on Lp(M).
For the other side of the picture let us consider the case where W = 0 and the heat kernel
of et∆ satisfies the full Li-Yau estimates
c
V (y,
√
t)
exp
(
−Cd(x, y)
2
t
)
≤ pt(x, y) ≤ C
V (y,
√
t)
exp
(
−cd(x, y)
2
t
)
. (2.2)
It is proved by Auscher et al. [ACDH04] (see also Bernicot and Frey [BF16] for some extensions)
that if (Rq) holds for some q > 2 then the Riesz transform ∇(−∆)−1/2 is bounded on Lp for all
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p ∈ [2, q). As a consequence, manifolds for which the Riesz transform is not bounded on Lp are
counterexamples for the semi-classical Bernstein inequalities. For example, conical manifolds
studied by Li in [Li00] 1 are counterexamples for (SBp) for p > 2.
Proof of Theorem 2.1. By interpolation, (SB1) and (SB2) will imply (SBp) for p ∈ (1, 2).
• We start with the simple case p = 2. Using the fact that the quadratic form of L satisfies
(
√
Lu,
√
Lu) =
∫
M
|∇u|2dµ +
∫
M
W |u|2dµ for all u ∈ D(
√
L)
we obtain for f ∈ L2(M)
‖∇ψ(hL)f‖22 +
∥∥∥√Wψ(hL)f∥∥∥2
2
=
∥∥∥√Lψ(hL)f∥∥∥2
2
=
1
h
∥∥∥√hLψ(hL)f∥∥∥2
2
.
By setting Ψ(x) =
√
xψ(x) and using the standard functional calculus for the self-adjoint oper-
ator L on L2(M), we obtain
‖∇ψ(hL)f‖22 +
∥∥∥√Wψ(hL)f∥∥∥2
2
≤ ‖Ψ‖
2∞
h
‖f‖22 .
This gives (SB2).
• Next we prove (SB1). As mentioned in the introduction we use some ideas which already
appeared in the proofs of spectral multiplier theorems (cf. [DOS02]). Given ψ ∈ C∞c ([0,∞)) and
define ψe(x) := ψ(x)e2x. We can extend ψ as a C∞c -function on R and denote by ψ̂e its Fourier
transform. The Fourier inverse formula then allows to write
ψ(x) =
∫
R
e−2xψ̂e(ξ)eix.ξ
dξ√
2π
.
Therefore
ψ(hL) =
∫
R
ψ̂e(ξ)e−(2−iξ)hL
dξ√
2π
. (2.3)
Thus,
∇ψ(hL) =
∫
R
ψ̂e(ξ)∇e−hLe−(1−iξ)hLdξ,
√
Wψ(hL) =
∫
R
ψ̂e(ξ)
√
We−hLe−(1−iξ)hLdξ. (2.4)
Now we estimate ‖∇e−hLe−(1−iξ)hL‖1→1 and ‖
√
We−hLe−(1−iξ)hL‖1→1.
Following an argument of Grigor’yan one proves that there exists a constant c0 > 0 such
that ∫
M
|∇xph(x, y)|2 exp
(
c0
d(x, y)2
h
)
dµ(x) ≤ C
hV (y,
√
h)
. (2.5)
See [Gri95] or [CD99, Lemma 2.3] for L = −∆ on manifolds, [Ouh05, p. Section 6.6] for elliptic
operators on domains and [DOY06, Proposition 3.1] for Schrödinger operators on Rn. The proof
given in these papers is based on integration by parts and it carries overs to L = −∆+W on
manifolds. On the other hand, from the doubling condition one has easily∫
M
exp
(
−cd(x, y)
2
h
)
dµ(x) ≤ CV (y,
√
h) (2.6)
1for which (2.2) is true but the Riesz transform is unbounded for some p ∈ (2,+∞), see [CL04].
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for all h > 0 and y ∈ M (see e.g., [Ouh05, Proposition 7.1] or [CCO02, Theorem 4.3]). Hence,
by the Cauchy-Schwarz inequality∫
M
|∇xph(x, y)|dµ(x) =
∫
M
|∇xph(x, y)| exp
(
c0d(x, y)2
h
)
exp
(
−c0d(x, y)
2
h
)
dµ(x)
≤ C√
h
.
This shows that ∇e−hL is bounded on L1(M) and
‖∇e−hL‖1→1 ≤ C√
h
. (2.7)
The inequality (2.5) still holds when ∇ is replaced by multiplication by √W (see [DOY06]). We
can then argue as previously and obtain
‖
√
We−hL‖1→1 ≤ C√
h
. (2.8)
In order to continue, we recall the following bound (see [CCO02, Theorem 4.3])
‖e−zL‖q→q ≤ Cε
( |z|
ℜ(z)
)n∣∣ 1
2
− 1
q
∣∣+ε
, (2.9)
for any ε > 0 and all z ∈ C+ and q ∈ [1,+∞]. Using (2.9) for q = 1 it follows that
‖∇ψ(hL)‖1→1 ≤ Cε‖∇e−hL‖1→1
∫
R
|ψ̂e(ξ)|(1 + ξ2)
n
4
+ε,
‖
√
Wψ(hL)‖1→1 ≤ Cε‖
√
We−hL‖1→1
∫
R
|ψ̂e(ξ)|(1 + ξ2)
n
4
+ε.
From (2.7) and (2.8) we obtain
‖∇ψ(hL)‖1→1 + ‖
√
Wψ(hL)‖1→1 ≤ C
′
ε√
h
(∫
R
|ψ̂e(ξ)|2(1 + ξ2)
n
2
+1+4εdξ
)1/2
=
C ′ε√
h
‖ψe‖Hn/2+1+4ε(R)
≤ C
′′
ε√
h
‖ψ‖Hn/2+1+4ε(R).
This gives (SB1).
Remark 2.3. We mention few others results that one can obtain using the previous proof.
a) Similarly to [DOS02], we note that (2.3) and (2.9) allow to recover the well-known fact :
under the assumptions (1.2) and (G), for any ψ ∈ C∞c ([0,+∞)) and any q ∈ [1,+∞] the
following inequality holds true
sup
h>0
‖ψ(hL)‖q→q < +∞. (2.10)
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Pseudo-differential proofs of (2.10) exist but need to consider a specific pseudo-differential
framework (see [BGT04, Cor 2.2] and [Ime19, Theorem D.1]).
b) By writing z = ℜ(z)2 +
(ℜ(z)
2 + iℑ(z)
)
, we easily deduce from (2.7), (2.8) and (2.9) the
inequality
∀z ∈ C+
∥∥∥∇e−zL∥∥∥
1→1
+
∥∥∥√We−zL∥∥∥
1→1
≤ Cε√ℜ(z)
( |z|
ℜ(z)
)n
2
+ε
,
which in turn could directly be used to handle (2.4).
c) The previous proof shows the implication iii) ⇒ ii) of Theorem 2.2.
In the next result we prove Lp(M)− Lq(M) Bernstein inequalities.
Theorem 2.4. As above, we assume the doubling condition (1.2). We assume that the heat
kernel satisfies the Gaussian bound (G) and there exists m > 0 such that
pt(x, x) ≤ C
tm/2
, t ∈ (0, 1] a.e. x ∈M. (2.11)
Then for ψ ∈ C∞c ([0,∞)), there exists a positive constant C such that for any couple (p, q)
satisfying 1 ≤ p ≤ q ≤ 2, we have
‖∇ψ(hL)f‖q +
∥∥∥√Wψ(hL)f∥∥∥
q
≤ Ch−
(
1
2
+m
2
| 1
p
− 1
q
|
)
‖f‖p , h ∈ (0, 1], f ∈ Lp(M). (SBp,q)
If the regularity property (Rq0) is satisfied for some q0 > 2, then (SBp,q) holds for all 1 ≤ p ≤
q ≤ q0.
Proof. We shall use the same strategy as in Theorem 2.1. Firstly, we prove the estimate
‖∇e−hL‖p→q + ‖
√
We−hL‖p→q ≤ Ch−
1
2
−m
2
| 1
p
− 1
q
|, h ∈ (0, 1]. (2.12)
We recall a classical fact that the semigroup identity and the symmetry of the heat kernel imply
|ph(x, y)|2 =
∣∣∣∣∫
M
ph/2(x, z)ph/2(z, y)dµ(z)
∣∣∣∣2
≤
∫
M
ph/2(x, z)
2dµ(z)
∫
M
ph/2(z, y)
2dµ(z) = ph(x, x)ph(y, y) ≤ C
hm
.
This gives
‖e−hL‖1→∞ ≤ C
hm/2
, h ∈ (0, 1]
and hence by interpolation,
‖e−hL‖p→q ≤ Ch−
m
2
∣∣ 1
p
− 1
q
∣∣
.
Thus,
‖∇e−hL‖p→q + ‖
√
We−hL‖p→q ≤
(
‖∇e−h2L‖q→q + ‖
√
We−
h
2
L‖q→q
)
‖e−h2L‖p→q
≤ C
(
‖∇e−h2L‖q→q + ‖
√
We−
h
2
L‖q→q
)
h−
m
2
∣∣ 1
p
− 1
q
∣∣
.
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For 2 ≤ p ≤ q ≤ q0, the conclusion comes easily from the additional assumption (Rq0).
Using (2.4) and (2.9), we obtain
‖∇ψ(hL)‖p→q+‖
√
Wψ(hL)‖p→q ≤ (‖∇e−hL‖p→q+‖
√
We−hL‖p→q)
∫
R
|ψ̂e(ξ)|(1+ξ2)
n
2
∣∣ 1
2
− 1
q
∣∣+ ε
2dξ.
We then argue as in Theorem 2.1.
3 Discrete and semi-classical Bernstein inequalities
In this section, we assume the doubling condition (1.2), the Gaussian bound (G) and that L has
discrete spectrum with the notation of (1.3). We show the equivalence of the discrete Bernstein
inequality (Bp) stated in Theorems 1.1 and 1.2 and the semi-classical Bernstein inequality (SBp)
stated in Theorems 2.1 and 2.2. Since Theorem 2.1 has been proved in the previous section,
we obtain Theorem 1.1. We also derive Theorem 1.4 from Theorem 2.4. Similarly, the present
section shows that Theorem 2.2 implies Theorem 1.2 (we recall that Theorem 2.2 will be proved
in Section 5).
Proposition 3.1. Let p ∈ [1,∞]. Then the discrete Bernstein inequality (Bp) and the semi-
classical one (SBp) (with some non-trivial ψ ∈ C∞c ([0,∞))) are equivalent.
Proof. We start with (SBp) ⇒ (Bp). By Theorem 2.2 if (SBp) is satisfied by one non-trivial
function in ψ ∈ C∞c ([0,∞)) then it holds for any other function in the same space. Now we
choose ψ such that
ψ(x) =
{
1 for x ∈ [0, 1]
0 for x ≥ 2. (3.1)
Set f =
N∑
k=0
αkφk with (α0, . . . , αN ) ∈ CN+1 and N ≥ 1. We take h = 1λ2
N
and write
ψ(hL)f =
N∑
k=0
αkψ(hL)φk =
N∑
k=0
αkψ
(
λ2k
λ2N
)
φk =
N∑
k=0
αkφk.
We apply (SBp) and obtain immediately
‖∇
( N∑
k=0
αkφk
)
‖p + ‖
√
W
( N∑
k=0
αkφk
)
‖p ≤ CλN ‖
( N∑
k=0
αkφk
)
‖p.
This proves (Bp).
We prove the converse (Bp) ⇒ (SBp). We merely consider the case f ∈ Lp(M) ∩ L2(M),
then the general case f ∈ Lp(M) follows by density. The definition (3.1) of ψ ensures that
ψ(hL)f is spectrally localized on [0, 2/h] with respect to L. So there are N ∈ N⋆ and coefficients
α0, . . . , αN such that
ψ(hL)f =
N∑
k=0
αkφk with λ2N ≤
2
h
.
Applying (Bp) yields,
‖∇ψ(hL)f‖p + ‖
√
Wψ(hL)f‖p ≤ CλN‖ψ(hL)f‖p ≤ C
′
√
h
‖ψ(hL)f‖p.
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Since the multiplier ψ(hL) is bounded uniformly in h > 0 on Lp(M) (see (2.10) or [DOS02]) it
follows that ‖ψ(hL)f‖p ≤ C‖f‖p. This gives the semi-classical inequality (SBp) with ψ as in
(3.1). The same estimate holds for all ψ ∈ C∞c ([0,∞)) by Theorem 2.2.
Proof of Theorem 1.4. By Theorem 2.4 we have for every ψ ∈ C∞c ([0,∞))
‖∇ψ(hL)f‖q +
∥∥∥√Wψ(hL)f∥∥∥
q
≤ Ch−
(
1
2
+m
2
| 1
p
− 1
q
|
)
‖f‖p , h ∈ (0, 1], f ∈ Lp(M) (SBp,q)
As in the previous proof, we chose ψ as in (3.1) and we take h = 1
λ2N
and f =
N∑
k=0
αkφk to obtain
(Bp,q) for λN ≥ 1. For small λN , we argue as follows. Let N0 be the smallest integer such that
λN0 ≥ 1 and let 1 ≤ N < N0. We first have the rough bound
‖∇
N∑
k=0
αkφk‖q + ‖
√
W
N∑
k=0
αkφk‖q ≤ CN,1 sup
0≤k≤N
|αk|, (3.2)
with CN,1 :=
N∑
k=0
‖∇φk‖q + ‖
√
Wφk‖q. By the equivalence of the following two norms on CN+1
(α0, . . . , αN ) 7→ sup
0≤k≤N
|αk| et (α0, . . . , αN ) 7→ ‖
N∑
k=0
αkφk‖p
one has for a suitable constant CN,2 > 0 the following inequality
‖∇
N∑
k=0
αkφk‖q + ‖
√
W
N∑
k=0
αkφk‖q ≤ CN,2‖
N∑
k=0
αkφk‖p.
Since λN ≥ λ1 > 0 we may set
C := sup
1≤N<N0
CN,2
λ
1+m
∣∣ 1
p
− 1
q
∣∣
N
so that we have
‖∇
N∑
k=0
αkφk‖q + ‖
√
W
N∑
k=0
αkφk‖q ≤ Cλ
1+m
∣∣ 1
p
− 1
q
∣∣
N ‖
N∑
k=0
αkφk‖p.
This proves (Bp,q).
4 Dixmier-Malliavin weak factorization
This section is devoted to state a result which is in the spirit of the paper [DM78] by Dixmier
and Malliavin. More precisely, [DM78] studies the possibility of decomposing a function in a
Fréchet functional space into a finite sum of convolutions under the action of a Lie group G.
The statements there are however written in the language of the theory of representations on
Lie groups whereas we are interested in the particular case G = R, only. Hence instead of using
the whole machinery of the paper [DM78] (more precisely its Theorem 3.3), we give a relatively
simpler and direct proof based on Lemma 2.5 from [DM78]. Our proof gives two convolutions
in the factoraization.
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Lemma 4.1. [Dixmier-Malliavin] For any positive sequence (βn)n∈N, there exist a positive se-
quence (αn)n∈N and two functions ρ1 and ρ2 belonging to C∞c (R) satisfying
i) αn ≤ βn pour tout n ≥ 1
ii) for any function F ∈ C∞(R) the following limit holds
lim
p→+∞〈ρ1 ⋆
p∑
n=0
(−1)nαnδ(2n), F 〉 = F (0) +
∫
R
F (x)ρ2(x)dx.
We then have the following decomposition lemma.
Lemma 4.2. Let f ∈ L1(R)∩C∞(R) be a function whose all derivatives belong to L1(R). Then
there exist g ∈ L1(R), ρ1 ∈ C∞c (R) and ρ2 ∈ C∞c (R) such that the following (weak) factorization
holds
f = ρ1 ⋆ f + ρ2 ⋆ g.
We also state the following reformulation which will be used several times in this paper.
Corollary 4.3. Let F : (0,+∞)→ R be a smooth function satisfying∫ +∞
0
xk−1|F (k)(x)|dx < +∞ for all k ∈ N. (4.1)
Then there exist Θ1,Θ2 ∈ C∞c (0,+∞) and F1, F2 ∈ L1(0,+∞) such that
F (x) =
∫ +∞
0
Θ1
(
x
y
)
F1(y) + Θ2
(
x
y
)
F2(y)dy, x ∈ (0,+∞). (4.2)
Proof. The function f : t ∈ R 7→ F (et) is integrable on R and one checks by induction that f (k)
is a linear combination of the integrable functions t ∈ R 7→ ejtF (j)(et), for j being an integer
belonging to [1, k]. We then apply Lemma 4.2 and set
Θ1(x) := ρ1(ln(x)), F1(x) :=
f(ln(x))
x
,
Θ2(x) := ρ2(ln(x)), F2(x) :=
g(ln(x))
x
to obtain the decomposition (4.2) on (0,+∞).
Proof of Lemma 4.2. We apply the Lemma 4.1 for βn = 1(1+n2)(1+||f(2n)||L1(R))
so that we have
∑
n∈N
βn‖f (2n)‖L1(R) < +∞. (4.3)
Let (αn)n∈N be the positive sequence given by Lemma 4.1. We will prove the following limit in
L1(R) as p tends to +∞,
ρ1 ⋆
( p∑
n=0
(−1)nαnf (2n)
)
→ f + ρ2 ⋆ f. (4.4)
13
We first remark that the sum
∑
(−1)nαnf (2n) is absolutely convergent in L1(R) thanks to (4.3)
and to the inequality αn ≤ βn given by Lemma 4.1. Since ρ1 belongs to L1(R), the boundedness
of the convolution product from L1(R)×L1(R) to L1(R) implies that the left-hand side of (4.4)
converges in L1(R) as p→ +∞.
To prove that the limit of (4.4) is indeed f + ρ2 ⋆ f it is sufficient to check it in the weak
sense. Let h ∈ C∞c (R) be a test function and let us prove that
lim
p→+∞
∫
R
h(x)
(
ρ1 ⋆
( p∑
n=0
(−1)nαnf (2n)
))
(x)dx =
∫
R
h(x)f(x) + h(x)(ρ2 ⋆ f)(x)dx. (4.5)
We now recall the following consequence of Fubini’s theorem∫
R
a(x)(b ⋆ c)(x)dx =
∫
R
(a ⋆ bˇ)(x)c(x)dx (4.6)
for all a ∈ C∞c (R), b ∈ C∞(R) and c ∈ C∞c (R). Here we use the convention bˇ(x) = b(−x). We
then write
ρ1 ⋆
( p∑
n=0
(−1)nαnf (2n)
)
= ρ1 ⋆
( p∑
n=0
(−1)nαnδ(2n)
)
⋆ f =
( p∑
n=0
(−1)nαnρ(2n)1
)
⋆ f,
which in turn gives, thanks to (4.6),
∫
R
h(x)
(
ρ1 ⋆
( p∑
n=0
(−1)nαnf (2n)
))
(x)dx =
∫
R
( p∑
n=0
(−1)nαnρ(2n)1 (x)
)
(fˇ ⋆ h)(x)dx.
We apply Lemma 4.1 to the LHS and obtain the following limit as p→ +∞
(fˇ ⋆ h)(0) +
∫
R
(fˇ ⋆ h)(x)ρ2(x)dx,
By (4.6) we rewrite the previous limit as follows∫
R
h(x)f(x)dx+
∫
R
h(x)(f ⋆ ρ2)(x)dx.
Hence the limit in (4.4) is proved in L1(R) and we have indeed proved the following equality
f = −ρ2 ⋆ f + ρ1 ⋆
∑
n∈N
(−1)nαnf (2n)

with
∑
n∈N
(−1)nαnf (2n) ∈ L1(R). This proves the lemma.
5 Proof of Theorem 2.2
This section is devoted to the proof of Theorem 2.2. As we already mentioned in Remark 2.3,
we have seen the implication iii) ⇒ ii). The implication ii) ⇒ i) is obvious. It remains to prove
the implication i) ⇒ iii). We divide the proof into three steps.
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Step 1. Let ψ0 be as in the theorem. First, we observe that we can replace ψ0 with ψ20 . Indeed,
‖∇ψ20(hL)‖p→p + ‖
√
Wψ20(hL)‖p→p
≤ ‖∇ψ0(hL)‖p→p‖ψ0(hL)‖p→p + ‖
√
Wψ0(hL)‖p→p‖ψ0(hL)‖p→p
≤ C√
h
‖ψ0(hL)‖p→p
≤ C√
h
.
By replacing ψ0 by its square, we may assume that there exists [a, b] ⊂ (0,∞) such that
ψ0 ≥ 0 and ψ0(x) > 0 for x ∈ [a, b]. (5.1)
Step 2. Now let ψ ∈ C∞c (0,∞) with support contained in [c, d] ⊂ (0,∞). Set K = ba > 1 and
consider an integer N large enough so that [c, d] ⊂ [K−Na,KN b]. The equality [K−Na,KNb] =⋃
−N≤n≤N
[Kna,Knb] and (5.1) imply
N∑
n=−N
ψ0(K−nx) > 0 for all x ∈ [K−Na,KN b].
We now consider a function ϕ ∈ C∞c (R) such that for any x ∈ [K−Na,KN b] the following holds
N∑
n=−N
ψ0(K−nx)ϕ(x) = 1.
Since the function
N∑
n=−N
ψ0(K−n·)ϕ equals 1 on the support of ψ we have ψ =
N∑
n=−N
ψ0(K−n·)ϕψ.
We argue exactly as in Step 1 to conclude that ψ satisfies the semi-classical Bernstein inequality
(SBp).
Step 3. What we proved in Step 2 is that we may replace a particular non-zero function
ψ0 ∈ C∞c ([0,+∞)) by any ψ ∈ C∞c (0,+∞). In other words, we have obtained ii) of Theorem 2.2
for the particular case of functions ψ ∈ C∞c (0,+∞). This particular case will be now combined
with the weak factorization results of Section 4 to reach the heat propagator of assertion iii).
We apply Corollary 4.3 to the function F (x) =
√
xe−x for x ∈ (0,+∞). Then there exist
two functions Θ1 and Θ2 belonging to C∞c (0,+∞) and two functions F1 and F2 belonging to
L1(0,+∞) so that
√
xe−x =
∫ +∞
0
Θ1
(
x
y
)
F1(y)dy +
∫ +∞
0
Θ2
(
x
y
)
F2(y)dy.
Let us now introduce the following two smooth functions ψ1 and ψ2 (they are compactly sup-
ported in (0,+∞))
ψ1(x) :=
Θ1(x)√
x
and ψ2(x) :=
Θ2(x)√
x
.
Therefore, we have
e−x =
∫ +∞
0
ψ1
(x
y
)
F1(y)
dy√
y
+
∫ +∞
0
ψ2
(x
y
)
F2(y)
dy√
y
,
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which leads to
e−hL =
∫ +∞
0
ψ1
(
hL
y
)
F1(y)
dy√
y
+
∫ +∞
0
ψ2
(
hL
y
)
F2(y)
dy√
y
.
Now we use Step 2 and obtain∥∥∥∇e−hL∥∥∥
p→p +
∥∥∥√We−hL∥∥∥
p→p
≤
2∑
i=1
∫ +∞
0
( ∥∥∥∥∇ψi (hLy
)∥∥∥∥
p→p
+
∥∥∥∥√Wψi (hLy
)∥∥∥∥
p→p
) |Fi(y)|√
y
dy
≤ C√
h
∫ +∞
0
|F1(y)|+ |F2(y)|dy = C
′
√
h
.
This proves the regularity property (Rp) of assertion iii).
6 A multiplier theorem from BMOL(M) into L
∞(M)
Recall that M is a Riemannian manifold satisfying the doubling property and L = −∆+W is
a Schrödinger operator with a non-negative potential W ∈ L1loc(M). Moreover the heat kernel
of L is assumed to satisfy the Gaussian upper bound (G). There is a large literature on suitable
Hardy or BMO spaces associated to L. In the present paper, we use the general framework
developed in [HLM+11] (whose introduction contains references of important prior works). In
[HLM+11] it is required that
i) M is a metric measured space,
ii) the measure µ is doubling,
iii) the operator L generates an analytic semigroup (e−tL)t>0 satisfying the so-called Davies-
Gaffney condition.
Under these general assumptions, one can define a Hardy space H1L(M) (see (6.5)) and a
BMOL(M) space associated with L. Note that BMOL(M) is the dual space of H1L(M) (see
[HLM+11, Theorem 2.7]). Recall that these spaces coincide with the usual Hardy H1(Rd) and
BMO(Rd) spaces in the Euclidean setting, i.e., L = −∆ and M = Rd.
Most of operators associated with L such as the functional calculus or the Riesz transform
are bounded from H1L(M) to L
1(M). By duality one has boundedness results from L∞(M) to
BMOL(M). In the main result of the present section, we prove boundedness of the functional
calculus of L (for a class of functions) from L1(M) into H1L(M) or from BMOL(M) into L
∞(M).
More precisely we have
Theorem 6.1. Let ϕ ∈ C∞(0,+∞) such that∫ +∞
0
xk−1|ϕ(k)(x)|dx < +∞ for all k ∈ N. (6.1)
Then we have
sup
h>0
‖ϕ(hL)‖BMOL(M)→L∞(M) < ∞, (6.2)
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sup
h>0
‖ϕ(hL)‖L1(M)→H1L(M) < ∞, (6.3)
sup
h>0
‖ϕ(hL)‖Lq (M)→Lq(M) < ∞, q ∈ [1,+∞]. (6.4)
Let us first comment the assumption (6.1). We note that (6.1) for k = 1 implies that ϕ is
uniformly continuous on (0,+∞) and hence admits a limit as x tends to 0+. For k = 0, the
condition
∫+∞
0
|ϕ(x)|
x dx < +∞ forces the limit lim
x→0+
ϕ(x) to be 0. From the previous limit, one
also deduces that ϕ is bounded by
∫ +∞
0 |ϕ′(x)|dx. The previous considerations ensure that the
operator ϕ(hL) is well-defined on L2(M) by the standard functional calculus.
Proof of Theorem 6.1. By duality, (6.2) cleary follows from (6.3). We will see that (6.3) can be
reduced to ϕ ∈ C∞c (0,∞). The general assumption (6.1) will be reached by appealing to the weak
factorization of Corollary 4.3 (see Step 3 below). Similarly, we reduce (6.4) to ϕ ∈ C∞c (0,∞) in
which case it follows from (2.10). See Step 4 below.
Step 1. We start by proving (6.3) for ϕ ∈ C∞c (0,∞). The first step consists by checking
that (6.3) follows from the particular case h = 1.
Following [HLM+11, pages 8-9] the version of the Hardy space we need, denoted by H1L(M), is
defined by the square function SL as follows. Set for every x ∈M
SLf(x) :=
( ∫ ∞
0
∫
d(x,y)<t
|t2Le−t2Lf(y)|2 dµ(y)
V (x, t)
dt
t
) 1
2
, (6.5)
and denote the domain D :=
{
f ∈ R(L) : SLf ∈ L1(M)
}
where R(L) is the closure of the
range of L in L2(M). Then H1L(M) is the completion of the space D with respect to the norm
‖f‖H1L(M) := ‖SLf‖L1(M). (6.6)
For any h > 0, we introduce the metric d′ := d√
h
and the operator L′ := hL. The measure µ
is unchanged. Then the volume with respect to d′ and µ is V ′(x, r) = V (x, r
√
h). Obviously,
the heat kernel of L′ satisfies the Gaussian bound (G) with the same constants C and c but
now with V ′(x,
√
t) and d′(x, y) instead of V (x,
√
t) and d(x, y). We define SL′ , as in (6.5), by
considering d′ and V ′. Then a simple change of the variable shows the equalities
SL′f(x) = SLf(x)
‖f‖H1
L′
(M) = ‖f‖H1L(M).
By the same change of variable, we have ‖ϕ(hL)f‖H1L(M) = ‖ϕ(L
′)f‖H1
L′
(M) for any ϕ ∈
C∞c (0,∞). We have reduced the proof of (6.3) to that of
‖ϕ(L′)f‖H1
L′
(M) ≤ C0‖f‖L1(M) (6.7)
with some constant C0 depending only on ϕ, the constants in the doubling property and the
Gaussian bound (G).
Step 2. We prove (6.7) again for ϕ ∈ C∞c (0,∞). We do this for L instead of L′ for simplicity
of the notation. In order to prove this, we use the molecular decomposition (see [HLM+11, page
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7, Definition 2.3]). Given a function g ∈ L2(M) and assume first that g is supported in a ball
B(xB, rB) with rB ≥ 1. We prove that ϕ(L)g is a multiple of a molecule of H1L(M). That is,
there exist positive constants m and ε, a ball B = B(x′B , r
′
B) and a function b such that ϕ(L)g
is multiple of Lmb and
‖(r′B2L)kb‖L2(Uj(B)) ≤ r′B
2m2−jεV (2jB)−1/2 (6.8)
for k = 0, 1, ...,m and j = 0, 1, 2, .... Here Uj(B) := 2j+1B\2jB, 2jB := B(x′B , 2jr′B), V (2jB) :=
V (x′B , 2
jr′B) for j ≥ 1 and U0(B) = B.
We choose B(x′B , r
′
B) = B(xB , rB) the same ball which contains the support of g and take
b = L−mϕ(L)g. The function b exists since L−mϕ(L) is a bounded operator on L2(M) because
ϕ is supported in (0,∞). It remains to prove (6.8).
We assume for simplicity that the support of ϕ is contained in [12 , 1], the reasoning is the same
for any ϕ with compact support in (0,∞). We have
‖(rB2L)kL−mϕ(L)g‖L2(Uj(B)) = rB2k‖Lk−mϕ(L)g‖L2(Uj(B))
≤ rB2k‖Lk−mϕ(L)‖L1(B)→L2(Uj(B))‖g‖L1(M)
≤ rB2k‖Lk−mϕ(L)‖L2(Uj(B))→L∞(B)‖g‖L1(M)
≤ rB2m‖Lk−mϕ(L)‖L2(Uj(B))→L∞(B)‖g‖L1(M).
Set ψ(λ) := λk−mϕ(λ) and fix s > n/2 where n denotes again the homogeneous "dimension" in
the doubling property (1.2). We now apply Lemma 4.3 from [DOS02] (using (1.2) and (G) and
according to Lemma 2.2 from [DOS02], the assumptions of Lemma 4.3 hold for p = ∞). We
then bound the last term as follows
rB
2m‖Lk−mϕ(L)‖L2(Uj(B))→L∞(B)‖g‖L1(M)
≤ C0rB2m sup
y∈B
1
V (y, 2)1/2
(1 + 2jrB)−s‖ψ‖W s+1,∞‖g‖L1(M)
≤ C0rB2mV (2jB)−1/2 sup
y∈B
V (y, 2jrB)1/2
V (y, 2)1/2
(1 + 2jrB)−s‖ψ‖W s+1,∞‖g‖L1(M)
≤ C0CrB2mV (2jB)−1/22−j(s−n/2)‖ψ‖W s+1,∞‖g‖L1(M).
Let Cϕ := C0C‖ψ‖W s+1,∞ . The above inequality shows that ϕ(L)gCϕ‖g‖L1(M) is a molecule of H
1
L(M).
Hence
‖ ϕ(L)g
Cϕ‖g‖L1(M)
‖H1L(M) ≤ 1.
Hence, for any g ∈ L2(M) with compact support, the following inequality holds
‖ϕ(L)g‖H1L(M) ≤ Cϕ‖g‖L1(M). (6.9)
For a general g ∈ L1(M), classical density results ensure the existence of a sequence (gn) of
L2(M), each gn has compact support, and (gn) converges to g in L1(M). Then ϕ(L)gn ∈ H1L(M)
for each n and
‖ϕ(L)gn‖H1L(M) ≤ Cϕ‖gn‖L1(M). (6.10)
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This implies that (ϕ(L)gn) is a Cauchy sequence in H1L(M) and hence is convergent. On the
other hand, since ϕ(L) is bounded on L1(M) (see (2.10)), the limit of (ϕ(L)gn), in L1(M),
is ϕ(L)g. In addition, under (1.2) and (G), the Hardy space H1L(M) continuously embeds
into L1(M) (see [HLM+11, page 70]). It follows that the limit of (ϕ(L)gn) in H1L(M) is also
ϕ(L)g. Taking the limit in (6.10) yields (6.9) for g ∈ L1(M). Thus, we have proved (6.3) for
ϕ ∈ C∞c (0,∞).
Step 3. Now we prove (6.3) for general functions ϕ as in the theorem. We apply Corollary
4.3 to write (with the same notations) for any x > 0
ϕ(x) =
∫ +∞
0
Θ1
(
x
y
)
F1(y)dy +
∫ +∞
0
Θ2
(
x
y
)
F2(y)dy.
By the functional calculus, we have for h > 0
ϕ(hL) =
∫ +∞
0
Θ1
(
hL
y
)
F1(y)dy +
∫ +∞
0
Θ2
(
hL
y
)
F2(y)dy.
Hence, we can bound sup
h>0
‖ϕ(hL)‖L1(M)→H1
L
(M) by
sup
h>0
∫ +∞
0
∥∥∥Θ1(hL
y
)∥∥∥
L1(M)→H1
L
(M)
|F1(y)|dy +
∥∥∥Θ1(hL
y
)∥∥∥
L1(M)→H1
L
(M)
|F2(y)|dy.
Remember now that we have proved (6.3) for functions in C∞c (0,∞). Since Θ1 and Θ2 are
compactly supported in (0,+∞) and since F1 and F2 are integrable (thanks to Corollary 4.3),
the last upper bound is less than C ‖F1‖L1(0,+∞) + C ‖F2‖L1(0,+∞) < +∞.
Step 4. We explain here the proof of (6.4). For ϕ being smooth with compact support, we
have seen several times that (6.4) holds (see (2.10)). We obtain (6.4) under the condition (6.1)
by another application of Corollary 4.3.
The proof of Theorem 6.1 is finished.
The multiplier theorem proved in this section will be used in a crucial way in the proof of
the reverse Bernstein inequality.
7 The reverse Bernstein inequality
In this section, we investigate reverse Bernstein inequalities and prove Theorem 1.5. As in
Section 2, we introduce a semi-classical version of the reverse inequality.
Theorem 7.1. Suppose (1.2) and (G) and consider a function Ψ ∈ C∞([0,+∞)) vanishing in a
neighborhood of 0 and constant in a neighborhood of +∞. Then we have the following assertions.
i) For q ∈ [2,∞], the following semi-classical reverse Bernstein inequality holds
C√
h
‖Ψ(hL)u‖q ≤ ‖∇u‖q + ‖
√
Wu‖q, u ∈ L2(M), h > 0. (SRBq)
ii) For q ∈ (1, 2), if (Rp) holds for p = qq−1 (or equivalently (SBp) holds, see Theorem 2.2),
then (SRBq) holds.
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iii) For q = 1, if (R∞) and the condition inf
x∈M
V (x, 1) > 0 hold, then (SRB1) holds.
As in Section 3, the discrete reverse Bernstein inequality of Theorem 1.5 is an almost straight-
forward consequence of the semi-classical version of Theorem 7.1.
Proof of Theorem 1.5. i) By considering a smooth function Ψ satisfying
Ψ(x) =
{
0, x ≤ 12
1, x ≥ 1.
we clearly have Ψ(hL)u = u for u =
+∞∑
k=N
αkφk and h = 1λ2N
. We see that (RBq) is a consequence
of (SRBq).
For ii) and iii) we note that we have proved the equivalences (Bp) ⇔ (SBp) ⇔ (Rp) (see
Section 3 and Theorem 2.2). So we obtain as previously assertions ii) and iii) from Theorem
7.1.
We now turn to the proof of Theorem 7.1. The first thing to notice is the following conse-
quence of Theorem 6.1.
Lemma 7.2. Assume (1.2) and (G) and consider a smooth function Ψ ∈ C∞([0,+∞)) vanishing
near 0 and being constant in a neighborhood of +∞. Then for any q ∈ [1,+∞],
‖Ψ(hL)u‖q ≤ C
√
h‖
√
LΨ(hL)u‖q (7.1)
‖Ψ(hL)u‖q ≤ C ′
√
h‖
√
Lu‖q. (7.2)
For q = +∞, the previous two bounds can be modified as follows
‖Ψ(hL)u‖∞ ≤ C
√
h‖
√
LΨ(hL)u‖BMOL(M) (7.3)
‖Ψ(hL)u‖∞ ≤ C ′
√
h‖
√
Lu‖BMOL(M). (7.4)
In the above estimates, C and C ′ may depend on Ψ but are independent of u ∈ L2(M) and
h > 0.
Proof. Note that Ψ(hL) is well defined on L2(M) by the functional calculus of L. For simplicity
we assume that Ψ has support in [1,+∞). We take ϕ ∈ C∞(R) such that
ϕ(x) =
{
0 for x ≤ 12 ,
1√
x
for x ≥ 1.
Hence we have Ψ(x) = ϕ(x)
√
xΨ(x). We apply Theorem 6.1 to the function ϕ and obtain (7.1)
for q ∈ [1,+∞] as follows
‖Ψ(hL)u‖q = ‖ϕ(hL)
√
hLΨ(hL)u‖q
≤ C
√
h‖
√
LΨ(hL)u‖q.
Similarly, we apply assertion (6.2) of Theorem 6.1 to obtain
‖Ψ(hL)u‖∞ ≤ C
√
h‖
√
LΨ(hL)u‖BMOL(M). (7.5)
This proves (7.4). To see (7.2) and (7.4), we merely notice that we can apply Theorem 6.1 to
the function Φ(x) := 1√
x
Ψ(x) instead of ϕ.
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We recall the following standard lemma for which we give a proof for the sake of completeness.
Lemma 7.3. Assume (1.2) and (G) and fix q ∈ (1,+∞). Then for any u ∈ D(√L) the following
inequalities hold (where p = qq−1)
C‖
√
Lu‖q ≤ sup
‖√Lv‖p≤1
v∈D(√L)
|(
√
Lu,
√
Lv)| ≤ ‖
√
Lu‖q. (7.6)
For q = 1 and p = +∞, if one moreover assumes the condition inf
x∈M
V (x, 1) > 0, then the
previous inequalities are still true.
Proof. The upper bound in (7.6) follows from Hölder’s inequality. We prove the converse. Note
that
‖
√
Lu‖q ≤ sup
‖g‖p≤1
g∈L1(M)∩L∞(M)
|(
√
Lu, g)|. (7.7)
For q ∈ (1,+∞), it is well known that
lim
t→+∞
∥∥∥e−tLg −Π0(g)∥∥∥
Lp(M)
= 0, ∀g ∈ L1(M) ∩ L∞(M), (7.8)
where Π0 : L2(M) → L2(M) is the orthogonal projection on ker(L) (see, e.g., [Rus00, Lemmas
8 and 9]). Also Π0 maps L1(M) ∩ L∞(M) into itself. For q = 1, (7.8) still holds true under the
additional condition inf
x∈M
V (x, 1) > 0. Actually, the Gaussian estimates (G) imply the finiteness
of sup
x∈M
|p1(x, x)|. Consequently, e−L is hypercontractive in the sense that it sends L1(M) into
L∞(M). By interpolation, e−L also sends L2(M) into L∞(M) so that (7.8) gives
lim
t→+∞
∥∥∥e−tLg − e−LΠ0(g)∥∥∥
L∞(M)
= 0, ∀g ∈ L1(M) ∩ L∞(M).
Since e−LΠ0(g) = Π0(g), we see that (7.8) holds for p =∞ as well.
Since ker(L) = ker(
√
L) we have from (7.7)
‖
√
Lu‖q ≤ sup
‖g‖p≤1
g∈L1(M)∩L∞(M)
|(
√
Lu, g −Π0(g))|, (7.9)
and hence
‖
√
Lu‖q ≤ sup
‖g‖p≤1
g∈L1(M)∩L∞(M)
sup
t>0
|(
√
Lu, g − e−tLg)|. (7.10)
Since g − e−tLg = −L
∫ t
0
e−sLgds belongs to the range of L (and thus to the range of
√
L), we
obtain from the contractivity of the semigroup (e−tL)t≥0 on Lp(M) that∥∥∥g − e−tLg∥∥∥
p
≤ 2 ‖g‖p , t > 0.
This gives (7.6).
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The previous preliminary results allow us to prove Points ii) and iii) of Theorem 7.1. Actually,
our next proof shows that the implication (SBp)⇒ (SRBq) holds for all 1 ≤ q < +∞ (with the
additional assumption inf
x∈M
V (x, 1) > 0 for q = 1).
Proof of Theorem 7.1. We start with the proof of assertions ii) and iii). Thanks to Theorem 7.6
below, me merely have to prove (SRBq) for Ψ having compact support in (0,+∞). We now
assume (Rp) for p =
q
q−1 , or equivalently (SBp) (thanks to Theorem 2.2) and we prove (SRBq).
By Lemma 7.2, it suffices to prove
C‖
√
LΨ(hL)u‖q ≤ ‖∇u‖q + ‖
√
Wu‖q, u ∈ L2(M), h > 0. (7.11)
Lemma 7.3 implies
‖
√
LΨ(hL)u‖q ≤ C sup
‖
√
Lv‖p≤1
v∈D(√L)
|(
√
LΨ(hL)u,
√
Lv)|
≤ C sup
‖
√
Lv‖p≤1
v∈D(√L)
|(
√
Lu,
√
LΨ(hL)v)|
≤ C sup
‖
√
Lv‖p≤1
v∈D(√L)
∣∣∣∣∫
M
∇u · ∇{Ψ(hL)v} +Wu{Ψ(hL)v}dx
∣∣∣∣
≤ C
(
‖∇u‖q + ‖
√
Wu‖q
)
sup
‖
√
Lv‖p≤1
v∈D(√L)
‖∇{Ψ(hL)v}‖p + ‖
√
W{Ψ(hL)v}‖p.
We now consider ψ : R → R a smooth function with support in (0,+∞) which equals 1 on the
support of Ψ. Since Ψ(hL) = ψ(hL)Ψ(hL) we may apply the semi-classical Bernstein inequality
(SBp) to obtain
‖
√
LΨ(hL)u‖q ≤ C
(
‖∇u‖q + ‖
√
Wu‖q
)
sup
‖√Lv‖p≤1
v∈D(√L)
1√
h
‖Ψ(hL)v‖p.
To finish the proof of (7.11), we use (7.2) from Lemma 7.2.
It remains to prove assertion i). As noticed above, the previous proof is also valid for
q ∈ [2,∞) (and hence 1 < p ≤ 2) and shows the implication (SBp) ⇒ (SRBq). Since by
Theorem 2.1 the semi-classical Bernstein inequality (SBp) (or equivalently (Rp)) holds, we see
that assertion i) of Theorem 7.1 holds for q ∈ [2,+∞). The case q = +∞ (for which p = 1)
seems to be more complicate. The previous proof breaks down2 at (7.8) for p = 1. We shall
postpone the main argument to the next proposition in which we prove
C ‖
√
Lu‖BMOL(M) ≤ ‖∇u‖∞ + ‖
√
Wu‖∞. (7.12)
Now, by (7.4) of Lemma 7.2, we see that assertion i) with q =∞ follows from (7.12).
Proposition 7.4. Suppose (1.2) and (G). Denote by D∞(M) the subspace of distributions u on
M satisfying ‖∇u‖∞ + ‖
√
Wu‖∞ < +∞. The operator
√
L : D(√L) ∩ D∞(M) → L2(M) can
be extended to an operator
√
L : D∞(M)→ BMOL(M) which satisfies (7.12) for u ∈ D∞(M).
2even in the Euclidean case, et∆g does not converge in L1(Rd) as t → +∞ for positive g ∈ L1(R).
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We recall some facts about finite molecular decomposition in Hardy spaces (already used in
the proof of Theorem 6.1). The notion of (1, 2,m, ε)-molecules is defined in [HLM+11, Definition
2.3] where m is an integer satisfying m > n4 (n being is the exponent in (1.2)) and ε > 0
is arbitrary. We denote by H1,fL,mol(M) the space of finite linear combinations of (1, 2,m, ε)-
molecules. We forget m and ε > 0 in our notations for simplicity. Then we have
Lemma 7.5. The following properties hold
a) The subspace H1,fL,mol(M) is dense in the Hardy space H
1
L(M).
b) The subspace H1,fL,mol(M) is contained in L
2(M). Moreover, H1,fL,mol(M) is contained in the
range R(
√
L) of
√
L, i.e., any w ∈ H1,fL,mol(M) can be written as
w =
√
Lv with v ∈ D(
√
L), (7.13)
Finally, the subspace H1,fL,mol(M) is dense in R(
√
L) for the L2(M)-norm.
Proof. a) See [HLM+11, Definition 2.4 and Chapter 7].
b) From [HLM+11, Definition 2.3, Point i)], w belongs to the domain of Lm. Hence w can
be written w =
√
LLm−
1
2w′ with Lm−
1
2w′ ∈ L2(M). In particular, the inclusions H1,fL,mol(M) ⊂
R(
√
L) ⊂ L2(M) hold. For the last assertion of the statement, we have not found a reference
for it, so we give a proof.
Let us consider v ∈ D(√L) and we want to prove that√Lv is a limit, in L2(M), of a sequence
of elements in H1,fL,mol(M). To do so, we consider a sequence of functions ϕk ∈ C∞c (0,+∞)
satisfying
0 ≤ ϕk ≤ 1 and lim
k→+∞
ϕk(t) = χ(0,+∞)(t), t ∈ [0,+∞). (7.14)
Since
√
Lv is orthogonal to ker(
√
L) we have
√
Lv = χ(0,+∞)(
√
L)
√
Lv. Then the spectral
theorem for the unbounded self-adjoint operator
√
L (see for instance [Rud91, Theorems 13.24
and 13.30]) ensure that there is a finite measure ν on [0,+∞), indeed the spectral measure
dE√Lv,√Lv at the couple (
√
Lv,
√
Lv), such that
∥∥∥√Lv − ϕk(√L)√Lv∥∥∥2
L2(M)
=
∥∥∥(χ(0,+∞)(√L)− ϕk(√L))√Lv∥∥∥2
L2(M)
=
∫
[0,+∞)
|χ(0,+∞)(t)− ϕk(t)|2dν(t).
The dominated convergence theorem and the conditions (7.14) ensure that the previous term
tends to 0. As a consequence of
√
Lϕk(
√
L) = ϕk(
√
L)
√
L, we obtain the following limit in
L2(M) √
Lv = lim
k→+∞
√
Lϕk(
√
L)v.
Set ψk(x) :=
√
xϕk(
√
x) for x ≥ 0 and approximate v, in L2(M), by a sequence (vn)n ∈ L2(M)
and each vn has compact support. Note that ψk(L)vn ∈ H1,fL,mol(M) as shown in Step 2 in the
proof of Theorem 6.1. Since
√
Lv is the limit in L2(M) (as n, k →∞) of ψk(L)vn we conclude
that
√
Lv is in the closure of H1,fL,mol(M) in L
2(M).
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Proof of Proposition 7.4. As mentioned previously, the Riesz transforms ∇L−1/2 and √WL−1/2
are bounded from H1L(M) into L
1(M) (see [DOY06] in whichM = Rn but the arguments merely
need the assumptions (1.2) and (G)). We also stress that the definition of the Hardy space used
in [DOY06] coincides with (6.6), namely that of [HLM+11]. Therefore,
‖∇u‖1 + ‖
√
Wu‖1 ≤ c ‖
√
Lu‖H1
L
(M). (7.15)
Moreover, the following formula holds
(
√
Lu,
√
Lv) =
∫
M
∇u · ∇v +Wuvdµ, (u, v) ∈ D(
√
L)×D(
√
L). (7.16)
We now want to reach the following two goals
A) give a reasonable definition of
√
L as an operator from D∞(M) into BMOL(M), where
D∞(M) is the subspace of distributions u on M satisfying
|∇u| ∈ L∞(M) and
√
Wu ∈ L∞(M). (7.17)
B) prove that the previous reasonable definition is compatible with the initial definition
√
L
as an operator on L2(M). In other words, the two definitions must coincide on D(√L) ∩
D∞(M).
We use the properties in Lemma 7.5 of H1,fL,mol(M). Due to the inclusion H
1,f
L,mol(M) ⊂ L2(M),
we can consider the following subspace of D(√L)
Dmol(
√
L) := {v ∈ D(
√
L),
√
Lv ∈ H1,fL,mol(M)}.
Let us now fix u ∈ D∞(M) and consider the linear functional Tu : Dmol(
√
L)→ R defined by
(Tu, v) :=
∫
M
∇u · ∇v +Wuvdµ, v ∈ Dmol(
√
L).
By (7.15) and (7.17) it is clear that (Tu, v) is an absolutely convergent integral and satisfies
|(Tu, v)| ≤ C(‖∇u‖L∞(M) + ‖
√
Wu‖L∞(M))‖
√
Lv‖H1L(M). (7.18)
Let us now explain why such an estimate ensures the existence of a unique element bu ∈
BMOL(M) satisfying
(Tu, v) = 〈bu,
√
Lv〉BMO−H1 , (7.19)
where the bracket in the RHS is the duality between BMOL(M) and H1L(M). Moreover, the
element bu ∈ BMOL(M) will satisfy
‖bu‖BMOL(M) ≤ C
( ‖∇u‖L∞(M) + ‖√Wu‖L∞(M)). (7.20)
Once we establish that bu =
√
Lu we obtain (7.12) from (7.20).
For w ∈ H1,fL,mol(M) we introduce the following affine subspace of Dmol(
√
L)
A(w) := {v ∈ D(
√
L),
√
Lv = w}. (7.21)
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We note that A(w) is not empty thanks to (7.13). Moreover, it is clear that (7.18) shows the
following equality
(Tu, v)− (Tu, v′) = (Tu, v − v′) = 0, (v, v′) ∈ A(w)× A(w).
In other words, (Tu, v) is independent of the choice of v ∈ A(w) and merely depends on w.
Furthermore, it is clear that the following application
w ∈ H1,fL,mol(M) 7→ (Tu, v) (7.22)
is linear and satisfies, thanks to (7.18) and (7.21), the upper bound
|(Tu, v)| ≤ C(‖∇u‖L∞(M) + ‖
√
Wu‖L∞(M))‖w‖H1L(M).
By using the density of H1,fL,mol(M) in H
1
L(M) (see Lemma 7.5) and the important fact that
BMOL(M) is the dual space of H1L(M) (see [HLM
+11, Theorem 6.4]), we see that there exists
a unique element bu ∈ BMOL(M) satisfying
(Tu, v) = 〈bu, w〉BMO−H1 = 〈bu,
√
Lv〉BMO−H1 ,
that is (7.19) and (7.20). The formulas (7.16) and (7.19) clearly suggest to define bu :=
√
Lu so
that
√
L would be defined from D∞(M) into BMOL(M). That is our gaol A above.
For consistency with the definition of
√
L on L2(M), we also have to reach the second goal
B. We now assume u to belong in D(√L) ∩ D∞(M). The compatibility of the previous two
definitions will come from Lemma 7.5. For any w ∈ H1,fL,mol(M), the previous construction
allows us to write w =
√
Lv for some v ∈ D(√L) and
〈bu, w〉BMO−H1 = 〈bu,
√
Lv〉BMO−H1 =
∫
M
∇u · ∇v +Wuvdµ.
But (7.16) proves the equality 〈bu, w〉BMO−H1 = (
√
Lu,w)L2−L2 . The density of H
1,f
L,mol(M) in
H1L(M), for the H
1
L(M)-norm and in the range R(
√
L) of
√
L, for the L2(M)-norm, ensures the
compatibility of bu and
√
Lu. Thus, the equality bu =
√
Lu is true for u satisfying (7.17).
Finally, as in Theorem 2.2 we prove that the reverse semi-classical Bernstein inequality
(SRBq) is independent of the choice of the function Ψ. More precisely,
Theorem 7.6. Suppose (1.2) and (G), then for any q ∈ [1,+∞] the following assertions are
equivalent
i) there exists a non-zero function Ψ0 ∈ C∞([0,+∞)) vanishing near 0 and being constant
near +∞ such that (SRBq) holds,
ii) for any Ψ ∈ C∞([0,+∞)) vanishing near 0 and being constant near +∞, (SRBq) holds,
iii) for any β > 12 , the inequality (SRBq) holds for Ψ : x 7→ xβe−x,
iv) there exists β > 12 such that (SRBq) holds for Ψ : x 7→ xβe−x.
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Proof. i) ⇒ ii) The idea is completely similar to that used in Section 5. One checks that i) and
the multiplier estimates (2.10) imply that Ψ20 also satisfies (SRBq), that is,
1√
h
‖Ψ0(hL)Ψ0(hL)u‖q ≤ C 1√
h
‖Ψ0(hL)u‖q ≤ C ′‖∇u‖q + ‖
√
Wu‖q.
As in Step 2 of Section 5, we similarly check that any Ψ ∈ C∞c (0,+∞) also satisfies (SRBq). We
finish as in Step 3 of Section 5 the proof of ii) by applying Corollary 4.3. Indeed, the smooth
function F : (0,+∞)→ R defined by F (x) = 1√
x
Ψ(x) clearly satisfies the condition (4.1). Hence
1√
x
Ψ(x) =
∫ +∞
0
Θ1
(
x
y
)
F1(y)dy +
∫ +∞
0
Θ2
(
x
y
)
F2(y)dy,
with some Θ1,Θ2 ∈ C∞c (0,+∞) and F1, F2 ∈ L1(0,+∞). Similarly to Section 5, we modify Θ1
and Θ2 as follows
Ψ1(x) =
√
xΘ1(x) and Ψ2(x) =
√
xΘ2(x).
We note that Ψ1 and Ψ2 are smooth and compactly supported in (0,+∞) and we obtain for
h > 0
Ψ(x) =
∫ +∞
0
√
yΨ1
(
x
y
)
F1(y)dy +
∫ +∞
0
√
yΨ2
(
x
y
)
F2(y)dy
Ψ(hL) =
∫ +∞
0
√
yΨ1
(
h
y
L
)
F1(y)dy +
∫ +∞
0
√
yΨ2
(
h
y
L
)
F2(y)dy.
The validity of the semi-classical reverse Bernstein inequality (SRBq) for Ψ is now a consequence
of the beginning of the proof ensuring that (SRBq) holds for the compactly supported functions
Ψ1 and Ψ2. More precisely,
‖Ψ(hL)u‖q ≤
∫ +∞
0
√
y
∥∥∥Ψ1 (h
y
L
)
u
∥∥∥
q
|F1(y)|dy +
∫ +∞
0
√
y
∥∥Ψ2 (h
y
L
)
u
∥∥
q
|F2(y)|dy
≤ C
√
h
(‖∇u‖q + ‖√Wu‖q) ∫ +∞
0
|F1(y)|+ |F2(y)|dy
≤ C
√
h
(‖∇u‖q + ‖√Wu‖q).
ii) ⇒ i) is obvious.
i) ⇒ iii) We take F (x) = 1√
x
xβe−x and argue as above.
iii) ⇒ iv) is obvious.
iv)⇒ i) We choose Ψ0 with compact support in (0,+∞) and we factorize Ψ0(x) = xβe−xΨ(x)
with Ψ ∈ C∞c (0,+∞). Hence, we may use (2.10) to obtain
1√
h
‖Ψ0(hL)u‖q ≤ C 1√
h
‖(hL)βe−hLu‖q ≤ C ′‖∇u‖q + ‖
√
Wu‖q.
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8 Examples
Our results apply to a wide class of differential operators. We shall focus on Schrödinger oper-
ators, elliptic operators on domains and compact manifolds.
1. Schrödinger operators. Let M = Rn and 0 ≤ W ∈ L1loc. Then obviously, the heat kernel of
L = −∆+W satisfies the Gaussian upper bound
0 ≤ pt(x, y) ≤ 1(4πt)n/2 e
− |x−y|2
4t .
Thus, Theorem 2.1 applies to L. If in addition, the spectrum of L is discrete then we obtain the
Bernstein inequality (Bp) on Lp(Rn) for p ∈ [1, 2].
Let now q > 1 and recall that W belongs to the reverse Hölder class RHq if there exists a
constant C > 0 such that (
1
|Q|
∫
Q
W q(x)dx
)1/q
≤ C|Q|
∫
Q
W (x)dx
for every cube Q. In this case, the Riesz transforms ∇(−∆ +W )−1/2 and √W (−∆ +W )−1/2
are bounded on Lp(Rn) for p ∈ (2, 2q + ε) for some ε > 0. See [ABA07] and [She95]. Thus the
regularity property (Rp) is satisfied and we can apply Theorem 2.2 to obtain the semi-classical
Bernstein inequality
‖∇ψ(hL)‖p→p + ‖
√
Wψ(hL)‖p→p ≤ C√
h
for ψ ∈ C∞c ([0,∞)) and p ∈ (2, 2q + ε). Again if L has discrete spectrum then we have the
discrete Bernstein inequality.
If M is a general non-compact Riemannian manifold such that (1.2) and (G) are satisfied
then one can find in [AO12] conditions on W which imply the boundedness on Lp(M) for some
p > 2 of the Riesz transforms ∇(−∆+W )−1/2 and √W (−∆+W )−1/2. One of the conditions
there is an integrability condition of the type∫ 1
0
∥∥∥∥∥
√
W
V (.,
√
t)1/r
∥∥∥∥∥
r
dt√
t
+
∫ ∞
1
∥∥∥∥∥
√
W
V (.,
√
t)1/s
∥∥∥∥∥
s
dt√
t
<∞
for some values r, s > 2 which depend on p. We refer to [AO12] for the precise statements.
2. The harmonic oscillator. LetM = Rn and L := −∆+|x|2 be the harmonique oscillator. Since
W (x) = |x|2 is non-negative, we have immediately from Theorem 1.1 the Bernstein inequality
(Bp) for all p ∈ [1, 2] as well as the reverse Bernstein inequality (RBq) for q ∈ [2,∞] by Theorem
1.5. In order to reach the cases p ∈ (2,+∞] and q ∈ [1, 2) we have to prove the regularity property
(R∞) (note that the assumption inf
x∈Rn
V (x, 1) > 0 of Theorem 1.5 is obvious). Actually, (R∞) is
clearly equivalent to the following estimate
n∑
k=1
‖∂xke−tL‖∞→∞ + ‖xke−tL‖∞→∞ ≤
C√
t
, t > 0. (8.1)
Let pt(x, y) be the heat kernel of −∆+ |x|2. Note that
pt(x, y) =
n∏
k=1
℘t(xk, yk), (8.2)
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where ℘t is heat kernel in dimension 1. By Mehler’s formula
℘t(xk, yk) =
1√
2π sinh(2t)
exp
(
−tanh(t)
4
(xk + yk)
2 − (xk − yk)
2
4 tanh(t)
)
,
which directly extends to the multidimensional case
pt(x, y) =
1
(2π sinh(2t))n/2
exp
(
−tanh(t)
4
|x+ y|2 − |x− y|
2
4 tanh(t)
)
. (8.3)
For any t > 0, we obtain pt(x, y) ≤ Ctn/2 exp
(
− |x−y|24t
)
so that (G) holds. Also we easily have
|∂xkpt(x, y)| ≤
C
t(n+1)/2
exp
(
−|x− y|
2
ct
)
, t ∈ (0, 1].
By using |xk| ≤ |xk−yk|2 + |xk+yk|2 , we obtain the same upper bound
|xkpt(x, y)| ≤ C
t(n+1)/2
exp
(
−|x− y|
2
ct
)
, t ∈ (0, 1].
Those upper bounds imply (8.1), at least for t ∈ (0, 1], as follows
‖∂xke−tL‖∞→∞ + ‖xke−tL‖∞→∞ ≤ sup
x∈Rn
∫
Rn
|∂xkpt(x, y)| + |xkpt(x, y)|dy
≤ C√
t
.
It remains to consider the case t > 1. We use (8.1) for t = 12 and the exponential decay of
(e−tL)t≥0 on L∞(Rn) (note that the spectrum of L is contained in [1,+∞)) to obtain
‖∂xke−tL‖∞→∞ + ‖xke−tL‖∞→∞ = ‖∂xke−
L
2 e−(t−
1
2
)L‖∞→∞ + ‖xke−
L
2 e−(t−
1
2
)L‖∞→∞
≤ C‖e−(t− 12 )L‖∞→∞
≤ C ′e− 12 (t− 12 )
≤ C
′′
√
t
.
3. Elliptic operators on domains.
Let Ω be an arbitrary bounded domain of Rn. We consider the elliptic operator
L = −
n∑
k,l=1
∂
∂xk
(
ckl(x)
∂
∂xl
)
on L2(Ω) and subject to Dirichlet boundary conditions. We assume that ckl = clk ∈ L∞(Ω,R)
and satisfy the usual ellipticity condition
n∑
k,l=1
ckl(x)ξkξl ≥ η|ξ|2
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for some η > 0 and all ξ = (ξ1, · · · , ξn) ∈ Rn and x ∈ Ω. It is a well known fact that the heat
kernel of L satisfies a Gaussian upper bound (see, e.g. [Dav89a] or Chapter 6 in [Ouh05] and
the references therein). Therefore, by Theorem 1.1
‖∇
( N∑
k=0
αkφk
)
‖p ≤ CλN ‖
( N∑
k=0
αkφk
)
‖p,
for p ∈ [1, 2]. Here φk are the eigenfunctions associated with the eigenvalues (λ2k)k of L.
For p ∈ [2,∞], the later Bernstein inequality holds under the assumption that Ω is C1+ε and
the coefficients are Cε for some ε > 0. In this case, the heat kernel of L satisfies the following
gradient estimate (and hence the regularity property (Rp) for 1 ≤ p ≤ ∞)
|∇pt(x, y)| ≤ C
tn/2+1/2
e−c
|x−y|2
t .
This gradient estimates hold even for complex coefficients and ∇pt(x, y) is Hölder continuous.
See [EtO19].
4. Compact manifolds.
Let M be a compact Riemannian manifold satisfying one of the following hypothesis
i) The manifold M has no boundary and ∆ will be the Laplace-Beltrami operator.
ii) The manifold M has a smooth boundary which is convex in the sense of [LY86, pages
155 and 157]. In that case, ∆ will be the Laplace-Beltrami operator with the Neumann
boundary condition. From a geometric point of view, we moreover assume that the Ricci
curvature is bounded from below by −K (with K ≥ 0).
In both cases, for the Riemannian measure, the doubling property (1.2) holds for n being
the dimension ofM . For the null potential W = 0, it follows from our results that the Bernstein
inequalities (Bp,q) hold for 1 ≤ p ≤ q ≤ +∞ as well as the reverse Bernstein inequalities (RBq)
for any q ∈ [1,+∞]. As a particular case, we have for any p ∈ [1,+∞] and for any eigenvalue
λ2 ≥ 1 of −∆ with eigenfunction ϕλ the following two-side inequalities
c1λ‖ϕλ‖p ≤ ‖∇ϕλ‖p ≤ c2λ‖ϕλ‖p,
for some positive constants c1 and c2. This latter inequality is conjectured in [SX10] for p =∞.
Our results answer this conjecture (under the convexity of the boundary in the case of Neumann
boundary conditions).
Let us give some details about this.
Case i). In the boundaryless case, the famous Minakshisundaram theorem implies the
following upper bounds on the the heat kernel pt(x, y) of −∆
0 ≤ pt(x, y) ≤ C
tn/2
e−c
d(x,y)2
t , t ∈ (0, 1], (x, y) ∈M ×M.
We refer to [Cha84, Chapter VI] or [BGM71, page 204]. Since M is compact, the volume
V (x,
√
t) is equivalent to min(1, tn/2) so that (1.2) and (G) hold.
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On the other hand, (R∞) follows immediately from (2.6) and the following gradient estimate
(see [Hsu99] and references therein)
|∇xpt(x, y)| ≤ C
(
d(x, y)
t
+
1√
t
)
pt(x, y)
≤ C√
tV (x,
√
t)
(
d(x, y)√
t
+ 1
)
e−c
d(x,y)2
t
≤ C
′
√
tV (x,
√
t)
e−c
′ d(x,y)
2
t .
Case ii). For the Neumann boundary case, we need the following important result proved
in [LY86, Theorem 3.2] for the heat kernel ht(x, y) of −∆ :
0 ≤ ht(x, y) ≤ C√
V (x,
√
t)V (y,
√
t)
eεte−c
d2(x,y)
t , t > 0, (x, y) ∈M ×M.
for all ε > 0 and some constants C and c. Note that, we clearly have V (x,
√
t) ≃ V (y,√t) (even
if x or y belong to the smooth boundary ∂M). Thanks to [Gri95, Corollary 1.3 and Theorem
1.2] the previous estimates imply the following time derivatives bounds∣∣∣∣∂ht(x, y)∂t
∣∣∣∣ ≤ CV (x,√t) e
εt
t
e−c
d2(x,y)
t .
On the other hand, we obtain from [Dav89b] and [LY86, Theorem 1.4] that
|∇xht(x, y)|2 ≤ Cht(x, y)
∣∣∣∣∂ht(x, y)∂t
∣∣∣∣+ C (K + 1t
)
ht(x, y)2
|∇xht(x, y)| ≤ C
V (x,
√
t)
(
K +
1
t
)1/2
eεte−c
d2(x,y)
t .
The exponential loss eεt can actually become an exponential gain by considering L = −∆+ 2ε
instead of −∆ due to the identity pt(x, y) = e−2εtht(x, y) so that we have
0 ≤ pt(x, y) ≤ C
V (x,
√
t)
e−εte−c
d2(x,y)
t , (8.4)
|∇xpt(x, y)| ≤ C
V (x,
√
t)
(
K +
1
t
)1/2
e−εte−c
d2(x,y)
t .
The last bound and (2.6) imply (R∞) for L = −∆+ 2ε. Note that (Bp) reads as
‖∇
( N∑
k=0
αkφk
)
‖p ≤ C(2ε+ λN ) ‖
( N∑
k=0
αkφk
)
‖p.
We can remove ε from this estimate by taking 2ε ≤ λ1. We deal similarly with the reverse
Bernstein inequality.
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