Abstract
Introduction
Similarity (or k-nearest neighbor (k-NN)) search is essential to media information retrieval systems and it is inherently expensive, especially in high dimensional data. The prohibitive nature of exact similarity search has led to the interest in approximate similarity search that returns objects approximately similar to the query object. In this paper, we present a new approximate similarity indexing method for high-dimensional data such as multimedia data. All our work is conducted in a transformed feature space via the Gaussian mapping in order to make the best use of the nonlinear features of the dataset.
In our scheme, the dataset is first mapped to the Gaussian feature space via a nonlinear kernel and then it is partitioned into similar clusters in the Gaussian feature space. For clustering, we apply the kernel based method such as [8] because it has demonstrated good performance in a feature space.
To improve performance, we perform dimensionality reduction on the transformed feature space using the principal component analysis (PCA). The performance of PCA conducted on the feature space is usually better than that on the original data space. Table 1 shows our experimental result of k-NN queries performed with 13,724 256-color images. The original dimensionality of images is 256 and the reduced dimensionalities are 164, 113, and 77. Kernel PCA is the PCA performed on the feature space. Precision [12] measures the ability to reject useless items. The ratio of AVRR to IAVRR [4] reflects the positions in which the set of relevant items appear in the retrieval sequence ordered by some similarity measure. It approaches to 1 as the relevant objects retrieved are near the top. Tau [10] gives a measure of the difference in ranking between the out of order sequence and the in order sequence. It ranges from -1, which represents complete disagreement, through 0, to +1, complete agreement. The performance of kernel PCA is better than that of traditional PCA with respect to all three performance parameters. In terms of precision and AVRR/IAVRR, kernel PCA is 10% ~ 20% better than PCA. With respect to tau, kernel PCA is better than PCA more than 50%.
We need to define the similarity measure locally. Let us consider Figure 1 . There are 3 clusters C1, C2, and C3 with different shape boundaries. For query q 1 , the vertical co-ordinate is more relevant because a slight move along that axis may change the cluster label, while for query q 2 , the horizontal coordinate is more crucial to determine the cluster it belongs to. For query q 3 , however, both coordinates are equally important. This implies that distance computation does not vary with equal strength in all directions (dimensions) in the space emanating from the input query. Capturing such information is of great importance to the result of the similarity search. Therefore, in our work, the similarity (or dissimilarity) measures are constructed on each cluster individually.
To facilitate the search in high-dimensional data such as multimedia data, in fact, many heuristics are need to be developed to faithfully represent multimedia contents. The central problems regarding the retrieval task are concerned with interpreting the contents of multimedia in a collection and ranking them according to the degree of relevance to the user query. The decision of relevance characterizing user infor-mation need is a complex problem. Knowing how to extract the adequate information is not the only difficulty; another is to know how to use it to decide relevance.
For efficient similarity search, we construct an index for each cluster. To answer a query, clusters that are near the query point are searched in our query model.
Nonlinear Similarity Model
We establish a nonlinear similarity model to simulate human perception for similarity evaluation between images with high dimensionality. In a linear model, the degree of similarity between two images is linearly proportional to the magnitude of their distances. In comparison, the assumption for nonlinear approach is that the same portions of the distances do not always give the same degrees of similarity when 
Figure 1. Feature Relevance Varies with Query Locations
judged by humans [16] . The visual section of the human brain uses a nonlinear processing system for tasks such as pattern recognition and classification [5] . In other words, the linear model is not competent for the nonlinear nature of human perception and cannot cope with the complex decision boundary. We therefore propose to use a nonlinear criterion in performing similarity comparison. The nonlinear model is constructed by an input-output mapping function f(x) that uses feature values of input image x to evaluate the degree of similarity to a given query [7] . In its most common form, the input-output mapping function should be smooth in the sense that similar inputs correspond to similar outputs. To establish a nonlinear similarity model, we adopt a Gaussian function as a basic similarity model as follows:
The activity of function G is to perform a Gaussian transformation of the distance d(x i , x j ), which describes the degree of similarity between two points (images) x i and x j . The scaling parameter  controls how rapidly the similarity G(x i , x j ) falls off with the distance between x i and x j . We can allow different 's for each feature dimension, corresponding to length scales in Gaussian processes. If a feature is highly relevant, the value of  should be small to allow higher sensitivity to any change of the distance d. In contrast, a large value of  is assigned to the non-relevant features so that the corresponding component can be disregarded when its similarity is determined. The choice of  according to this criterion will be discussed in Section 4. We utilize this property to simulate the human perception.
Clustering
In order to minimize the number of disk accesses in similarity searches, similar data need to be well partitioned into clusters. We use a simplified version of the kernel based clustering algorithm such as the spectral clustering [8] . The spectral clustering has demonstrated good performance in a high-dimensional feature space.
In order to extract the global information from the dataset and to de-noise the dataset, we apply the eigen-decomposition technique such as PCA to the similarity matrix. This eigen-decomposition extracts features relevant to the cluster structure inherent in the dataset. In summary, we map the original data into the pairwise similarity space via the similarity mapping function G in Equation (1) and then apply eigen-decomposition technique on the mapped data. In other words, the original data is nonline-arly transformed to pairwise similarity space to extract the cluster structure inherent in the dataset. The space containing the original data is called the input space. The similarity function G and eigen-decomposition creates a new space called the feature space that is a nonlinear transformation of the input space. Throughout our work, every similarity com-parison is conducted in the induced feature space and we use as our similarity measure the Euclidean distance in this feature space. The idea of extracting eigenvectors in the trans-formed feature space comes from a combination of the kernel PCA [13, 14] and the spectral clustering [8] .
Kernel based method works by mapping data to a high dimensional feature space implicitly defined by the choice of the kernel function. We start with a Gaussian kernel
2 /  2 ) defined by Equarion (1) according to our similarity model. The clustering algorithm is as follows:
Given a set of points X = {x 1 , x 2 , , x m } in R n that we want to cluster into K subsets,
mK by stacking the eigenvectors in columns.
3. Treating each row of V as a point in R K , cluster them in to K clusters via K-means clustering algorithm [5] . 4 . Finally, assign the original point x i to cluster j if and only if row i of the matrix V was assigned to cluster j.
The effect of applying K-means algorithm in a Gaussian feature space instead of applying directly to the original data is that the natural clusters do not correspond to convex regions and the K-means algorithm do not find satisfactory clustering. But once we map the points to R K , they may form tight clusters from which the clustering algorithm obtains good clustering.
Local Similarity Measure
The choice of a distance measure is crucial in the result of similarity search. As shown in Figure 1 , we need to define the distance measure individually depending on spatial locations since the feature relevance varies with query locations.
In our work, we find top eigenvectors in each cluster by applying PCA to the feature space. The size of an eigenvalue  corresponding to an eigenvector v of the similarity matrix G equals the amount of variance in the direction of v. Therefore, we can effectively assign the normalized Euclidean distance d m to each cluster C m with dimensionality n as follows:
As a result, the scaling parameter  in the Gaussian function of Equation (1) is determined by r i in each dimension i. Therefore, the similarity value between two objects x and y in cluster m is defined by exp(d m (x, y) 
Cluster Description
Since the shape of clusters in a feature space can be arbitrary as shown in Figure 1 , we need to have a technique to represent clusters for indexing. We describe the boundary of a cluster in our feature space based on the support vector domain description (SVDD) technique of Tax and Duin [15] . SVDD was originally developed to detect outliers. As a by-product of the algorithm one can compute a set of contours which enclose the data points. In our work, we use these contours as the cluster boundary.
In the feature space transformed via Gaussian kernel exp(d(x, y) 2 / 2 ), we search for the minimal sphere enclosing n data points {x i , i = 1, , n}. The sphere is described by the constraints for the sphere with center a and radius R:
To solve this problem the following Lagrangian is introduced:
where Lagrange multipliers  i  0 and  i  0. Setting the partial derivatives to 0 leads to (5) Equation (5) states that the center a is described by a linear combination of data objects, with weight factors  i which are obtained by optimizing the following Equation (6) . (6) with constraints 0   i  C,  i = 1. Only for a small set of objects the equality in Equation (3) is satisfied: these are the objects which are on the boundary of the sphere itself. For those objects, the coefficients  i will be non-zero and are called the support objects. Only these objects are needed in the description of the sphere. The radius R of the sphere can be obtained by calculating the distance from the center of the sphere a to one of the support objects on the boundary with a weight smaller than C:
for any x k  (a set of support objects).
The scale parameter  of the Gaussian kernel controls the tightness of the sphere. The smaller  is, the tighter the sphere becomes. We maintain the center and radius of the sphere as the descriptor for each cluster.
Similarity Query Model
In order to efficiently apply our indexing method to high-dimensional similarity queries, we model the similarity query as a hyper-rectangular range query with the query point x q as a center of the hyper-rectangle and the diameter 2R i of a cluster C i as the search range on each dimension when the query point x q is within the cluster C i . When the query point x q does not resides on a certain cluster, we search the cluster C i closest to the query point x q .
In addition to the performance issue, the transformation to the range search implies limiting the similarity boundary to a certain extent. For k-NN query, an answer should be returned even when there are no similar objects nearby. Figure 2 illustrates this transformation is meaningful. Points d and e are the fourth and fifth nearest neighbors to the query point +. According to the ranking-based measure, d and e are considered fairly good neighbors, although d and e are not of interest. The transformation to the range query from k-NN query has an effect of restricting the search space to a certain range, for example, from R 1 to R 2 in Figure 2 . If we can determine the range for the query appropriately, we can reduce the search effort considerably.
Similarity Bitmap Indexing Method
In order to perform the range query efficiently, we first discretize the data in each cluster into a set of intervals. Specifically, we divide each dimension into L equi-depth intervals such that each interval contains a fraction 1/L of the total number of objects in a cluster. This classification has an effect of similarity thresholding on each dimension. In other words, the two points classified into the same interval are defined to be similar within the interval. After the data is classified into L intervals on each dimension, for the jth interval I ij on dimension i, we create a bitmap b ij . The bitmap b ij contains the binary information that says which objects are lying on the interval I ij . Each bitmap has as many bits as the number of objects in a cluster. The pth bit of the bitmap for the jth interval I ij on dimension i is set to 1 if the object numbered p resides on the interval I ij , otherwise it is set to 0. For each dimension, the objects in the intervals that overlap the query range are regarded as the similar ones to the query object.
The key reasons to use bitmap indexing are two-fold: (1) it can treat each dimension independently and (2) it efficiently performs the bitwise AND/OR operations. Due to the great efficiency of bitwise operations for logical AND/OR, it finds k nearest neighbors far faster than a linear scan. Moreover, bitmap indices are much more compact than traditional tree-based indices and generally quite small compared to the database size. In a bitmap, a single bit represents an object, whereas objects are typically at least tens to hundreds of bytes long in a database.
Index Creation
We create a bitmap index for each cluster as follows:
(1) For each dimension i, 1  i  n, we classify the data into a set of L intervals. Let us denote the jth interval for dimension i by I ij . 
Similarity Search
Given a query object, similarity search is performed in two steps. First, we find the clusters where the object resides, and then look up in the bitmaps for the clusters. The Figure 2 . Problem of Ranking-based Measures search takes the form of different actions depending on whether or not the clusters are found. The query point may reside on multiple clusters because cluster boundaries may overlap.
 If the clusters are found, we obtain the bitmap indices corresponding to the clusters, and then find k nearest neighbors using them.
 It the clusters are not found, we find some clusters closest to the query object by comparing the centers of clusters with the query object. We obtain the bitmap indices for the clusters and read them into memory.
When a user poses a k-NN query with feature vector q = {q 1 , q 2 , ..., q n } and k, The search algorithm in a single bitmap index is as follows:
(1) We transform the k-NN query with point q = {q 1 , q 2 , ..., q n } into a rectangular range query Q whose center is q and rectanglular search volume is (2R) n , where R is the radius of the cluster associated with q.
(2) For the range query Q and each dimension i, get the set S i of bitmaps whose intervals overlap the rectanglular search volume of Q. When we search multiple clusters for a query, for the candidates returned from the bitmap indices, we compute the normalized distance for each cluster and get the final k nearest objects.
Performance Experiments
It is difficult to directly compare our nonlinear approximate indexing method with some other methods because many new techniques are included in our indexing method. In other words, for a thorough performance evaluation of our method, the following comparison needs to be performed with respect to efficiency and effectiveness: kernel method (feature space) vs. non-kernel method (data space), spectral (feature space) clustering vs. non-spectral (data space) clustering, indexing method with clustering vs. indexing method without clustering, bitmap indexing vs. other indexing methods, local similarity measure vs. global similarity measure, etc.
In our experimental evaluation, we only assessed our scheme individually in view of kernel method (feature space) vs. non-kernel method (data space), indexing method with clustering vs. indexing method without clustering, and bitmap indexing vs. other indexing methods.
For our experiments, we used two real image datasets. The first dataset consists of 13,724 images from our video database and COIL(Columbia Object Image Library)-100 image dataset. To obtain feature vectors, we used MPEG-7 256-dimensional color structure descriptor. In the experiments, 100 k-NN queries were executed and their results were averaged. The second dataset is the MNIST database that contains 120,000 28  28 handwritten digit images. The MNIST database is the currently used classifier benchmark in the AT&T and Bell Labs and many methods have been tested with this database. The feature of each image is represented by a 784-dimensional vector. In our experiments, we use only the first 6,000 images from the MNIST database and perform a similarity search to return the k most similar images for the given query images. In terms of precision, the method employing both the kernel technique and the local similarity measure achieve 10% ~ 50% higher precision than the method using nonkernel methods and the global similarity measure.
The bitmap indexing method achieved speedups of several ten times over the linear scan that is usually used as a performance yardstick in high-dimensional indexing. Figure 7 shows the total number of disk accesses actually performed to find k NNs in the first dataset with 13,724 images. In these experiments, 4-KB pages are used. The number of disk accesses performed by our bitmap index is far smaller than those of the VA-file [1, 17] and the linear scan. The performance improvement of the bitmap index comes from the specialized bitmap indexing technique. Figure 8 shows that the bitmap index achieves a remarkable speed-up over both of the VA-file and the linear scan. These observations demonstrate the efficiency of our bitmap index.
Conclusions
In this paper, we proposed a novel approximate similarity indexing method for highdimensional data. This approach improves the efficiency of search by employing the kernel method, spectral clustering, and bitmap indexing. It also improves the search effectiveness by adopting the kernel trick and the localized similarity measure. We believe that our scheme is an attractive approach to support approximate similarity search efficiently and effectively. More thorough performance evaluation is in the midst of our work. 
