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Abstract
While Mendelian genetic approaches to crop improvement have been successful in
the past, effective modern breeding programs are becoming increasingly dependent
on accurate information about gene functionality and regulatory mechanisms. Re-
cent advances in sequencing technologies have produced the complete genomes of
many organisms, but the annotation of predicted genes still lags behind. Since do-
mesticated varieties tend to be phenotypically divergent from their ancestral species,
the examination of domestication effects on their transcriptomes can provide bene-
ﬁcial insights into the function of genes targeted during domestication.
This dissertation focuses on computational approaches for comparative analysis
of gene expression, which is a valuable resource for gene annotation. We begin with
the analysis of two co-expression networks built on expression data from maize and
its wild ancestor, teosinte. We reveal biologically signiﬁcant differences between the
two networks and propose a novel method to identify genes with altered expression
covariation between the two species. We show that our approach is more sensitive
than existing methods and illustrate its complementarity to differential expression
or genome sequence analysis. The approach is also applied to study differences be-
tween networks derived from RNA-seq and microarray gene expression data, where
we identiﬁed and resolved issues with comparing and combining co-expression net-
works derived from the two data types.
In the second part of the dissertation, we describe a pipeline for the identiﬁca-
tion of differentially methylated regions in maize and teosinte. Application of this
approach to a diverse set of maize lines suggests the presence of purely epigenetic
alleles and conﬁrms the prevalence of the negative relationship between DNAmethy-
lation and the expression levels of nearby genes.
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Chapter 1
Introduction
1.1 Background
Bioinformatics lies at the intersection of computer science and biology. Its main
goal is the development of computational tools and algorithms for the storage, pro-
cessing, and analysis of various biological data. In particular, substantial efforts
are directed towards characterization of gene functions and elucidation of cellular
processes. Owing to the rapid development of sequencing technologies, complete
genomic sequences along with many predicted genes are already available for a
multitude of species. However, the annotation of predicted genes is far from being
complete even in model organisms. Gene expression analysis plays an important
role in the gene annotation process. By measuring the differences in gene expres-
sion across various tissues or accessions, one can identify genes whose regulation
is responsible for phenotypic changes. However, differentially expressed genes can-
not reveal the whole picture. Some genes that do not necessarily exhibit differential
expression may still have radically different co-expression patterns. The analysis of
the co-expression relationships among the genes is also crucial to understanding bi-
ological processes that occur inside the cell. In addition, heritable regulation of gene
expression is not limited to changes in DNA sequence. Various chromatin modiﬁca-
tions such as DNA methylation or histone tail phosphorylation may also modulate the
expression of nearby genes. This dissertation focuses on computational approaches
to the analyses of expression and DNA methylation data in an important agricultural
1
crop Zea mays.
This introductory chapter provides a brief overview of the biological concepts
that appear throughout the rest of the dissertation. We will also frame the major
analytical problems that the dissertation tries to address, describe the overall ﬂow of
the dissertation, and provide a brief summary of each chapter.
1.1.1 Zea mays
Maize, Zea mays ssp. mays, is a major agricultural crop whose yearly production by
weight (875 million tonnes in 2012) exceeds all other cereals, including rice (718 mil-
lion tonnes), wheat (675 million tonnes), and barley (132 million tonnes) (FAO, 2013).
Maize has a wide range of uses from staple food and animal feed to biofuel produc-
tion. While innovative breeding has enabled the increase of maize yields in some
geographical locations (Hafner, 2003; Troyer, 2006), the rise in demand for maize
and other crops currently exceeds the combined production increase from improve-
ment in the yield per hectare, the expansion of the planting area, and the increase
in harvest frequency (Ray et al., 2012). Therefore, any research that facilitates the
development of agricultural methods to augment the production by increasing tol-
erance to unfavorable environmental conditions, strengthening pest resistance, or
reducing space requirements would be highly beneﬁcial.
The maize genome is relatively large, totaling 2.3 gigabases (Schnable et al.,
2009), which is considerably bigger than the 0.16 gigabase genome of the model
plant Arabidopsis thaliana but smaller than the genomes of some other crops such
as common wheat Triticum aestivum that approaches 17 gigabases (Bennett and
Leitch, 2012). The genome of maize is also highly complex. As did many other
plant species, the ancestor of maize underwent several whole-genome duplication
events (Schnable et al., 2009) with the most recent one taking place about 5-12
million years ago (Swigonˇová et al., 2004). Another factor that affects genome size
is the activity of transposable elements, short DNA sequences that can reposition
themselves within the genome after being cut or copied. Transposable elements
(TEs), or transposons, constitute a large portion of the maize genome (SanMiguel
et al., 1996) and have contributed to its growth in the last ~3 million years (Schnable
et al., 2009). Transposons are also likely to be responsible for maize’s rapid rate of
2
genome evolution, an effect of transposons that has been observed in many other
organisms (Kazazian, 2004).
Domestication studies make a considerable contribution to crop development in
particular by identifying the genes that affect desirable traits. Due to the great agri-
cultural importance of maize, the process of its domestication has been extensively
researched. Cytogenetic (Doebley, 2004), molecular genetic (Matsuoka et al., 2002),
and archeological (Piperno et al., 2009) data suggest that maize domestication oc-
curred in a single event approximately 9,000 years ago in Balsas River basin of south-
western Mexico and its sole wild ancestor was Zea mays ssp. parviglumis commonly
referred to as teosinte. The name "teosinte" may also apply to a number of other
species from the genus Zea including Zea diploperennis, Zea perennis, Zea luxuri-
ans, Zea nicaraguensis, Zea mays ssp. mexicana, and Zea mays ssp. huehuetenan-
gensis. Unless stated otherwise, we will use the term "teosinte" to refer exclusively
to Zea mays ssp. parviglumis. In addition, we will occasionally distinguish between
the traditional maize landraces, i.e. lines that have seen little or no improvement
after domestication, and the improved hybrid lines that have experienced signiﬁcant
enhancements due to extensive breeding efforts.
In evolutionary terms, several thousand years is a very short time. Yet, the mor-
phological differences between maize and teosinte are quite striking. For instance,
teosinte generally produces multiple stalks yielding several ears with 5-7 grains en-
cased in hard shells while cultivated maize spawns a single large stalk that bears a
single ear with several hundred shell-less kernels (Figure 1.1). Even though domes-
tication normally introduces various genomic changes, cultivated varieties belong to
the same species and possess considerable genomic similarity to their wild progen-
itors. Indeed, comparative hybridization analysis of Zea mays conﬁrmed genomic
similarity between maize and teosinte despite their remarkable phenotypic varia-
tions (Swanson-Wagner et al., 2010). Moreover, crosses between maize and teosinte
result in viable hybrids (Doebley and Stec, 1993) further supporting their genomic
similarity.
In the maize domestication literature, factors that cause phenotypic differences
between maize and teosinte are often divided into two groups (e.g. Yamasaki et al.,
3
Teosinte F1 Hybrid Maize
Figure 1.1. Ears of teosinte Zea mays ssp mexicana (left) and maize Zea mays ssp
mays (right) exemplify highly divergent phenotypes of the two subspecies. Yet, their cross-
hybridization (center) indicates that they remain relatively similar genetically. Photo by John
Doebley; retrieved from http://teosinte.wisc.edu/images.html on 07/12/2011.
2005; Buckler et al., 2006; Hufford et al., 2012). The ﬁrst includes the factors inﬂu-
encing the traits that made some of the plants more desirable during the domestica-
tion event. The second group encompasses the selection targets that were affected
during more gradual but extensive breeding efforts in subsequent years. What con-
stitutes those factors and how can they be identiﬁed?
One way to approach those questions is through DNA sequence analysis (e.g.
Vigouroux et al., 2002; Wright et al., 2005; Doebley et al., 2006; Hufford et al., 2012).
Modiﬁcations in DNA sequence and structure are highly heritable and may inﬂuence
protein structures and gene expression levels. However, the actual functional ef-
fects of sequence changes may be difﬁcult to determine especially when a single
modiﬁcation impacts several seemingly unrelated traits (pleiotropy.) Therefore, the
application of additional methods such as differential expression analysis can provide
unique insights into domestication and improvement process. Moreover, alterations
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in gene expression may be heritable even without any underlying genetic changes,
the phenomenon known as epigenetic variation. We will describe genomic variation,
expression variation, and epigenetic variation in more detail later in this chapter.
Other types of analysis such as proteomics and metabolomics are beyond the scope
of this dissertation.
1.1.2 Genomic Variation
The genome is a collection of an organism’s hereditary information encoded in its
DNA or, for some viruses, in its RNA (Pevsner, 2009). Genomic variation can be
broadly characterized by the length of the affected DNA sequence (Scherer et al.,
2007). Structural variation describes the alterations to DNA segments of 1 kbp or
more but smaller than whole chromosomal changes and includes all types of seg-
ment deletion, insertion, duplication, translocation, and inversion. Another category,
sequence variation, is comprised of single base changes in DNA sequence known as
single nucleotide polymorphisms (SNP.) Finally, some researchers classify alterations
between 2 bp and 1 kbp in length as structural variation (Scherer et al., 2007) while
others consider them a separate category referred to as insertion-deletion (indel)
polymorphisms (IDP) (Springer et al., 2009) or simply indels (Feuk et al., 2006).
Maize is highly diverse in terms of both structural and sequence variation (Buck-
ler et al., 2006; Messing and Dooner, 2006; Springer et al., 2009; Swanson-Wagner
et al., 2010; Hufford et al., 2012). Comparative genomic hybridization (CGH) stud-
ies identiﬁed several hundred copy number variants (genes that have more copies
in some genotypes) and a few thousand presence-absence variants (genes that are
present only in some genotypes) (Springer et al., 2009; Beló et al., 2010; Swanson-
Wagner et al., 2010). The majority (70%) of structural variants were found in both
maize and teosinte lines (Swanson-Wagner et al., 2010) indicating that they arose
before the domestication event. Based on the genic SNP data, two maize lines may
be more different than humans are from chimpanzees (Buckler et al., 2006). Whole
genome resequencing of 75 wild and domesticated maize lines uncovered over 20
million high-quality SNPs and found a higher retention rate of nucleotide diversity be-
tween the wild ancestor and domesticated lines (Hufford et al., 2012) than reported
for rice (Caicedo et al., 2007) or soybean (Lam et al., 2010).
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On the gene level, we expect to see lower nucleotide diversity in genes under se-
lection pressure compared to neutral genes. This holds for genes that have been tar-
geted during the maize improvement process. However, the population bottleneck
that resulted from the maize domestication also severely reduced genetic diversity
(Wang et al., 1999; Buckler et al., 2001) making distinction between domestication
and improvement gene candidates more challenging (Vigouroux et al., 2002). In
addition, genomic regions around a targeted gene tend to be selected as well, the
phenomenon known as linkage disequilibrium (LD) (Reich et al., 2001). Thus, com-
pletely neutral genes which reside in these regions may appear under selection. This
effect is partially mitigated in maize because it is an outcrossing species with a large
population size, low LD, and high levels of recombination (Remington et al., 2001; Fu
et al., 2002; Vigouroux et al., 2002).
A large number of maize studies analyzed genomic variation to identify domes-
tication and improvement gene candidates. One of the early popular approaches
was Quantitative trait locus (QTL) mapping, which leveraged segregation properties
of the offspring (Doebley and Stec, 1993; Doebley et al., 1994; Briggs et al., 2007).
The method consists of crossing two homozygous parents, followed by selﬁng the
obtained heterozygous ﬁrst generation (F1) progeny, and screening the second gen-
eration (F2) progeny for the markers unique to each parent (Tanksley, 1993). The
region around the marker that is statistically associated with the trait is called a
QTL. However, the identiﬁed regions are often very large and may contain numerous
genes. The analysis is further complicated by the tendency of genes to have low
diversity under strong selection pressure. Even though some improvement genes
were identiﬁed by analyzing QTLs in crosses between improved lines and landraces
(Yamasaki et al., 2005), QTL analysis overall helped to characterize only a limited
number of genes in crop species (Yamasaki et al., 2007).
To identify domestication and improvement gene candidates, association studies
similarly rely on segregation properties to ﬁnd signiﬁcant correlations between geno-
typic and phenotypic variants. Genome-wide association studies (GWAS) identiﬁed,
for example, genomic loci linked to geographic adaptation (Gore et al., 2009) and
leaf architecture traits (Tian et al., 2011). Both features have agricultural importance
and have been extensively targeted during breeding to expand the crop range and
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increase the plant density respectively. Crop species tend to have highly structured
populations, which has to be taken into consideration to avoid spurious correlations
in association analysis (Rafalski, 2002). To address this issue, Thornsberry et al.
(2001) estimated the population structure of maize by applying a Bayesian analysis
to 141 simple sequence repeat (SSR) loci. SSRs are very short (1-6 bp) repetitive
DNA sequences that can be used as genetic markers due to their polymorphic na-
ture (Pevsner, 2009). The estimated population structure combined with association
analysis allowed the authors to identify Dwarf8 ﬂowering time gene as a selection
target (Thornsberry et al., 2001).
Vigouroux et al. (2002) exploited polymorphic properties of SSRs from genic re-
gions to uncover several improvement gene candidates. The authors looked for de-
viations from the equilibrium model and adjusted for the loss of diversity that hap-
pened during domestication. Their subsequent study compared the diversity of SSRs
between maize and teosinte to ﬁnd that the diversity of dinucleotide repeats almost
recovered after the domestication bottleneck while longer SSRs still exhibited deﬁcit
in maize relative to teosinte. However, the study found no relationship between SSR
diversity and proximity to domestication QTLs (Vigouroux et al., 2005).
Wright et al. (2005) applied population genetics methods to the SNP data from
14 maize and 16 teosinte lines to measure the effects of domestication and improve-
ment on maize genome. The authors estimated that between 2% and 4% of approx-
imately 1200 screened genes were potential targets of selection. Yamasaki et al.
(2005) employed a similar approach on a different set of approximately 1000 genes
but screened 35 candidates in additional improved and landrace lines to conﬁrm six
domestication and nine improvement candidates.
In a much larger effort, Hufford et al. (2012) resequenced the whole genomes
of 35 improved maize lines, 23 landraces, and 17 wild relatives. Using the cross-
population composite likelihood ratio (XP-CLR) method that screens contiguously
linked loci for extreme differentiation in allele frequency (Chen et al., 2010), the
researchers identiﬁed 484 domestication and 695 improvement regions. They re-
ported that some of the regions were devoid of any annotated genes and potentially
contained some special regulatory sequences, while other regions spanned multiple
7
annotated sequences (1,764 and 1,506 genes in domestication and improvement re-
gions respectively.) Domestication and improvement gene candidates were selected
based on the proximity to the site with the highest likelihood ratio, yielding 468 do-
mestication and 571 improvement gene candidates (Hufford et al., 2012).
Sequence-based methods have been very beneﬁcial for ﬁnding domestication
and improvement targets of selection. However, they do not provide the full pic-
ture of domestication and improvement effects on maize. First of all, sequence-
based methods can only measure the upstream effects. Polymorphisms in the gene
body rarely modify the expression level of that gene but the altered structure of
the gene may affect the expression of many other genes downstream in the path-
way and those changes will be completely invisible to the sequence-based methods.
Moreover, we do not have complete knowledge of all the pathways in maize, so it
will be very hard to uncover all consequences of a particular polymorphism. Sec-
ond, some causal polymorphisms reside in promoter and enhancer regions on either
side of the gene body (in-cis regulation.) Since those regions vary in length, it may
not be clear which nearby gene the polymorphism controls, especially when dealing
with gene-rich loci. Furthermore, a polymorphism may occasionally affect a gene
located very far away or even on a different chromosome (in-trans regulation) and
the sequence-based methods are unable to identify such relationships. Third, a trait
may be inﬂuenced by several polymorphisms that are individually optional and the
sequence-based methods may not have sufﬁcient statistical power to detect such
factors.
1.1.3 Gene Expression
Gene expression analysis addressesmany of the aforementioned issues with sequence-
based methods by providing essential information about gene relationships and do-
mestication effects on them. Gene expression occurs when a DNA sequence is tran-
scribed into RNA. The collection of data that describes expression levels of all RNA
molecules (messenger RNA, ribosomal RNA, transfer RNA, and non-coding RNA) as
measured in a speciﬁc tissue at a certain time is called a transcriptome (Pevsner,
2009). Early methods such as Northern blotting and reverse transcription poly-
merase chain reaction (RT-PCR) measured expression on gene by gene basis and
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required considerable efforts. With the invention of high-throughput approaches
such as serial analysis of gene expression (SAGE) (Velculescu et al., 1995), recon-
struction of a whole transcriptome ﬁnally became feasible (Velculescu et al., 1997).
Another high-throughput method, microarray analysis, started to gain popularity ap-
proximately at the same time (Schena et al., 1995). Despite some drawbacks, mi-
croarrays required considerably less mRNA than SAGE and surpassed SAGE in ef-
ﬁciency, which made them a preferred choice for experiments involving multiple
biological samples (Ye et al., 2002).
A microarray chip consists of a solid substrate with complementary DNA (cDNA)
probes densely attached in a grid fashion. These oligonucleotide probes usually rep-
resent a portion of a known gene. For one-channel detection, puriﬁed RNA extracted
from a tissue sample is reverse transcribed into cDNA, labeled with a ﬂuorescent dye
and hybridized to the chip. After washing the chip to remove the sequences that
failed to hybridized, chip scanning is performed to measure the ﬂuorescence that
would be commensurate to the amount of cDNA bound to the probe. Microarrays
can also be used for two-channel detection whereby two samples (e.g. case versus
control) are labeled with two different dyes and hybridized to the same chip simulta-
neously. In this case, the relative intensities of each dye can be used to determine
whether genes are up or down regulated. (For a detailed review of microarray tech-
nology see Pevsner (2009).)
While the initial design of a microarray chip is relatively expensive, the subse-
quent chip construction and expression proﬁling is very cheap and enables rapid
measurement of the expression levels for thousands of genes at a time. Microarray
analysis made a substantial and valuable contribution to our understanding of gene
expression in many organisms. However, it also possesses multiple weaknesses.
First of all, sequences for microarray probes are derived from the known gene mod-
els. Hence, it would be impossible to measure expression for genes and potentially
rare alleles that have not been identiﬁed at the time of the chip design. Structural
variation and extensive SNPs in non-reference lines may also affect hybridization ef-
ﬁciency and confound the measurements. Even though the probes are constructed
to be unique and as disparate from other genomic sequences as possible, some level
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of cross-hybridization is practically unavoidable. This introduces potentially consid-
erable background noise and restricts the ability to measure expression of highly
similar (homologous) genes. Finally, microarrays suffer from signal saturation pre-
venting the accurate evaluation of highly expressed genes.
Until recently, microarray analysis was the main method for measuring gene ex-
pression. However, recent improvements in the "next-generation" sequencing, in-
cluding RNA sequencing (RNA-seq,) shattered microarray hegemony and may soon
even relegate microarrays to a niche technology. RNA-seq involves several major
steps. As with microarrays, RNA isolated from a tissue sample needs to be puri-
ﬁed to remove contaminants. To create the library, sequencing adapters are ligated
to one (single-end sequencing) or both (paired-end sequencing) ends of each frag-
ment. The library is then sequenced from one or both ends using a high-throughput
deep DNA sequencing platforms (sometimes called next generation sequencing or
NGS platforms) such as Illumina HiSeq or Applied BioSystems SOLiD. The obtained
reads are either aligned to an existing reference genome or assembled de-novo into
a transcriptome. Expression levels for each gene are customarily reported in Reads
Per Kilobase of transcript per Million mapped reads (RPKM) for single-end sequenc-
ing and Fragments Per Kilobase of transcript per Million mapped fragments (FPKM)
for paired-end sequencing.
Unlike microarrays, RNA-seq is not limited to known gene models and measures
the levels for all RNA transcripts. However, the ability to detect rare transcripts de-
pends on the depth of sequencing, i.e. the total number of bases to be read. If
the sequencing is not very deep, highly expressed genes may prevent the rare tran-
scripts’ sequences from being captured. Given adequate sequencing depth, RNA-seq
offers considerably better dynamic range than microarrays. It can also better distin-
guish between highly homologous sequences, albeit mapping parameters may need
to be adjusted to prevent reads frommapping to multiple regions. Furthermore, RNA-
seq allows improving the quality of the transcriptome by realigning the reads to an
updated version of the reference genome once it becomes available.
While RNA-seq is more ﬂexible and cost efﬁcient enough to replace microarrays in
most applications, it would still be highly beneﬁcial to leverage the existing wealth of
microarray expression data when performing gene expression analysis. Even though
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it is hard to compare microarray and RNA-seq results directly and quantitatively,
methods that can operate on the data combined from the two platforms would be
very useful. For instance, the construction of co-expression networks from the mixed
microarray and RNA-seq data is of particular interest and will be mentioned again
later in this dissertation.
To complement and expand the ﬁndings of the DNA sequence-based studies about
the effects of maize domestication, it is necessary to analyze and contrast gene
expression data for maize and teosinte lines. There are two main approaches to
ﬁnd genes whose expression has been altered by domestication and subsequent im-
provement. One way is to search for genes that are differentially expressed in maize
and teosinte. Many statistical methods have been developed for both microarray
(Grant et al., 2007) and RNA-seq (Garber et al., 2011) data sets. However, these
methods cannot detect genes whose expression variation within a species is higher
than between the species.
Alternatively, one can investigate how a gene’s expression co-varies relative to
the other genes within the same species. This can be achieved by calculating sim-
ilarity (e.g. the Pearson correlation coefﬁcient) between expression proﬁles of each
gene pair. A symmetric matrix that contains all such similarity measures is called a
co-expression network. Genes that were targeted during domestication and improve-
ment are likely to have different relationships in maize and teosinte co-expression
networks and can be identiﬁed by comparing the co-expression proﬁles of the gene
in the two networks. This method is complementary to the differential expression
analysis because a gene’s co-expression proﬁle may change even when its expres-
sion levels remain the same.
While the expression of genes ultimately determines phenotype, gene expression
levels depend on many factors that go beyond DNA sequence variation. In particu-
lar, there are many types of chromatin (the collection of DNA and proteins within
a cell’s nucleus) modiﬁcations that inﬂuence gene expression without altering DNA
sequence. Thus, for complete understanding of molecular machinery behind pheno-
typic alterations it is necessary to expand the research beyond DNA sequence and
expression variation. In the next section, we will review one of these mechanisms
called DNA methylation.
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1.1.4 Epigenetics and Methylation
In the past, the word ’epigenetics’ had two different albeit related meanings. Origi-
nally, the term was introduced by Conrad Waddington to indicate how the interaction
among genes during development determines the phenotype (Waddington, 1957).
However, the term was later adopted to signify the study of heritable functional mod-
iﬁcations that cannot be entirely attributed to the variations in DNA sequence (Russo
et al., 1996; Bird, 2007). At present, molecular biologists typically use the second
deﬁnition of the word (Haig, 2004; Springer, 2013) and that meaning will be adopted
throughout the rest of the dissertation.
There are several molecular mechanisms behind epigenetic inheritance. Struc-
tural inheritance includes the inheritance of a speciﬁc spatial structure that conforms
to the template structure present in the mother cell (Jablonka and Raz, 2009). For
example, prions are proteins with alternative heritable conformations that propa-
gate from a mother cell to a daughter cell (Jablonka and Raz, 2009). While prions
may cause highly infectious diseases by converting host proteins into the virulent
prion conformation, there are also examples of beneﬁcial prion variants (Rando and
Verstrepen, 2007). Another mechanism involves non-coding RNAs whose regulation
extends from dosage compensation to gene silencing via post transcriptional or post
translational modiﬁcations (Goldberg et al., 2007). Finally, chromatin modiﬁcations
comprise a large group of molecular mechanisms that include histone tail modiﬁca-
tions (Kouzarides, 2007), histone variants (Law and Cheung, 2013), and DNA methy-
lation (Goldberg et al., 2007). While chromatin modiﬁcations are often referred to as
’epigenetic marks’, it is important to note that some of them may not be heritable
(Springer, 2013).
Unlike certain histone modiﬁcations, DNA methylation was shown to be highly
heritable (Bird, 2002; Springer, 2013). DNA methylation entails the addition of a
methyl group to a cytosine base. In mammals, DNA methylation happens predom-
inantly in symmetric cytosine-guanine (CG) contexts and affects around 70%-80%
of all dinucleotides (Bird, 2002). Plants can have DNA methylation in CG, CHG, and
even asymmetric CHH contexts (Henderson and Jacobsen, 2007) where H stands for
one of adenine, cytosine, or thymine nucleotides. However, methylation frequency
in plants is context-dependent (Cokus et al., 2008) and varies from species to species
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(Zemach et al., 2010; Feng et al., 2010).
DNA methylation is an ancient process (Zemach et al., 2010) that performs multi-
ple important functions. Bacteria use DNA methylation to mark their own genomes,
thus protecting them from restriction enzymes that degrade exogenous DNA from
infectious bacteriophages (Bestor, 1990). In mammals, DNA methylation plays an
important regulatory role during development (Lister et al., 2009; Hawkins et al.,
2010). Yet, the evidence for methylation’s involvement in developmental regulation
in plants is quite limited (Eichten et al., 2013b). Both plants and mammals exten-
sively employ DNA methylation for defending their genomes against transposable
elements (Bird, 2002; Zhang et al., 2006; Henderson and Jacobsen, 2007), gene si-
lencing (Suzuki and Bird, 2008), as well as for reducing transcriptional noise in inter-
genic regions (Bird, 1995).
DNA methylation occurs in both genic and intergenic regions. The evidence for
the negative correlation between DNA methylation in promoter regions and gene ex-
pression is substantial (Zhang et al., 2006; Henderson and Jacobsen, 2007; Zilberman
et al., 2007). Although positive correlation between methylation and gene expres-
sion has been reported as well, they appear to be less common (Bell et al., 2011; Natt
et al., 2012; van Eijk et al., 2012). It is possible that these associations either are spu-
rious or exact in-trans control over other regulatory genes that in turn inﬂuence the
expression of the nearby genes. The negative correlation between methylation and
expression represents an intriguing alternative to null mutations (gene knock-outs)
that are commonly employed in plant research and breeding. Unlike the null muta-
tions that generally lead to the loss of function, methylation alterations, if successful,
may enable gain-of-function modiﬁcations (Springer, 2013). The exact reasons for
gene body methylation are currently unknown (Zhang et al., 2006; Law and Jacob-
sen, 2010) but it was suggested that CG methylation in gene bodies might silence
cryptic promoters to prevent unintended gene regulation (Tran et al., 2005; Zilber-
man et al., 2007) or to guard genic sequences from transposon insertions (Regulski
et al., 2013).
Loci that exhibit variable DNA methylation in different genotypes are referred
to as epialleles. Multiple studies reported relationships between epialleles and lo-
cal (cis) or distant (trans) genomic variation (Natt et al., 2012; Chodavarapu et al.,
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2012; Schmitz et al., 2013b). Based on the type of such relationship, Richards (2006)
proposed to classify epialleles into three categories. Methylation state of obligatory
epialleles is completely determined by local DNA variation. In facilitated epialleles,
DNA variation inﬂuences the epiallele’s methylation but the effect is rather proba-
bilistic than stable. Finally, pure epialleles are entirely independent from any DNA
variation in cis or in trans. The distinction is noteworthy because the state of oblig-
atory epialleles can be predicted from DNA sequence without methylation proﬁling.
Moreover, these epialleles are much more stable and less likely to change their state
in subsequent generations compared to pure and faciliated epialleles.
Several techniques have been developed for methylation proﬁling (reviewed in
Laird, 2010). Three of them are capable of producing methylation measurement
on a genome scale. The enzymatic approach employs methylation-sensitive restric-
tion enzymes that cut at unmethylated sites. Patterns exhibited by the obtained
fragments allow determination of methylation states of individual cytosine residues
(Allegrucci et al., 2007). Another approach, afﬁnity enrichment, relies on antibodies
that attach to methylated sites causing subsequent immunoprecipitation that sepa-
rates methylated fragments from unmethylated. The fragments can be hybridized
to a microarray (ChIP-chip) or sequenced (ChIP-seq) to obtain the whole methylome
(Eichten et al., 2011; Taiwo et al., 2012). Finally, bisulﬁte conversion is based on
sodium bisulﬁte treatment of denatured genomic DNA that converts unmethylated
cytosine residues to uracil. While special microarray techniques were attempted
for bisulﬁte-treated DNA, hybridization remains challenging (Laird, 2010). As a re-
sult, bisulﬁte conversion is predominantly used in conjunction with sequencing as in
MethylC (Lister et al., 2008) or BS-seq (Cokus et al., 2008) methods.
Each of the three approaches have certain strengths and weaknesses (Laird,
2010). For example, enzymatic and afﬁnity enrichment approaches can only detect
methylation in the CG context. Moreover, they tend to suffer from relatively low res-
olution even when coupled with sequencing. Bisulﬁte conversion may experience in-
complete conversion bias but covers all sequence contexts and achieves single-base
resolution. While the latter may be important in particular cases, the methylation
state of a single cytosine lacks stability and is susceptible to spontaneous mutations
even between consecutive generations (Becker et al., 2011; Schmitz et al., 2011).
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Although several reports suggested associations between methylation state of a sin-
gle cytosine residue and phenotype (Xu et al., 2007; Moser et al., 2008), the majority
of methylome studies concentrate on the analysis of differentially methylated re-
gions (DMRs) on a scale from a few hundred to several thousand base pairs (Bock,
2012). Methylation levels across DMRs are much more stable than methylation state
of individual cytosines and the frequency of polymorphisms on DMR level is com-
parable to the SNP frequency in genomic DNA (Becker et al., 2011; Schmitz et al.,
2011). Therefore, DMRs are likely to be more informative than single-base methy-
lation polymorphisms making DMR identiﬁcation an important step in methylome
analysis.
1.2 Dissertation Focus
There are three major factors that control gene expression: DNA sequence varia-
tion, epigenetic variation, and the environment. DNA sequence variation includes
structural variation and single nucleotide polymorphisms, both of which can inﬂu-
ence gene expression quantitatively or qualitatively. Epigenetic variation such as
histone modiﬁcations and DNA methylation is responsible for heritable effects on
gene expression that cannot be fully explained by DNA sequence variation. Finally,
the environmental factors such as temperature, soil salinity, and the presence of
pathogens can modify expression levels of many genes simultaneously. While all
of these factors contribute to gene expression variation, it is gene expression that
ultimately determines the phenotype and the knowledge of phenotype controlling
mechanisms will help us improve domesticated species.
Rapid development of DNA sequencing, expression proﬁling, and other molecular
screening technologies has brought us to a point where we are able to generate
large amounts of data faster than we can thoroughly analyze them. This dissertation
focuses on efﬁcient computational methods and pipelines for the analyses of large
expression and DNA methylation data sets. We already mentioned the importance of
maize as an agricultural crop for which the demand grows faster than its production
yield. To reduce that gap, it is essential to have a better understanding of gene
functions and molecular pathways responsible for agronomically important traits.
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Using statistical and computational tools, we investigate gene relationships in
expression data to identify the differences that have appeared during the process
of evolution or domestication. In particular, we construct and compare gene co-
expression networks that record similarity among gene expression proﬁles. Finding
the differences between those networks is especially challenging when the underly-
ing expression data sets are already dissimilar because of extraneous factors such
as measurement noise or experimental design. We address this challenge by com-
paring the magnitude of changes to their null expectation. This approach allows us
to identify the most likely candidate genes that have been targeted during domes-
tication and improvement. The ultimate goal is to compile a small list of candidate
genes for subsequent experimental testing.
In addition to gene co-expression, this dissertation covers certain aspects of epi-
genetic variation analysis. Lately, epigenetic variation has drawn considerable atten-
tion from the scientiﬁc community because it may partially explain the ’missing her-
itability’, i.e. heritable variation that appears independent from any DNA sequence
variation. DNA methylation is an epigenetic mark extensively used by plants for
gene silencing, guarding their DNA from transposable elements and reducing tran-
scriptional noise. We develop a pipeline for the identiﬁcation of differentially methy-
lated regions in maize and analyze the relationship between the methylation in those
regions and the expression levels of neighboring genes.
1.3 Dissertation Organization
We begin the dissertation in Chapter 2 with the overview of co-expression network
analysis and how it was applied to identify global differences between maize and
teosinte co-expression networks. In Chapter 3, the focus switches to gene-level dif-
ferences that are often measured by Expression Conservation (EC) score. We intro-
duce a novel method, Altered Expression Conservation (AEC), that makes expression
conservation analysis more sensitive to genes with less extreme signatures of alter-
ation. Chapter 4 concentrates on the generalization of the AEC method. It discusses
the effects of sample size and evolutionary distance on expression conservation anal-
ysis and describes an alternative application of the method to genetic interaction
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networks in yeast. Chapter 5 compares maize co-expression networks derived indi-
vidually from two different expression proﬁling platforms. It also explores the pos-
sibility to combine the heterogeneous data from those platforms while constructing
a co-expression network. Chapter 6 investigates DNA methylation and its inﬂuence
on gene expression, presents a pipeline for the identiﬁcation of differentially methy-
lated regions (DMRs) and examines relationships between DMRs and local sequence
variation. Finally, Chapter 7 provides conclusions from this work and outlines future
research directions.
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Chapter 2
Global Analysis of Co-expression
Networks
2.1 Chapter Overview
The central "dogma" of molecular biology states that information ﬂows from DNA
via RNA into proteins. While many notable exceptions to this "dogma" as well as
additional mechanisms of information control have been uncovered (Shapiro, 2009),
this information ﬂow is usually a starting point for most types of molecular analysis.
Due to the rapid development of high-throughput technologies, the analysis of the
information ﬂow previously limited to several genes at a time has expanded to the
genome level (Henikoff, 2002) whereby whole genomes and transcriptomes are rou-
tinely constructed and compared to infer biological associations. At the same time,
expression analysis evolved from simple identiﬁcation of differential expression be-
tween two samples to include more intricate co-expression relationships that capture
even more biologically relevant information.
We begin this dissertation with a review of the methods for co-expression network
analysis, which has become an important basis for research on gene expression. We
explain how co-expression networks can be constructed and compared with each
other. Finally, we describe how we used co-expression network analysis to uncover
transcriptome rewiring that occurred during the domestication of maize.
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Portions of the research appearing in this chapter were published in Swanson-
Wagner et al. (2012). The work described in this chapter includes contributions from
Ruth Swanson-Wagner, Robert Schaefer, Matthew Hufford, Jeffrey Ross-Ibarra, Chad
Myers, Peter Tifﬁn, and Nathan Springer. Ruth performed all the wet lab work, pro-
cessed the raw microarray data, and participated in the interpretation of the results.
Peter conducted the differential expression analysis. Robert contributed analytical
tools for the network visualization. Matthew and Jeffrey offered the list of genes from
regions affected by domestication according to the independent sequence-based
analysis and assisted with interpretation of the results. Chad, Peter, and Nathan
designed and supervised the project.
2.2 Review of Co-expression Network Analysis
Recent technological advances have made genome sequencing considerably faster
and cheaper. However, a large portion of predicted genes remain uncharacterized
and their functional relationships are yet to be discovered. Many network-based pre-
diction methods have been developed to establish gene functions (reviewd by Sha-
ran et al., 2007) including those relying on metabolic networks (Christian et al., 2009;
Henry et al., 2010), genetic interactions (Wong et al., 2004; Costanzo et al., 2010),
protein-protein interactions (Deng et al., 2004; Tsuda et al., 2005), and co-expression
networks (Carter et al., 2004; Zhang and Horvath, 2005) among many others. Due
to the prevalence of expression data, methods based on co-expression networks are
particularly appealing. Many formal methods have been developed for the analy-
sis of co-expression networks. For instance, Huttenhower et al. (2006) designed a
scalable framework that combines co-expression networks from multiple microarray
experiments using a Bayesian approach. The method was then successfully applied
to predict functional relationships in Saccharomyces cerevisiae.
Co-expression networks also represent major building blocks for functional net-
works that combine them with a multitude of other heterogeneous data such as
protein-protein interactions, genetic interactions, and multiprotein complexes (Hut-
tenhower et al., 2009; Lee et al., 2010). In particular, Lee et al. (2010) employed
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orthology to incorporate yeast, ﬂy, worm, and human co-expression data into Ara-
bidopsis thaliana functional network. According to the study, the data from other
distantly related species has adequate predictive power even when it is used in iso-
lation. Adding such data to the composite network improved the overall accuracy
(Lee et al., 2010).
Co-expression networks play crucial role in the studies of comparative genomics.
For example, using a probabilistic method based on order statistics, Stuart et al.
(2003) ranked genes in co-expression networks to ﬁnd conserved genetic modules
in human, ﬂy, worm, and yeast, while Jordan et al. (2004) explored co-expression
networks to analyze conservation and co-evolution of human genes. Several com-
parative genomics methods have been devised to measure the levels of expression
conservation and divergence between two species (e.g. Ihmels et al., 2005; Zhang
and Horvath, 2005; Dutilh et al., 2006; Tirosh and Barkai, 2007; Essien et al., 2008).
While the construction of co-expression networks is straightforward, it becomes
computationally intensive for bigger genomes especially when a large number of
samples are involved. For example, an unthresholded network encompassing all
32,540 genes from maize ﬁltered gene set v4a.53 (Schnable et al., 2009) will deﬁne
over half a billion edges prompting special computational and storage approaches
such as preliminary clustering of the data to reduce the number of computed edges
(Zhang and Horvath, 2005) and a storage format with memory mapping to improve
data access speeds (Huttenhower et al., 2009). In this section, we review various ap-
proaches available for co-expression network construction. We also cover the meth-
ods for co-expression network comparison as well as techniques for visualizing the
differences between co-expression networks at the global level.
2.2.1 Co-expression Network Construction
When analyzing genome-wide expression data, it is often beneﬁcial to group genes
based on their expression patterns, also termed expression proﬁles (Eisen et al.,
1998). Strictly speaking, an expression proﬁle of a gene is a vector that contains the
gene’s expression levels measured in different tissues, under varying environmental
conditions, or in different genotypes. Diverse measures have been used to calcu-
late similarity between expression proﬁles such as Euclidean distance (Tornow and
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Mewes, 2003), mutual information (Butte and Kohane, 2000), and Pearson correla-
tion coefﬁcient (Eisen et al., 1998). Similarities between all possible pairs in a set of
genes can be combined into a symmetric matrix called a co-expression network. In
such a network, nodes represent genes while similarity scores indicate edge weights.
When building co-expression networks, microarray data is usually log-transformed
to reduce the impact of large values on correlation coefﬁcients. Since the dynamic
range of RNA-seq platform is much wider, the inverse hyperbolic sine (asinh) trans-
formation (Burbidge et al., 1988) may be more appropriate for RNA-seq data sets.
The asinh transformation compresses large values considerably more than the small
ones and unlike log transformation, it can be applied directly to values below 1.
Suppose we have an expression data set that contains measurements for M
genes over N experimental conditions. The data forms an M × N matrix E where
each value Egc denotes the expression level of gene g under experimental condition
c. Thus, each row Eg represents the expression proﬁle of gene g. To build a co-
expression network represented by a matrix R, the Pearson correlation coefﬁcient is
calculated between each pair of gene expression proﬁles, i.e.
Rij = PCC(Ei, Ej)
for i, j = 1..M and i 6= j. Thus, Rij is a square matrix M × M where each value
represents an edge weight in the co-expression network and measures similarity
between expression proﬁles of two genes.
If we have two data sets Ea and Eb encompassing the same gene set but un-
der different conditions, direct comparison between them may be difﬁcult when the
conditions are not paired. In particular, the dimensions of Ea and Eb may be differ-
ent. However, since Eb contains the sameM genes as Ea, the derived co-expression
network Rb will have the same dimensions as Ra. Yet, the distribution of values in
Ra and Rb may be different depending on various factors such as unequal number
of samples in each case. Hence, a value from Ra cannot be compared directly to
the corresponding value in Rb. To enable the direct comparison, (Huttenhower et al.,
2006) recommends applying Fisher’s z-transformation and normalization to both ma-
trices Ra and Rb. For each element r in Ra or Rb, the Fisher transformation is deﬁned
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as
z =
1
2
ln
1 + r
1− r
The transformation guarantees that the distribution of z values is approximately nor-
mal and the variance is approximately constant for all values of r. By subtracting the
mean and dividing by the standard deviation, the normalized distribution will have
a mean of 0 and a standard deviation of 1, i.e. the values in the transformed matrix
have a normal distribution N(0, 1). Meanwhile, a single value shows how many stan-
dard deviations the edge weight is from the mean making cross-network comparison
possible.
Some studies advocate transforming similarity matrix R into a binary adjacency
matrix A by applying a hard threshold (Butte and Kohane, 2000; Carter et al., 2004)
or selecting K nearest neighbors (Tornow and Mewes, 2003). However, hard thresh-
olding generally causes the loss of information and sensitivity (Carter et al., 2004).
Under the WGCNA framework developed by Zhang and Horvath (2005) and later
implemented as an R package by Langfelder and Horvath (2008), the authors sug-
gested to apply soft thresholding while keeping the resulting edge weights. They
proposed two thresholding functions, namely the sigmoid function
Aij =
1
1 + exp(−α(rij − γ))
with parameters α and γ and the power adjacency function
Aij = |rij |β
with parameter β. Both functions yield similar results when the parameters are tuned
using the same criteria that relies on the goodness of ﬁt to the scale free network
model Zhang and Horvath (2005). Even though such soft thresholding drives some
edge weights very close to 0, a certain hard threshold is still necessary to determine
the neighbors. However, the framework is designed to avoid hard thresholding in all
other types of the network analysis.
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The WGCNA framework was successfully used for expression analysis in differ-
ent contexts such as identiﬁcation of molecular targets for cancer treatments (Hor-
vath et al., 2006), investigation of gene essentiality and network modularity in yeast
(Carlson et al., 2006), and ﬁnding associations between expression and phenotype
in plants (Weston et al., 2008). The R package, however, never generates a com-
plete co-expression network due to computational difﬁculties. The main output of
the pipeline is a set of modules that include only highly-connected genes. If a data
set contains a large number of genes, for instance more than 6000, the application
splits it into smaller subsets via hierarchical clustering, ﬁnds gene modules in each
subset, and merges the modules based on a certain similarity criteria (Langfelder
and Horvath, 2008). Thus, the R package does not allow for the direct comparison
of unthresholded co-expression networks at the global level and it does not consider
potentially important expression proﬁle comparisons between genes from different
subsets.
2.2.2 Co-expression Network Comparison
Unlike WGCNA, our approach involves calculation of all pair-wise correlations be-
tween full expression proﬁles as we want to incorporate all available information.
Since the values in the network will have a standard normal distribution after Fisher
transformation and normalization, we can compare a network Ra to another network
Rb that has the same set of genes using the Pearson correlation coefﬁcient,
ρRaRb =
M∑
i=1
M∑
j=i+1
(raij − µRa)(rbij − µRb)
σRaσRb
whereM is the number of genes in each network, raij and r
b
ij are j-th elements in i-th
rows of the co-expression networks Ra and Rb respectively. The mean and standard
deviation for each network are calculated based on the values in the upper triangle,
i.e. all values rij for i = 1, ..,M and j = i+ 1, ..,M .
We can test the signiﬁcance of the obtained correlation coefﬁcient via bootstrap-
ping. For similarity analysis, each round of bootstrapping would entail the permuta-
tion of gene labels. The obtained random networks will likely appear more different
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than the actual networks because each comparison between co-expression proﬁles
will be performed on two random genes. When analyzing the differences, the goal
of bootstrapping is to generate random networks that are more similar to each other
than the actual networks. Suppose our co-expression networks Ra and Rb were de-
rived from the expression data sets Ea (N ×Ma) and Eb (N ×M b) respectively. We
can combine Ea and Eb into a single data set E (N × Ma + M b) and sample the
conditions (columns) randomly without replacement to produce two data sets of the
same size as the actual ones, i.e. S1 (N×Ma) and S2 (N×M b). Each data set S1 and
S2 will contain a random mix of columns from both Ea and Eb. Since the columns in
Ea and Eb are likely to be more similar within each data set than between the data
sets, S1 and S2 are likely to be more similar than Ea and Eb. Any variation between
S1 and S2 would exist mainly due to randomness and the difference in the number
of conditions. Using the distribution of correlation coefﬁcients between the random
networks, we can derive an empirical p-value for the correlation coefﬁcient between
Ra and Rb.
The differences between two co-expression networks can be visualized through
the joint edge weight distribution. Two-dimensional binning of the edge weight pairs
is performed in such a way that each bin provides a count of edges whose weight
falls within a certain range in one network and a potentially different range in the
other (see Figure 2.6a for an example.) Since some of these counts could be very
high, it may be necessary to apply a log transformation, so that bins with small val-
ues can be discerned from empty bins on a graph. The signiﬁcance of this divergence
can be examined on a differential joint edge weight distribution plot that exhibits the
difference between the actual joint edge weight distribution and its null expectation
derived from bootstrapping by averaging the corresponding counts. If we represent
the difference as a ratio of the actual count to its null expectation, after log trans-
formation the sign would indicate whether the actual count is smaller than expected
by chance. Since both actual and expected counts may be 0, instead of the regular
logarithmic function it is necessary to use
f(x) =
log(θx+ 1)
θ
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where θ is often set to 1. To achieve less compression of the counts, one can also use
other values of θ < 1.
2.3 Using Co-expression Networks for Maize Domestica-
tion Analysis
In Chapter 1, we introduced the topic of maize domestication from its wild ances-
tor teosinte. While the domestication process introduces certain genomic changes,
domesticated varieties generally belong to the same species and possess consider-
able genomic similarity to their wild progenitors. Comparative hybridization analysis
conﬁrmed genomic similarity between maize and teosinte despite their remarkable
phenotypic variations (Swanson-Wagner et al., 2010). In the case of domestication,
differences convey more information about genome evolution than conservation.
Characterization of the changes that conditioned those phenotypic differences will
elucidate the genetic architecture of complex traits (Doebley et al., 2006) and re-
sponse to selection (Purugganan and Fuller, 2009) while contributing the resources
for maize breeding efforts (Gross and Olsen, 2010).
Previous studies used various techniques such as the analysis of microsatellite
diversity (Vigouroux et al., 2002), selective molecular genetic scans (Yamasaki et al.,
2005; Wright et al., 2005), and full genome sequencing (Hufford et al., 2012) to un-
cover a multitude of genomic regions targeted during maize domestication. Sev-
eral genes such as tb1 (Doebley et al., 1997), ba1 (Gallavotti et al., 2004), and zfl2
(Bomblies and Doebley, 2006), appeared to have a direct inﬂuence on the pheno-
typic differences between maize and teosinte. Other studies have identiﬁed genes
with putative regulatory effects contributing to the variation (Doebley et al., 2006;
Yamasaki et al., 2007). Recently, Hufford et al. (2012) also found regions that ex-
perienced selective pressure during domestication yet lacked any annotated genes.
These ﬁndings support the hypothesis that changes in gene regulation contribute
signiﬁcantly to the evolution of maize (Doebley et al., 2006; Zhao et al., 2008).
To explore gene expression changes conditioned by maize domestication, we
analyzed the transcriptomes of 38 maize and 24 teosinte lines. We engaged co-
expression network analysis to detect rewiring of the regulatory relationships in the
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transcriptome due to domestication. We show that the differences between co-
expression networks of maize and teosinte are biologically signiﬁcant and that co-
expression analysis represents an effective tool for ﬁnding regulatory differences in
closely related species.
2.3.1 Maize Expression Data and Co-expression Networks
We used a NimbleGen (Roche NimbleGen) microarray containing probes for 32,540
genes annotated in the reference Zea mays genome version 4a.53 (Schnable et al.,
2009) to proﬁle 38 diverse maize inbred lines, 7 teosinte inbred lines, and 17 teosinte
individuals sampled from wild-collected, outcrossing populations. All samples were
collected from 8-day old seedlings to reduce the expression changes due to devel-
opmental differences among the lines. Probe signal intensities were spatially cor-
rected and processed with NimbleScan to produce robust multichip average (RMA)
normalized (Irizarry et al., 2003) gene expression values. Whenever possible, the
gene expression values were averaged across technical and biological replicates of
the same genotype. Genes with detectable signal signiﬁcantly higher than the back-
ground noise in fewer than three genotypes were excluded from further considera-
tion leaving the data set with 19,792 genes.
Polymorphisms in genomic sequences of non-reference varieties may affect the
hybridization of the corresponding cDNA. The effect is independent from the variation
in gene expression. To avoid this hybridization bias, we removed 26,937 probes with
poor genomic hybridization in at least three genotypes based on the results from
the Comparative Genomic Hybridization (CGH) analysis by Swanson-Wagner et al.
(2010). The raw data from the remaining 46,167 probes were RMA-normalized again
to generate the ﬁnal expression data set with 18,242 genes (1-4 probes per gene)
that was used for subsequent analyses.
We separated the expression data into maize (18, 242×38) and teosinte (18, 242×
24) data sets. By calculating Pearson correlation coefﬁcient between each pair of
genes, we constructed two co-expression networks each represented by a 18, 242 ×
18, 242 matrix. Before any transformation and normalization, the distribution of cor-
relation coefﬁcients proved to be different between the networks (Figure 2.1.) While
mean values were around zero in both cases (µmaize = 0.0012 and µteosinte = 0.0022),
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standard deviation was higher in the teosinte network (σmaize = 0.2210 and σteosinte =
0.2508). To enable direct comparison between the networks, we applied Fisher trans-
formation and normalization to the edge weights Huttenhower et al. (2006) as de-
scribed in Section 2.2.
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Figure 2.1. Distribution of Pearson correlation coefﬁcients in maize and teosinte co-
expression networks. Before Fisher transformation and normalization, (a) maize and (b)
teosinte co-expression networks had different edge weight distributions (µmaize = 0.0012
and σmaize = 0.2210 vs. µteosinte = 0.0022 and σteosinte = 0.2508). The difference could be
due to unequal number of samples in each expression data set or higher variability among
teosinte lines.
2.3.2 Topology Comparison
Most biological networks have been found to be approximately scale free (Barabási
and Oltvai, 2004). According to this property, the connectivity (degree) k of each
node approximately follows power law distribution, i.e. connectivity frequency p(k)
is proportional to k−γ (Barabási and Albert, 1999). To determine whether a network
is scale-free, Zhang and Horvath (2005) suggested using the squared correlation
coefﬁcient R2 between log(p(k)) and log(k). Whenever R2 > 0.8, there exists a linear
relationship between log(p(k)) and log(k), which is expected when p(k) ∼ k−γ . In
addition, the authors recommend that the slope of the ﬁtted linear model should be
a ≈ −1.
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Network Threshold R2 Slope
Maize 2.5 0.8593 -1.2416
Maize 3.0 0.9111 -1.3568
Maize 3.5 0.9162 -1.3908
Maize 4.0 0.9003 -1.4275
Teosinte 2.5 0.7265 -1.2396
Teosinte 3.0 0.9128 -1.5477
Teosinte 3.5 0.9281 -1.6285
Teosinte 4.0 0.9357 -1.6446
Table 2.1. Scale-free topology criteria at different thresholds in maize and teosinte co-
expression networks. In a scale-free network, the squared correlation coefﬁcient between
log-transformed connectivity and connectivity frequency should be close to 1 while the slope
of the linear regression line should be around −1. Based on these two criteria, the threshold
r ≥ 3.0 seems reasonable. While higher threshold would yield higher squared correlation
coefﬁcient for teosinte network, it would also increase the slope and make the adjacency
matrix much sparser.
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Figure 2.2. Scale-free topology in maize and teosinte co-expression networks. With the
hard strict threshold r ≥ 3.0, both maize and teosinte co-expression networks are approxi-
mately scale free. The relationship between log(p(k)) and log(k) is almost linear with squared
correlation above 0.8 and the slope of the regression line is close to −1.
To determine the connectivity, we applied a strict threshold (r ≥ 3.0) and counted
the remaining edges for each node. According to the criteria recommended by Zhang
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and Horvath (2005), both networks possess approximately scale-free topology (Ta-
ble 2.1; Figure 2.2.) However, at this threshold maize network had distinctly more
high degree nodes than teosinte (Figures 2.3a and 2.3b). It indicates that on aver-
age, gene co-expression proﬁles are less similar to each other in the teosinte net-
work. To check whether these differences have a biological basis, we compared the
actual distributions to the null expectation derived from the bootstrapping analysis
(N = 1000, see Section 2.2 for details.) We reasoned that random distribution of
genotypes across the subsets would obscure biological signals. Therefore, the vari-
ation between the bootstrapped networks would be mainly due to the group size
difference. The null expectation for the degree distribution indeed exhibits the same
tendency (Figures 2.3c and 2.3d) as observed in the actual co-expression networks
(Figures 2.3a and 2.3b), i.e. the networks based on the large groups on average have
more hubs than the networks based on the small groups.
Although the degree distribution in maize and teosinte resembles the null expec-
tation, hubs in one network may not correspond to the hubs in the other. To check this
possibility, we calculated the correlation between gene degree in maize and teosinte
networks and found it to be lower (ρ = 0.4976, Figure 2.4a) than that between typical
random networks (ρ ∼ 0.6500, Figure 2.4b). In other words, a gene may be a hub in
one network but possess low degree in the other. For example, alpha-6-tubuline tua6
(GRMZM2G083243) represents a hub in the maize network as it has 732 edges with
the weight of at least 3.0. However, in the tesointe network that gene has only 41
edges. On the contrary, receptor protein kinase cr4 (GRMZM2G051637) possess 527
edges in teosinte but only 89 in maize. Since the difference cannot be explained by
unequal group size, it is likely to have a biological basis.
For further validation, we analyzed the differences at the edge level. Overall,
each co-expression network contains over 160 million undirected edges but due to
strict thresholding the degree analysis only encompasses about 1 million and 0.85
million edges in maize and teosinte networks respectively. To evaluate all information
encapsulated by the networks, we calculated Pearson correlation coefﬁcient between
all edge weights in one network and those in the other. While the global correlation
appears quite low (ρ = 0.3038), it does not necessarily conﬁrm the presence of bio-
logically signiﬁcant differences. The networks may contain excessive random noise
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Figure 2.3. Gene degree distribution at a strict threshold (r ≥ 3.0) in (a) maize, (b) teosinte,
(c) - (d) random co-expression networks with 38 and 24 lines respectively. The distributions
for the random networks were averaged across 1000 rounds of bootstrapping.
that can considerably reduce the correlation. To determine that the result is signiﬁ-
cantly low, we calculated global correlation between co-expression networks derived
from bootstrapped expression data (N = 1000, see Section 2.2 for details.) The ma-
jority (98.6%) had correlation coefﬁcient above 0.3038 (Figure 2.5). Therefore, the
network differences are not random and are suggestive of gene rewiring in maize
during domestication and improvement.
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Figure 2.4. Degree correlation in maize and teosinte co-expression networks. (a) The
correlation between node degree in maize and teosinte is relatively low (ρ = 0.4976). There
are many genes that are hubs in one network but have low degree in the other. (b) Typical
pair of random networks (ρ = 0.6738). In general, random networks have higher degree
correlation (ρ ∼ 0.6500) than the actual networks.
2.3.3 Differences in Individual Co-expression Relationships
We observed the global lack of similarity between themaize and teosinte co-expression
networks. To discover the edges responsible for this result, we explored the joint dis-
tribution of their weights. The distribution reveals that moderate to high conserva-
tion is very common because most edge weight pairs concentrate near the diagonal
(Figure 2.6a). Nevertheless, it is clear that the outliers are present as well.
Since random noise might explain some of the shifts from the diagonal, we com-
pared the actual joint distribution of the edge weights to its null expectation derived
from the bootstrapping analysis (Figure 2.6b). The number of conserved edges with
low weights matches the expectation as indicated by a large black region in the cen-
ter of the map. However, low density areas (blue) along the diagonal farther from the
center point to decreased conservation of edges with high weights. In other words,
genes with highly correlated or anti-correlated expression proﬁles get modiﬁed more
often than expected by chance. Moreover, the large high density regions (red) lie
predominantly in the II and IV quadrants. Hence, the changes usually reverse the
relationship, i.e. correlated proﬁles become anti-correlated and vice versa. Overall,
the joint distribution of maize and teosinte edge weights is substantially different
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Figure 2.5. Global correlation between maize and teosinte co-expression networks. Distri-
bution of global correlation coefﬁcients is derived from co-expression networks built on 1000
pairs of random networks. Orange arrow indicates the global correlation coefﬁcient between
the actual maize and teosinte co-expression networks (ρ = 0.3038). Only 14 random network
pairs have lower correlation.
from its null expectation, which points to the presence of gene rewiring.
2.4 Conclusions
Co-expression networks play important role in the transcriptome-wide studies of
gene expression. We reviewed the major steps of co-expression network analysis
including network construction, thresholding, and comparison. Despite the recent
technological advances, co-expression network analysis remains a moderately hard
computational task that requires creative approaches to algorithm design and data
storage. We employed co-expression networks to study the effects of domestica-
tion and improvement on maize transcriptome. We used bootstrapping analysis to
show that the co-expression networks of maize and its wild ancestor teosinte had
biologically signiﬁcant differences. This result is consistent with the hypothesis that
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(a) Joint Edge Weight Distribution (b) Differential Joint Edge Weight Distri-
bution
Figure 2.6. Joint edge weight distribution in maize and teosinte co-expression networks.
(a) Heatmap built for the actual maize and teosinte co-expression networks. X and Y axes
display edge weights in teosinte and maize networks respectively. Color scale indicates how
many corresponding edges have a certain combination of weights. If maize and teosinte co-
expression networks were almost identical, the colored shape would have been a thin oval
stretched along the diagonal. (b) Differential heatmap exhibits the difference between the
actual joint distribution of edge weights and its null expectation. Blue regions on the diagonal
and red regions away from the diagonal indicate that gene rewiring takes place.
regulatory changes substantially inﬂuence the evolution of maize.
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Chapter 3
Expression Analysis of Individual
Genes
3.1 Chapter Overview
Chapter 2 provided a survey of methods for co-expression network construction and
comparison. The global differences between two networks are driven by changes in
co-expression patterns of individual genes. This chapter presents an expression con-
servation (EC) score that can be used to speciﬁcally identify rewired genes. Previous
studies relied on a hard threshold for EC score to select the genes of interest. How-
ever, in some cases even a high EC score may be signiﬁcantly lower than expected
by chance. Therefore, to detect rewired genes we developed a new approach that
compares EC score to the gene’s null distribution. Using the maize domestication
data introduced in Chapter 2, we show that our method is more sensitive than the
standard approach.
Portions of the research appearing in this chapter were published in Swanson-
Wagner et al. (2012). This work includes the contributions from Ruth Swanson-
Wagner, Robert Schaefer, Matthew Hufford, Jeffrey Ross-Ibarra, Chad Myers, Peter
Tifﬁn, and Nathan Springer. Ruth performed all the wet lab work, processed the raw
microarray data, and participated in the result interpretation. Peter conducted the
differential expression analysis. Robert contributed analytical tools for the network
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visualization. Matthew and Jeffrey offered the list of genes from regions affected by
domestication according to the independent sequence-based analysis and assisted
with interpretation of the results. Chad, Peter, and Nathan designed and supervised
the project.
3.2 Gene Expression Analysis
Transcriptomes can be compared based on their similarities or differences. The for-
mer approach is generally used to elucidate functional characteristics of genes, while
the latter aims to discover the effects of adaptation on the transcriptome (Tirosh and
Barkai, 2007). To detect expression changes at the gene level, a variety of differ-
ential expression (DE) methods have been proposed for both microarrays (reviewed
in Grant et al., 2007) and RNA-seq (reviewed in Garber et al., 2011). DE methods
can identify genes whose expression levels statistically differ between two data sets
but exhibit little variation within each data set. However, these methods can only
be applied when the data sets have either matching or very similar set of condi-
tions, albeit the data may come from different species. DE methods are also likely
to miss the differences whenever a gene shows considerable variation within a data
set. To complement the differential expression methods, techniques that analyze
gene expression co-variation (or simply co-expression) have been developed and
successfully applied across many species of bacteria, plants, and animals (inter alia
Bergmann et al., 2003; Stuart et al., 2003; Ihmels et al., 2005; Oldham et al., 2006).
3.2.1 Expression Conservation Score
Under the WGCNA framework (Zhang and Horvath, 2005) discussed earlier in Chap-
ter 2, both similarities and differences between species on gene level are determined
based on either gene connectivity (Oldham et al., 2006) or module alignment (Ficklin
and Feltus, 2011). The same approaches are used for comparing transcriptomes of a
single species under different conditions (Horvath et al., 2006; Carlson et al., 2006;
Weston et al., 2008). While the change in module membership is a good indicator
of gene rewiring, it can only help in detecting genes with extreme changes in co-
expression because the alterations have to be sufﬁciently large to remove the gene
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from the respective module. Gene connectivity metrics are even less sensitive as
rewiring may replace gene connections without changing their number.
The alternative framework (Ihmels et al., 2005; Dutilh et al., 2006; Tirosh and
Barkai, 2007; Essien et al., 2008) relies on the comparison of gene’s co-expression
proﬁles. Usually, the similarity between the proﬁles is estimated by Pearson correla-
tion coefﬁcient. This value is known as the expression context conservation (Dutilh
et al., 2006) or simply expression conservation (EC) score (Tirosh and Barkai, 2007).
We will use the second term, EC score, throughout this chapter. If a gene has a
high EC score, its expression proﬁle is similar to the same set of expression proﬁles
(neighbors) in both data sets. If EC score is low, the gene’s expression proﬁle has
certain neighbors in one data set but different neighbors in the other. Because a
co-expression proﬁle describes the gene’s relationship with its neighbors in terms of
its expression pattern, genes with high EC score possess similar relationships with
their neighbors in both organisms and, as a result, are likely to retain the same func-
tionality.
Because co-expression networks are not thresholded before EC score calculation,
all available information is leveraged to make inferences about the conservation or
divergence of gene co-expression. Nevertheless, there are two notable exceptions.
Since the difference between co-expression proﬁles is not necessarily caused by the
difference in expression levels, Tirosh and Barkai (2007) argued that higher weight
should be given to correlations between genes with conserved expression while cal-
culating EC score. Therefore, the authors suggested an iterative approach in which
the score is repeatedly adjusted by giving low weights to genes with low EC score and
recalculating the weighted correlation coefﬁcient until convergence. When compar-
ing several co-expression network analysis methods, Wang et al. (2010) used only
nodes from a conserved co-expression network to calculate an EC score for each
gene. In other words, each gene’s EC score depended only on the genes that had
conserved co-expression proﬁles in two species. While this particular modiﬁcation
had only a minor effect on the overall distribution of EC scores, the results of the iter-
ative algorithm developed by Tirosh and Barkai showed more substantial differences
compared to the regular approach (Wang et al., 2010). Due to the absence of a gold
standard or a speciﬁc comparison metric in the study by Wang et al., it is hard to
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determine whether any of the algorithms work better than the others.
3.2.2 Measuring EC Score Significance
To ﬁnd signiﬁcant genes with either conserved or diverged expression, the exist-
ing co-expression studies have predominantly relied upon the raw EC scores (Du-
tilh et al., 2006; Tirosh and Barkai, 2007; Essien et al., 2008; Guan et al., 2013).
The approach appears reasonable for discovering genes with conserved expression
because many factors such as the background noise or minor differences in exper-
imental conditions would only amplify the biologically signiﬁcant variation. These
factors are very unlikely to make a gene’s co-expression proﬁles more similar. For
the same reason, the raw score is not appropriate for the identiﬁcation of genes with
diverged co-expression as the extent of biologically conditioned variation would not
be clear. Overall, this approach would only identify genes with extreme changes in
co-expression relationships.
One alternative would be to evaluate each gene’s signiﬁcance by comparing its
EC score to a global null expectation. The null distribution can be derived, for in-
stance, from bootstrapping by averaging each gene’s EC score across all bootstraps.
Using the distribution of these averaged EC scores, one can select rewired genes
based on an empirical p-value or z-score. The former is calculated as a ratio be-
tween the number of averaged EC scores from the bootstrapping analysis smaller
than the gene’s EC score to the total number of bootstrap samples. The latter is sim-
ply z = (EC − µ)/σ where µ and σ are the mean and standard deviation of the null
distribution.
This alternative approach would still be biased towards outliers because the am-
plitude of possible expression changes may vary from gene to gene. To address the
possible variations in amplitude, we propose to identify divergent genes by compar-
ing each gene’s EC score to its own null expectation. The parameters of each gene’s
null distribution can be derived from the bootstrapping analysis based on all avail-
able bootstrapped EC scores for that gene. Genes with low z-scores are likely to be
rewired even if their actual EC scores are relatively high. Thus, our selection is no
longer limited to genes with extreme EC scores. In addition, a negative EC score does
not necessarily indicate that the gene is rewired if the score falls within the gene’s
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null distribution. Our method allows us to ﬁlter out such genes potentially increasing
the speciﬁcity of the approach as well.
3.2.3 Method Validation and Comparison
Since co-expression can sometimes reﬂect indirect biological relationships, the re-
sults of EC studies can be difﬁcult to validate directly with experiments. Previous
studies engaged various indirect approaches to verify their results. In particular,
Tirosh and Barkai (2007) showed that the genes with high EC score were enriched
for essential genes, which they offered as a proof of their method’s validity. Essien
et al. (2008) contrasted the distribution of interspecies and intraspecies EC scores
to make sure that interspecies scores are generally lower. In the absence of gold
standards, method comparison also presents a challenge. While comparing com-
putational models that assess expression conservation, Wang et al. (2010) simply
reported the extent of agreement among the models. While informative, the results
of agreement among the models are generally insufﬁcient for the identiﬁcation of
the most successful method.
In our maize domestication study (Swanson-Wagner et al., 2012), we compared
the different EC methods by calculating the enrichment of the identiﬁed rewired
genes for domestication and improvement genes uncovered by an independent se-
quence-based study. This is also an indirect validation approach because sequence-
based and expression-based methods are rather complementary. However, certain
overlap between the studies is expected because some DNA alterations lead to gene
expression changes and, consequently, to co-expression modiﬁcations. We will dis-
cuss the details of this comparison in the next section.
3.3 Variations of Gene Expression between Teosinte and
Maize
In Chapter 2 we identiﬁed biologically signiﬁcant differences between maize and
teosinte co-expression networks. The global correlation between the two networks
is lower than expected by chance (Figure 2.5) and the changes can be clearly seen
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on the differential joint edge weight distribution plot (Figure 2.6). Here, we investi-
gate what drives these changes at the gene level, as our ultimate goal is to discover
the genes whose expression has been affected by domestication and subsequent
improvement process.
3.3.1 Using EC Score to Find Rewired Genes
To measure EC between maize and teosinte, we took the standard approach of cal-
culating Pearson correlation coefﬁcient between co-expression proﬁles of each gene
in the maize and teosinte networks. Thus, our approach is most similar to Dutilh
et al. (2006) except that we apply the Fisher transformation and normalization to
the edge weights in co-expression networks before computing the correlation as rec-
ommended by Huttenhower et al. (2006). By averaging bootstrapped EC scores of
each gene, we derived a null distribution and discovered that the actual EC score
distribution is quite different from what is expected by chance (Figure 3.1). It has
lower mean and higher standard deviation (µ = 0.2603 and σ = 0.1986) than the null
expectation (µnull = 0.3138 and σnull = 0.1815). The shift of the actual distribution
to the left compared to the null expectation and the existence of the left tail suggest
the presence of rewired genes.
0.0
0.5
1.0
1.5
2.0
−1.0 −0.5 0.0 0.5 1.0
EC Score
D
en
si
ty
Actual
Null Exp.
Figure 3.1. Distribution of EC scores between teosinte and maize. The orange line depicts
the distribution of the actual EC scores while the blue line shows the null expectation derived
from 1000 rounds of bootstrapping. Overall, EC scores between teosinte and maize are lower
than expected by chance.
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Previous studies either applied a hard threshold to EC scores in order to select
the genes of interest or relied on the raw EC score to make inferences about gene
rewiring (Dutilh et al., 2006; Tirosh and Barkai, 2007; Essien et al., 2008; Guan et al.,
2013). As we are looking for genes rewired by domestication, it would be similar
to selecting the left tail of the EC score distribution. The threshold can be chosen
arbitrarily (e.g. EC < 0) or based on a global null expectation (the region to the left of
the red curve on Figure 3.1.) Either approach would likely miss genes with relatively
high EC scores that are still below their respective null expectations. For example,
the EC score for cesa5 (cellulose synthase) is greater than 0 but appears outside
of the gene’s null distribution (Figure 3.2a.) To capture such genes, we derived a
z-score from each gene’s EC score null distribution. A strict threshold of z ≤ −3.0
yielded a list of 1,115 rewired genes. Henceforth, we will refer to this method as
Altered Expression Conservation (AEC). Our approach is more sensitive as it includes
the genes with relatively high EC score like cesa5. Yet, it is also more speciﬁc because
it ignores the genes with low EC score when such a score is likely to occur by chance.
For instance, the EC score for gla1 (dihydrofolate synthase) is low (-0.0936) but the
negative score is expected by chance and, therefore, we did not include gla1 in our
list.
3.3.2 Enrichment in Domestication and Improvement Genes Identi-
fied by Sequence-Based Analysis
Several studies analyzed large gene groups for genetic diversity present in teosinte
and maize in order to uncover the genes targeted during domestication and improve-
ment (Vigouroux et al., 2002; Wright et al., 2005; Yamasaki et al., 2005; Briggs et al.,
2007). Since the evidence points to a single domestication event (Doebley, 2004;
Matsuoka et al., 2002; Piperno et al., 2009), these genes are often categorized into
two overlapping groups based on the time of modiﬁcation. Genes that diverged dur-
ing the initial domestication event fall into domestication category, while the genes
modiﬁed after the domestication event belong to the improvement category.
More recently, Hufford et al. (2012) screened the whole genome for genetic diver-
sity in 75 lines of maize and its wild ancestors including teosinte. The authors used a
likelihood method to identify 484 and 695 genomic loci with extreme allele frequency
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Figure 3.2. Null distribution of EC scores for two genes in maize and teosinte. The blue
curves show the global distribution of EC scores. The black curve indicate the null distribution
of EC scores for cesa5 (left) and gla1 (right) derived from the bootstrapping analysis (N =
1000). The actual EC score of the corresponding gene is indicated by the orange arrow.
(a) The actual EC score for cesa5 is relatively high but signiﬁcantly lower than expected
by chance for the gene. (b) The actual score for gla1 is relatively low but not signiﬁcantly
different from what is expected by chance for the gene.
differentiation caused by selection pressure during domestication and improvement
respectively. These domestication and improvement loci contained 1,764 and 1,506
genes, respectively, yielding 3,040 unique genes that were potentially the targets of
selection.
Due to linkage disequilibrium effects, the identiﬁcation of exact targets was prob-
lematic. The authors identiﬁed the most probable candidates by selecting the genes
closest to the locus with the highest likelihood for selection during domestication or
improvement. However, changes to a gene’s DNA sequence do not necessarily trig-
ger the changes in its expression. Moreover, the actual target of selection may be
a regulatory region rather than a gene and this region may regulate either a nearby
gene (cis-acting regulation) or a gene elsewhere in the genome (trans-acting regula-
tion.) Finally, some of the regulatory changes may come from the variants linked to
the target of selection, which complicates the analysis even further.
On the other hand, both sequence-based and expression-based methods can
ﬁnd genes with the direct impact on the differences between species. However,
41
sequence-based methods can also detect the upstream variations that have causal
effects on the regulatory process while expression-based methods can also identify
the targets downstream of causal changes. As such, the methods are complemen-
tary, but a certain overlap is still expected. For instance, a locus identiﬁed by a
sequence-based method may contain a cis-acting regulatory region that signiﬁcantly
affects the expression of the nearby gene. If the regulatory region also has the high-
est likelihood for selection and the regulated gene is closer to the regulatory region
than any other gene, both methods should be able to detect it. Thus, a statistically
signiﬁcant intersection of the results would indicate that both methods retrieve bio-
logically relevant information.
We found that gene lists produced by our method are signiﬁcantly (p < 0.05)
enriched for genes in domestication or improvement regions identiﬁed by Hufford
et al. (2012) at several z-score cutoffs (Table 3.1). The signiﬁcant overlap with the
results of an independent sequence-based method corroborates the robustness of
our approach and conﬁrms the potential of using co-expression analyses for studying
evolution. Interestingly, the enrichment for domestication genes is stronger than
that for improvement genes. In fact, the enrichment for the improvement genes
is only signiﬁcant at z ≤ −2.5. It is possible that the domestication had a greater
impact on the maize transcriptome than the gradual improvements which occurred
afterwards. However, further analysis is needed to conﬁrm this hypothesis.
z-score Total Domestication Improvement Dom. or Imp.
Cutoff Genes Genes p-value Genes p-value Genes p-value
-2.5 1841 120 0.0476 105 0.0185 213 0.0023
-3.0 1115 81 0.0106 64 0.0522 135 0.0031
-3.5 650 52 0.0068 36 0.1681 80 0.0138
-4.0 405 31 0.0514 23 0.1969 49 0.0582
Table 3.1. Enrichment of AEC genes for selection targets identiﬁed by sequence-based
analysis (Hufford et al., 2012) at various z-score cutoffs. Overlap p-values are based on
Fisher’s exact test.
One can argue that genes with high EC scores should be excluded regardless of
their z-score because high EC score implies the lack of co-expression changes. We
selected genes with a combination of z-score threshold z ≤ −3.0 and a range of EC
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score thresholds (Table 3.2). In this case, the individual enrichment for genes in the
domestication and improvement sets was not statistically signiﬁcant. While it be-
comes signiﬁcant for the combined gene set at certain percentile cutoffs, it remains
very likely that the additional EC score threshold removes some genes affected by
domestication. Therefore, we argue that z-score threshold is sufﬁcient for the selec-
tion of rewired genes.
z EC Score Total Domestication Improvement Dom. or Imp.
Cutoff %ile Cutoff Cnt Cnt p-value Cnt p-value Cnt p-value
-3.0 5 -0.0667 312 22 0.1640 14 0.6035 33 0.3156
-3.0 10 -0.0005 464 32 0.1372 29 0.0701 58 0.0245
-3.0 15 0.0442 551 37 0.1520 33 0.0883 66 0.0387
-3.0 20 0.0830 627 41 0.1784 35 0.1607 72 0.0681
-3.0 25 0.1147 690 46 0.1323 39 0.1287 80 0.0478
-3.0 30 0.1476 747 50 0.1154 40 0.2089 84 0.0770
Table 3.2. Effects of the additional EC score threshold. In addition to z-score threshold
z ≤ −3.0, an EC score cutoff was applied to select rewired genes. The obtained gene sets
were no longer enriched in domestication and improvement genes individually. Thus, the
addition of EC score cutoff appears to be detrimental to the selection of rewired genes.
3.3.3 Comparison to Other EC Methods
As described previously, our method relies on a z-score threshold to select rewired
genes while the alternative ECmethods depend exclusively on an EC score threshold.
The correlation between z-score and EC score is relatively low (r = 0.33). There are
particularly many cases where a low z-score corresponds to a high EC score and a
few cases in which the opposite is true (Figure 3.3). About 10% of genes (1,834) have
negative EC scores, almost twice as many as in the AEC set. The number of genes
matching the size of the AEC set can be obtained at the threshold of EC ≤ −0.0474
but this set is considerably different than AEC (Figure 3.3). The two sets have less
than a third (353) of their genes in common. Moreover, the genes selected using the
EC threshold are not enriched for either domestication, improvement, or combined
gene sets (Fisher’s exact test p = 0.9829, p = 0.3643, and p = 0.8328 respectively)
from the sequence-based study by Hufford et al. (2012).
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Figure 3.3. Distribution of z-scores in maize and teosinte. The z-scores were derived from
random distributions of EC scores for each individual gene. Orange line shows the z-score
threshold we used to select 1,115 rewired genes (z ≤ −3.0; area to the left of the orange
line.) To select the same number of genes using EC threshold, it needs to be set to −0.0474
(area below the green line.) The intersection between the two methods is only 353 genes.
To make sure that the threshold selection does not affect the enrichment, we cre-
ated gene sets for a variety EC score thresholds that corresponded to 1st through
7th percentiles of the overall EC score distribution. We did not discover a statisti-
cally signiﬁcant enrichment in any of the target types (Table 3.3). In fact, some of
the gene sets (4th through 7th percentiles) were under-enriched for domestication
genes. If the previously stated hypothesis regarding the higher impact of the domes-
tication process on the transcriptome is correct, the under-enrichment indicates that
the EC-based ﬁltering method is surprisingly ineffective at detecting the genes with
the largest co-expression changes.
3.3.4 Intersection Between AEC and DE Genes
We utilized the Cyber T application (Baldi and Long, 2001) to identify differentially
expressed (DE) genes. The application is built upon a Bayesian probabilistic frame-
work that derives the posterior probability of differential expression after modeling
the distribution of a gene’s log-expression values based on empirical variance and
the local background variance of the neighboring genes. Using a conservative cutoff
Pposterior > 0.999, we chose 612 genes that exhibited signiﬁcantly different levels
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EC Score Total Domestication Improvement Dom. or Imp.
%ile Cutoff Genes Genes p-value Genes p-value Genes p-value
1 -0.1935 183 13 0.2321 12 0.1510 24 0.0755
2 -0.1445 365 18 0.7526 22 0.1358 38 0.3356
3 -0.1110 548 25 0.8866 26 0.5010 49 0.7375
4 -0.0859 730 31 0.9632 33 0.6090 62 0.8756
5 -0.0667 912 37 0.9885 41 0.6307 75 0.9429
6 -0.0489 1096 46 0.9883 53 0.4229 95 0.8846
7 -0.0366 1278 51 0.9976 62 0.4028 109 0.9299
Table 3.3. Enrichment of genes selected based on EC score only. There is no statistically
signiﬁcant enrichment in domestication and improvement genes when selection is based
exclusively on EC scores. The number of genes in the 6th percentile is approximately the
same as with z ≤ −3.0 threshold.
of expression in maize compared to teosinte. Almost half of these genes exhibited
two-fold or greater difference in expression and the majority of them (58.3%) tended
to have higher expression in maize (Table 3.4). Hierarchical clustering of the expres-
sion levels of these genes showed that in some cases a subpopulation of maize lines
could be more similar to teosinte than to other maize subpopulations (Figure 3.4).
% 2 fold- % up-regulated
Gene List Genes change in maize
DE 612 47 58.3
AEC 1115 16 57.1
AEC and DE 276 51 63.4
Table 3.4. Genes differentially expressed between maize and teosinte.
Figure 3.4. Hierarchical clustering of 612 differentially expressed genes. Genotypes were
grouped into ﬁve subpopulations based on their origin. NSS - nonstiff stalk, SS - stiff stalk,
Teo.in - teosinte inbred, Teo.out - teosinte outbred.
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Differential expression of a gene between maize and teosinte does not neces-
sarily imply that its regulatory relationships have been altered as well. Conversely,
genes with altered co-expression proﬁles may have similar expression levels in both
species. For maize and teosinte, the DE and AEC lists intersect in 276 genes, which
is more than expected by chance (p < 0.05; Figure 3.6). Despite the intersection, DE
and AEC genes possess contrasting characteristics and captured different aspects
of expression changes between maize and teosinte (Figure 3.5). Therefore, the co-
expression conservation and differential expression methods are complementary to
each other. We conducted gene ontology (GO) analysis to ﬁnd evidence that genes
with lower expression in maize compared to teosinte were enriched in amino acid
salvage, cellular respiration, and sulfur amino acids biosynthetic processes. Even
though the majority of DE genes appear in regions syntenic with rice and sorghum,
the genes with reduced expression in maize were mostly maize- or grass-speciﬁc
(results not shown.)
To test whether the genes with altered expression between maize and teosinte
were associated with developmental or anatomical differences between the taxa, we
compared the lists of DE and AEC genes with gene clusters from a developmental co-
expression network constructed with the expression data from 60 different tissues or
stages of B73 (Sekhon et al., 2011). We did not uncover any statistically signiﬁcant
enrichment of DE and AEC genes in developmental co-expression clusters, indicating
that the developmental or morphological differences between maize and teosinte
cannot fully explain differential expression or altered expression conservation.
Both DE and AEC gene lists are signiﬁcantly enriched (p < 3e − 3 and p < 3e − 5
respectively; Figure 3.6; Table 3.5) for genes found in the regions reported to be
selection targets during maize domestication or improvement (Hufford et al., 2012).
Selection targets are also overrepresented among genes that are both DE and AEC
as well as among DE only genes. However, the enrichment for AEC-only genes is
not signiﬁcant (Table 3.5). This possibly supports the conclusion that AEC-only genes
reﬂect the downstream effects of transcriptome rewiring while the causal targets of
domestication are located elsewhere. Interestingly, various AEC and DE gene lists
are more frequently enriched for genes from putative domestication regions than
from putative improvement regions (Table 3.5). This may indicate that the effects
46
●●
●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
5.0
7.5
10.0
12.5
15.0
5.0 7.5 10.0 12.5 15.0
Teosinte Expression
M
ai
ze
 E
xp
re
ss
io
n
●
●
●
●
Neither DE nor AEC (n=16791)
DE and AEC (n=276)
AEC only (n=336)
DE only (n=839)
(a)
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●● ●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
● ●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
● ●
●
● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●● ●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
● ●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●●
●
●●
●
●
●
●
●
●
●
● ●
●
●
● ●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
● ●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
● ●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
● ●
●
●
●
● ●
●
●
●●
●
●●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
● ●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
● ●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
● ●
●
● ●
●
●
●
●
●
●
● ●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
● ●●
●
●
●
●
●
●● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
● ●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
● ●
●
●
● ●
●
●
●
●
●
● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●●
●
●
●
●
● ●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
● ●
● ●
●
●
●●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
−0.50
−0.25
0.00
0.25
0.50
0.75
−12 −8 −4 0
Expression Conservation z−score
Ex
pr
es
sio
n 
Co
ns
er
va
tio
n
●
●
●
●
Neither DE nor AEC (n=16791)
DE and AEC (n=276)
AEC only (n=336)
DE only (n=839)
(b)
Figure 3.5. Intersection between differentially expressed genes and genes with altered
expression conservation. The color of the symbols denotes whether the genes have differen-
tial expression (DE; blue), altered expression conservation (AEC; orange), both DE and AEC
(black), or neither DE nor AEC (gray). (a) Mean expression levels in teosinte (X axis) are
plotted against mean expression levels in maize (Y axis) for all genes. Many AEC genes (near
the center of the distribution) do not display signiﬁcant differential expression in maize and
teosinte. (b) EC z-scores (X axis) are plotted against EC score (Y axis) for all genes. Many DE
genes (upper right) do not show evidence for low expression conservation.
of domestication and improvement on transcriptome were quite different, quantita-
tively and qualitatively.
Total Domestication Improvement Dom. or Imp.
Gene List Genes Genes p-value Genes p-value Genes p-value
AEC all 1115 81 0.01057 64 0.05224 135 0.00312
DE all 612 56 0.00023 42 0.00863 90 0.00003
AEC only 839 54 0.16780 40 0.47600 89 0.18370
DE only 336 29 0.01490 18 0.31167 44 0.02299
AEC and DE 276 27 0.00376 24 0.00271 46 0.00017
Table 3.5. Enrichment of AEC and DE genes for selection targets identiﬁed by sequence-
based analysis.
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Figure 3.6. Overlap between AEC genes, DE genes, and the genes that occur in genomic re-
gions that have evidence for selective sweeps during maize domestication or improvement.
Because of the observed signiﬁcant enrichment, we performed additional analy-
ses of the genes from the target regions that are present in either DE-only list (44
genes) or both DE and AEC lists (46 genes.) Annotations from the closest gene
matches in Arabidopsis thaliana and the domain analysis show that 13 of the 90
genes are related to transcription or chromatin factors. The majority of genes in DE
and both DE and AEC lists tend to have higher expression in maize with 35 of 46
and 27 of 44 up-regulated genes respectively. However, their connectivity in the
teosinte co-expression network appears to be slightly higher compared to maize (Ta-
ble 3.6). In fact, there are many genes with considerably different connectivity in
the two networks, but this difference does not correlate with the direction of ex-
pression changes. Despite the presence of variability in connectivity between the
co-expression networks, we have not detected any consistent pattern.
Since many of the domestication and improvement regions uncovered by Hufford
et al. (2012) contained multiple genes, the authors designated the genes closest
to the point with highest likelihood for selection as the most likely candidate targets.
Many of the AEC and DE genes from the selected regions (47 out of 135 and 28 out of
90 respectively) coincide with the most probable selection target identiﬁed through
population genetic analysis. The other AEC and DE genes that were not closest to
the likelihood peak and were not identiﬁed as the most likely selection targets might
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still represent noteworthy candidates.
Dom/Imp % up-reg. Enrich. % higher conn.
Gene list genes in maize signif. in maize % cand.
AEC and DE (n = 276) 46 76 0.0002 41.3 39.1
DE only (n = 336) 44 61 0.0230 40.9 22.7
AEC only (n = 839) 89 54 0.1837 57.3 32.6
Table 3.6. Genes in selected regions with evidence for DE or AEC. Cand., candidate; conn.,
connectivity; dom, domestication; enrich. signif., enrichment signiﬁcance; imp, improve-
ment; up-reg., up-regulated.
3.4 Conclusions
We have introduced a more sensitive method for the identiﬁcation of rewired genes
in co-expression networks. Previous studies applied a hard threshold to EC scores
to determine the genes of interest. However, this approach ignores the genes that
have relatively high EC score which is statistically lower than expected by chance.
Our method derives a separate null distribution for each gene using bootstrapping
analysis and checks whether the gene’s EC score is a statistical outlier within that
distribution in order to determine if the gene is rewired. Using the expression data
from diverse maize and teosinte lines, we have shown that our method identiﬁes a
considerably different list of genes compared to the standard approach. Moreover,
unlike the genes found by the standard approach, our list of rewired genes is signif-
icantly enriched for domestication and improvement selection targets suggested by
an independent sequence-based approach. Since the genes with altered EC score
do not necessarily have differential expression, AEC and DE methods produce com-
plementary results. In addition, both methods are complementary to the sequence-
based methods. While all three methods may identify the genes with direct effects
on phenotype, AEC and DE methods also detect the downstream targets of genetic
changes while the sequence-based methods identify variants further upstream.
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Chapter 4
Characterization and
Generalization of Expression
Conservation Framework
4.1 Chapter Overview
In Chapter 3, we introduced Altered Expression Conservation (AEC), a novel method
to identify genes whose co-expression proﬁles signiﬁcantly differ between two net-
works. The method was successfully applied to ﬁnd maize genes targeted during
domestication and subsequent improvement. The goal of this chapter is to further
characterize AEC and to discuss its generalization to other contexts. First of all, we
will revisit the applicability of the alternative approaches and provide the results of a
comparison between our AEC method and an existing iterative technique for calcula-
tion of expression conservation. Since evolutionary distance between the compared
organisms and sample size of the underlying expression data may have pronounced
effects on co-expression networks, the chapter also describes the results from the
application of AEC to a pair of considerably more distant species and examines how
the reduction of sample size degrades the power to discern the differences between
two co-expression networks. Finally, the chapter demonstrates how AEC method can
be used in a completely different context of genetic interactions.
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4.2 Methods for Co-expression Network Comparison
There are two major frameworks to analyze the differences between co-expression
networks: the Weighted Gene Co-expression Network Analysis (WGCNA) framework
(Zhang and Horvath, 2005; Langfelder and Horvath, 2008) and the framework based
on Expression Conservation (EC) methods (Dutilh et al., 2006; Tirosh and Barkai,
2007; Essien et al., 2008). Both frameworks rely on the same principles to construct
co-expression networks but differ substantially in their approach to network compu-
tation and comparison. We discussed both frameworks in Chapters 2 and 3. There-
fore, this section will only summarize the major points that were previously made
regarding these frameworks.
4.2.1 WGCNA
WGCNA is a popular framework developed by Zhang and Horvath (2005) and later
implemented as an R package by Langfelder and Horvath (2008). The framework
found its use in several studies including the identiﬁcation of gene targets for cancer
therapies (Horvath et al., 2006), analysis of gene essentiality and network modularity
in yeast (Carlson et al., 2006), and investigation of relationships between expression
and phenotypic variation in plants (Weston et al., 2008).
For building co-expression networks, the R package provides a choice of three
similarity measures (Langfelder and Horvath, 2008). As many prior studies (Eisen
et al., 1998; Bergmann et al., 2003; Carter et al., 2004), it uses Pearson correlation
coefﬁcient by default. The alternative measures include the biweight midcorrela-
tion (Wilcox, 2012) and the rank-based Spearman correlation. However, the network
construction method uses hierarchical clustering to split larger input data sets into
smaller subsets and computes expression proﬁle similarities only within each subset.
Such an approach substantially reduces computational needs. Moreover, since simi-
larity between any two genes from different subsets is assumed to be 0, it also eases
storage requirements due to sparsity of the output. On the other hand, this approach
ignores potentially important relationships among genes from different subsets and
complicates the comparison of co-expression networks at the global level.
The major contribution of WGCNA is the ability to generate a weighted adjacency
51
matrix by using a soft thresholding method such as the sigmoid function or the power
adjacency function. To ﬁnd genes’ neighbors in the weighted adjacency network, it
would still be necessary to use a hard threshold (Zhang and Horvath, 2005) that may
cause the loss of information and sensitivity (Carter et al., 2004). The authors obviate
this problem by ﬁnding the neighbors via clustering of the unthresholded adjacency
network.
Clusters from two different networks can be subsequently aligned to ﬁnd the
genes with conserved or divergent co-expression proﬁles (Horvath et al., 2006; We-
ston et al., 2008; Ficklin and Feltus, 2011). Genes whose module membership varies
between the networks are likely to be rewired. However, the method may not be
sensitive enough to detect more subtle changes that are not strong enough to alter
genes’ module memberships. A few other studies contrasted gene connectivity in
each network to ﬁnd rewired genes (Oldham et al., 2006; Carlson et al., 2006). Yet,
this approach is likely to be even less sensitive because rewiring may generate the
same number of connections with a different set of genes.
4.2.2 Expression Conservation Framework
The alternative framework also allows a range of similarity measures to be used for
construction of co-expression networks although most studies employ the Pearson
correlation coefﬁcient (Ihmels et al., 2005; Dutilh et al., 2006; Tirosh and Barkai,
2007; Essien et al., 2008; Guan et al., 2013). However, expression proﬁle similar-
ity is computed for all possible pairs regardless of the data set dimensions and the
comparison is performed on unthresholded quantitative data that incorporates all
available information. The alternative framework was also applied in many differ-
ent contexts including identiﬁcation of transcriptional differences between a fungal
pathogen Candida albicans and a model yeast species Saccharomyces cerevisiae (Ih-
mels et al., 2005), estimation of the power of sequence identity to predict expression
conservation of orthologous genes (Dutilh et al., 2006), and regulatory analysis of
lifestyle genes in malaria-causing Plasmodium species (Essien et al., 2008).
Conservation of a gene’s co-expression proﬁles between two networks can be es-
timated by the Pearson correlation coefﬁcient. This value was termed the expression
conservation (EC) score by Tirosh and Barkai (2007). A high EC score indicates that
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gene’s expression proﬁle is similar to the same set of genes (neighbors) in both data
sets. Suppose the expression pattern of gene A is the same in two data sets while
gene B exhibits altered expression patterns between the data sets. If genes A and
B are neighbors in the ﬁrst data set, they would no longer be neighbors in the sec-
ond data set. As a result, the EC score of gene A would be negatively affected even
though its expression pattern is completely conserved. Therefore, Tirosh and Barkai
(2007) reasoned that relationships between conserved genes should receive higher
weight when calculating EC score. They suggested an iterative method that involved
using EC scores from the previous iteration as weights for calculating the correla-
tion coefﬁcient. The method converges when EC scores do not signiﬁcantly change
between iterations. Similarly, a method comparison paper by Wang et al. (2010)
investigated the effects of exclusively using the relationships between conserved
genes to calculate EC score. Their approach was not iterative as they determined
genes’ conservation based on its null expectation. Thus, the approach is equivalent
to using predetermined binary weights. Compared to the original approach by Dutilh
et al. (2006), this algorithm modiﬁcation resulted only in a small effect on the over-
all distribution of EC scores while the iterative algorithm caused more pronounced
changes (Wang et al., 2010). In the absence of a good gold standard, the study by
Wang et al. (2010) only reported comparative results that could not be used to rank
the methods.
Previous studies selected conserved or divergent genes based on raw EC scores
(Dutilh et al., 2006; Tirosh and Barkai, 2007; Essien et al., 2008; Guan et al., 2013).
Since background noise and other measurement variations drive co-expression pro-
ﬁles apart, the raw EC scores represent a good indicator of co-expression conserva-
tion. However, it is more difﬁcult to identify rewired genes because the extent of
biological variation is not obvious. Low EC scores may be expected by chance for
some genes while high EC scores may be well below the null expectation for others.
This can potentially result in both high false positive and high false negative rates.
In Chapter 3, we proposed Altered Expression Conservation (AEC) method that ad-
dresses this problem by comparing EC score to the gene’s null expectation.
Chapter 3 also described the application of AEC method to the expression data
from amaize domestication study and reported better sensitivity of AEC compared to
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the original gene selection method. However, we computed EC score as unweighted
correlation coefﬁcient and we did not previously evaluate the performance of our ap-
proach against the iterative EC algorithm proposed by Tirosh and Barkai (2007). In
addition, the maize domestication data set had relatively few samples. As the num-
ber of samples increases, the estimates of expression proﬁle similarity established
by Pearson correlation coefﬁcient become more accurate and statistically signiﬁcant
(Reverter and Chan, 2008). It is not clear what effect this would have on EC scores.
Moreover, the evolutionary distance between maize and teosinte is very small and
most genes have well deﬁned orthologs with highly similar DNA sequences. Two
evolutionary distant organisms are likely to have substantial genomic differences
but the comparative analysis will be limited to relatively conserved orthologs. As
with sample size, the effects of increased evolutionary distance may be quite con-
voluted. Finally, AEC method may not generalize well to other contexts even when
the experimental setup is very similar to comparative expression analysis. The rest
of the chapter discusses these problems in more detail.
4.3 Iterative Expression Conservation
To prevent divergent neighboring genes from reducing a conserved gene’s EC score,
Tirosh and Barkai (2007) developed an iterative method that computes EC score by
assigning more weight to relationships with conserved genes. Suppose RM and RT
are maize and teosinte co-expression networks respectively. Co-expression proﬁles
of gene i in those two networks are denoted byRMi andR
T
i for i = 1..n. The algorithm
starts by calculating unweighted Pearson correlation coefﬁcient between the two co-
expression proﬁles of each gene:
EC0(i) = PCC(R
M
i , R
T
i )
For each subsequent iteration, weighted Pearson correlation coefﬁcient is computed
using the EC scores from the previous iteration as weights.
ECk(i) = wPCC(R
M
i , R
T
i , ECk−1)
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The weighted Pearson correlation coefﬁcient wPCC is calculated as
wPCC(X,Y,w) =
n∑
i=1
wi(Xi − X¯)(Yi − Y¯ )√
n∑
i=1
wi(Xi − X¯)2
n∑
i=1
wi(Yi − Y¯ )2
where wi = ECk−1(i). The procedure converges when the squared sum of differ-
ences is below predetermined level ǫ.
n∑
i=1
[ECk(i)− ECk−1(i)]2 < ǫ
Using the same ǫ = 0.1 as in Tirosh and Barkai (2007), we ran the iterative algorithm
to contrast genes in the maize and teosinte co-expression networks described in
Chapter 2 and compared the output to the results of our AEC method reported in
Chapter 3.
The iterative algorithm converged after 9 iterations. EC scores from the twometh-
ods were highly correlated (rpearson = 0.96 and rspearman = 0.95) but their magnitude
was reduced considerably (Figure 4.1). While very few EC scores were driven to 0
(3 original EC scores versus 34 iterative EC scores,) the number of negative values
rose from 1,834 to 2,476. Thus, in addition to rotation, the whole distribution shifted
down (Figure 4.1).
We used the iterative EC scores as weights to derive a null distribution for each
gene by calculating the weighted Pearson correlation coefﬁcient between gene’s co-
expression proﬁles in the same random network pairs from our earlier bootstrapping
analysis (see Chapters 2 and 3.) Based on these null distributions, we calculated
z-scores as before. The were considerable differences between the original and it-
erative z-scores (Figure 4.2a). The application of weights to the Pearson correlation
coefﬁcient made co-expression proﬁles of many genes very similar across the ran-
dom networks in a pair. Consequently, it increased many z-scores (Figure 4.2a).
Compared to 1,115 genes that were originally signiﬁcant at z ≤ −3, only 856 were
below the cutoff based on the ﬁnal iterative z-score. However, the changes between
individual iterations were relatively minor indicating only a gradual reﬁnement after
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Figure 4.1. Comparison of the original and iterative EC scores. EC scores computed at each
iteration (Y axis) are plotted against the original EC scores (X axis.) The changes introduced
by the iterative algorithm predominantly affected the magnitude of EC scores leaving their
ranking almost the same (rspearman = 0.95.)
the ﬁrst iteration (Figure 4.2b).
We examined the genes with low z-scores (z ≤ −3) to see whether they are
enriched for domestication and improvement genes identiﬁed by an independent
sequence-based study (Hufford et al., 2012). To make sure that the choice of the
convergence criteria for the iterative algorithm did not affect the results, genes were
selected and enrichment was computed using EC scores from each iteration. Unlike
the original gene list, genes that were identiﬁed by the iterative algorithm lacked sig-
niﬁcant enrichment in the sequence-based domestication and improvement genes
(Table 4.1). At each iteration and for each enrichment type, the p-values were below
the signiﬁcance threshold of 0.05.
Since the iterative algorithm potentially improves the accuracy of EC scores, z-
scores may be unnecessary for adequate gene selection. Therefore, an EC threshold
was determined for each iteration to select the same number of genes as with z-score
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Figure 4.2. Comparison between (a) the original z-scores and z-scores from the last iteration
(b) z-scores from the ﬁrst and last iterations. Orange line indicate z-score threshold z ≤ −3.
The variation between the original and iterative z-scores is substantial while the changes
between iterations are much more subtle.
threshold. The intersection between these lists and domestication and improvement
genes was not signiﬁcant either (Table 4.2). On the contrary, in some instances
underenrichment for domestication genes was observed.
Total Domestication Improvement Dom. or Imp.
Genes Cnt p-value Cnt p-value Cnt p-value
Original 1115 81 0.0106 64 0.0522 135 0.0031
Iteration 1 492 34 0.1265 28 0.1661 56 0.1094
Iteration 2 709 43 0.3271 37 0.2689 74 0.2530
Iteration 3 767 48 0.2411 40 0.2604 82 0.1752
Iteration 4 790 48 0.3108 42 0.2156 84 0.1855
Iteration 5 796 48 0.3301 41 0.2839 83 0.2413
Iteration 6 799 47 0.3982 40 0.3523 82 0.2926
Iteration 7 801 48 0.3464 41 0.2978 83 0.2604
Iteration 8 803 48 0.3530 41 0.3035 83 0.2682
Iteration 9 802 48 0.3497 42 0.2455 84 0.2266
Table 4.1. Enrichment of genes with low iterative z-score for sequence-based domestication
and improvement genes from Hufford et al. (2012). Genes were selected using z ≤ −3
threshold.
Thus, for the maize domestication data set the iterative approach to the EC score
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Total Domestication Improvement Dom. or Imp.
Genes Cnt p-value Cnt p-value Cnt p-value
Original 1096 46 0.9883 53 0.4229 95 0.9299
Iteration 1 492 22 0.8937 24 0.4476 44 0.7278
Iteration 2 709 27 0.9903 31 0.6803 55 0.9678
Iteration 3 768 29 0.9934 35 0.5913 60 0.9691
Iteration 4 791 33 0.9751 37 0.5270 66 0.9115
Iteration 5 796 34 0.9665 35 0.6757 65 0.9378
Iteration 6 801 34 0.9695 37 0.5587 67 0.9094
Iteration 7 801 34 0.9695 36 0.6258 66 0.9285
Iteration 8 826 34 0.9813 37 0.6351 67 0.9475
Iteration 9 806 34 0.9723 37 0.5744 67 0.9184
Table 4.2. Enrichment of genes with low iterative EC score for sequence-based domestica-
tion and improvement genes from Hufford et al. (2012). Genes were selected using an EC
score threshold to match the number of genes selected with z ≤ −3 threshold. The actual
counts may differ whenever multiple genes have EC score that equals the EC threshold.
calculation did not provide any beneﬁts compared to the original non-iterative ap-
proach. It is possible that our AEC approach already mitigates the negative effects of
rewired genes on EC scores of their neighbors by calculating the null expectation for
each gene individually. Therefore, an additional adjustment would be redundant. It
would be interesting to compare iterative and non-iterative methods in another con-
text but without a good gold standard, a precise comparison may be problematic.
4.4 Effects of Evolutionary Distance and Sample Size
So far, we have shown that the original implementation of our AEC method performs
better on the maize domestication data set than the alternative approaches. How-
ever, the domestication data set has relatively few samples and covers two closely
related subspecies. A larger number of samples would increase the accuracy and sta-
tistical signiﬁcance of the expression proﬁle similarity estimates (Reverter and Chan,
2008), which in turn would affect EC score calculations. On the other hand, higher
evolutionary divergence may reduce the precision of EC scores due to many factors
such as imprecise identiﬁcation of orthologous relationships. Will the AEC method
generalize to other expression data sets?
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4.4.1 Yeast Co-expression Networks
Saccharomyces cerevisiae and Saccharomyces bayanus are two yeast species that
diverged approximately 5-20 million years ago (Kellis et al., 2003). This is a huge
distance compared to maize and teosinte especially if one considers that genera-
tion time is a year for maize and only a few hours for yeast. Yet, similar to maize
and teosinte, S. cerevisiae and S. bayanus can still form viable hybrids (Kishimoto,
1994). Unlike S. cerevisiae, S. bayanus had been an obscure, poorly-studied species
until a large-scale experiment by Guan et al. (2010) who used the available microar-
ray data from S. cerevisiae to determine a minimal set of microarray experiments
on S. bayanus that would achieve the functional annotation level comparable to S.
cerevisiae.
The S. bayanus co-expression network was constructed from 197 microarray ex-
periments conducted in Guan et al. (2010). However, to avoid potential experimen-
tal bias, we used the expression data from 562 S. cerevisiaemicroarray experiments
collected in an independent study by Huttenhower et al. (2006) and subsequently re-
ﬁned by Koch et al. (2012). The rawmicroarray data was processed and normalized in
their respective studies. The S. cerevisiae and S. bayanus data sets contained 6,082
and 5,898 genes respectively. Based on the orthology information from Guan et al.
(2010), the data sets encompassed 5,489 orthologous genes and only these genes
were used to build the co-expression networks. Otherwise, the process of network
construction and comparison followed the procedure described in Chapter 2.
The global correlation between S. cerevisiae and S. bayanus co-expression net-
works was much lower than between the maize and teosinte networks (0.1004 and
0.3038 respectively.) On the contrary, the random networks displayed very strong
similarity (Figure 4.3). This is driven by similarity of gene co-expression proﬁles be-
tween two networks indicating that the separation between the actual values and
the random values would persist on the gene level as well. Indeed, the highest EC
z-score was −2.14 and all but two of them were below −3 (Figure 4.4).
The drastic difference in the results may be due to evolutionary distance, sample
size, or both. Evolutionary distance is an intrinsic parameter and cannot be altered.
However, the effects of the sample size may be measured by subsampling. To this
end, we randomly selected 10 times each 30, 40, 62, 200, and 400 microarrays
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Figure 4.3. Global correlation between S. cerevisiae and S. bayanus co-expression net-
works. The null distribution for the global correlation coefﬁcients is derived from 1000 pairs
of random networks generated by selecting microarray experiments randomly from either
species. Orange arrow indicates the global correlation of the actual co-expression networks
(ρ = 0.1004). The random networks are much more similar than the actual pair.
while preserving the ratio of S. cerevisiae to S. bayanus samples. For instance, all
subsamples of 30 microarrays contained 22 S. cerevisiae and 8 S. bayanus microar-
rays. Within each subsample, we followed our regular pipeline (see Chapters 2 and
3 for details) to construct a co-expression network for each of the two species, cal-
culate the global correlation between them, and derive the null distribution for the
global network correlation using bootstrapping analysis. To facilitate the comparison
among subsamples, the distance between the actual network correlation ρ and its
null distribution was measured within each subsample as
z =
ρ− µnull
σnull
where µnull and σnull were the mean and standard deviation of the subsample’s null
distribution respectively. The distance is minimal when the value of z approaches
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Figure 4.4. Comparison between EC and z-score for all orthologous genes in S. cerevisiae
and S. bayanus co-expression networks. Notably, all z-scores are below zero and there is no
correlation between EC scores and z-scores.
zero. As the number of microarrays in a subsample decreases, the random networks
become less similar to each other and their distribution shifts closer to the actual
network correlation value (Figure 4.5).
4.4.2 Subsampling Maize Domestication Data Set
To see whether the reduction in random network similarity is typical when the sample
size gets smaller, we performed similar subsampling analysis on the maize domes-
tication data set. Since the original data set was already small covering only 38
maize and 24 teosinte lines, it was subsampled without preserving the species ra-
tio to produce 20 data sets each of 31/24, 24/24, 20/20, and 15/15 maize/teosinte
lines respectively. Co-expression networks were built and analyzed as previously
described except the bootstrapping procedure was reduced to 200 rounds due to
computational reasons.
Overall, the observed decrease in random network similarity was comparable to
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Figure 4.5. Global correlation in subsampled S. cerevisiae and S. bayanus co-expression
networks. The original data set was subsampled to select 10 times each 30, 40, 62, 200,
and 400 microarrays. Co-expression networks were constructed and analyzed as described
in Chapters 2 and 3. Decreasing the number of samples also reduces the similarity between
random network pairs as indicated by the z-score between the actual network correlation
and its null distribution.
the one observed in yeast co-expression networks (Figure 4.6a). As the subsample
size was getting smaller, the number of random network pairs that were more dif-
ferent than the actual network (denoted by the empirical p-value in Figure 4.6a) was
rising. Once the subsample size reached 15/15, the differences between the real
network could no longer be distinguished from the differences between the random
network pairs in the majority of cases (points above the dash-dot line in Figure 4.6a).
This indicates that the minimum number of samples required for co-expression net-
work comparison in closely related species is approximately 20. The few outliers in
subsamples of size 20 and larger are likely caused by the reduced number of rounds
in bootstrapping. For each subsample, the bootstrapping analysis was limited to 200
rounds compared to 1000 rounds performed with the full maize domestication data
set.
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Figure 4.6. Global correlation in subsampled maize and teosinte co-expression networks.
The original data set was sampled to select 20 times each 31/24, 24/24, 20/20, and 15/15
maize/teosinte lines respectively. Axis X denotes subsampling size. In the labels, M stands for
maize and T for teosinte with the subsequent number showing the number of lines chosen.
(a) Distribution of empirical p-values for the differences between the co-expression networks.
It is calculated as a proportion of random network pair whose global correlation is below
the global correlation of the actual networks. The dash-dot line indicates the signiﬁcance
threshold at p ≤ 0.05. (b) The distance between the actual global correlation and the mean
of the null distribution measured as z-score.
4.4.3 Discussion
Both maize and yeast data sets exhibit similar trends. As the number of samples in-
creases, the random co-expression networks become more similar. While the global
correlation between the actual networks may also grow, this growth is not as sub-
stantial, so the distance between the null distribution and the actual value increases
as well. Intuitively, the improvement in the estimate of the actual global correlation is
expected because having a larger number of samples raises the accuracy of expres-
sion proﬁles and the statistical signiﬁcance of co-expression relationships (Reverter
and Chan, 2008). The following example illustrates the reasons for the increased
similarity between the random networks.
Without loss of generality, consider an expression data set with the equal number
of maize and teosinte lines. The data set is used to construct a co-expression net-
work for each species. Suppose a rewired gene has a single neighbor A in the maize
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co-expression network but a different lone neighbor B in the teosinte co-expression
network. Since the original data set is sampled randomly, the expected ratio of
maize and teosinte lines in both random subsets is also one to one. Thus, both co-
expression network have a partial signal from both species and the rewired gene will
have neighbors A and B in both of them. However, both neighbors will be approx-
imately half as similar to the rewired gene because the signal from one species is
diluted by the signal from another species. It is likely that the signal from teosinte,
for instance, would be comparable to noise for the relationship with the neighbor A.
Thus, the more samples the expression data set contains the more signal would rise
above the noise. The real relationships would be more complicated than this sim-
pliﬁed example but overall the signal would split approximately evenly between the
random networks and cause them to be similar to each other.
Increasing the number of samples widens the distance between the actual global
network correlation and its null distribution resulting in unintended effects on the
AEC method. EC z-scores may no longer be quantitatively informative as they all
drop well below zero. Nevertheless, the ranking based on EC z-scores may still pro-
vide insights as to the extent of gene rewiring. Without a gold standard, the use-
fulness of the AEC method cannot be accurately evaluated in the yeast data set. It
would be helpful to increase the number of maize and teosinte samples until the ran-
dom networks become very similar to each other and then measure the enrichment
in sequence-based domestication and improvement genes. Interestingly, the selec-
tion of maize and teosinte lines may be important because the similarity between
the actual networks became equivalent to the random network similarity in several
larger subsamples (Figure 4.6). However, the presence of the outliers may also be
explained by the fewer rounds of bootstrapping performed on the subsampled data
(200 for the subsamples versus 1000 for the full data set.) This warrants further
research in sample selection.
As expected, large evolutionary distance caused the actual yeast co-expression
networks to be less similar than maize and teosinte networks. Even though the dis-
tance between the actual global network correlation and its null distribution was also
higher than in similarly sized maize subsamples, it is hard to make a deﬁnitive con-
clusion based on just these two cases. It would be beneﬁcial to analyze another data
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set with either a different domesticated species or a more recently diverged yeast
species.
In summary, we showed that several factors inﬂuence the construction and com-
parative analysis of co-expression networks. Reducing sample size eventually makes
random co-expression networks less similar than the actual networks and at least 20
samples are required to construct an adequate co-expression network if the network
is to be used for comparative analysis. Selection of lines may possibly matter even
when the number of samples is as high as 31 but it becomes less important with
a larger number of samples. Evolutionary distance negatively correlates with co-
expression network similarity and, as it increases, the gap between the actual global
network correlation and the null distribution increases as well.
4.5 Alternative Application of the Expression Conserva-
tion Framework
Another interesting question is whether the AEC approach is general enough to work
with non-expression data. There are many other types of experiments where quanti-
tative data are generated across a multitude of conditions or genotypes. In particu-
lar, expression data share several properties with genetic interaction (GI) networks.
In both cases, the data is quantitative and available for many genes simultaneously.
Previous studies investigated the conservation of GI proﬁle similarity across two or-
ganisms (Roguev et al., 2008; Dixon et al., 2008; Frost et al., 2012). Even though
the similarity was measured as a binary relationship, the studies provided a good
estimate of functional conservation and rewiring between S. cerevisiae and another
yeast, Schizosaccharomyces pombe. In this section we will look at the conservation
of GI proﬁle similarities from a different angle. We will examine how the relation-
ships change when interactions are measured against essential versus non-essential
genes.
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4.5.1 Genetic Interaction Overview
Gene products interact in a complex fashion forming intricate pathways and obscur-
ing how the regulation of a single gene can affect the phenotype (Hartman et al.,
2001). For example, deletion of a single gene may cause no visible effects on a
cell indicating that the gene’s functionality is buffered by another gene or genes
(Figure 4.7). In such cases, deleting an additional gene may provide beneﬁcial infor-
mation about the functionality of both genes (Tong et al., 2001, 2004). In yeast, a
convenient quantitative measure for the results of a gene deletion is ﬁtness (Hart-
man et al., 2001) which can be derived from the size that a colony has after prede-
termined period of growth (Costanzo et al., 2010).
Gene A Gene B
+
+
+
=
=
=
Wild Type
Wild Type
Synthetic Sick
Single Mutant A:
Single Mutant B:
Double Mutant AB:
Figure 4.7. Gene loss buffering. Genes A and B have the same functionality. If one of these
genes is deleted, the other gene can buffer for the loss of the ﬁrst gene and the cell remains
healthy. However, the deletion of both genes results in a synthetically sick cell.
Suppose the deletion of gene A reduces the ﬁtness from 1 (wild type) to 0.7 while
the deletion of gene B results in more severe defects decreasing the ﬁtness to 0.3.
If genes A and B are unrelated, we expect the deletion of both genes to have multi-
plicative effect on ﬁtness, i.e. the expected ﬁtness of the double mutant is 0.21. If
the observed double mutant ﬁtness exceeds that value, genes A and B are said to
have a positive interaction. If the observed ﬁtness is below 0.21, the interaction is
negative (Figure 4.8). Deviations from the expected values for a set of gene pairs can
be combined into a GI network where rows and columns represent query and array
genes respectively. Each row is also called the GI proﬁle of a gene.
The genome of S. saccharomyces includes ~6,000 predicted genes, out of which
~1,100 are essential for the cell survival (Giaever et al., 2002). While an organism
with a knocked out essential gene dies under normal conditions, it is still possible
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Figure 4.8. Types of synthetic genetic interactions. If the double mutant ﬁtness is lower than
expected, the interaction between genes A and B is negative. If it is higher than expected,
the interaction is positive.
to measure both single mutant and double mutant ﬁtness for essential genes by us-
ing partially functional (conditional or hypomorphic) alleles (Costanzo et al., 2010).
Recently published S. cerevisiae GI network incorporated ~5.4 million interactions
for 1,712 query genes out of which 334 were conditional or hypomorphic alleles
(Costanzo et al., 2010). Those query genes were screened against non-essential
array genes. While the authors continued expanding the set of query genes, they
also started screening query genes against essential array genes (unpublished data).
This extended data set at the time of writing contained 2,135 combined essential and
non-essential query genes screened against 3,906 non-essential genes (CxN data
set) and 1,688 combined essential and non-essential query genes screened against
795 essential query genes (CxE data set.)
Considering the difﬁculty of essential gene screening, it would be beneﬁcial to
know whether the CxE provides any additional information about gene relationships
because this would help to reﬁne screening strategies. If CxE only reinforces the re-
lationships established in CxN, most efforts should be initially directed to the screen-
ing against non-essential genes. If, however, some genes have different neighbors
in CxN and CxE, it would be important to begin screening essential genes at an early
stage.
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4.5.2 Genetic Interaction Profile Similarity Networks
To examine the differences between gene neighborhoods in CxN and CxE, we used
these data sets to build two GI proﬁle similarity networks. Although the construction
of such networks is almost identical to the construction of co-expression networks,
several distinctions still exist. First, the GI data distribution differs from the distri-
bution of expression data. Since the values in GI proﬁles represent the difference
between the actual ﬁtness and expected ﬁtness, their absolute value is usually close
to 0 and rarely exceeds 1. For instance, CxN values ranged from -1.12 to 1.32. On
the other hand, expression data only contains non-negative values that often have
much larger magnitude. For example, log-transformed microarray data may range
from 4 to 16.
Second, GI proﬁles are more likely to have missing values due to experimental
difﬁculties with double mutant construction. The expression data analyzed in this
dissertation did not have any missing values, albeit missing values can appear when
combining expression data from independent studies that used varying microarray
designs. When Pearson correlation coefﬁcient is calculated between two proﬁles,
the pairs of measurements with one or both missing values are ignored. Therefore,
to ensure comparable signiﬁcance of correlation coefﬁcients between GI proﬁles, all
query genes with more than 20% of missing values were removed from both CxN and
CxE. The ﬁltering removed over 40% of rows leaving 982 query genes in common
between CxN and CxE.
Third, a GI data set is likely to have considerably more columns than an expres-
sion data set. The latter is usually limited to at most a few hundred genotypes or a
few dozen conditions. The former may have well over a thousand array genes. In
particular, CxN and CxE contained 3,906 and 795 array genes respectively while the
relatively large S. cerevisiae and S. bayanus expression data sets encompassed only
562 and 197 microarrays.
Finally, GI data sets may contain proﬁles for several alleles of the same gene.
CxN and CxE each include 982 rows but cover only 814 unique genes. The presence
of multiple alleles per gene does not affect the network construction but it can pro-
vide additional directions for research. In principle, expression data may also contain
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multiple alleles per gene if several genotypes are proﬁled across various experimen-
tal conditions. However, it is less clear how to integrate such expression data into
a single data set. For example, averaging the data for a gene’s allele shared across
the genotypes may break co-expression relationships when a transcription factor for
the gene has divergent alleles.
Apart from the ﬁltering of missing values, our network construction and analysis
pipeline remained the same. On the global level, the two proﬁle similarity networks
exhibited relatively high correlation (ρ = 0.4510). This is higher than the correlation
between maize and teosinte co-expression networks (ρ = 0.3038) discussed in Chap-
ter 2 as well as the correlation between S. cerevisiae and S. bayanus co-expression
networks discussed earlier in this chapter. However, it is much lower than the cor-
relation between maize co-expression networks based on microarray and RNA-seq
data (ρ = 0.75) that will be described in Chapter 5.
As expected, due to the large number of array genes (columns) the random pro-
ﬁle similarity networks generated by bootstrapping (N = 1000) the combined GI data
set (CxN + CxE) were much more similar than the actual networks (Figure 4.9). For
each allele in the data set, we computed Proﬁle Conservation score analogous to EC
score and used the results of the bootstrapping analysis to derive the correspond-
ing z-scores. Out of 982 alleles, 19 exhibited negative Proﬁle Conservation score
while 51 more had the Proﬁle Conservation score below 0.1 (Figure 4.10). Due to
high similarity of the random networks, all z-scores are negative and their values
are unlikely to be informative. However, the ranking based on z-scores may still be
useful for the identiﬁcation of genes with signiﬁcantly altered proﬁles. The correla-
tion between Proﬁle Conservation scores and z-scores is fairly high (ρ = 0.5512) but
there are many examples where the scores disagree (Figure 4.10). However, with-
out a well-deﬁned gold standard, it is hard to evaluate their relative performance.
Nevertheless, the lack of conservation between essential and non-essential proﬁle
similarity networks demonstrates that CxE provides novel and potentially important
information. Therefore, the laborious screening against essential genes may be nec-
essary to reconstruct the full picture of genetic interactions in an organism.
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Figure 4.9. Global correlation between essential and non-essential proﬁle similarity net-
works. Distribution of global network correlation coefﬁcients was obtained from proﬁle simi-
larity networks constructed from 1000 pairs of random GI networks. Orange arrow indicates
the global correlation between the actual essential and non-essential proﬁle similarity net-
works (ρ = 0.4510). As expected, due to the large number of array genes (columns) the
random networks are much more similar than the actual networks.
4.6 Conclusions
The analysis presented in this chapter suggests that the AEC method works best
when the expression data sets are fairly similar, e.g. they are obtained from the
same tissue of a closely related species under similar conditions. We showed that the
iterative approach to expression conservation does not always perform better than
the original non-iterative approach. In particular, the AEC method with non-iterative
calculations outperformed both iterative EC and iterative AEC methods when applied
to the maize domestication data set. We also demonstrated that for the maize do-
mestication data set at least 20 samples would have been required to detect the
differences between the co-expression networks. This number may vary for other
data sets and the bootstrapping analysis may be necessary to determine whether
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Figure 4.10. Comparison between Proﬁle Conservation and z-score calculated for the
essential and non-essential proﬁle similarity networks. Despite relatively high correlation
(ρ = 0.5512), the Proﬁle Conservation score and z-score appear to measure different aspects
of GI conservation.
the number of samples is sufﬁcient. When we employed our AEC method to compare
the co-expression networks of two yeast species, the actual co-expression networks
were much more different than the random networks built from the bootstrapped
expression data. The difference can be partially explained by the substantial evo-
lutionary distance between the species but it could also be due to the large sample
size of the yeast data set. We observed a similar trend with the GI proﬁle similar-
ity networks. In both cases, our method produced the results that clearly diverged
from the EC and Proﬁle Conservation methods respectively. Due to the lack of a
well-deﬁned gold standard, we could not evaluate the relative performance of each
method in those two cases. Thus, further research is needed to determine the effects
of evolutionary distance and sample size on the aforementioned methods.
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Chapter 5
Comparative Evaluation of
Transcriptomes Reconstructed
from Microarray and RNA
Sequencing Data
5.1 Chapter Overview
In previous chapters we performed various analyses on co-expression networks con-
structed from microarray data. Apart from some niche applications, RNA sequencing
has largely replaced the microarray platform in gene expression studies. However, a
large body of microarray expression data has accumulated over many years of its ac-
tive use and it may be beneﬁcial to include these data alongside the RNA sequencing
data into co-expression analyses. In this chapter, we compare the expression data
generated by the two platforms from the same samples taken from diverse maize
tissues. We ﬁnd that co-expression networks built individually from microarray and
RNA-seq data highly correlate with each other. Using bootstrapping analysis, we
show that co-expression networks constructed from a mix of microarray and RNA-
seq data are very similar to the networks built on the data from a single platform.
The analyses presented in this chapter were published in Sekhon et al. (2013)
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with contributions from Rajandeep Sekhon, Candice Hirsch, Chad Myers, Nathan
Springer, Robin Buell, Natalia de Leon, and Shawn Kaeppler. Rajandeep, Natalia,
and Shawn conceived and designed the experiments. Rajandeep and Candice subse-
quently conducted the experiments, processed the raw expression data, performed
principal component analysis, and ran hierarchical clustering of the expression data.
Natalia assisted with biological interpretation of the data. Chad helped with technical
aspects of co-expression analysis. Shawn, Nathan, and Robin supervised the project.
5.2 Transcriptome Analysis: from Microarrays to RNA
Sequencing
The systems biology approach to elucidatingmechanisms behind phenotypic changes
involves the integration of large-scale genomic, transcriptomic, proteomic, andmeta-
bolomic information. Rapidly evolving technologies have already yielded a plethora
of genomic and transcriptomic data for many species prompting additional efforts
to analyze temporal and spatial variation in gene expression that occur during de-
velopment of an organism. These efforts will help us better understand functions
of individual genes as well as various properties of expression networks. In plants,
developmental expression data have been published for several species including
Arabidopsis (Arabidopsis thaliana) (Schmid et al., 2005), barley (Hordeum vulgare)
(Druka et al., 2006), maize (Zea mays) (Sekhon et al., 2011), medicago (Medicago
truncatula) (Benedito et al., 2008), rice (Oryza sativa) (Jiao et al., 2009), and soybean
(Glycine max) (Libault et al., 2010).
Up until recently, microarray technologies dominated the ﬁeld of genome-wide
transcription analysis. There have been considerable advances that migrated the
maize expression studies from spotted cDNA amplicons (Lee et al., 2002) to spotted
oligonucleotide arrays (Rensink and Buell, 2005) and subsequently to in situ DNA
synthesis approaches such as Affymetrix (Kirst et al., 2006). The release of the com-
plete maize reference genome (Schnable et al., 2009) further advanced transcrip-
tional analysis efforts and facilitated the release of a genome-wide expression atlas
covering various developmental stages and organs of maize (Sekhon et al., 2011).
Despite technological and data processing improvements, microarrays possess
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an inherent set of weaknesses. In particular, the design of microarray probes is
limited to the gene models deﬁned at the time of array construction. Therefore, a
potentially large amount of expression data covering unannotated gene models will
be unavailable. Since the microarray technology relies on DNA-DNA hybridization,
the estimates for highly homologous genes may be inaccurate. Moreover, structural
variation and even single nucleotide polymorphisms may also affect hybridization ef-
ﬁciency in non-reference lines and as a result complicate the accurate assessment of
gene expression levels. Finally, microarrays tend to have a considerable background
noise and suffer from signal saturation. Both factors limit the expression dynamic
range hindering the comparison of very highly or lowly expressed genes.
The improvements in "next generation" deep-sequencing technologies enabled
the development of RNA sequencing, termed RNA-seq (Wang et al., 2009), which
challenged the leading role of microarray technology in transcriptome analyses. The
main advantage of RNA-seq is the ability to improve the quality of transcriptome by
reprocessing the raw data whenever genomic sequence or annotation are updated.
It also allows discerning highly homologous genes by adjusting the stringency of
mapping parameters. Several plant transcriptomes produced with RNA-seq have
been published recently including arabidopsis (Filichkin et al., 2010), rice (Zhang
et al., 2010; Lu et al., 2010), and soybean (Libault et al., 2010; Severin et al., 2010).
In maize, the technology was used to construct comprehensive transcriptomes for
leaf (Li et al., 2010) and inﬂorescence (Eveland et al., 2010).
In this study, we employed RNA-seq to proﬁle a subset of samples from the pre-
vious microarray-based study (Sekhon et al., 2011) to improve the accuracy of the
expression data for homologous genes and to expand the coverage to the whole
genome. We contrasted the differences between the genome-wide expression esti-
mates produced by microarray and RNA-seq technologies in order to determine their
overall efﬁciency. To measure the effects of technology selection on co-expression
analysis, we compared co-expression networks individually built on microarray and
RNA-seq data. We released the data online to complement the existing microarray-
based expression atlas.
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5.3 Tools for Transcriptome Comparison
5.3.1 Estimation of gene expression levels
The samples for RNA-seq were obtained from the remaining subset of RNA material
collected for the microarray-based maize gene atlas (Sekhon et al., 2011). All tissue
samples were retrieved from reference inbred line B73 plants grown at the West
Madison Agricultural Research Station (Verona, WI) during summer 2008. The details
regarding conditions and sampling methods are provided in Sekhon et al. (2011).
This study encompasses 18 tissues from 6 organs (Table 5.1).
Plant Ontol. Plant Ontol.
# Tissue Name Term Tissue Descr.
1 24H Germinating Seed PO:0009001 Fruit (Kernel)
2 6DAS GH Primary Root PO:0020127 Primary root
3 V3 Stem and SAM PO:0020148 Soot apical meristem
PO:0020142 Stem internode
4 V5 Tip of stage-2 Leaf PO:0025142 Leaf tip
PO:0009025 Vascular leaf
5 V9 Immature Leaves PO:0009025 Vascular leaf
6 16DAP Endosperm PO:0009089 Endosperm
7 16DAP Embryo PO:0009009 Plant embryo
8 V9 Eighth Leaf PO:0009025 Vascular leaf
9 V9 Eleventh Leaf PO:0009025 Vascular leaf
10 V9 Thirteenth Leaf PO:0009025 Vascular leaf
11 VT Thirteenth Leaf PO:0009025 Vascular leaf
12 R2 Thirteenth Leaf PO:0009025 Vascular leaf
13 10DAP Whole seed PO:0009001 Fruit
14 12DAP Whole seed PO:0009001 Fruit
15 12DAP Endopsperm PO:0009089 Endosperm
16 14DAP Whole seed PO:0009001 Fruit
17 14DAP Endopsperm PO:0009089 Endosperm
18 16DAP Whole seed PO:0009001 Fruit
Table 5.1. List of tissues included in RNA-seq gene atlas. The following abbreviations are
used in tissue names: H, hours; DAS, days after sowing; GH, greenhouse; V, vegetative; DAP,
days after pollination; VT, vegetative tasseling; R, reproductive.
Approximately 5 μg of total RNA was used to isolate mRNA. Fragmented mRNA
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was converted to cDNA and PCR ampliﬁed according to the Illumina RNA-seq protocol
(Illumina, Inc. Sand Diego, CA). Sequence reads were generated by the Illumina
Genome Analyzer II (San Diego, CA) and Illumina HiSeq 2000 (San Diego, CA) at
the University of Wisconsin Biotechnology Center (Madison, WI). Multiplexing was
performed on a portion of the samples using Illumina barcodes. The length of the
generated single-end reads varied between 35 and 101 bp (Table 5.2). All presented
data passed the quality control based on the Illumina purity ﬁlter and distribution
of base quality scores at each cycle. Sequences were uploaded to the Sequence
Read Archive at the National center for Biotechnology Information (accession number
SRP010680).
Sequence reads for each tissue were mapped to B73 reference genome pseudo-
molecules v1 and v2 (Schnable et al., 2009) using Bowtie version 0.12.7 (Langmead
et al., 2009) and the splice site aware aligner TopHat version 1.2.0 (Trapnell et al.,
2009). Default values were accepted for all parameters except minimum and max-
imum intron length, which were set to 5 bp and 60,000 bp respectively. Read map-
ping was performed without gene model annotation. Normalized gene expression
values in fragments per kilobase pair of exon model per million fragments mapped
(FPKM) were calculated with Cufﬂinks version 0.9.3 (Trapnell et al., 2010) using the
maximum intron length of 60,000 bp and the quartile normalization option. The
bias detection and correction algorithms were conﬁgured to use the 4a.53 and 5b.60
annotations (http://ftp.maizesequence.org/) for v1 and v2 pseudomolecules re-
spectively. All other parameters were set to their default values. For all the analyses,
FPKM values were averaged across three replicates.
5.3.2 Microarray and RNA-seq correlations
Since the microarray probes used to generate the previously published atlas (Sekhon
et al., 2011) were based on the 4a.53 annotation of the reference genome, we also
used that version for the processing of RNA-seq reads in order to enable the direct
comparison between the data sets. The longest peptide was chosen for genes with
multiple transcript annotations. Due to the limitations of the microarray design, it
only covered 22,151 gene models available from the 4a.53 version. Correlations
between microarray and RNA-seq expression proﬁles were calculated for all those
76
22,151 genes as well as for 17,811 genes determined to be expressed in both data
sets. In the microarray data set, an expressed gene was required to have an average
expression value of at least 200 in one of the 60 tissues surveyed in the earlier study
(Sekhon et al., 2011). In the RNA-seq data set, expressed genes needed to have both
FPKM 95% conﬁdence interval boundaries above zero (Hansey et al., 2012) in at least
one tissue. Conﬁdence intervals were determined by Cufﬂinks (Trapnell et al., 2010).
Out of 19,744 genes expressed according to the microarray data, 1,933 were not
found expressed in the RNA-seq data set yielding 17,811 unique transcripts for this
analysis. Before calculating the correlations, all values were log2 transformed. Since
some FPKM values in the RNA-seq data set were less than 1, they were replaced with
1 to avoid taking the logarithm of very small values.
5.3.3 Hierarchical clustering
Hierarchical clustering was performed using the unweighted pair-group method with
complete linkage approach and Pearson’s correlation as a similarity measure in the
Spotﬁre DSFG package (http://spotfire.tibco.com/).
5.3.4 Tissue Specificity
We estimated tissue speciﬁcity by calculating Shannon entropy (Shannon, 1948;
Schug et al., 2005; Zhang et al., 2007) for genes with detectable expression levels
on both microarray and RNA-seq platforms. The entropy was calculated as
H(p) = −
n∑
i=1
pi log pi
where pi is a relative abundance of the gene’s transcript in tissue i.
5.3.5 Co-expression network analysis
Genes that did not have detectable expression levels in either data set were removed
leaving 19,328 genes from the ﬁltered gene set (FGS) for further analyses. For the
microarray data set, genes with the average expression value exceeding 200 in at
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least one of the tissues were considered expressed. In case of RNA-seq, the aver-
age expression value of a gene had to be greater than 0 FPKM in at least one of the
18 tissues. Due to the differences in dynamic ranges of the two platforms, we ap-
plied log2 transformation to the microarray expression data and inverse hyperbolic
sine (asinh) transformation to the RNA-seq data. The latter compresses larger values
more than smaller values and works well for the values below 1 (Figure 5.1). Individ-
ual co-expression networks were generated based on the transformed data sets by
calculating Pearson correlation coefﬁcient for each pair of gene expression proﬁles
using a custom C++ application that relied on Sleipnir library (Huttenhower et al.,
2008). Fisher transformation and normalization were applied to the values in both
co-expression networks as recommended by Huttenhower et al. (2006).
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Figure 5.1. Comparison of various transformation functions. Inverse hyperbolic sine trans-
formation (asinh) compresses large values more than small values. Moreover, values below
1 remain positive after the transformation.
Expression conservation analysis was performed in a similar fashion as described
in Chapter 3. Brieﬂy, expression conservation (EC) scores were obtained by calculat-
ing Pearson correlation coefﬁcient between co-expression proﬁles of a gene in two
networks. The signiﬁcance of EC score was determined based on the gene’s null ex-
pectation derived from the bootstrapping analysis that involved generation of 1,000
random co-expression network pairs. However, unlike the previous analysis the ran-
dom networks were generated by selecting a mixture of RNA-seq and microarray
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proﬁles for the 18 tissue samples to make sure that each random network was de-
rived from the same set of tissues as the original networks.
5.4 Comparison of Expression Data
Since we used exactly the same samples to measure expression on both microarray
and RNA-seq platforms, the samples are perfectly paired and we can compare ex-
pression levels directly for each gene using some correlation measure. Unless the
measure is rank-based, the expression data needs to be log-transformed. Since the
dynamic range of the two platforms is very different, large values in RNA-seq data
may cause spurious relationships.
5.4.1 Overview of samples and quality assessment
To enable direct comparison between microarray and RNA-seq technologies, we se-
lected a subset of the remnant total RNA from the earlier microarray-based study
(Sekhon et al., 2011) and proﬁled it using RNA-seq. The subset contained 18 diverse
tissues that represented distinct stages of maize plant development. A complete
list of tissues analyzed in this study along with their plant ontology terms and de-
scriptions are given in Table 5.1. For each tissue sample, we sequenced three bi-
ological replicates each containing pooled total RNA from three randomly selected
plants. The RNA sequencing produced between 5 and 28 million single-end (35-101
bp) reads per tissue (Table 5.2). The reads were averaged across all three biolog-
ical replicates. Between 55.8% and 88.8% of the obtained reads mapped to the
B73 ﬁltered gene set transcripts version 5b.60 (http://ftp.maizesequence.org).
Whenever multiple transcripts were available for a gene, we used the longest pep-
tide possible. Expression values were calculated in units of fragments per kilobase
of exon model per million fragments mapped (FPKM). Despite the variation in read
numbers, read length, and percentages of reads mapped across the tissues and bi-
ological replicates, the results produced by the RNA-seq technology were highly re-
producible. All biological replicates from a single tissue highly correlated with each
other having the average Pearson’s correlation coefﬁcient of 0.971± 0.004 while 83%
of the correlations were over 0.950 (results not shown.)
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Average reads Read length
# Tissue name per replicate (nt) Platform
1 24H Germinating Seed 23,982,734 35-76 GAII
2 6DAS GH Primary Root 26,816,316 35-76 GAII
3 V3 Stem and SAM 26,601,631 35-76 GAII
4 V5 Tip of stage-2 Leaf 27,955,538 35-76 GAII
5 V9 Immature Leaves 5,025,002 35 GAII
6 16DAP Endosperm 5,423,343 35 GAII
7 16DAP Embryo 5,590,257 35 GAII
8 V9 Eighth Leaf 8,416,273 75 GAII
9 V9 Eleventh Leaf 6,079,889 75 GAII
10 V9 Thirteenth Leaf 6,997,373 75 GAII
11 VT Thirteenth Leaf 6,609,967 75 GAII
12 R2 Thirteenth Leaf 7,936,757 75 GAII
13 10DAP Whole seed 9,665,262 101 HiSeq
14 12DAP Whole seed 5,911,421 101 HiSeq
15 12DAP Endopsperm 9,624,958 101 HiSeq
16 14DAP Whole seed 9,956,128 101 HiSeq
17 14DAP Endopsperm 11,624,855 101 HiSeq
18 16DAP Whole seed 9,063,914 101 HiSeq
Table 5.2. Average number of reads, read length, and other details of RNA sequencing.
5.4.2 Global gene expression trends
The FGS version 5b.60 that we employed for gene-based analyses lists 39,429 genes
but excludes transposons, pseudogenes, contaminants, and other low-conﬁdence
annotations. We considered the genes to be expressed in the RNA-seq data set
whenever their FPKM 95% conﬁdence interval, as reported by Cufﬂinks (Trapnell
et al., 2010), was entirely above zero (Hansey et al., 2012). Using this criterion,
we detected 29,447 (74.7%) FGS genes that were transcribed in at least one tissue.
Almost a ﬁfth (18.3%) of the non-transcribed genes represented ab initio genes pre-
dicted by Fgenesh (Salamov and Solovyev, 2000) and accounted for 60.1% of all ab
initio genes in the FGS version 5b.60. Another ﬁfth (22.3%) corresponded to very
short transcripts with sizes below 500 bp and covered 67.6% of such genes. This
is in sharp contrast to 0.2% of non-expressed genes that encode transcripts larger
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than 5 kb. Finally, the majority (84.4%) of the non-transcribed genes lacked func-
tional annotation in the current version of maize genome. That group accounted for
42.6% of genes without annotation. Overall, even though some genes may not be
expressed in the proﬁled tissues, many other non-expressed genes are likely to be
poorly annotated. Some of the non-expressed genes possibly encode rare transcripts
that were missed due to low depth of sequencing. This was partially conﬁrmed by
the fact that the two tissues with the lowest number of reads, V9 Immature Leaves
and 16DAP Endosperm (Table 5.2), also had the highest number of non-expressed
genes (Figure 5.2).
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Figure 5.2. Distribution of genes based on magnitude of expression in 18 maize tissues. A
gene was considered expressed if the whole FPKM 95% conﬁdence interval was above 0. For
each tissue, the expressed genes were further divided into low (0 < FPKM ≤ 5), medium (5
< FPKM ≤ 200), and high (FPKM > 200) expression.
Hierarchical clustering of the transcriptomes constructed from RNA-seq data re-
vealed coherent grouping of the tissues based on their biological identity (Figure 5.3).
Both meristematic tissues, 6 Days After Sowing (DAS) primary root (contains root
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apical meristem) and V3 stem and shoot apical meristem (SAM), formed a distinct
cluster indicating commonality between their transcriptomes. Germinating seed and
embryo appear separate from other tissues consistent with their specialized biolog-
ical function. The clustering also exhibits trascriptional differences among different
developmental stages of the same organ. For example, Sylvester et al. (1990) sug-
gested the division of maize leaf development into at least three stages of cell divi-
sion and growth (I, II, and III) followed by a fully matured state with distinct morpho-
logical and anatomical differences at each stage. V9 immature leaf displays intensive
blade and ligule growth that is characteristic to stage II (Sylvester et al., 1990) and its
transcriptome is distinctly different from the fully mature V9 eights leaf (Figure 5.3).
Figure 5.3. Heat map showing hierarchical clustering of tissues based on global gene ex-
pression. Clustering was based on log2 transformed Fragments Per Kilobase Exon model per
Million mapped fragments (FPKM) values of 29,038 genes considered expressed in at least
one tissue based on the FPKM 95% conﬁdence interval being greater than zero. Red, yellow,
and blue colors indicate high, medium, and low levels of gene log2 transformed expression
respectively.
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Despite the relatively low depth of sequencing in some tissues (Table 5.2), bio-
logically consistent clustering of the tissues and very high correlation between the
replicates indicate that the depth is sufﬁcient for making inferences about the tran-
scriptome.
5.4.3 RNA-seq and microarrays produce very similar global expres-
sion trends
Since both RNA-seq and microarray data sets used in this study were generated from
the same RNA samples, the variance due to growing conditions, tissue handling, and
RNA extraction had been eliminated. However, the microarray data set was based on
the version 4a.53 annotation and covered only 22,151 genes (Sekhon et al., 2011).
For consistency, we aligned RNA-seq reads to the maize pseudomolecules v1 and uti-
lized the version 4a.53 annotation to create RNA-seq data set for direct comparison
with the microarray data set. We calculated the Pearson correlation coefﬁcient be-
tween the corresponding tissues in the two data sets using all 22,151 common genes
as well as only 17,811 genes expressed in both tissues (see Section 5.3.2 for details.)
We observed signiﬁcant correlation (p < 0.001) between gene expression estimates
for the eighteen tissues from RNA-seq and microarray data sets with the individual
coefﬁcients ranging between 0.70 and 0.83 (Table 5.3). These correlation estimates
appeared in line with previous reports (Marioni et al., 2008; Mortazavi et al., 2008;
Davidson et al., 2011) and there were only minor differences between correlation
coefﬁcients calculated with the expressed genes and those calculated with all com-
mon genes (Table 5.3). Overall, these results indicate that RNA-seq and microarray
technologies produce highly correlated transcriptomes.
5.4.4 RNA-seq based gene atlas provides better breadth of cover-
age of the transcriptome compared to the microarray-derived
atlas
Based on the criteria described in Subsection 5.3.2, we identiﬁed approximately the
same percentage (≈ 82%) of genes as being expressed in RNA-seq or microarray
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Pearson Correlation Coefficient
# Tissue Expressed Genes All Common Genes
1 24H Germinating Seed 0.73 0.71
2 6DAS GH Primary Root 0.71 0.72
3 V3 Stem and SAM 0.67 0.71
4 V5 Tip of stage-2 Leaf 0.77 0.78
5 V9 Immature Leaves 0.75 0.77
6 V9 Thirteenth Leaf 0.71 0.74
7 V9 Eleventh Leaf 0.69 0.72
8 V9 Eighth Leaf 0.72 0.75
9 VT Thirteenth Leaf 0.75 0.76
10 R2 Thirteenth Leaf 0.75 0.77
11 10DAP Whole seed 0.75 0.76
12 12DAP Whole seed 0.79 0.79
13 14DAP Whole seed 0.80 0.78
14 16DAP Whole seed 0.80 0.81
15 12DAP Endosperm 0.83 0.81
16 14DAP Endosperm 0.83 0.82
17 16DAP Endosperm 0.81 0.81
18 16DAP Embryo 0.79 0.79
Table 5.3. Correlation between RNA-seq and microarray expression values. The third col-
umn shows Pearson correlation coefﬁcient between genes that are considered expression on
both platforms in at least one tissue. The fourth column lists the correlation using all genes
common to both platforms.
data sets. However, only 22,153 out of 32,535 gene models (version 4a.53) had rep-
resentative probes on the custom NimbleGen microarray used in the previous study
(Sekhon et al., 2011). Thus, in absolute terms RNA-seq provided more comprehen-
sive coverage than microarray with 26,711 and 18,382 genes expressed in at least
one tissue respectively.
Expressed genes detected by RNA-seq also encompassed a higher number of
the classical maize genes that had been overrepresented in maize genetics litera-
ture due to easily recognizable mutant phenotypes (Schnable and Freeling, 2011).
Out of 464 described classical genes, RNA-seq and microarray analysis identiﬁed as
expressed 427 and 390 respectively. The expression patterns of these genes were
consistent with the expected trends. For example, brownmidrib3 (bm3) that encodes
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caffeic acid O-methyltransferase enzyme involved in the lignin biosynthetic pathway
(Vignols et al., 1995) is preferentially expressed in developing leaves where active
ligniﬁcation takes place. An APETALA2-like gene glossy15 controls juvenile to adult
vegetative phase change (Moose and Sisco, 1996) and it was detected only in shoot
apical meristem at vegetative-3 stage. A developmental expression gradient peak-
ing in 14DAP endosperm was clearly visible for DMT101 whose closest Arabidopsis
homolog MET1 is responsible for DNA methylation (Kankel et al., 2003). DNA hyper-
methylation accompanies the imprinting process that typically occurs in endosperm
(Gehring et al., 2004). Finally, the expresion of a Myb transcription factor purple
plant1 was primarily detected in leaves where it was reported to control anthocyanin
synthesis (Cone et al., 1993).
Shannon entropy (Shannon, 1948) is often used to estimate the tissue speciﬁcity
of gene expression across samples (Schug et al., 2005; Zhang et al., 2007). We
assessed the tissue speciﬁcity of gene expression in both platforms and found more
examples of tissue-speciﬁc patterns in RNA-seq data than in microarray data (Mann-
Whitney U test, p < 0.01; Figure 5.4). Thus, RNA-seq provided enhanced coverage of
transcriptome with more tissue-speciﬁc patterns.
5.4.5 Resolution of expression of paralogs by RNA-seq and microar-
ray
To determine the ability of the two technologies to discern the expression of paralogs,
we analyzed the expression of paralogous gene pairs from the two sub-genomes of
maize that appeared after a whole-genome duplication event (Schnable et al., 2012).
Overall, 2,434 paralogous gene pairs were present in both RNA-seq and microarray
data sets. In the RNA-seq data set, paralogs exhibited higher correlation coefﬁcients
than a set of randomly selected gene pairs (Figure 5.5). However, the microarray
data set possessed more highly correlated (over 2 standard deviations above the
random gene average) paralog pairs (41.2%) than the RNA-seq data set (31.1%).
This higher correlation between paralogous pairs in microarray data can be explained
by the tendency of genes with similar sequences to cross-hybridize on microarrays.
To illustrate these results, we provide a more detailed analysis of two paralo-
gous genes, Brittle-2 (Bt2) and Agpslzm/L2, that both encode a small subunit of
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Figure 5.4. Tissue speciﬁcity for RNA-seq and microarray platforms was estimated as Shan-
non entropy for each gene’s expression proﬁle. Distribution of the entropy values is shown
for both microarray and RNA-seq data sets. Lower entropy indicates higher tissue speci-
ﬁcity. Tissue-speciﬁc expression patterns are more prevalent in the RNA-seq data set (Mann-
Whitney U test, p < 0.01) indicating higher sensitivity of the platform to the expression differ-
ences between genes.
ADP-glucose pyrophosphorylase (AGP) as reported by Bae et al. (1990) and Prioul
et al. (1994) respectively. The duplication likely occurred during tetraploidization of
maize genome (Rösti and Denyer, 2007). Despite possessing high nucleotide sim-
ilarity (84%) between their mRNA sequences, the genes are tissue speciﬁc. Bt2
encodes a cytosolic small subunit with high expression in the endosperm while Ag-
pslzm/L2 encodes a plastidial small subunit with preferential expression in leaves
(Rösti and Denyer, 2007; Hannah et al., 2001). The microarray data set reports sub-
stantial expression for Bt2 in the endosperm and whole seed tissues but detectable
levels are also present in other tissues as well (Figure 5.6a). In particular, the ex-
pression was unexpectedly high in the embryo sample and potentially caused by
cross-hybridization of Agp2, the third gene that encodes a plastidial AGP small sub-
unit and is normally activated in embryo (Giroux and Hannah, 1994). However, based
on RNA-seq data Bt2 appears expressed exclusively in the seed samples. Similarly,
the leaf speciﬁc Agpslzm/L2 has moderate expression in the seed tissues according
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Figure 5.5. Density estimates for the distribution of the correlation coefﬁcients of paral-
ogous genes in the RNA-seq co-expression network. Pearson correlation coefﬁcients were
calculated for each of the 2,434 paralogous gene pairs that were expressed in at least one
tissue of both RNA-seq and microarray data sets. The density plot illustrates the values for
these correlation coefﬁcients relative to a set of randomly selected genes.
to the microarray results, but RNA-seq reports detectable expression only in mature
leaves where starch accumulation is expected (Figure 5.6b). To make sure that cross-
hybridization indeed causes spurious correlation in microarray data, we reviewed the
expression levels reported by individual probes that represented Agpslzm/L2 gene.
We found that the Agpslzm/L2 60-nucleotide probes that had 2-3 mismatches with
Bt2 in fact contributed considerable spurious signal in seed tissues. Only the probes
with 5 or more mismatches had seed speciﬁc expression (Figure 5.6c). Thus, cross-
hybridization has a great negative impact on the ability of microarrays to detect dif-
ferences in expression levels between paralogs. Consequently, RNA-seq offers better
resolution for genes with similar sequences.
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Figure 5.6. Comparative performance of RNA-seq and microarray to discern expression of
paralogous genes. (a) Expression patterns of endosperm speciﬁc Brittle-2 (Bt2) gene. (b)
Expression patterns of leaf speciﬁc Agpslzm/L gene. (c) Expression patterns of ﬁve individ-
ual probes representing Agpslzm/L gene. The insets of each graph display the number of
mismatches in each of the 60-mer probes from the paralogous Bt2.
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5.5 Comparison of Co-expression Networks
The direct comparison between expression data from microarray and RNA-seq tech-
nologies allowed us to assess the extent of differences between expression levels as
measured by each platform. The comparison of co-expression networks built indi-
vidually based on the data from each platform will tell us whether a gene retains the
same neighbors in terms of expression proﬁle similarity. Since the co-expression pro-
ﬁle of a gene consists of correlation coefﬁcients between the gene’s expression pro-
ﬁle and expression proﬁles of all other genes, the small variations in expression data
between the platforms will compound making the differences between co-expression
networks much more pronounced than the differences between expression data.
5.5.1 Similarities and differences in RNA-seq and microarray co-
expression networks
To assess how the proﬁling platform affected network properties, we generated two
co-expression networks based on the RNA-seq and microarray transcriptome pro-
ﬁles from 18 samples. The proﬁles encompassed 19,328 FGS genes that demon-
strated detectable expression in the microarray data set and simultaneously regis-
tered mapped reads in at least one RNA-seq sample. The two expression proﬁling
platforms have different dynamic ranges, which can complicate comparisons of the
data. Therefore, we applied log2 transformation to the microarray data but trans-
formed the RNA-seq data using an inverse hyperbolic sine function, which allowed for
greater compression of the large values present in RNA-seq data. Both co-expression
networks were built from the microarray and RNA-seq data averaged across biologi-
cal replicates in 18 tissues.
We observed a moderately high global correlation between the two networks
(R = 0.75) rising from a multitude of identical or nearly identical co-expression re-
lationships (Figure 5.7a). Yet, this correlation did not reach the levels we observed
between the co-expression networks constructed from two biological replicates of
microarray data (R = 0.86) or RNA-seq data (R = 0.90). The result can be partially
explained by a large group of gene pairs with extremely high correlation (R ≈ 1)
in the RNA-seq network that manifested a wide range of values in the microarray
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Figure 5.7. Comparison of RNA-seq and microarray co-expression networks. (a) The density
of Fisher-transformed and normalized edge weights is shown for both the microarray (y-axis)
and RNA-seq (x-axis) co-expression networks. (b) The frequency of network correlation coef-
ﬁcient values for a series of 1000 random co-expression network pairs is plotted relative to
the observed value (orange arrow). The random co-expression networks were generated by
selecting a mixture of RNA-seq and microarray data for each of the two networks.
network (the region below and to the right of the dashed line in Figure 5.7a). The
top 1,000 genes that most frequently appeared in those pairs exhibited signiﬁcantly
lower mean expression in the RNA-seq data set compared to the rest of the expressed
genes (Mann-Whitney U test, p < 1e−55). Mean expression may be low when a gene
is not actually expressed but erroneously registered some reads in a few tissues.
Such a gene would strongly correlate with other genes exhibiting a similar expres-
sion pattern. Thus, many co-expression relationships formed by the genes with near
perfect correlation are likely to be false positives. We repeated the calculations after
removing 841 genes that failed to generate FPKM > 5 in at least one tissue and found
the global correlation between RNA-seq and microarray co-expression networks to be
slightly higher at R = 0.78 (not shown). Therefore, additional validation or ﬁltering
may be necessary to conﬁrm signiﬁcant co-expression relationships among genes
with very low expression as reported by RNA-seq. The problem does not manifest
itself in microarray-based networks likely because the background noise dilutes the
low intensity signal considerably reducing spurious correlations.
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Further, we evaluated the effects of combining the data from RNA-seq and mi-
croarray platforms on the construction of co-expression networks by analyzing 1,000
network pairs generated from a random mix of RNA-seq and microarray data. Each
network was based on the expression data that came from the same 18 tissues. How-
ever, to compute the ﬁrst network, the expression data for each tissue was randomly
chosen from either platform while the second network was built from the remaining
samples. The global correlation between the RNA-seq and microarray co-expression
networks fell within the distribution of global correlation coefﬁcients between the
networks in each pair (Figure 5.7b). The result suggests that a mixture of RNA-seq
and microarray expression proﬁles can still yield robust co-expression networks.
We explored the similarity between co-expression proﬁles of individual genes by
assessing expression conservation (EC) scores. An EC score indicates whether a
gene maintains co-expression relationships with the same neighbors in two different
networks. High EC score of a gene signiﬁes that the gene’s expression proﬁle is
similar to the same group of genes in both networks. We computed EC scores for all
genes present in the RNA-seq and microarray co-expression networks. These scores
appeared reasonably high for the majority of genes (82.6%) indicating that each of
those genes possess roughly the same neighbors in both networks. However, we
also found 3,354 genes with signiﬁcantly low EC scores (p < 0.01).
We examined the genes with signiﬁcantly low EC scores to characterize the fac-
tors that potentially lead to variations in co-expression patterns between the two
platforms. While the genes with retained duplicates in the two sub-genomes are
signiﬁcantly overrepresented among the genes with low EC scores, we did not ﬁnd
signiﬁcant enrichment for genes from one of the two sub-genomes (Schnable et al.,
2011). Based on the mean expression levels, genes with signiﬁcantly low EC scores
formed two large clusters with unique features (Figure 5.8a). Genes from one of the
clusters exhibit very high mean expression levels on both platforms but the indi-
vidual expression levels in some tissues fall at or near the limit of the microarray’s
dynamic range. Hence, RNA-seq platform can potentially differentiate those genes
better by providing more precise expression measurements due to the improved dy-
namic range of the platform. The other group of genes exhibits remarkably low mean
expression in RNA-seq platform but a wide range of values in microarray. For most of
91
(a) FPKM > 0 in at least one tissue
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Figure 5.8. Comparison of expression proﬁles for individual genes in RNA-seq and microar-
ray co-expression networks based on expression conservation. The color coding indicates rel-
ative connectivity: red genes have more connections in the microarray network, blue genes
have more connections in the RNA-seq network and grey indicates similar connectivity in
both networks. The mean expression level in microarray samples (x-axis; log2 transformed)
and RNA-seq samples (y-axis; inverse hyperbolic sine transformed) were compared. RNA-
seq expression data was ﬁltered with a lenient ﬁlter (a) and a more strict ﬁlter (b) producing
3,354 and 1,221 genes with signiﬁcantly low EC score (p < 0.01) respectively.
these genes, median expression across RNA-seq samples is zero implying that these
genes are not expressed in over half of the tissues. In addition, these genes tend to
have increased connectivity (the number of highly correlated neighbors) in the RNA-
seq network, which induces the decline of EC scores. We applied a more stringent
criterion requiring FPKM > 5 in at least one tissue to remove 751 genes with low
expression in RNA-seq platform. After rebuilding the co-expression networks, we ob-
served a noticeable reduction in the number genes with low EC scores (Figure 5.8b).
This result further supports our recommendation to exercise caution when perform-
ing co-expression analysis of genes with low expression levels in RNA-seq platform.
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5.6 Conclusions
We analyzed RNA-seq expression data obtained from a subset of samples that were
previously used to compile a maize atlas of microarray expression data (Sekhon
et al., 2011). We showed that RNA-seq and microarray expression data are highly
correlated. However, RNA-seq can better distinguish the genes with high sequence
similarity. The differences between the data sets can be partially explained by the
better dynamic range of the RNA-seq platform. The global correlation between the
co-expression networks generated separately frommicroarray and RNA-seq data was
lower than the correlation between the co-expression networks built from two repli-
cates of RNA-seq or microarray data. Nevertheless, the majority of genes exhibited
high expression conservation between the microarray and RNA-seq co-expression
networks. Genes with signiﬁcantly low expression conservation score were enriched
in genes with very low mean expression in the RNA-seq data set and a range of val-
ues in microarray data set. The result suggests that close attention is required when
analyzing genes with low expression in RNA-seq platform.
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Chapter 6
Differential DNA Methylation
Analysis
6.1 Chapter Overview
In the previous chapters, we primarily focused on the analyses of expression data.
One of the factors that controls gene expression is DNA methylation. Despite being
an epigenetic mark, the presence of DNAmethylation may depend on local or remote
genetic variation. Thus, it may be possible to predict methylation levels in some re-
gions from the DNA sequencing data. In addition, DNA methylation controlled by
genetic factors tends to be more stable across generations than purely epigenetic
methylation. In this chapter, we introduce a pipeline for the identiﬁcation of differ-
entially methylated regions (DMRs) in a group of lines from a single species. We use
this pipeline to uncover DMRs among 51 diverse maize and teosinte lines. Some of
these DMRs are signiﬁcantly associated with local SNPs, which introduces a possi-
bility to predict methylation levels in those regions. Other DMRs seem independent
from local genetic variation but may still be inﬂuenced by remote genetic features.
We also ﬁnd that methylation in some of the discovered DMRs strongly inﬂuences
the expression of nearby genes.
Portions of the work presented in this chapter were published in (Eichten et al.,
2013a). The chapter includes contributions from Steven Eichten, Jawon Song, Qing Li,
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Ruth Swanson-Wagner, Peter Hermanson, Amanda Waters, Evan Starr, Patrick West,
Peter Tifﬁn, Chad Myers, Matthew Vaughn, and Nathan Springer. Steven, Matthew,
and Nathan conceived and designed the experiments. Steven, Qing, Ruth, Peter H.,
Amanda, Evan, and Patrick subsequently conducted the experiments. Jawon and
Matthew contributed the association analysis between DMR methylation levels and
local SNPs. Steven, Qing, Peter T., and Nathan worked on the biological interpretation
of the results. Nathan and Chad supervised the project.
6.2 Role of DNA Methylation in Plants
DNA methylation is an epigenetic regulatory mechanism that plays an important role
in genomic imprinting, suppression of transposons, and regulation of gene expres-
sion (Bird, 2002). Many DNA methylation variants, known as epialleles, have been
identiﬁed including HPT in Arabidopsis thaliana (Mittelsten Scheid et al., 2003), Cnr
in tomato (Manning et al., 2006), and CmWIP1 in melon (Martin et al., 2009) among
many others. Since epigenetic knowledge may potentially improve phenotype pre-
diction and breeding methods, there is a growing interest to study epigenetic varia-
tion in plants (Springer, 2013).
Variation in DNAmethylation among genotypes has been assessed on the genome
level in several plant species including Oryza sativa (rice) (He et al., 2010) and
Glycine max (soybean) (Schmitz et al., 2013a). It has been shown that variation
in methylation of a single cytosine residue occur much more frequently than sin-
gle nucleotide polymorphisms (SNPs) but changes in the methylation pattern of a
region have frequency comparable to that of a SNP (Becker et al., 2011; Schmitz
et al., 2011). Even though statistically signiﬁcant associations between methylation
state of a single cytosine residue and phenotype have been reported previously (Xu
et al., 2007; Moser et al., 2008), the majority of methylome-wide studies focus on
the analysis of differentially methylated regions (DMRs) whose size ranges from a
few hundred to several thousand base pairs (Bock, 2012).
Stability of methylation levels varies from region to region. In some cases, DNA
methylation levels may occasionally change after just a few generations (Regulski
et al., 2013). Methylation linked to genomic variation is expected to be considerably
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more stable. In Arabidopsis, DMRs have been shown to associate frequently with
local (cis) and occasionally distant (trans) SNPs Schmitz et al. (2013b). Research
in maize identiﬁed the presence of purely epigenetic variation in DNA methylation
(Eichten et al., 2011) as well as spreading of DNA methylation around transposon
insertion sites (Eichten et al., 2012). Due to inherent associations between genetic
and epigenetic variation, it is necessary to analyze both phenomena jointly at each
particular locus in order to completely decipher their effects on phenotype.
In particular, Richards (2006) suggests classifying DNA methylation into three
groups depending on the inﬂuence of the genetic factors. Obligatory epialleles in-
clude the cases when a particular genetic alteration such as structural variation or a
transposon insertion strictly leads to the changes in DNA methylation. The state of
facilitated epialleles is determined by genotype in a probabilistic manner. Finally, the
chromatin state in pure epialleles is independent from genetic alterations. There are
two main reasons why this classiﬁcation of epialleles is important. SNPs in linkage
disequilibrium (LD) with the methylation causing structural variation can potentially
be used to predict the state of the obligatory epialleles. Such prediction would not
be possible for facilitated and pure epialleles. In addition, facilitated and pure epial-
leles are likely to show reduced stability with higher chances to revert to the original
state in subsequent generations. Obligatory alleles, on the contrary, would tend to
maintain their state throughout many generations because genomic features that
determine the state are likely to be inherited.
Maize is a diverse organism (Buckler et al., 2006; Chia et al., 2012) with a large
number of transposable elements interspersed with genes (Rabinowicz and Bennet-
zen, 2006; Schnable et al., 2009) and, therefore, represents an opportune model
for studying epigenetic variation. We developed a pipeline for the identiﬁcation and
characterization of DMRs and employed it to analyze epigenetic variation in 51 diver-
gent maize inbred lines. We identiﬁed several thousand DMRs and validated them
with MethylC-Seq (Lister et al., 2008) data. Some of these DMRs were strongly as-
sociated with local genetic variation. We also uncovered over 300 genes whose ex-
pression signiﬁcantly correlated with methylation level of a neighboring DMR.
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6.3 Pipeline for the Identification of DMRs
The methylation state of a single position tends to be relatively unstable and prone
to spontaneous mutations (Becker et al., 2011; Schmitz et al., 2011), which may
be explained by lower effectiveness of DNA methyltransferases responsible for the
methylation maintenance (Genereux et al., 2005). While there have been reports as-
sociating individual differentially methylated positions (DMPs), also known as SMPs,
with phenotype (Xu et al., 2007; Moser et al., 2008), the majority of genome-wide
methylation studies focus on the analysis of differentially methylated regions (DMRs)
that may extend from several hundred to several thousand base pairs (Bock, 2012).
Within a region, methylation patterns appear more stable and the rate of methyla-
tion variation is comparable to the rate of genetic mutations (Becker et al., 2011;
Schmitz et al., 2011). Therefore, DMR identiﬁcation is considered to be an integral
part of genome-wide methylation analysis (Bock, 2012; Hansen et al., 2012).
Several previous studies deﬁned DMRs by grouping consecutive SMPs found based
on Fisher’s exact test (Becker et al., 2011; Lister et al., 2011) or on a consensus
among biological replicates with sufﬁcient coverage (Schmitz et al., 2011; Hodges
et al., 2011). Other approaches include more advanced algorithms such as QDMR
that relies on Shannon entropy (Zhang et al., 2011) and BSmooth that leverages
the information about biological variability (Hansen et al., 2012). However, these
algorithms generally target case-control studies where all available samples can be
divided into two groups. When a study encompasses multiple accessions, samples
would still form two groups but the membership in these groups would vary from
region to region. In such cases, it may be advantageous to use alternative segmen-
tation algorithms such as those employed for the detection of copy number variation
(CNV) in DNA.
A common method for CNV detection is array-based comparative genomic hy-
bridization (array CGH) that involves measuring the intensity difference between
sample and reference DNA by hybridizing them to a microarray (Pinkel et al., 1998;
Pollack et al., 1999). The output format of the array CGH analysis would be similar
to contrasting methylation levels in each accession against a pre-selected reference
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accession. Thus, an array CGH segmentation algorithm such as DNAcopy (Venka-
traman and Olshen, 2007) can be used to detect contiguous regions with signiﬁcant
methylation differences between an accession and the reference. These segments
can be subsequently summarized across accessions to form candidate DMRs.
Rather than performing segmentation on one accession at a time, several meth-
ods allow for simultaneous segmentation of multiple accessions. These methods
engage a variety of techniques such as dynamic programming (Picard et al., 2005),
wavelet decomposition and thresholding (Ben-Yaacov and Eldar, 2008), and sparse
group selection on fused lasso components (Tian et al., 2012) among many others.
When using these methods, the summarization step is no longer necessary but their
accuracy relative to DNAcopy in the DNA methylation context is unknown. Compar-
ative evaluation of the segmentation methods is beyond the scope of this work.
Within each DMR, we expect accessions to form two unambiguous groups, one
with normal methylation levels and another one with deviating methylation levels
that could constitute either hypermethylation or hypomethylation. For instance,
MeDIP-chip analysis usually reports a log-transformed ratio between hybridization
efﬁciency of DNA enriched by immunoprecipitation and unenriched input DNA. Thus,
methylation signal values in two groups from an ideal DMR candidate should have
means with opposite signs and small variances. In addition, the difference between
the means should be as large as possible. The last two criteria are incorporated into
Fisher’s criterion for Linear Discriminant Analysis (Fisher, 1936) deﬁned as
J =
(µ1 − µ2)2
s2
1
+ s2
2
where µ1 and µ2 are means and s
2
1 and s
2
2 are variances of each group respectively.
Since the number of accessions would be relatively small in most cases, we can
use Fisher’s criterion to test each possible threshold between two neighboring points
within a DMR to ﬁnd the best separation. In a sense, this approach is similar to the
application of the Expectation Maximization (EM) algorithm (Dempster et al., 1977) to
this problem, except instead of maximization step we perform an exhaustive search
of the threshold space. DMR candidates for which Fisher’s criterion exceeds certain
threshold may be selected for further analyses.
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The accuracy of Fisher’s criterion may be compromised when one of the groups
has fewer than three members. In that case, the variance estimation for the smaller
group may lack precision. Therefore, it may be necessary to re-examine DMR can-
didates that failed Fisher’s criterion test and select those with one or two distinct
outliers. These outliers would form one of the two groups we are seeking in a DMR.
While automatic detection of outliers remains a challenging problem, several sta-
tistical tests are available for the task (reviewed in Hodge and Austin, 2004). With
maize methylation data, we employed Grubbs’ test (Grubbs, 1969) for its simplicity
and ability to work with single dimensional data. The statistic for one-sided Grubbs’
test is given by either
G =
Xmax − X¯
s
or
G =
X¯ −Xmin
s
to test the maximum or the minimum value respectively; X¯ and s denote the mean
and standard deviation of the sample. The hypothesis that the value is not an outlier
should be rejected at signiﬁcance level α if
G >
N − 1√
N
√√√√ t2α/N,N−2
N − 2 + t2α/N,N−2
where t2α/N,N−2 is a critical value of the t distribution with signiﬁcance level α/N and
N − 2 degrees of freedom. The p-value can be determined by expressing t in terms
of G and N , i.e.
tˆ =
√
G2N(N − 2)
(N − 1)2 −G2N
that leads to
p = N(1− T (tˆ))
where T is the t distribution density function for N − 2 degrees of freedom.
Once DMRs have been identiﬁed, we can perform association analyses to detect
relationships between methylation and expression as well as genetic variation. Since
outlier tests often possess weak statistical power, it may be advantageous to keep
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DMRs identiﬁed with Fisher’s criterion separate from DMRs uncovered by an outlier
test. Because the relationship between methylation and expression may not be lin-
ear, a rank based approach such as Mann-Whitney U test or Kendall’s τwould be most
appropriate for ﬁnding associations between the two. To ﬁnd association between
DMRs and genetic variation, a two-tailed t test between a SNP call and methylation
values in the DMR can be performed. Due to large number of tests required in both
cases, it is imperative to correct for multiple testing.
6.4 Identification of DMRs in Maize Populations
This section describes each step of the proposed pipeline in more detail using methy-
lation, expression, and genomic variation data from a diverse group of maize acces-
sions.
6.4.1 Methylation and Expression Profiling
Biological Materials
Randomized block design was used to grow three replicates for each of the 20 NAM
parental genotypes and one replicate for the additional 31 maize and teosinte geno-
types from the Maize HapMap2 project (Chia et al., 2012). Only one replicate per
genotype was allowed within a block. Each replicate included four seedlings grown
in a single pot positioned randomly within the block. Controlled conditions with 15 h
of light, 9 h of darkness, and daily watering were maintained for all blocks at the Uni-
versity of Minnesota Agricultural Research station, Saint Paul, MN. Samples from the
third leaf (L3) were collected from each plant after 18 days of growth. The samples
were either pooled with other plants in the same pot (replicate) or kept independently
and immediately frozen in liquid nitrogen. In accordance to the CTAB procedure
(Doyle and Doyle, 1987), DNA was isolated from the frozen samples as described
in Eichten et al. (2011). Trizol (Invitrogen) was used for RNA isolation according to
the manufacturer’s protocol.
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meDIP-chip Analysis
Methylated DNA immunoprecipitation (meDIP) analysis followed the pipeline described
in Eichten et al. (2011). Brieﬂy, methylated DNA was separated from 400 ng of son-
icated DNA via immunoprecipitation using an anti-5-methylcytosine monoclonal an-
tibody from the Methylated DNA IP Kit (Zymo Research.) Negative control included
B73 sonicated DNA treated with water rather than monoclonal antibody. The Whole
Genome Ampliﬁcation kit (Sigma-Aldrich) was used for whole-genome ampliﬁcation
of 50 to 100 ng of immunoprecipitated DNA and the same amount of sonicated DNA
(input control) per replicate. Following the array manufacturer’s protocol (Roche Nim-
bleGen Methylation User Guide v7.0), 3 μg ampliﬁed immunoprecipitated DNA from
each sample was labeled with Cy5 from the Dual-Color Labeling Kit (Roche Nimble-
Gen). Sonicated DNA from the input control samples was labeled with Cy3. Depend-
ing on the sample set, the samples were hybridized to the custom 2.1M, 1.4M, or
270K probe arrays for 16 to 72 hours at 42°. The 1.4M chip was designed to have
probes at approximately 200 bp intervals covering the regions with low copy-number
levels. The 2.1M chip had higher probe density but also contained all the probes from
the 1.4M chip. The 270K chip had a subset of probes from the 1.4M chip and was used
only for validation. Slides were washed and scanned as prescribed by NimbleGen’s
protocols for the GenePix4000B (2.1M platform) and NimbleGen MS200 (1.4M and
270K platforms) scanners. Using NimbleScan software (Roche NimbleGen), the im-
ages were aligned and quantiﬁed to generate pairs of raw intensity readings for each
probe on the array.
The raw array data from 2.1M and 1.4M platforms were imported into R statisti-
cal environment for further processing with Bioconductor libraries (Gentleman et al.,
2004). The data generated on the 2.1M platform were reduced to match the 1.4M
platform. Samples with a single replicate were cloned two times to allow for the use
of the same normalization methods with all samples. Analytical weights were set to
zero for all non-maize and vendor-supplied control probes. Array-speciﬁc effects were
mitigated by variance-stabilizing normalization. Limma package (Smyth, 2004) was
used to derive hybridization coefﬁcient estimates by ﬁtting ﬁxed linear model while
accounting for dye and sample effects. Methylation values (signal) were reported
as log2-transformed ratio between the hybridization efﬁciency of DNA enriched by
101
immunoprecipitation and unenriched DNA, log2(IP/input).
Bisulfite Sequencing
Following the procedure outlined in Schmitz et al. (2011), whole-genome bisulﬁte
sequencing was performed on 14d old whole-seedling DNA isolated from B73 and
Mo17 inbread lines. The plants were grown independently from the seedlings used in
meDIP analysis. Following the manufacturer’s protocol, 500 ng fragmented DNA with
ligated TruSeq-methylated adapters was subjected to bisulﬁte conversion using the
MethylCode bisulﬁte conversion kit (Life Technologies). After conversion, the DNA
was partitioned into four reactions, ampliﬁed using Pfu Turbo Cx DNA polymerase
(Agilent) for four cycles, and pooled. Paired end sequencing was performed on the
HiSequation 2000 (Illumina) for 100 cycles. Poor quality and incompletely converted
reads were discarded. Good quality reads were aligned to the B73 reference genome
v2 (Schnable et al., 2009) using the Bismark aligner v0.7.2 (Krueger and Andrews,
2011) with two maximum mismatches (parameter "-n 2") and the seed length of ﬁfty
(parameter "-l 50"). Default parameters were used to identify the positions of methy-
lated cytosines in the aligned reads using Bismark methylation extractor. Methyla-
tion level within each DMR was estimated as average methylation from intersecting
100 bp windows using BEDTools (Quinlan and Hall, 2010).
RNA-seq and Expression Analysis
RNA was isolated from the same seedling L3 leaf samples used for meDIP proﬁling of
50 maize genotypes. The libraries were constructed at the University of Minnesota
Genomics Center in compliance with the TruSeq library creation protocol (Illumina).
The sequencing was performed on the HiSequation 2000 to yield 8 to 24 million
reads per replicate. Poor quality reads were removed with CASAVA software package
(Illumina). Reads were mapped to the B73 reference genome v2 (Schnable et al.,
2009) and transcript abundance was estimated with TopHat (Trapnell et al., 2009)
using default parameters. The number of reads per kilobase of exon per million frag-
ments mapped (RPKM) were calculated with "BAM to Counts" application in the iPlant
Discovery Environment (http://www.iplantcollaborative.org) using the version
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5b.60 of the maize genome working gene set (http://ftp.maizesequence.org/).
6.4.2 Segmentation and Summarization
Segment discovery was performed on a set of 20 genotypes that had three repli-
cates proﬁled on the 2.1M array. After removing the probes with poor comparative
genomic hybridization (CGH) between B73 line and other HapMap (HM) lines reported
by Swanson-Wagner et al. (2010), we ran DNAcopy algorithm Venkatraman and Ol-
shen (2007) individually on each set of the contrast values (B73 - HM line) to identify
multi-probe segments exhibiting similar patterns of differential methylation between
B73 and the other genotypes. We excluded the segments that displayed less than
two-fold difference between B73 and the other genotypes, i.e. log2 values between
-1 and 1, to obtain 14,230 segments across the 20 lines used for the initial discov-
ery. Some of the segments were extremely long, well exceeding the DMR lengths
reported previously in arabidopsis (Schmitz et al., 2013b) and maize (Eichten et al.,
2011). Therefore, we split a segment whenever the neighboring probes were sepa-
rated by more than 700 bp. The boundaries of the parts were determined by probe
positions. If any of the resulting parts had only one probe left, the part was discarded.
The splitting procedure increased the number of segments to 18,936 while reducing
the maximum length from 401,591 bp to 7,264 bp and keeping the minimum length
at 168 bp.
We summarized the segments across the genotypes to obtain segment cover-
age for each position. Each summarized segment consists of ranges indicating how
many genotypes have a segment that spans the range. Two neighboring ranges al-
ways have different genotype counts, otherwise they would have been merged into
a single range. Summarization yielded 12,650 ranges of variable length. For each
range, we calculated the ratio between the range’s genotype count and the seg-
ment’s maximum genotype count. Low ratio would indicate the lack of support for
differential methylation within the range. Therefore, we discarded all the ranges with
the ratio below 0.6 leaving 10,893 ranges.
After ﬁltering, consecutive ranges were combined into 9,899 segments spanning
two or more probes. The majority of segments were between 200 and 2,000 bp
long with a few of them reaching over 5,000 bp (Figure 6.1). This is comparable to
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Figure 6.1. Distribution of segment size.
the size of DMRs previously reported in maize (Schmitz et al., 2013b,a). In some
cases, a range in the middle of a segment had a ratio below the threshold causing
the formation of 10 segments that contained only a single probe. Those segments
were excluded from further analyses.
6.4.3 Classification of Genotypes Within Each Segment
Common Variants
In addition to 20 genotypes used for segment discovery, we proﬁled a single repli-
cate of 31 HM lines to improve our estimates of the frequency of DNA methylation
variation. For each of the 51 genotypes, we calculated the mean signal in each seg-
ment by averaging the segment’s probe values. We used the distribution of those
mean signal values to classify the genotypes within each segment. Since we ex-
pected the genotypes to form two disparate groups with one of them being either
hypomethylated or hypermethylated compared to the other, we tried to select the
segments with clear separation between two classes based on Fisher’s criterion for
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Linear Discriminant Analysis (Fisher, 1936) deﬁned as
J =
(µ1 − µ2)2
s2
1
+ s2
2
where µ1 and µ2 are means and s
2
1 and s
2
2 are variances of each class respectively.
Since the criterion calculation is very simple and we only have 51 genotypes, we can
test each possible separation by placing a threshold midway between two neighbor-
ing data points. For the actual classiﬁcation, we choose the threshold that yields
the highest value of J . After applying that threshold to split the data points into two
groups, the mean and standard deviation are estimated for each of the groups to de-
ﬁne the corresponding distributions. Finally, we calculate the density for each data
point under both distributions. A genotype is attributed to the class whose distribu-
tion yields the higher density (see Figure 6.2a for an example).
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Figure 6.2. Genotype classiﬁcation in sample DMRs. Black vertical line indicates the op-
timal threshold selected by maximizing Fisher’s criterion for Linear Discriminant Analysis.
Parameters for the blue and orange distributions are based on the signal of points that lie
to the left or to the right of the threshold, respectively. Green points indicate the signal of
each genotype and are displayed to help visualize the difference in signal between genotype.
Density under each distribution was calculated for all genotypes (orange and blue points).
(a) Sample DMR with a good separation between classes, i.e. the linear discriminant is high,
the distribution means have the opposite signs, and the distance between the distribution
means is sufﬁciently large. (b) Maximization of Fisher’s criterion causes suboptimial solution
in the presence of an outlier. A better placement for the threshold would be around 0.
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In most cases, the threshold criterion and the density criterion produce identical
classiﬁcation. However, some data points have non-zero density under both distri-
butions. If the densities are very similar, one can argue that their classiﬁcation is
ambiguous (two points immediately to the left of the threshold in Figure 6.2a). To
ﬁlter such points, we calculate log odds ratio for each genotype in each segment.
L = log
ρ1
ρ2
where ρ1 and ρ2 indicate the density of the genotype’s value under each distribution.
A point was considered ambiguous and, therefore, unclassiﬁed whenever ρ1 > 0,
ρ2 > 0, and |L| < 3. Since these ambiguous points affected the value of J , it was
recalculated based on new distribution parameters derived from the ﬁltered groups.
There are several possible complications with this method. First, the variance
cannot be estimated accurately for groups with fewer than 3 genotypes (see Fig-
ure 6.2b for an example). In those cases, we estimated the variance as the smaller
of the following two values: the variance of three smallest values and the variance
of the three largest values. However, when the data points are clustered closely to-
gether on one side of the distribution and there is an outlier on the other side, the
threshold separating the outlier from the rest of the data points produces very high
and possibly biased J value. To avoid this problem, we drop one extreme value on
each side of the value distribution in a segment before searching for the optimal
threshold. After ﬁnding the optimal threshold, we calculate the density for each data
point including the extreme values omitted before. Then, we ﬁlter the values and
recalculate J as described above. While this approach did not resolve the problem
completely, it considerably reduced the number of segments where outliers poten-
tially caused problems. We will describe the approach to capture DMRs with outliers
later in this section.
We used an arbitrary threshold of Jadj > 8 as a criterion for selecting common
DMRs with at least three genotypes in each class from the set of summarized seg-
ments. To improve the selection, we applied two additional criteria. First, we required
that at least one class mean in each segment fell within the [-0.8; 0.8] segment. This
criterion has biological signiﬁcance as we expect to have one "normal" class and
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a class that deviates from "normal". Second, the absolute difference between the
means should be at least 1. While the distance between the distribution is already
incorporated into the Fisher’s criterion, we wanted to strengthen it even further by
imposing the minimum distance between the means. Overall, 1,966 segments satis-
ﬁed all the criteria of a common DMR.
Figure 6.3. Distribution of DMRs across maize genome.
Rare Variants
To identify the rare variants, we used the same criteria as for the common variants
except one of the classes should have had at most 2 genotypes. In total, 1,213 seg-
ments satisﬁed the criteria. However, we removed an extreme point from each side
of the distribution before searching for an optimal threshold with Fisher’s criterion.
As a result, we potentially missed the segments with single outliers. To be as inclu-
sive as possible, we selected additional rare variants based on the results of Grubbs’
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test for outliers (Grubbs, 1969). Since the test assumes normal data distribution, we
ﬁrst removed segments that failed to pass the Anderson-Darling normality test at rel-
atively permissive 0.01 signiﬁcance level. The same signiﬁcance level α < 0.01 was
used for the Grubbs’ test yielding 541 additional segments. Along with rare variants
identiﬁed through Fisher’s criterion, we obtained 1,754 rare DMRs.
6.4.4 DMR Characterization and Validation
The distribution of the common and rare DMRs across the maize genome did not
reveal any speciﬁc pattern (Figure 6.3). However, the majority of them (over 78%)
populate low-copy intergenic regions and only 798 out of 3,720 DMRs intersect with
annotated genes. Hierarchical clustering of the genotype methylation levels within
rare (Figure 6.4a) and common (Figure 6.4b) DMRs did not reveal any genotypes
with unique DNA methylation proﬁles. However, the relationships among the geno-
types were essentially similar to the relationships determined from the SNP data
in the Maize Hapmap2 study (Chia et al., 2012). Interestingly, hypomethylation is
signiﬁcantly more prevalent (p < 0.001) as the minority state in rare DMRs than hy-
permethylation (Figure 6.4a). It suggests that for a small number of lines it is easier
to achieve persistent methylation loss than persistent methylation gain.
To validate the obtained DMRs, we applied bisulﬁte treatment to the samples from
independently grown B73 and Mo17 lines and resequenced them using methylIC-
seq pipeline (Lister et al., 2008). In addition to validation, methylIC-seq analysis
allowed us to investigate the sequence context of differentially methylated cytosines.
Sequencing reads covered more than 80% of the region in 248 out of 878 DMRs
with differing methylation state between B73 and Mo17. Among those 248 DMRs,
the majority (91%) displayed considerable divergence (over 50%) in CG and/or CHG
methylation (Figure 6.5), thus conﬁrming 92% and 89% of common and rare DMRs
respectively. Since the proportions of the validated common and rare DMRs are very
close, the approaches we have taken for DMR identiﬁcation appear to be reasonable.
Further analysis showed that a large percent (84%) of conﬁrmed DMRs manifested
differences in both CG and CHG contexts while CG-only and CHG-only divergence was
observed in 9% and 7% respectively. Methylation in CHH context was very rare, less
than 10% of all sequences, and we did not detect any substantial variation between
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Hypomethylation Hypermethylation
(a) Rare DMRs (b) Common DMRs
Figure 6.4. Hierarchical clustering of methylation levels across (a) rare and (b) common
DMRs. None of the genotypes exhibit a unique methylation pattern across the DMRs.
the two genotypes in that context.
6.5 Associations between Genomic Variations and DMRs
Even though DNA methylation is considered to be an epigenetic mark, it has been
shown that genetic changes may lead to alteration of methylation patterns (Law and
Jacobsen, 2010; Hollister et al., 2011; Eichten et al., 2012). To test whether the varia-
tions in DNA methylation levels of individual genotypes associate with DNA sequence
polymorphisms, we performed a local association scan of the DMR enclosing loci us-
ing 56 million SNPs reported by the HapMap2 study (Chia et al., 2012). Because our
data set consisted of the limited number of genotypes (51), a genome-wide scan
would lack statistical power. Therefore, we constrained our search to the SNPs lo-
cated either inside the DMR or within 1kb of its boundary. We also omitted the rare
DMRs from this analysis because the rare state of fewer than three genotypes would
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Figure 6.5. DMR validation by methylIC-seq analyses of the samples from independently
grown B73 and Mo17 lines. Among the identiﬁed common and rare DMRs, 248 simultane-
ously showed methylation state differences between the two lines and had at least 80% of
the length covered by reads from methylIC-seq. Relative methylation differences in CHG and
CG contexts are shown on the X and Y axes respectively. The color gradient encodes the dif-
ference between B73 and Mo17 based on the meDIP array data. The meDIP array predictions
coincide with substantial differences in both CG and CHG contexts for the majority of DMRs.
For a small number of the DMRs, the differences are present only in one of the contexts or
are absent entirely.
constrain the statistical power as well. In addition, the 36 DMRs without any SNPs in
the neighboring regions among the 51 genotypes were not tested.
We evaluated the association between methylation signal, log2(IP/input), aver-
aged across a DMR and each unambiguous local SNP call using a two-tailed t test. To
control the false discovery rate, we randomly selected 100 regions with 1000 SNPs
each throughout the maize genome and examined them for random associations
with methylation levels in each DMR. Overall, about a half (1,003 out of 1,966) of the
common DMRs were signiﬁcantly associated with local SNPs. We found highly signif-
icant SNPs lying inside as well as outside of DMRs. There could be several potential
reasons why the other 963 DMRs did not exhibit a signiﬁcant association with local
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genetic stats. First, our selection criteria may be too strict for some of the associ-
ations. It is also possible that the causative variation located outside of the tested
locus act on methylation levels in-trans. Finally, some of those DMRs may be purely
epigenetic without any genetic inﬂuences.
The presence of signiﬁcant associations between methylation levels within DMRs
and local SNPs indicates that it may be possible to predict methylation state in those
regions based on the local allelic state. To investigate this possibility, we proﬁled
12 additional inbred lines from the maize HapMap2 project (Chia et al., 2012) on a
smaller meDIP microarray chip with 270k probes designed exclusively for surveying
DMRs. In particular, the chip included all necessary probes to measure methylation
levels within 535 DMRs where the most signiﬁcantly associated SNP exhibited varia-
tion across the 12 additional inbreds. For multiple DMRs, the minor allele was present
in either one (205 DMRs) or two (111 DMRs) of the 12 inbreds. For the remaining 219
DMRs, the minor allele was detected in three or more inbreds. We compared the
allelic state against DNA methylation levels in each of those 219 DMRs. We were
able to predict accurately the average methylation levels in the 12 inbreds for the
majority (77%) of the DMRs. Thus, DNA sequence information can be a sufﬁcient and
reliable predictor of methylation patterns in DMRs exhibiting signiﬁcant association
with genetic variation.
6.6 Associations between DMRs and Gene Expression
Since DNA methylation can cause phenotypic variation by affecting gene expression,
we examined the functional effects of the DMRs on adjacent genes. For each rare and
common DMR, we located one closest gene on each side of the DMR using the B73
reference genome annotation v2 (Schnable et al., 2009). While two genes were found
in most cases (2,925 out of 3,720), some DMRs positioned near chromosome ends
had only a single nearest gene. Using 10,000 randomly selected regions as controls,
we grouped all the regions by their location relative to the nearest gene. Both com-
mon and rare DMRs appeared within 5 kb of the nearest gene much more often than
expected by chance but they were less likely to intersect or lie within a gene’s cod-
ing sequence than the regions from the control group (Figure 6.6). The frequencies
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of DMRs to appear near the 5’ end (upstream) or 3’ end (downstream) of a gene were
roughly equal indicating that methylation variation can potentially occur in low-copy
regions around genes. We examined 2,375 genes located within 10 kb of a DMR us-
ing the annotation from Schnable et al. (2012) to ﬁnd that they were equally likely to
come from either sub-genome formed by the whole-genome duplication and that the
proportion of the inserted and syntenic genes did not deviate from the background
levels (Figure 6.7c). The DMRs also had roughly even distribution across the genome
with approximately equal proportion of DMRs lying in high-recombination, gene-rich
chromosome arms as in low-recombination, gene-poor central loci (Figure 6.7d).
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Figure 6.6. DMR location relative to the associated gene. DMRs that are negatively as-
sociated with the expression of the adjacent gene tend to overlap with the gene sequence.
Positively associated DMRs have almost uniform distribution of the positions relative to the
associated gene.
To evaluate the impact of DMRs on the adjacent genes, we measured the tran-
script abundance for those genes in all genotypes by performing RNA-seq analysis
of the tissue samples used for methylation proﬁling. We assessed the correlation
between methylation levels within a DMR and expression levels of the nearby genes
using the Mann-Whitney U test and Kendall’s τ. The ﬁrst test is more appropriate for
the cases where the data is not interval scaled, i.e. methylation acts similar to an
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on/off switch. The second test can detect quantitative relationship between methy-
lation level and expression. However, the Mann-Whitney U test cannot be applied to
rare DMRs due to small number of genotypes in one of the groups. Therefore, we re-
placed it with a z-score test whereby we estimated the mean and standard deviation
for the larger group and calculated the likelihood of the small group’s values to come
from the same distribution. In all cases we controlled for false discovery rate (FDR)
at q < 0.05 using Storey’s procedure (Storey, 2002).
(a) (b)
(c) (d)
Figure 6.7. Characterization of the DMR-gene relationships. (a) Orientation of the rare and
common DMRs relative to the adjacent genes compared to 1,000 randomly selected control
regions. Pos and Neg labels indicate the genes with signiﬁcant positive or negative associa-
tion between their expression and methylation levels in the adjacent DMR. (b) Frequency of
genes from the maize subgenomes among various groups of genes. (c) Frequency of inserted
genes and genes from syntenic regions among the various groups of genes. (d) Frequency of
genes located in the gene-rich, high-recombination chromosome arms (end) and gene-poor,
low-recombination pericentromeric regions (mid) among the various groups of genes.
For the 1,966 common DMRs, the union between the Mann-Whitney U test and
Kendall’s τ test yielded 277 genes with signiﬁcant correlation between expression
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and DNA methylation. For the 1,754 rare DMRs, the union between z-score and
Kendall’s τ tests uncovered 111 signiﬁcant associations. We observed the cases
where relativemethylation level quantitatively affected gene’s expression (Figure 6.8a)
as well as the cases where DNA methylation more resembled a switch (Figure 6.8b).
DNA methylation generally represses the expression of the nearby genes. As ex-
pected, we uncovered predominantly negative associations between expression and
methylation levels in both common (70%) and rare (73%) DMRs (Figure 6.6). DMRs
with signiﬁcant negative correlations were enriched for locations near (less than 5 kb)
or overlapping gene boundaries (Figure 6.6). Especially striking is the enrichment for
locations that overlap with the transcription start site. On the contrary, DMRs with
signiﬁcant positive correlations were almost equally likely to appear near genes as
distant (more than 5 kb) from genes. Genes with signiﬁcant negative correlations
exhibited slightly fewer syntenic relationships but were more likely to lack homologs
in other grasses and were enriched for inserted sequences (Figure 6.7c). Despite the
relatively low proportion of genes conserved in grasses among the genes with sig-
niﬁcant negative correlations (45%), we can still conclude that at least some of the
negatively correlated genes are not erroneously annotated transposons.
0
5
10
15
−1.5 −1.0 −0.5 0.0 0.5 1.0
Relative Methylation Level
Ex
pr
es
sio
n
(a) DMR 5061 - GRMZM2G103182
0
5
10
15
20
−1.0 −0.5 0.0 0.5 1.0
Relative Methylation Level
Ex
pr
es
sio
n
(b) DMR 7997 - GRMZM5G856812
Figure 6.8. Association between methylation and expression for sample DMRs. (a) Sample
common DMR that displays quantitative relationship between methylation and expression
of a nearby gene. (b) Sample rare DMR for which the association between methylation and
expression resembles an on/off switch.
114
6.7 Conclusions
We described an approach to locate differentially methylated regions among multi-
ple genotypes of a single organism. We successfully applied this approach to identify
over 3,500 DMRs in 51 maize and teosinte lines. We validated the results using
methylIC-seq data from two of those lines, B73 and Mo17. Some of the discovered
epialleles exhibited strong correlation with local SNPs that could potentially be used
to predict methylation levels within the associated DMRs. Those SNPs were likely
to be in LD with other genetic features that actually inﬂuence the local methylation
levels. Other epialleles lacked any associations with local SNPs. Some of those epi-
alleles might be purely epigenetic, which would likely affect their heritability. We
also found several hundred genes whose expression was regulated by the neighbor-
ing DMRs. As expected, the associations between methylation levels in those DMRs
and the expression of the regulated genes were predominantly negative. Some of
the regulated genes had homologs in other grasses indicating that they were not
misannotated transposons.
115
Chapter 7
Conclusions and Future Work
7.1 Conclusions
In the past, plant and animal breeding relied on phenotypic observations and pure
chance to obtain better lines and varieties. Farmers were selecting the largest seeds
from the healthiest looking individuals for planting next season. Breeders were
choosing two varieties with divergent but desirable traits for hybridization hoping
to produce an individual with a union of the parental traits. The process was suc-
cessful over time but very unreliable and slow. Nowadays, breeders can leverage
a cornucopia of genomic and transcriptomic data to target speciﬁc genes and path-
ways that inﬂuence the traits of interest. On one hand, the amount of data available
these days is astonishing. On the other hand, extracting accurate information from
that data is hard and we are still far from complete understanding of biological pro-
cesses. This dissertation focused on computational techniques and pipelines that
could assist with deriving valuable information from expression and epigenetic data.
We have also applied these techniques to diverse maize data sets and we hope that
our results will be useful to biologists and breeders who work on further improvement
of maize.
First, we reviewed co-expression network analysis on the global level and demon-
strated its usefulness on maize expression data. Our research uncovered major bi-
ologically signiﬁcant differences between co-expression networks of maize and its
wild ancestor teosinte and highlighted the effects of domestication on the maize
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transcriptome. We continued with co-expression analysis of individual genes. In par-
ticular, we introduced a more sensitive method (Altered Expression Conservation,
AEC) to measure conservation of gene’s co-expression proﬁles between two net-
works. While offering better performance than the standard approach, the method
is complementary to differential expression methods and sequence-based methods
that could also be used to identify rewired genes.
Themaize domestication data set covered closely related lines of the same species
and contained relatively few samples. To make sure that the AEC method had wider
applicability, we used it to compare co-expression networks of two distant yeast
species. To extend it even further, the method was applied to analyze genetic in-
teraction networks in yeast. In both cases, the results produced by AEC method
were clearly different from the results returned by the standard method. However,
the comparative evaluation of the two methods was hampered by the lack of a well-
deﬁned gold standard. We concluded that the analysis of genome sequence variation
in the maize domestication context provides the clearest benchmark to date in this
area, and this benchmark indicates superior performance of our approach.
The AEC method was also useful for the comparison of co-expression networks
derived separately from microarray and RNA-seq data. We discovered that genes
with signiﬁcantly low expression conservation often exhibited low mean expression
in the RNA-seq data compared to a range of values in the microarray data set. The
most likely explanation is the erroneously aligned reads that cause some genes to
highly correlate with each other. This result also suggests that the genes with low
expression in RNA-seq platform should be analyzed with caution. The analysis of
these two networks also demonstrated that microarray and RNA-seq data can be
combined when constructing co-expression networks. This ﬁnding is consequential
because the plethora of existing microarray data can be used to complement RNA-
seq data in future co-expression studies.
It is often beneﬁcial to analyze different types of data in conjunction with one
another. For example, domestication genes identiﬁed by an independent DNA se-
quence analysis were valuable for the validation of our AEC method. Expression
analysis can be complemented by the analysis of epigenetic marks that in turn may
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form relationships with DNA sequence polymorphisms. In the last chapter, we devel-
oped a pipeline for the identiﬁcation of differentially methylated regions (epialleles)
and employed it to examine the methylomes of multiple maize lines. In some cases,
we discovered strong linkages between epialleles and local SNPs indicating that their
state could be predicted from DNA sequence. In other cases, epialleles appeared
purely epigenetic and, as a consequence, they were likely to lack stability. We also
identiﬁed several hundred instances where DNA methylation regulated expression of
a nearby gene. This knowledge is important because it may allow controlling pheno-
type via change to DNA methylation.
7.2 Future Work
7.2.1 Further Investigation of Sample Size Effects
There is abundant evidence that co-expression analysis offers consistent and infor-
mative results. For instance, in Chapter 5 we showed that co-expression relationships
were largely conserved between the networks derived individually from microarray
and RNA-seq data. However, the evidence is predominantly indirect and the rela-
tive performance of various EC methods is much harder to measure. Throughout the
dissertation, we took full advantage of the expected overlap between the sequence-
based and expression-based predictions of genes related to domestication and im-
provement. However, due to insufﬁcient size of the maize domestication data set,
we could only investigate the effects of large sample size in other species or in an
entirely different context, neither of which provided a good benchmark (Chapter 4).
Moreover, there were other differences that could have also inﬂuenced the results
in each case. To evaluate the effects of increasing sample size on the method per-
formance, it would be helpful to expand the maize domestication data set by adding
expression data from other lines. This would keep other confounding factors ﬁxed
and it would help to determine how informative the ranking produced by AEC is and
whether a sufﬁciently large sample size would improve the accuracy of EC scores
enough to make AEC redundant. In addition, the investigation of alternative similar-
ity measures may identify an approach that would be less susceptible to the changes
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in sample size.
7.2.2 Application of AEC in Other Contexts
In principle, the AEC method can be applied in any context where differential ex-
pression analysis is appropriate. In particular, it can be used to ﬁnd genes with
co-expression patterns that vary signiﬁcantly across tissues or conditions. The com-
parison of tissue-speciﬁc co-expression networks may be helpful for the characteriza-
tion of genes that control plant development and tissue differentiation. The analysis
of condition-speciﬁc co-expression networks can elucidate the organization of vari-
ous pathways that activate only under certain conditions such as drought, extreme
temperature change, or bacterial infection.
The AECmethod is likely to work well in contexts that are similar to domestication,
i.e. whenever genotypes of a species can be divided into two groups based on their
phenotype or behavior. For example, several species of bacteria participate in ni-
trogen or phosphorus ﬁxation by forming symbiotic relationships with plants. Strains
that form symbiotic relationships can be contrasted against the non-symbiotic strains
to improve the understanding of molecular processes fundamental to symbiosis.
Another example of a context that is similar to domestication would be subgenome
comparison. The most recent whole genome duplication occurred in maize several
million years ago and well before the domestication event. The majority of gene du-
plicates have functionally diverged since then. The rewired genes that were iden-
tiﬁed by our AEC method (Chapter 3) did not exhibit any signiﬁcant enrichment
in genes from any particular subgenome (the results were not reported.) How-
ever, a promising future direction would be to examine expression conservation be-
tween two subgenomes of a polyploid which only recently, within a few hundred
years, underwent polyploidization. Recently formed polyploids tend to lose dupli-
cated genes fairly rapidly but the extent of co-expression differences between two
different parental genomes is currently unknown.
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7.2.3 Development of Integrative Methods for Identification of Se-
lection Targets
In Chapter 3, we contrasted the results from the application of AEC, Differential Ex-
pression, and sequence-based methods to maize. Each method produced a fairly
large list of candidate genes but the intersection was much smaller. While the ben-
eﬁt of a smaller list may seem counter intuitive, the genes in the combined list are
more likely to be the targets of domestication and, therefore, they may be better
candidates for additional more focused research. It may be beneﬁcial to design a
method that automatically combines the results from the three approaches to make
better predictions.
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