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Aerosol science and technology has enabled the material synthesis of ‘good’ nanoparticles, as well
as, addressed the problem of air pollution by developing particle capture technologies for ‘bad’
nanoparticles. For material synthesis at industrial scale, flame aerosol reactors are extensively used
for large-scale industrial production of ‘good’ nanoparticles. But, there exists a knowledge gap in
understanding the early stages (1-10 nm) of particle formation and growth, which is necessary for
tailoring the synthesized nanoparticles’ properties. To achieve this goal, measurement tools for the
characterization of 1-10 nm particles are quintessential. On the other hand, to capture ‘bad’
particles, existing control technologies perform fairly well for particles > 200 nm, but fail to
capture smaller nanoparticles.

My dissertation is divided into three sections. First section focuses on developing the
understanding of early stages of particle formation and growth (1-10 nm) during material synthesis
in flame reactors both through experiments and modeling. Second section focuses on developing
measurement tools for precise measurement of 1-10 nm sized particles, both through
measurements, and simulations. Third section focuses on investigating plasma reactors as a
possible approach for particle capture in conjunction with electrostatic precipitators.
xxii

Part 1a: In this part, spherical, neutral particle-particle interaction is studied, and collisional growth
rate is calculated both through controlled furnace experiments, as well as, molecular dynamic
simulations. Controlled experiments are performed at moderately high temperatures from 400 –
800 C; and it was found that the collisional growth rate is higher than predicted by kinetic theory
of gases. Experiments show that there is higher enhancement in the collisional growth as compared
to theories based on Hamaker constant. Following this, molecular dynamics simulations are
performed to understand the interatomic forces that lead to this enhancement in collisional growth
using LAMMPS.

.

Part 1b: After focusing on particle-particle interactions in Part 1a, particle-ion interactions are
studied both through experiments, and population balance modeling. Different factors like the
effect of diluent in the flame (N2 v/s Ar), sampling height, and precursor concentration is evaluated
on the percentage of charged particles. It is found that increasing the precursor concentration, and
decreasing the sampling height leads to higher fraction of charged particles. To further understand
the role played by charge, a population balance model for simultaneous charging and coagulation
is developed using the method of moments.

Part 2: The measurement tools for the classification and counting of nanoparticles are developed
in this section. For classification, the new half-mini differential mobility analyzer is set-up in the
lab, with high voltage source, and blower with high flow rates (100-600 lpm), and calibrated using
electrospray set-up. This instrument is then characterized using commercial software COMSOL
Multiphysics, and the simulated transfer function and resolution is compared with existing models,
and experiments. This work provides a useful method to study the flow regimes and transfer
function of a high flow DMA. On the other hand, for counting of nanoparticles less than 3 nm in
xxiii

size, the detection efficiency of conventionally used instrument condensational particle counter
(CPC) is enhanced, and characterized for different composition of sub-3 nm particles.

Part 3: This part of the dissertation will discuss about the fundamental understanding of particleion interactions in a non-thermal plasma reactor, with a vision to incorporate plasma reactors in
conjunction with the conventionally used electrostatic precipitators, thereby increasing their
efficiency for particle capture. Premade, charge-neutral nanoparticles are introduced into the
plasma. The charge fraction and distribution of the particles are examined at the reactor outlet for
different mobility diameters (10-250 nm) as a function of plasma power and two different types of
power sources, alternating current (AC) and radio-frequency (RF). We find that the overall charge
fraction increases with increasing plasma power and diameter for the RF plasma. A similar
increasing trend is observed for the AC plasma with increasing particle diameter in the range of
50-250 nm, but the charge fraction increased with decreasing particle diameter in the range of 1050 nm. The charge distribution is revealed to be bipolar with particles supporting multiple charges
for both the RF and AC plasmas. Differences in the characteristic time scales for particle charging
in the AC and RF plasmas are discussed which provide a possible explanation for the trends
observed in the experiments.
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Chapter 1. Introduction
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1.1 Background and Motivation
Aerosols can be broadly categorized into ‘good’ and ‘bad’ aerosols. ‘Good’ aerosols are
nanoparticles synthesized for a variety of different products, like paints, pigments, sunscreens,
drugs, food, tires, semiconductors, and so on [1-8]. These applications are possible due to particle
size and morphology. The most commonly synthesized nanoparticles using aerosol route are
titanium dioxide, carbon black , fumed silica [9, 10]. For instance, 9 million metric ton of titanium
dioxide was produced in 2015 alone [11, 12]. On the other hand, aerosol technologies are
developed to get rid of ‘bad’ nanoparticles, addressing the problem of suspended pathogens in the
air [13], and polluted air [14, 15]. According to World Health organization, 91% of world
population lives in poor air quality, and 7 million people die every year from exposure to polluted
air [16]. Aerosol science and technology paves the way for the synthesis of variety of composite
materials for various applications, as well as, capture particulate matter, thereby combating the
problem of air pollution.

1.1.1 Synthesis of ‘good’ aerosols
Flame aerosol reactors (FLAR) have been extensively used to synthesize nanoparticles in gasphase at high temperatures in a “bottom-up” approach [17]. This involves multiple processes
taking place including precursor reactions, supersaturated vapor nucleation, vapor condensation,
particle collisional growth [18] and charging [19, 20]. Although ﬂame synthesis is widely used for
the production of nanoparticles on an industrial scale, a clear understanding of the early stages of
particle formation and collisional growth is still elusive [21, 22].
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The characteristic size dependent properties of nanometer sized particles differ from their bulk
counterpart with the most significant effects occurring for 1-10 nm diameters. Due to very high
specific surface area, and unique quantum confinement forces, sub-10 nm particles have found
applications in catalysis [23], bio-medical imaging [24], Cerenkov radiation induced therapy [25]
and semiconductor quantum dots [26]. On the other hand, flame aerosol reactor is a highly versatile
approach to synthesize nanoparticles on a large scale, and sub-10 nm particles are the building
blocks for larger particles. This further motivates us to investigate the particle formation, and
growth in flame aerosol reactor, with a goal to synthesize particles with precise size, crystal phase
and morphology on industrial scale [27].

Research gaps:

Figure 1-1: Early stages of particle formation and growth in a flame aerosol reactor
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Conventionally, for the synthesis of titania nanoparticles, collisional growth is considered a
dominant mechanism in a flame reactor, but, recent studies [21, 22, 28, 29] have shown that a high
percentage of particles are charged in a flame reactor, as shown in Figure 1.1. These charged
clusters then further interact to form larger particles. So, in addition to neutral particle-neutral
particle interactions, there are charged-particle, charged-particle interactions taking place, as well.
At the same time, ions continue to charge the particles through particle-ion collisions. This
simultaneous charging and coagulation is not understood well as it takes place in a time scale of
less than 1 second.

1.1.2 Measurement of 1-10 nm sized particles
To understand the particle formation and growth, it is important to measure their particle size
distribution. The conventional instrument that is used for this measurement, consists of three parts,
first a neutralizer to charge the particles to a known charge distribution [30]. Once the particles are
charged with a known charge distribution, they are classified based on their mobility, using a
differential mobility analyzer [31-34] . Differential mobility analyzers classify the particles based
on the balance between the drag force and the electrical force. The classified particles are then
counted by growing them in size by condensing vapors on the particles [35, 36]. This is a standard
procedure to first charge, then classify, and then count these particles, and works very well for 5
nm to 1 um sized particles [22, 37, 38]. Scanning mobility particle sizer (SMPS), which is a
combination of the neutralizer, differential mobility analyzer, and a condensational particle
counter, can be used to measure the particle size distribution [39].
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Research gaps:

Figure 1-2: a) Brownian diffusion in a differential mobility analyzer (DMA), b) picture of a half-mini DMA, c)
Picture of a 1 nm- DMA

As the particle size becomes smaller, the classification is hampered due to Brownian diffusion, as
the diffusion coefficient increases, as the particle size decreases.

D

kT
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where, 𝐷 is the diffusion coefficient, 𝐶 is the Cunningham slip correction factor, 𝑇 is the
temperature, f is the drag force, 𝑘 is the Boltzmann constant, µ is the viscosity, and 𝑑𝑝 is the
particle diameter.
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For sub-2 nm particles, the DMA transfer function is broadened due to high diffusivity of these
particles [40]. High flow DMAs, like the Half Mini DMA (Figure 1.2), attempt to solve this
problem by decreasing the residence time considerably in the working section of the DMA. The
sheath flow in the Half Mini DMA, is therefore much higher than that of other typical DMAs [32,
41, 42]. As a result, the flow can reach sonic conditions in the working section [37]. Moreover, the
length of the working section of Half Mini DMA is reduced significantly as compared to the TSIshort [43] or Nano DMA [42]. These two improvements decrease the residence time of small
particles traversing through the DMA, which greatly inhibit the diffusion loss to achieve a better
resolution and stronger voltage signal for sub-2 nm particles [44]. Hence, it is of great significance
to investigate its performance, such as the flow behavior of both sheath gas and aerosol, the
electrostatic field, and most importantly, the transfer function.

After classifying the particles, it is important to count their number concentration, in order to get
the particle size distribution. These particles can be counted using a condensational particle counter
(CPC), which grows the particles by condensation of super-saturated vapors on them [35]. These
particles then grow to larger droplets, so that laser can detect them. Another approach to count the
particles is to measure total current from the charged particles using an electrometer [45]. Both the
approaches have their limitations. Electrometer requires fairly high particle number concentration
for accurate measurements because of the minimum current that can be detected, and can only
detect charged particles. Moreover, if the concentration of the positive ions and negative ions are
equal, electrometer will detect no signal. In contrast, CPCs are highly sensitive and have high
signal-to-noise ratio, as they count individual particles, and can count neutral as well as charged
particles.
6

Figure 1-3: Condensational particle counter, and default operating conditions

The major limitation of the CPC is the detection limit for minimum particle size [46], which is
limited by the Kelvin equation.
4𝜎𝑣𝑚
𝑆 = exp (
)
𝑑𝑝 𝑘𝑇
Where, 𝑆 is the saturation ratio, 𝜎 is the surface tension, and 𝑣𝑚 is the molecular volume. The
important research question here is to investigate if butanol based conventional CPCs can be
modified in order to activate and count sub-3 nm particles.

7

1.1.3 Capture of ‘bad’ aerosols

Figure 1-4: Different types of plasmas on a 2-D map of gas temperature, and electron density

Electrostatic precipitators (ESPs) are widely used as particulate control devices in industry and
coal power plants to capture fine aerosol particles from emissions. In an ESP, ions are typically
produced by a corona discharge, which is a type of plasma created by partial breakdown of a gas
in the presence of a relatively strong electric field [47]. The efficiency of an ESP depends mainly
on its ability to charge particles and the charging, and thus removal of smaller sized particles, has
been a challenge in corona-based devices [15]. Other types of plasmas that are formed by complete
gas breakdown contain higher concentration of ions [48, 49], as shown in Figure 1.4 [50].
Plasma is considered the fourth state of matter, which constitutes more than 99.9 % of the universe
[51]. As energy is supplied to solids, they convert to liquid state, and when more energy is supplied,
it leads to the formation of gaseous state. Additional energy to gaseous state leads to ionization of
8

gas phase, which is still charge-neutral, and is termed as plasma [52]. It consists of free electrons,
ions, radicals, and meta-stable species. It is important to note here that the plasmas may or may
not be in thermal equilibrium, which can lead to different electron and gas temperatures.

Research gaps:
Plasma community has worked on several problems related to nanoparticle synthesis [53-55],
space, astronomy, ionosphere [56], TV displays [57], semiconductor device fabrication [58], etc,
and a detailed understanding of different types of plasmas is developed. On the other hand, aerosol
scientists have developed electrostatic precipitators for particle capture technologies using the DC
corona . But, there is a research gap in the application of different types of plasmas in conjunction
with electrostatic precipitators, which may enhance particle charging.

1.2 Dissertation Outline
This dissertation has three main objectives:
1. To investigate particle-particle and particle-ion interaction in a flame, and furnace aerosol
reactor (1-10 nm) through controlled experiments and modeling
2. To evaluate the performance of instruments for the classification: Half-mini DMA, and
counting: boosted butanol CPC of 1-10 nm sized particles
3. To characterize particle charging in low-temperature atmospheric-pressure, flow-through
plasmas for development of particle capture technologies
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The three objectives are studied and described in the 7 chapters of the dissertation. Each chapter
is self-contained, with and introduction, methodology, results, discussion, and conclusions section.
Chapter 2-5 develops the understanding for the particle Chapter 2 and Chapter 3 investigates
collisional growth rates for titania nanoparticles (1-10 nm) at high temperatures in free molecular
regime through controlled experiments, and molecular dynamics simulations, respectively.
Chapter 4 and Chapter 5 develops the understanding of simultaneous charging and coagulation at
high temperature flame reactors (1-10 nm) through controlled experiments, and population balance
modeling, respectively. Chapter 6 evaluate the performance of high resolution differential mobility
analyzers through COMSOL simulations, whereas Chapter 7 investigates the possibility of using
a boosted butanol based CPC to measure sub- 3 nm particles from electrospray, flame aerosol
reactor, and Mckenna burner. Chapter 8 aims at developing the understanding of particle charging
in a low temperature, atmospheric pressure RF/AC plasma.
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Chapter 2. Collisional Growth Rate and
Correction Factor for TiO2 Nanoparticles at
High Temperatures in Free Molecular
Regime

The results of this paper have been published in Girish Sharma, Sukrant Dhawan, Nathan Reed,
Rajan Chakrabarty, Pratim Biswas, (2019) Collisional growth rate and correction factor for TiO2
nanoparticles at high temperatures in free molecular regime, Journal of Aerosol Science, Volume
127, Pages 27-37, DOI: 10.1016/j.jaerosci.2018.10.002
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Abstract
Flame and furnace aerosol reactors are used extensively for the synthesis of nanoparticles at high
temperatures (800-2000 K), however, there is a limited understanding of the early stages of particle
growth by collision at these temperatures. An experimental set-up to quantify the collisional
growth rate and collisional correction factor (relative to the kinetic theory of gases) for flame
synthesized TiO2 nanoparticles in the free molecular regime is described. Spherical charge-neutral
nanoparticles with precise control of size are selected from a flame aerosol reactor (FLAR), and
then passed through a downstream furnace reactor tube maintained at a high temperature. Initial
and final particle size distributions (PSD) are measured using a scanning mobility particle sizer
(SMPS), and the PSD is represented by a lognormal distribution. The general dynamic equation
(GDE) for simultaneous coagulation and diffusive deposition is solved numerically for a laminar
pipe flow using the method of moments. By comparing the experimental data with the model
prediction, a correction factor to collisional growth rate is calculated. It was found that for particles
in the size range 5-8 nm, there was significant enhancement in the collisional growth rate for TiO2
nanoparticles at 400°C. This enhancement in growth rate decreased as temperature increased (upto
800°C). The collisional correction factor values are compared to that of three existing models in
the literature which predict similar trends with temperature, however, these models under-predict
the value of the collisional correction factor. Reasons for these deviations from existing models
are elucidated.
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2.1 Introduction
Flame aerosol reactors (FLAR) have been extensively used to synthesize nanoparticles in gasphase at high temperatures in a “bottom-up” approach [1-5]. This involves multiple processes
taking place including precursor reactions, supersaturated vapor nucleation, vapor condensation,
and particle collisional growth. Although flame synthesis is widely used for the production of
nanoparticles on an industrial scale, a clear understanding of the early stages of particle formation
and collisional growth is still elusive.
Collisional growth, or coagulation, is a process where small particles collide with each
other to form larger particles. This process depends on the diffusion coefficient of the colliding
particles, which depends on temperature and particle size. As temperature increases, the particle
diffusion coefficient increases, and therefore particles have a higher probability to collide. It is
very important to quantify this rate, as it determines the shape and structure of the final product.
For instance, if collision occurs faster than coalescence, fractal-like structures are formed,
otherwise, spherical particles are formed [6]. Therefore, it is of great interest to accurately predict
the rate of collisional growth, and its dependence on particle size and temperature.
A widely used approach to determine the collision frequency function in the free molecular
regime is to correct the expression derived from kinetic theory [7] by a factor[8]. This correction
factor depends on a variety of inter-particle forces, such as van der Waals force between two
neutral particles [9]. Several models have been proposed to understand the role played by the
attractive forces. For monotonically attractive potentials, enhancement in collisional growth rate
is reported in the literature. Fuchs and Sutugin (1965) proposed a critical impact parameter [8] for
the colliding particles, which increases as attractive potentials increase, causing an enhancement
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in collisional growth rates. The calculation procedure assumes that the particles approach each
other at constant average thermal speed and ignores the role played by the distribution of speeds.
Improving the above model, Marlow and co-workers [10-14] derived an expression for
enhancement in collisional growth rates due to van der Waals forces of attraction, accounting for
the initial distribution of velocities. Several researchers solved Fokker-Plank equations to predict
the collisional correction factor. Sceats (1989) predicted that there is an increase in collisional rates
due to attractive forces [15], whereas some literature report that in the limiting case of the free
molecular regime, the particles might not stick together on collision, and therefore decrease the
overall rate [16, 17]. Several approaches to calculate collisional growth rates were reviewed [9,
18, 19]. and it was concluded that the collisional correction factor can be greater than or less than
1, depending on the dominance of attractive or repulsive forces. A final distinct method to calculate
the free molecular collisional correction factor used mean first passage time calculations [20].
They developed a simple relationship to determine the collisional growth rate in the gas phase in
the influence of singular contact potentials [21], and predicted enhancement in collisional growth
rate.
In addition to models, several experiments have also been performed to study the
collisional growth in the free molecular regime. Fuchs and Sutugin (1965) measured the rate of
collisional growth for NaCl particles of 5 nm and 9 nm diameter, by comparing the total particle
number concentration before and after passing through a tube. Enhancement in collisional growth
rates was observed [8]. Following this, the coagulation of NaCl, ZnCl2 and Ag aerosol particles
having geometric mean diameter of 5-40 nm using a metal pipe, with improved instruments
including a differential mobility analyzer (DMA) with a condensation nucleus counter (CNC) [22,
23]. The experimental data matches well with several models mentioned before, which predicted
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enhancement in collisional growth rate. However, clarity on the initial shape of the particles
especially for the room temperature experiments, and unavailability of appropriate instrumentation
to measure sub 10 nm particles accurately may result in potential inaccuracies.
While there are several experiments and models to understand collisional growth rate at
room temperatures, few studies consider the effect of high temperatures. There is an indication of
enhancement in collisional growth in high temperature flame aerosol reactors in the literature [24],
but detailed studies have not been conducted to establish relationships. This problem arises
because chemical reaction, particle formation [25, 26], particle charging [27, 28], and particle
growth take place at very small time scales (usually less than 1 second). This creates difficulty in
particle measurement and characterization, and model development. To overcome this difficulty,
a tubular reactor is used at high temperatures [29, 30]. The experiments were performed to find
the coagulation efficiency of soot nanoparticles as small as 2-4 nm. It was found that coagulation
is very ineffective due to low sticking coefficients, for this size range, especially at high
temperatures. These experimental findings were supported by numerical model [16, 17]. However,
this study did not consider the role played by particle charge, and particle morphology in collisional
growth. Moreover, the particle size distributions were bimodal with a wide spread, leading to
inaccuracies in collisional correction factor calculations. Another set of studies aimed to develop
an understanding of collisional growth rate at high temperatures used molecular dynamics
simulations [31, 32]. This study predicted enhancement in collisional growth rate of TiO2
nanoparticles, sized range 2-3.5 nm from 273-1673 K, due to dipole-dipole interactions in addition
to van der Waals force.
The collisional correction factor strongly depends on material properties, and influenced by
inter-particle forces. The literature also reports that there is a lack of systematic experiments at
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high temperatures such as encountered in flame and furnace aerosol reactors to study the rate of
collisional growth of nanoparticles. While a number of factors influence the early stages of
collisional growth rate such as that of ions [28, 33], the focus of this work was to study the role of
temperature for collisional growth of neutral particles at elevated temperature. An experimental
set-up is developed to quantify the collisional growth rate and collisional correction factor (as
compared to the kinetic theory of gases) for TiO2 nanoparticles in the free molecular regime. This
is achieved by selecting spherical charge-neutral nanoparticles with precise control of size from a
flame aerosol reactor (FLAR), and passing them through a ceramic tube at a high temperature.
Initial and final particle size distributions (PSD) are measured using a scanning mobility particle
sizer (SMPS). The general dynamic equation (GDE) for simultaneous coagulation and diffusive
deposition is solved numerically for a laminar pipe flow using the method of moments. Comparing
the experimental data with the model prediction, a correction factor to collisional growth rate is
reported for titania nanoparticles. This is also compared to various model predicted values
reported in the literature.
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2.2 Methods
2.2.1 Experimental Set up

Figure 2.1a

Figure 2-1. (a) Experimental set up to study collisional growth rate of spherical TiO2 nanoparticles at different
temperatures. (b) Characterization of Furnace 1 (at 823 °C), and Furnace 2 (at 400 °C, 600 °C and 800 °C) by using
CO2 gas and a gas analyzer.

Figure 2.1a shows a schematic diagram of the experimental setup, including a flame aerosol
reactor (FLAR), dilution probe, charged particle remover (CPR), and Furnace 1 to obtain spherical
charge neutral TiO2 nanoparticles; Furnace 2 to provide additional residence time for collisional
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growth at different temperatures; and an SMPS (with a nano DMA) for the measurement of the
PSD. A list of different instruments/reactors used in the experiments, and their role are summarized
in Table 2.1. A premixed flat flame was used in this study, due to its high stability, onedimensionality, and broad usage. A detailed description of the setup is described elsewhere
(Wang., et al., 2017b). The gases entering the FLAR were composed of methane (CH4, Airgas
Inc., Radnor, PA, USA) at 1.3 lpm, oxygen (O2, Airgas Inc.) at 2.8 lpm, and nitrogen (N2, Airgas
Inc.) at 8 lpm. These flow rates were controlled by mass flow controllers (MKS Inc., Andover,
MA, USA).

Sno Instrument
Nano-Differential Mobility Analyzer (n1
DMA)
2
Condensation Particle Counter (CPC)

Role
Classify particles as a function of mobility
size
Measure particle number concentration

3

Furnace 1

Provide fixed high temperature
environment (823 °C)

4
5

Furnace 2
Charged Particle Remover (CPR)

Provide variable high temperature
environment (400 °C, 600 °C, 800 °C)
Remove charged ions and particles

6
7

Gas Analyzer
Tunneling Electron Microscope (TEM)

Measure CO2 gas concentration
Observe the shape of the particles

Table 2-1. List of instruments and their role in the experiments

To synthesize TiO2 nanoparticles of precise size, a bypass flow of N2 was passed through
a bubbler containing titanium isopropoxide (TTIP, Sigma-Aldrich Inc., > 97 %) at a stable
temperature of 20 °C. Subsequently, this mixture was fed to the flame, where TiO2 is produced
through thermal decomposition, hydrolysis, and combustion of TTIP. The bypass flow is tuned (26 lpm) to get the desired particle size distribution.
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Flame synthesized TiO2 particles are sampled using a sampling probe, placed horizontally
in a flame, at a dilution flow rate of 36 lpm controlled by a mass flow controller (MKS Inc.,
Andover, MA, USA), which corresponds to a dilution flow of 300. The sampled TiO2
nanoparticles are then passed through a charged particle remover (CPR), which removes the ions
and charged particles. CPR consists of a tube, 3/8 inch diameter, with a central rod, which is 1/16
inch diameter. Voltage of 1.5 kV, applied across the central rod and outer tube, removes all the
charged particles. Complete removal of charged particles is verified by measuring total particle
number concentration using scanning mobility particle sizer (SMPS) without a neutralizer. This is
very important to ensure charge-neutral particles for the experimental design, because charged
particles can alter the collisional growth rate significantly [34].

The charge neutral stream of particles, thus obtained, is then passed through a ceramic tube
(Alumina AD-998, 90 cm long and 1.9 cm ID) in Furnace 1 (Lindberg Blue M). Furnace 1 is
maintained at a constant temperature of 823 °C to ensure that the particles sinter completely.
Another ceramic tube (Alumina AD-998, 84 cm long and 1.9 cm ID) is kept in Furnace 2 (Lindberg
Blue M), and was heated between 400 and 800 °C. PSD is measured at two points, first at the exit
of Furnace 1, i.e. at the entrance of Furnace 2; and second at the exit of Furnace 2. Both the
measurements are performed after diluting the high temperature aerosol stream exiting the
furnaces with room temperature air. The particles can get charged at high temperatures due to
thermionic emission from the particles, or ceramic tubes releasing charges [35]. In this work, we
measured the fraction of charged particles after Furnace 1 and Furnace 2, and found that more than
99 % of the particles were charge-neutral, at 800 °C and lower temperatures. When the temperature
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was further increased to 1000 °C, we found that the ceramic tube generated the additional particles.
Therefore, we restricted our final temperature to 800 °C.

The dilution ratio is calculated before measuring PSD, in both the furnaces, at relevant
furnace temperatures by using CO2 and a Horriba PG-250 Portable Gas Analyzer as shown in
Figure 2.2. 1b. In the gas analyzer, CO2 concentration is measured using two pyroelectric element
sensors. Different flow rates (1-2 lpm at STP) of CO2 gas were passed through the furnace. The
inlet flow rate is measured with the help of a calibrated mass flow controller (MKS Inc., Andover,
MA, USA). The furnace is operated at a fixed temperature, and the exiting flow is then diluted
with the dilution air of 12.5 lpm at STP. The CO2 concentration in the exit stream is measured, and
the dilution ratio is calculated.

After diluting the exiting flow, a scanning mobility particle sizer (SMPS) is used to
measure the PSD. SMPS consists of a neutralizer, which uses a radioactive source (Kr-85) to
charge the particles, a nano-differential mobility analyzer (TSI DMA Model 3085), where particles
are classified according to their electrical mobilities, and a condensation particle counter (CPC) to
count the total number concentration of the classified particles. The data measured by the SMPS
is corrected for diffusional loss in the instrument, using circular tube penetration efficiency for
aerosols [36]. This is quite important for particle sizes smaller than 10 nm because of their high
diffusion coefficient.

Transmission electron microscopy (TEM, FEI Tecnai Spirit) is used to characterize the
shape and to confirm the size of the colliding TiO2 nanoparticles. TEM images are analyzed by
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using ImageJ software (Rasband, W.S., ImageJ, U. S. National Institutes of Health, Bethesda,
Maryland, USA). Samples are collected on a 300-mesh copper TEM grid using a custom
electrostatic precipitator [37]. Nanoparticle size and shape were characterized for each PSD and
all different temperatures.

2.2.2 Analysis
In the free molecular regime, in the absence of inter-particle potentials, kinetic theory of
gases (KTG) defines the rate of collisional growth (  ) as:
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(2.1)

where, kb is the Boltzmann constant, T is the temperature, P is the particle density, v and v '
denote the volume of the two colliding particles. The collisional growth rate due to shear flow is
found to be 7 orders of magnitude smaller than the Brownian coagulation rate given by Eq. 2.1,
and is therefore not considered here.
In actual practice, coagulation rarely occurs in the absence of inter-particle forces. There is a
coulombic force between two charged particles, image potential between charged and uncharged
particles, and van der Waals force between two neutral particles [19]. This can influence the
collisional growth rate significantly, and can either increase or decrease the overall collisional
growth rate. To quantify the effect of inter-particle potentials, the collisional correction factor ( 
) is estimated by Eq. 2.2.
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 EXP / MOD
 KTG

(2.2)

Where,  EXP / MOD denotes the collisional growth rate as measured by experiments or through
modeling, and  KTG denotes the collisional growth rate as given by the kinetic theory of gases. The
magnitude of  depends on the inter-particle forces. If attractive forces dominate over repulsive
forces   1 , whereas if repulsive forces dominate   1 .
Collisional correction factor is calculated by solving the population balance equations,
undergoing simultaneous collisional growth and diffusive deposition in a laminar flow in a
cylindrical tube. Many experiments in FLAR and FUAR reported in earlier work [38, 39] indicate
that the aerosol PSD is nearly lognormal. Therefore, population balance equations can be
simplified in the form of three moment balance equations [1, 40, 41] as shown in Eq. 2.3.
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Where, U avg is the average gas velocity in the furnace tube corrected for thermal expansion of the
gas at different temperatures, r is the radial distance inside the tube, R is the radius of the tube,
n is the PSD function, z is the axial distance inside the tube, B1 is the particle diffusivity constant,

and B2 is the slip correlation constant for diffusion,  and  are the coefficients for the rate of
collisional growth, as given by the kinetic theory of gases, for zeroth and second moment,
respectively [42].
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The initial conditions for Eq. 2.3 are obtained from the initial PSD entering the ceramic
tube in Furnace 2. The partial differential equations are also subjected to boundary conditions,
M q  r  R   0 and

d
M q  r  0   0 for q = 0, 1 and 2. Subjected to these initial and boundary
dr

conditions, three coupled partial differential equations are solved by using an explicit finitedifference scheme at 11 radial points across the tube. This gives a set of 33 coupled ordinary
differential equations (ODEs). These equations are then solved by a stiff ODE solver in MAPLE,
and M 0 , M 1 and M 2 are calculated as a function of both r and z . Following this, the cup mixing
average ( M q,avg ) of the moments inside the tube at any location, z , is calculated by Eq. 2.4.
R

M q ,avg ( z ) 

M

q

(r , z )U avg (1  r 2 )rdr

0

(2.4)
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In experiments, an additional mass is lost due to the thermal gradient towards the end of
the Furnace 2, which leads to thermophoretic force on the particles towards the tube surface. Since,
in the free molecular regime, thermophoretic loss is found to be size independent [6], only the total
number concentration ( Ntot ) is reduced, here. This is achieved by comparison between the final
PSD and the total mass concentration obtained through simulation, and through experiments.
Based on this, the following correction scheme is proposed to balance the mass in both experiments
and simulations, given by Eq. 2.5.

TH
Ntot
 NtotEXP

M totEXP
SIM
M tot

(2.5)
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TH
EXP
Here, Ntot
is the total number concentration after thermophoretic correction, Ntot
is the

experimentally measured total number concentration, M totEXP denotes the experimentally measured
SIM
total mass concentration, whereas M tot
denotes the total mass concentration based on the

simulation.
Collisional correction factor (  ) is calculated by comparing the experimental measurement
with the model prediction for final PSD. The value of  is chosen such that the final total number
concentration obtained experimentally (after thermophoretic correction), matches with the total
final number concentration predicted by the model. The same procedure is repeated for different
furnace temperatures for two different particle size ranges, and the collisional correction factor is
obtained as a function of particle size and temperature.
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2.3 Results and Discussion
The method to calculate the dilution is described first. Following this, measurements of initial
and final PSD, before and after Furnace 2 are discussed. TEM images are also presented for each
measurement. The collisional correction factor values obtained through experiments, are compared
to that of three existing models in the literature.

2.3.1 Dilution Ratio
Both the furnaces are characterized at relevant temperatures, using CO2 gas and a gas
analyzer to measure CO2 concentration.
Table 2.2 shows the dilution ratio for different temperatures for both the furnaces. Note
that the dilution ratio is not calculated according to the furnace temperature and gas thermal
expansion, because the temperature at the furnace exit can be much lower than the set point. This
temperature drop occurs due to the furnace end effects, and the mixing of dilution flow with the
exiting flow from the furnace. This is also evident in Table 2.2, where there is no significant change
in the dilution ratios at different temperatures.

Furnace
1
2
2
2

Temperature Residence Dilution
(°C)
Time (s)
Ratio
823
7.86
400
4.57
8.41
600
3.53
8.25
800
2.87
7.91

Table 2-2. Dilution Ratio and residence time for Furnace 1 and Furnace 2 operated at different temperatures.
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2.3.2 Lognormal PSD of spherical TiO2 nanoparticles

A

B

Figure 2-2. Measured initial and final particle size distribution, before and after
Furnace 2 for T = 400 °C. The PSD is fitted using lognormal particle size
distribution for size range: A) dpg = 5-6 nm, and B) dpg = 6-8 nm.

Figure 2.2a and Figure 2.2b show the experimental data corresponding to geometric mean
diameter of 5-6 nm and 6-8 nm, respectively. Different initial PSD is obtained by adjusting the
bypass N2 flow rate (2-8 lpm) that contains TTIP vapors in the premixed flame. Both Figure 2.2a
and Figure 2.2b show that the peak corresponding to the final PSD shifts towards the right, with
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decrease in the total particle number concentration indicating collisional growth. The average
values and error bars are calculated from 10 different measurements for initial and final PSD using
SMPS. The low error indicates that the TTIP bubbler, the premixed flame, and Furnace 1 and
Furnace 2 have stabilized to produce a steady state PSD, which is critical for our experiments.
Moreover, lognormal PSD fits the experimental data very well with errors less than 5%, which
suggests that the combined residence time in the flame, probe, and Furnace 1 is sufficient to get a
lognormal particle size distribution [38]. This justifies our assumption to represent initial and final
PSD by three parameters for lognormal PSD, i.e. Ntot , d pg , and  g .

Figure 2-3. TEM images for initial and final particle size distribution for average geometric size 5-6 nm a) Initial at
823 °C, b) Final at 400 °C, c) Final at 600 °C, d) Final at 800 °C; and 6-8 nm e) Initial at 823 °C, Final at f) 400 °C,
g) 600 °C, h) 800 °C

Figure 2.3(a-f) represents the TEM images for initial and final PSD, at three different
temperatures (400 °C, 600 °C and 800 °C) for average mean geometric size of 5-6 nm, and 6-8
nm. Most of the particles are found to be completely spherical, except for some partially sintered
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particles. At lower temperature (400 °C), the number of partially sintered particles is greater as
compared to high temperature (800 °C). Figure 2.3f shows the least perfectly sintered particles
because of the increase in size (~8 nm) in addition to the decrease in temperature. This can be
explained by the exponential dependence of characteristic sintering time on temperature and
quartic dependence on particle size for TiO2 nanoparticles [43, 44]. Another possible reason for
the partially sintered particles could be the collisions in the latter part of the tube of Furnace 2,
therefore, the particles do not have enough residence time at high temperature after collision to
sinter completely. Nonetheless, majority of the particles are sintered, and therefore the assumption
of spherical particles in the modeling analysis to calculate the collisional correction factor is
justified.

2.3.3 Collisional correction factor (  ) at different temperatures
Figure 2.4 and Figure 2.5 represent the average value for the three parameters Ntot , d pg and

 g , and normalized total mass concentration for initial and final PSD, both obtained from 10
experimental data sets at each temperature, and PSD predicted by Model 1 and Model fit. Model
1 and Model fit represent predicted final PSD using the population balance model for  as unity
and best fit, respectively. To obtain the model predicted final PSD, Ntot , d pg and  g for initial PSD
are used as an input to the model.
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Figure 2-4. Integral parameters of the size distribution function at three different temperatures 400 °C,
600 °C and 800 °C of Furnace 2, measured before, and after Furnace 2. The average geometric diameter
for the experimental data is between 5-6 nm.

experimentally measured initial PSD;
experimentally measured final particle size
distribution;
model predicted PSD assuming the value of collisional correction factor as
unity;
model predicted PSD with a fitted value of collisional correction factor;
….......thermophoretic correction to the final PSD.
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Figure 2-5. Integral parameters of the size distribution function at three different temperatures 400 °C,
600 °C and 800 °C of Furnace 2, measured before, and after Furnace 2. The average geometric diameter
for the experimental data is between 6-8 nm

experimentally measured initial PSD;
experimentally measured final particle size
distribution;
model predicted PSD assuming the value of collisional correction factor as
unity;
model predicted PSD with a fitted value of collisional correction factor;
….......thermophoretic correction to the final PSD.

36

The experimental final PSD shows a 5-32% mass lost due to diffusional and
thermophoretic loss in the tube of Furnace 2. On the other hand, Model 1 shows that the mass lost
due to diffusion varies between 4-10% of the initial mass. Therefore, the additional mass loss is
attributed to thermophoretic loss, and the number concentration of experimental final PSD is
corrected using Eq. 2.5. This is important to ensure mass balance between the experimental final
PSD, and model prediction of final PSD, and highlighted in both Figure 2.4 and Figure 2.5.
At all the three temperatures, the total number concentration predicted by Model 1 is much
greater than the experimental value for the final total number concentration. In terms of geometric
mean diameter, Model 1 predicts smaller particles as compared to the measured geometric mean
diameter. This clearly shows that Model 1 under-predicts the collisional growth rate. To match the
measured final PSD with the Model fit prediction of PSD, different values of collisional correction
factor (   1 ) are used. It is important to note that matching of the final total number concentration,
and not the geometric mean diameter, is used as a criterion. This is done to avoid the errors due to
incomplete sintering of these particles in Furnace 2, as shown in Figure 2.3.

Figure 2.4 represents the experimental and model data, for particles in the size range
between 5-6 nm, whereas Figure 2.5 represents the data for particles in the size range between 68 nm. Even though the Model fit prediction for the total number concentration, and the total mass
concentration matched the experimental data, the Model fit prediction of mean geometric diameter
is less than the experimental value, because the particles are assumed to be perfectly spherical in
the model. Although TEM imaging shows that the particles are close to being spherical, there are
some partially sintered particles. Furthermore, the model fit predicts slightly larger  g as compared
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to the experiments. The possible reason for this can be the result of cup mixing average of the three
moments in the model, to obtain final PSD. These larger values of the Model fit prediction of  g
further contribute to smaller values of Model fit prediction of final geometric diameter to ensure
mass balance.

Figure 2-6. Collisional correction factor ( ) as a function of temperature for two different particle size
ranges compared with the different models for a Hamaker constant of 1.99×10-19 J.

Collisional correction factor calculated through experiments for 5-6 nm sized particles
(this work);
experiments for 6-8 nm sized particles (this work);
molecular
dynamics simulations for 2 nm sized particles, which includes both van der Waals forces, and
dipole moment;
; Marlow’s formula, which considers only van der Walls forces;
……….. mean first passage time calculations, which considers only van der Waals forces of
attraction.
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Figure 2.6 shows the average values for collisional correction factor (  ) as a function of
temperature of the furnace for the two different cases of particle size range. Average value for 
is obtained by repeating the above discussed set of 10 experiments for initial and final PSD, three
times for each temperature. These values are compared with three different models for collisional
correction factor from the literature [13, 20, 31]. Marlow (1980) derived an analytical expression,
taking into consideration the initial distribution of velocities, whereas Ouyang et al. (2012)
performed mean first passage time calculations in the presence of singular contact potentials like
van der Waals (vdW) forces of attraction. Both the models are independent of particle size in the
free molecular regime, and are a function of Hamaker constant and temperature only. Another
model [31] for collisional correction factor performed MD simulations to understand the effect of
dipole-dipole attraction in TiO2 nanoparticles, in addition to vdW forces. Unlike, the other two
models, this model depends on the particle size as well.

Figure 2.6 shows the comparison of the experimental data with the three models. A value
of 1.99×10-19 J is used here for the Hamaker constant of TiO2 [45]. The experimental results differ
significantly from the models, where only vdW forces of attraction are considered. Possible
reasons could be the inaccurate value of Hamaker constant for nanoparticles in this size range [46],
as the Hamaker constant is assumed to be independent of the particle size. Furthermore, it is
calculated for rutile TiO2 in aqueous medium, whereas flame-synthesized TiO2 nanoparticles in 510 nm size range are close to anatase [47], and the experiments are performed in the gas-phase.
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Another possible reason that can contribute to such high values for  , at lower
temperature, is the role played by dipole-dipole attractions for TiO2 nanoparticles. These
interactions can increase  significantly, especially at low temperatures as shown in Figure 2.6.
This model predicts higher value of collisional correction factor for 2 nm sized particles than the
other two model. It is important to note that according to the results of MD simulations, increase
in size after 2.5 nm decreases the collisional correction factor, which suggests that the model would
predict lower value of collisional correction factor for 5-8 nm sized particles. The possible reason
for the deviation of experimental data from models is the assumption of constant value of
collisional correction factor for the lognormal PSD with a geometric standard deviation, where
there are collisions between unequal sized particles. The interaction forces for unequal sized
particles can be higher as compared to equal sized particles. This can further contribute to the large
average experimental values for the collisional correction factor. To reproduce the experimental
data through modeling more accurately, the collisions of unequal sized particles will be studied,
in future, through molecular dynamics simulations.

2.4 Conclusions
Collisional growth of selected flame-synthesized spherical, charge-neutral TiO2
nanoparticles with a geometric mean diameter of 5-8 nm have been studied at three different
furnace temperatures, 400 °C, 600 °C, and 800 °C in a ceramic tube with laminar flow. The
changes in PSD, at the outlet of the tube, have been compared with the population balance model
for simultaneous coagulation and diffusive deposition corrected for thermophoretic losses at
different temperatures. It was observed that the collisional growth of TiO2 nanoparticles proceeded
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faster than the theoretical prediction obtained using the kinetic theory of gases, and the collisional
correction factor (  ) was estimated for this system.
The collisional correction factor increased with a decrease in temperature, indicating an
important role played by inter-particle forces of attraction. At a lower temperature of 400 °C, the
overall attractive forces between particles tend to increase the collisional growth rate, and
coagulation proceeds faster than the theoretical prediction obtained using the kinetic theory of
gases. As the temperature increases to 800 °C, the collisional correction factor decreases, but is
still greater than unity. This suggests that the attractive forces continue to dominate over repulsive
forces at high temperatures as well. Comparison with other models suggest that the models underpredict the collisional correction factor. The possible reason for this could be the assumption of
constant value of collisional correction factor for the lognormal PSD with a geometric standard
deviation, and/or the lack of accurate value for Hamaker constant for sub 10 nm TiO 2
nanoparticles.
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Abstract
Flame and furnace aerosol reactors have been widely used to synthesize titania nanoparticles in
gas-phase at high temperatures, both on lab as well as industrial scale, However, there is a limited
understanding about the early stages of particle formation and their growth mechanism in gas
phase. In this work, molecular dynamics trajectory calculations are used to investigate the
collisional growth rate of titania nanoparticles in a detailed manner. First, nanoparticle is
constructed and equilibrated through simulated annealing, to ensure that there is no bias, or
inconsistencies in the equilibration procedure. We find that our approach for equilibration results
in particles with low dipole moment which captures the experimental conditions closely.
Following this, particle trajectory based molecular dynamics simulations are set up, where the
particles are given random orientations, different velocities sampled from Maxwell Boltzmann
velocity distribution, and different impact parameters (𝑏), to calculate the probability of collision
on a 2-dimensional 𝑏 − 𝑣 scale. The collisional correction factor is calculated from these
simulations for equal and unequal sized particles at different temperatures. We found that unequal
sized particles have higher collisional correction factor as compared to equal sized particles. The
comparison with respect to existing models, previous molecular dynamic simulations, and
experiments is presented, which predict similar trend with respect to temperature, but differ in the
actual values for the collisional correction factor. Reasons for this deviation from existing models
are elucidated.
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3.1

Introduction

Flame aerosol technology has been widely used in industry for the synthesis of a wide range of
nanoparticles, including reinforcement materials for polymers like carbon black, and refractive
pigments like titanium dioxide [1-4]. Although, industrial scale synthesis of nanoparticles usually
focus on the synthesis of particles with sizes over 100 nm, understanding of early stages of particle
formation and growth is still elusive [5-8]. It is important to investigate the synthesis of sub-10 nm
particles for two main reasons. First, smaller particles are the building blocks for larger particles
[9, 10] , and second, nanometer sized particles have found applications in drug delivery, imaging,
etc. [11, 12].

Conventional understanding of particle formation and growth in a flame reactor suggests that,
multiple processes, like precursor reaction, supersaturated vapor nucleation, condensation, and
collisional growth, take place which affects the size and properties of synthesized particles. It is
very important to quantify the overall collisional growth rate, as it determines the characteristics
of the final product. Recent studies focused on sub-10 nm particles have found that that along with
particle-particle collisions, the interaction of particles with charged species in flame also influence
the collisional growth rates of the particles [13, 14]. The simultaneous particle-particle and
particle-ion interactions makes it difficult to independently determine the effect of both
phenomena on growth rate via experiments [10].

In the free molecular regime, kinetic theory of gases is commonly used to calculate the collisional
growth rate of the particles, which is directly proportional to the relative mean thermal velocity,
and collisional cross sectional area of the colliding particles [15], and is given as:
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𝛽𝑖𝑗,𝐾𝑇𝐺 = √

8𝜋𝑘𝑏 𝑇
(𝑎𝑖 + 𝑎𝑖 )2
𝑚𝑖𝑗

where, 𝛽𝑖𝑗,𝐾𝑇𝐺 is the collisional growth rate given by kinetic theory of gases, 𝑘𝑏 is the Boltzmann
constant, 𝑚𝑖𝑗 is the reduced mass, 𝑎𝑖 and 𝑎𝑗 represent the radius of entities 𝑖 and 𝑗, respectively.

But, several experiments have found that the collisional growth rate for sub-10 nm sized particles
is different from that predicted by the kinetic theory of gases. Fuchs and Sutugin, 1965 [16] found
that there is enhancement in the collisional growth rate of NaCl particles of size 5 nm, and 9 nm
as compared to the growth rates predicted by kinetic theory of gases. Similar values of
enhancement were reported for NaCl, ZnCl2, and Ag nanoparticles having geometric mean
diameter of 5-40 nm [17, 18]. These experiments were performed at room temperature and the
deviation from KTG predicted collisional growth rate was explained through the presence of interparticles forces.

The interparticle forces, and hence the deviation from KTG predicted growth rate, are function of
temperature, however there are a few controlled experiments to measure collisional growth rate of
1-10 nm sized particles at high temperatures. Tsantilis et al. observed that there is enhancement in
collisional growth of titania nanoparticles in high temperature flame reactors through population
balance modeling [19]. D’Alessio ansd co-workers used a tubular reactor to quantify the collisional
growth rate for soot particles. It was reported that 2-4 nm sized soot particles have low sticking
coefficients, and they tend to bounce back [20-22], which decreases the overall rate of collisional
growth at high temperatures. On the other hand, controlled experiments for titania nanoparticles
showed an enhancement in collisional growth [10]. All the experimental findings show that the
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collisional growth rate is not only dependent on particle size and temperature, but also on the
material properties.

Several models have been proposed to understand the role of inter-particle forces on particle
collisions. Fuchs and Sutugin, 1965 [16] proposed a critical impact parameter for the colliding
particles based on the attractive potential, where the particles are assumed to approach each other
at their mean thermal velocity. As an improvement to this model, accounted for the distribution of
initial velocities to calculate the enhancement in collisional growth rate due to Vander Waals forces
of attraction. Several other approaches like solving Fokker Plank equations [23] and mean-passage
time calculations [24], also predicted an increase in the collisional growth rates. On the other hand,
some literature reports that in the limiting case of the free molecular regime, the particles might
bounce back, and decrease the overall collisional growth rate [25, 26]. The calculation of the
collisional growth rate in the gas-phase was reviewed in the past by [27-30] and based on the
experimental evidence, it was concluded that the collisional correction factor could be greater than
or less than 1, depending on the dominance of attractive or repulsive forces.

The focus of this paper is to investigate the collisional growth rate of titania nanoparticles through
molecular dynamics trajectory calculations. In the past, the experimental work on calculating the
collisional correction factor for titania nanoparticles reported that the enhancement is dependent
both on particle size and temperature [10]. As the temperature decreases, the collisional correction
factor increases for 5-10 nm sizes particles. A similar trend is observed in another study based on
molecular dynamics simulations for understanding collisional growth rate of titania nanoparticles
[31, 32]. It was found that for titania nanoparticles sized 2-3.5 nm, there is enhancement in
collisional growth rate, which can be as high as a factor of 8.56 for 2.5 nm particles at 273 K. The
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high value of enhancement is contributed to dipole-dipole interactions in addition to van der Waals
forces.

But, there are drawbacks for both the experiments, as well as, molecular dynamics simulation for
titania nanoparticles, performed in the past. In these controlled experiments, the particles were not
perfect spheres due to incomplete sintering, especially at lower temperatures (400 °C), and the
particle size distribution was not monodisperse. In addition to this, the diffusive and
thermophoretic losses of the particles were not measured directly, but estimated using empirical
models. On the other hand, previous molecular dynamics calculation for collisional growth rate
did not take into account the role played by velocity distribution of particles, and also the approach
to equilibrate titania nanoparticles was inconsistent. The nanoparticles were constructed by
randomly excising the excess atoms to ensure charge neutrality, which lead to high initial dipole
moments in that study. Therefore, the nanoparticle construction created a bias in the collisional
growth rates. Some other gaps in the previous MD work included inaccurate calculation for the
mean particle velocities, and lack of calculations for the case of collisions between particles of
different sizes.

In this work, first the titania nanoparticles of different sizes are equilibrated at high temperatures
using a new approach of simulated annealing to ensure nanoparticle construction with low dipole
moment, that replicates experiments. Following this, particle collisions are simulated with
different initial velocities, impact parameter and orientations to compute the collisional
probability. The collisional correction factor is calculated for different particle sizes, and
temperatures. Finally, the comparison with exiting models, and experiments is discussed with
future directions.
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3.2

Methodology

3.2.1 MD Trajectory Calculations
Molecular dynamics simulations were performed using an open source software LAMMPS (Large
scale Atomic/Molecular Massively Parallel Simulator) using a GPU (NVIDIA Tesla K20X) at the
Center for high performance computing at Washington University in St Louis. The performance
of GPU was found to be ~35 times faster than CPU, which made these detailed simulations
possible. To simulate titania nanoparticles equilibration, and collisions, Matsui-Akaogi (MA)
potential [33] used. This potential is widely accepted for studying titania nanoparticle sintering,
and growth, and has been validated by x-ray absorption spectra data [34, 35]. The MA
potential, 𝑈𝑖𝑗 , is given as

𝑈𝑖𝑗 =

𝑞𝑖 𝑞𝑗 𝐶𝑖 𝐶𝑗
𝐴𝑖 + 𝐴𝑗 − 𝑟𝑖𝑗
− 6 + 𝑓(𝐶𝑖 + 𝐶𝑖 ) exp (
)
𝑟𝑖𝑗
𝑟𝑖𝑗
𝐵𝑖 + 𝐵𝑗

where, the three terms on the right-hand side represent electrostatic (Coulomb), dispersion (vdW),
and repulsion interactions, respectively. The last two terms constitute a Buckingham potential. The
values of particle charges 𝑞, and the parameters 𝐴, 𝐵 and 𝐶 of atom 𝑖 (or 𝑗) are listed elsewhere
[32]. Even though MA potential is unable to capture some structural issues like nucleation for
phase transformation inside the nanoparticle, but we believe that these potentials are suitable for
characterization of collisional growth rates as a function of equilibration temperature and particle
size.
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Figure 3-1. Schematic of nanoparticle collisions
Figure 3.1 shows the typical simulation set-up for the calculation of collisional growth rate, and
the collisional correction factor based on the molecular dynamics trajectory calculations. The
orientation-averaged collisional probability as a function of initial relative velocity (v) between
the two particles, and the impact parameter (b) is calculated which is then used to calculate the
collision rate enhancement. This is achieved by first, generating different orientations by rotating
equilibrated clusters through a rotation matrix composed of normalized random numbers. These
orientations are important to remove the effect of orientations on final collisional growth rate
calculation.

Then, the equilibrated titania nanoparticles, with known velocities of all the atoms of titanium and
oxygen, are given initial relative velocity towards each other. This velocity is sampled from the
Maxwell Boltzmann velocity distribution corresponding to the equilibration temperature, and size
of the particle. Eight equal spaced values of the velocities on logarithm scale are chosen to span
the complete velocity distribution. The impact parameter (𝑏) is varied from 𝑏 = 0.5(𝑑𝑝1 + 𝑑𝑝2 )
Å to 𝑏 = 30 + 0.5(𝑑𝑝1 + 𝑑𝑝2 ) Å, and it is found to encompass all the realistically possible
collision and miss scenarios. The two nanoparticles were kept at different distances in x- direction,
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and simulations were repeated for different values of this distance. It indicated that the distance
greater than 3(𝑑𝑝1 + 𝑑𝑝2 ) does not influence particle trajectories, as the interactive forces
involved at this distance are very small.

These trajectories either leads to collision between the two particles or they miss each other. Each
set of trajectory calculations results in determination of 𝑃(𝑏, 𝑣), the orientation-averaged
probability of collision for a specified equilibration temperature of the particles of specified size
[36]. The collisional probability as a function of impact parameter (𝑏), and velocity of collision
(𝑣) can be used to calculate the collisional growth rate of the particles, as follows,

∞ ∞
𝑚𝑖𝑗 3
𝑚𝑖𝑗 𝑣 2
𝛽𝑖𝑗,𝑀𝐷 = 8𝜋 2 ∫ ∫ 𝑃(𝑏, 𝑣) 𝑣 3 √(
) exp (−
) 𝑏 𝑑𝑏 𝑑𝑣
2𝜋𝑘𝑏 𝑇
2𝑘𝑏 𝑇
0
0

Where, 𝛽𝑖𝑗,𝑀𝐷 denotes the collisional growth rate as calculated by the molecular dynamics
trajectory calculations, and this expression is adopted from (Hogan), where the condensational rate
coefficient is calculated. The collisional correction factor is given by,

Collisional Correction Factor =

𝛽𝑖𝑗,𝑀𝐷
𝛽𝑖𝑗,𝐾𝑇𝐺

A value of greater than 1 for the collisional correction factor would indicate that the attractive
forces are dominant, whereas a value of less than 1 would mean that the repulsive forces are
dominant
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3.2.2 Nanoparticle Equilibration and Collisions
To equilibrate the nanoparticles, we constructed a large Wulff structure of titania nanoparticles in
anatase crystal phase with oxygen atoms double the number of titania atoms. The conventional
approach involves excising a spherical structure from the large crystal lattice, and removing the
excess titanium or oxygen atoms from the surface in order to ensure charge-neutrality. This
approach could lead to inconsistencies due to biased structures, non-uniformity, and issues with
repeatability. Therefore, instead of excising a spherical structure from this large crystal lattice, we
develop a different approach to excise a smaller Wulff structure with charge-neutrality. This
structure is then annealed at high temperatures in order for it to sinter and form a spherical titania
nanoparticle.

Figure 3-2. Simulated annealing of TiO2 Wulff structure with 252 atoms at high temperature to
obtain a spherical TiO2 nanoparticle (dp ~ 1.8 nm)
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Figure 3.2 shows that the Wulff structure of titania nanoparticle was first equilibrated in an NVT
(canonical) ensemble at a high temperature T = 3000 K with a step size of 1 fs with a total
simulation time of 7 ns. The motion of all the atoms was monitored via a Velocity-Verlet
algorithm. It is found that for all the particle sizes, in consideration in this work, the nanoparticle
sinters completely to become spherical in shape. Following this, the temperature is decreased at a
rate of 125 K/ns in an NVT ensemble. Finally, the spherical nanoparticle is equilibrated for 5 ns
at different equilibration temperatures so that the final structure is relaxed appropriately before
collisions. The nanoparticles considered here are composed of 252 (1.8 nm), 858 (2.8 nm), 2040
(3.6 nm) and 3990 (4.2 nm) atoms with number of oxygen atoms twice the number of titanium
atoms. These nanoparticles were equilibrated at four different temperatures, 500, 1000, 1500 and
2000 K.

For the nanoparticle collisions, the trajectory simulations are performed using LAMMPS with the
Velocity-Verlet algorithm in an NVE framework, in order to keep the energy conserved in these
simulations. A time step of 1 fs is used in these simulations and they are carried out until the
collision event occurs or one of the nanoparticle leaves the simulation domain without collision.

3.3

Results and Discussions

3.3.1 Dipole Moment of Equilibrated Titania Nanoparticles
Figure 3.3 shows the calculated value of time averaged dipole moment of the equilibrated titania
nanoparticles for 5 ns. Figure 3.3a shows the effect of temperature on the dipole moment, for both
the calculations for this work for 1.8 nm sized particle, and the previous molecular dynamics
simulation work [31, 32], which were performed for 2 nm sized particle. As temperature increases,
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Figure 3-3. Time averaged dipole moment as a function of A) temperature, B) particle diameter.

the time averaged dipole moment does not change much, but for the previous work it decreases
significantly. We argue that in these simulations, the high dipole moment comes as an artifact
because of the particle construction, and equilibration approach, whereas in this work, simulated
annealing ensures that the equilibrated spherical nanoparticle represents the liquid like amorphous
titania nanoparticle at such high temperatures At high temperatures, the dipole moment reported
previously matches well with the calculated values, as the particle gets sufficient energy to relax
and equilibrate in previous as well as this work. Therefore, the bias is more prominent at lower
temperatures.

Figure 3.3b compares the time averaged dipole moment as a function of particle diameter at a
temperature of 500 K. Both the approaches show linear increase in the dipole moment as a function
of particle diameter, but the previous MD simulations show a much higher value as compared to
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the simulated annealing approach. The random excision, and insufficient equilibration are the
factors that contribute to this behavior.

3.3.2 Collisions of equally sized particles

Figure 3-4. Collisional probability of particles of equal size (2.8 nm) as a function of normalized
particle velocity, and impact parameter at 4 different temperatures of 500, 1000, 1500, 2000 K.
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Once the nanoparticles were equilibrated, their collisions were studied in detail. Figure 3.4 shows
the collisional probability of particles of equal size (2.8 nm - 2.8 nm) on a b-v scale at 4 different
temperatures (500-2000 K). The red color indicates collisional probability of 1, whereas blue color
represents zero collisional probability. The x-axis denotes the initial velocity of impaction,
normalized with respect to the velocity mean thermal velocity, whereas y-axis denoted the impact
parameter minus the average size of particle collisions. The simulations resulted in either a
collision or a miss case, but none of the collisions led to dissociation of the original nanoparticle
or bouncing of the surface. This is because the impaction velocities were chosen reasonably around
the relative mean thermal velocity, and the additional degree of freedom of the nanoparticle would
take up the kinetic energy of impaction.

First observation from Figure 3.4 is that there is enhancement in the rate of collisional growth as
the effective collisional cross section area is increased due to interactive forces. The collisional
probability decreases, as the normalized velocity increases and the impact parameter increases.
This is quite obvious as the particles with smaller relative velocities spend more time in the vicinity
of each other, and the particles with smaller impact parameter are close to each other, allowing
interactive forces to attract them towards each other, resulting in higher collisional probability.
There is no sharp change in probability as can be seen from Figure 4, as the collisional probability
is obtained by averaging the collisions between particles with different orientations for a fixed
size, and temperature, and the collisional probability values are interpolated to obtain this plot. It
can also be observed that as the temperature increases, the overall area corresponding to the red
color decreases, suggesting lower collisional probability, and therefore lower collisional correction
factor. The reader is referred to supplementary information for the collisional probability on b-v
scale for collisions between 1.8 nm – 1.8 nm sized particles, and 3.6 nm – 3.6 nm sized particles.
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Figure 3-5. Collisional correction factor for equally sized particles as a function of temperature

Figure 3.5 summarizes the simulations for the calculation of the collisional growth rate between
the particles of same size, at 4 different temperatures. It can be observed that as the temperature
increases the collisional growth rate decreases, which is similar to the prediction of several
previous models. But all the empirical or theoretical models only report the limiting case of free
molecular regime, and fail to quantify the collisional correction factor for different sizes. On the
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other hand, even controlled experiments cannot study collisional growth rates for monodisperse
particles. Therefore, molecular dynamics simulations provide accurate values for the collisional
correction factors as a function of system temperature, and particle diameter.

3.3.3 Collisions of unequally sized particles

Figure 3-6. Collisional probability of particles of unequal size (1.8 nm, 3.6 nm) as a function of
normalized particle velocity, and impact parameter at 4 different temperatures of 500, 1000,
1500, 2000 K
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Figure 3-7. Collisional correction factor for unequally sized particles as a function of temperature

Figure 3.6 shows the collisional probability of particles of unequal sizes (1.8 nm – 3.6 nm) as a
function of normalized particle velocity and impact parameters. The trends with respect to the
normalized velocity and the impact parameter is found to be the same as Figure 3.4. The overall
collisional probability also decreases with respect to the increasing temperatures. The reader is
referred to supplementary information for the collisional probability on b-v scale for collisions
between 1.8 nm – 2.8 nm sized particles, and 2.8 nm – 3.6 nm sized particles. Figure 3.7 shows
the collisional correction factor for unequally sized particles at three different temperatures. The
trend with respect to temperature is again found to be consistent with previous findings. As the
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ratio between the two particles increases, the collisional correction factor increases. Previously,
several models [27, 28] have indicated similar trend, but the value was not quantified
systematically as a function of particle size. It can be concluded that even though the collisional
correction factor increases between the particles of different sizes it is not significantly higher than
for the collisions between the same sized particles.

3.3.4 Comparison with experiments and models

Figure 3-8. Comparison of collisional correction factor as calculated through molecular dynamic
simulations with experiments, and existing models.
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Figure 3.8 compares the molecular dynamics trajectory calculations in this work (1.8 nm, 2.8 nm,
3.6 nm), with the previous molecular dynamics simulations (2 nm), first mean passage time model
(limiting free molecular regime), and the experimental results (5 nm, polydispersed) obtained in
the past for titania nanoparticles. First, enhancement is observed in all the modeling and
experimental findings for the titania nanoparticle collisions, and as the temperature increases the
collisional correction factor decreases. Second, the molecular dynamics based trajectory
calculations are closely followed by the mean passage time calculations, whereas the previous MD
simulations, and experiments show a much higher value for the collisional correction factor.

There are shortcomings for both the experiments, as well as, previous molecular dynamics
simulations. Even though these experiments were performed in a very controlled manner, there
were some limitations. The particle size distribution measured was based on the assumption of
complete sintering of the nanoparticles, which might not be the case, especially at lower
temperatures. Incomplete sintering can lead to higher collisional cross sectional area, and
therefore, higher collisional growth rates, and higher calculated values for the collisional
correction factor. Moreover, the particle size distribution was not monodisperse but lognormal,
which could contribute further to increase the collisional correction factor experimentally. On the
other hand, the previous molecular dynamic simulations involved inconsistencies in the dipole
moment calculations. But, at the same time it is worth mentioning that all the trajectory based
molecular dynamics calculations are performed for spherical titania particles, which are
amorphous. The effect of different crystal structures on the collisional correction factor of titania
nanoparticles will be studied in the future.
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3.4

Conclusions

Collisional growth rate of titania nanoparticles in gas phase at high temperatures is investigated
through molecular dynamics trajectory calculations. A new approach of simulated annealing to
construct and equilibrate titania nanoparticles is proposed. We find that this approach removes
several inconsistencies, and bias of dipole moment, which were present in previous molecular
dynamic simulations. The equilibrated titania nanoparticle collisions are then studied by tracking
their trajectories. The particles either collide and stick or miss each other; no case of particle
bouncing or dissociation is observed. The orientation-averaged collisional probability is found to
increase with decrease in the impact parameter (b) and collision velocity (v). The collisional
correction factor, calculated from the 2-dimensional b-v map of collisional probability, is found to
decrease with increasing temperature for both equal and unequal sized particles. As compared to
equal sized particles, unequal sized particles were found to have a higher collisional correction
factor, which increases with higher differences in their particle sizes. Finally, the trajectory
calculations MD approach is compared with previous models, and experiments. A simple model
based on mean passage time calculations is able to explain the detailed MD results, whereas the
experiments and previous MD simulations found a much higher value for collisional correction
factor. The reasons for these inconsistencies could be the shortcomings of experiments like
assumption of complete sintering, and previous MD simulations like bias in dipole moment
calculations, which can artificially increases the collisional correction factor. Nevertheless,
molecular dynamics trajectory calculations provide accurate quantification of the collisional
growth rates, which is crucial for improving the understanding of the early stages of particle
formation and growth in high temperature gas-phase synthesis.
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Abstract
The charge on particles plays an important role in the early stages of nanomaterial formation and
growth in high temperature material synthesis from flame aerosol reactors. Thus, it is important
to study the charging characteristics of sub-10 nm particles. With the development of measurement
tools like high-resolution differential mobility analyzers coupled with electrometer, and boosted
butanol CPC; the particle size distribution and percentage of charged particles can be measured by
two different approaches. In this work, the effect of diluent in the flame (N2 v/s Ar), sampling
height, and precursor concentration is evaluated. The percentage of charged particles is higher with
Ar as diluent, as compared to N2. This percentage decreases as height above the burner increases,
with positive particles smaller in size as compared to negative particles, owing to different
charging mechanisms. Increasing precursor concentration increases the particle size for both
neutral and charged particles, as well as the percentage of charged particles. The two measurement
approaches, neutralizer-half-mini-DMA-electrometer, and boosted butanol CPC complement each
other. They agree well for particles larger than 2 nm, but owing to their limitations, provide the
lower and upper bounds for average charge fraction for sub 2 nm particles, respectively.
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4.1

Introduction

Flame aerosol reactors (FLAR) are the backbone of the gas-phase synthesis of nanoparticles at
high temperatures in a “bottom-up” approach [1-4]. Several processes like precursor reactions,
homogeneous/heterogenous nucleation, particle-particle collisions, agglomeration, etc take place
in relatively short time scale (~ µs to ms). Although flame synthesis is widely used for the
production of nanoparticles on an industrial scale, a clear understanding of the early stages of
particle formation and growth is still elusive [5].
The characteristic size dependent properties of nanometer sized particles differ from their bulk
counterpart with the most significant effects occurring for 1-10 nm diameters. Due to very high
specific surface area, and unique quantum confinement forces, sub-10 nm particles have
applications in catalysis [6], bio-medical imaging [7], Cerenkov radiation induced therapy [8] and
semiconductor quantum dots [9]. On the other hand, flame aerosol reactor is a highly versatile
approach to synthesize nanoparticles on a large scale. This further motivates us to investigate the
particle formation, and growth in flame aerosol reactor, with a goal to synthesize particles with
precise size, crystal phase and morphology on industrial scale [10].
Few researchers have studied the synthesis process of sub-10 nm particles from flame systems in
the past, but several researchers have worked on understanding the soot nucleation, and growth.
Maricq measured the charged particle size distributions (PSDs) and charge fractions of soot
particles in premixed ethylene flames by nano-differential mobility analyzer (DMA) and
condensation particle counter (CPC) [11]. It was found that they were either neutral or singly
charged with both polarity, and the charge fraction increased with increase in mobility diameter.
These measurements were limited to particles larger than 3 nm, due to the low activation efficiency
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of CPC and high diffusion loss and low resolution of nano-DMA used in these studies [12, 13]. To
shed light on sub-3 nm soot particles, Sgro et al. [14, 15] used a higher resolution TapCon DMA
coupled with an electrometer to investigate charged particles, and found that the experimental data
agreed well with the Boltzmann charge distribution. Recently, nascent soot particle size
distributions down to 1 nm were measured using a 1 nm scanning mobility particle sizer (SMPS),
but charge fractions were not reported [16].
To counteract the diffusion broadening of DMA transfer functions, high resolution DMA (Halfmini DMA) with new conﬁgurations and high sheath ﬂow rates (> 100 lpm) was designed [17,
18], which signiﬁcantly reduced the residence time and diffusional loss of classiﬁed particles. By
applying an electrometer downstream of the Half-mini DMA, Wang et al. measured sub-3 nm
TiO2 particles from flame reactors successfully [19]. In order to activate sub-3 nm particles in
CPC, several instruments have been developed like particle size magnifiers, which uses diethylene
glycol (DEG) as working fluid to grow the particles, and can measure particle size distribution by
changing the capillary flow rates. Jingkun et al. [20] developed a two stage CPC, which is now
commercialized by TSI, to measure particles as small as 1 nm. On the other hand, several
researchers [21, 22] have improved the existing butanol CPC, by increasing the super-saturation,
and therefore activating sub-3 nm particles. It has been be argued that this is relatively better
approach to activate particles, as butanol is less chemistry dependent than DEG [23].
Previous measurements using enhanced particle detectors provided valuable information about
TiO2 cluster measurements. Wang et al. [24] reported that for CH4 + O2 + N2 flame, majority (>
90 %) of the sub 3 nm clusters were charged; either positively with hydrocarbon group attached to
TiO2, or negatively with NO3- group attached to it. This was the first study to look at both the
physical, and chemical aspects of sub 3 nm particles using enhanced particle detectors, but the
76

evolution of charge fractions, and particle size distributions to larger particle sizes remained
unanswered in this study. Sharma et al. [25] investigated the collisional growth rate of TiO2
particles (4-10 nm) through controlled furnace experiments, whereas Yan et al. [26] studied the
effect of dipole-dipole interactions on the collisional growth rate for TiO2 particles through
molecular dynamic simulations. Both the studies independently found higher collisional growth
rate than predicted by kinetic theory of gases, and proposed a correction factor. These growth rates
are important for solving the population balance equations [27, 28]. To further understand the
relative effect of particle-particle and particle-ion interactions, simultaneous coagulation and
charging models were developed and simulated for flame conditions [25, 29]. It was found that as
many as 50% of the particles are charged through diffusion charging mechanism only, depending
on the ratio of particle to ion concentrations in the flame. It was also reported that as the particles
exit the high ion concentration environment close to the flame front, charged particles coagulate
to significantly reduce the charge fraction.
Therefore, all the previous literature on understanding particle formation and growth from
molecular clusters to sub-10 nm particles is focused on soot particles. On the other hand, during
the synthesis of titania nanoparticles from a flame aerosol reactor, researchers measured a high
fraction of charged particles for sub-2 nm sized particles. But several questions remain unanswered
like how this high particle charge fraction in sub-2 nm range translates to larger particles (2-10
nm), effect of different diluents (N2 v/s Ar), charging/discharging mechanisms after particles exit
the high temperature flame region for this particle size range.
In this work, the role of particle charge in the early stages (< 10 nm) of TiO2 nanoparticle formation
and growth is elucidated. High resolution DMA, with electrometer was used to measure particle
size distributions for both charged, and neutral particles; whereas a boosted butanol CPC was used
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to measure the average charge fraction. This instrumentation was used to study the particle size
distribution and percentage of charged particles for different diluents in flame (N2 v/s Ar), height
above the burner, and precursor concentrations.

4.2

Methods

4.2.1 Experimental Set-up

Figure 4-1. Schematic of the experimental set-up

Figure 4.1 shows a schematic diagram of the experimental set-up for the measurement of particle
size distribution, and charge distribution from the flame aerosol reactor. The experimental setup
consisted of a premixed flat flame burner, a high-dilution sampling system, and sub-10 nm particle
measurement instruments.
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A premixed flat flame was used for this study to generate 1-10 nm TiO2 nanoparticles, due to its
high stability, quasi-one-dimensionality, and broad usage. The cold mixture gas consisted of
methane (CH4, > 99.5 %, Linde AG) and oxygen (O2, > 99.95%, Linde AG) with either Nitrogen
(N2, > 99.95 %, Linde AG) or Argon (Ar, > 99.95 %, Linde AG) as diluent. A set of mass flow
controllers (MKS Inc.) maintained the total flow rates of CH4, O2, and N2/Ar. The velocity of cold
gas is kept at 60 cm/s, and flame equivalence ratio at 1. A detailed description of the set-up is
provided elsewhere [30]. The dilution sampling system consists of a stainless steel sampling tube
with a 0.16 mm sampling orifice embedded in the stagnation plate. TiO2 particles were drawn into
the sampling tube through the orifice and diluted immediately by a 30 L/min nitrogen flow in the
tube. The appropriate dilution ratio (~800) was determined and used in this work for eliminating
chemical reactions and limiting particle coagulation in the sampling tube [31, 32]. The maximum
flame temperature, without precursor, is calculated using Chemkin-Pro [33] and kinetic model of
USC Mech II [34].
The sampled particles from the flame were measured by two methods. Method 1 consisted of Kr85 neutralizer to impart a known charge to the particles, Half-mini DMA to classify the particles,
and electrometer to count them. When the total particle size distribution is measured, the flow
through the neutralizer is maintained at 5 lpm, whereas to measure the charged particle size
distribution the neutralizer is bypassed, and the inlet flow to the Half-mini DMA is maintained at
9 lpm. It is assumed that the neutralizer results in particles with a steady-state charge distribution
[35, 36], but this assumption is revisited in the discussion section. Both positive, and negative
polarities applied on the inner electrode of the Half-mini DMA were used for the measurements
of total and charged particle size distribution. Total particle size distribution inferred from negative
particles at the outlet of neutralizer is used for the calculation of the percentage of charged particles
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as a function of particle size, due to higher mobility of negative ions in a neutralizer, which prefers
to achieve Fuchs charge distribution with less residence time [37].

Method 2 consisted of a charged particle remover to remove all the charged particles; a secondary
dilution system, and boosted butanol CPC. Charged particle remover (CPR) was a 3/8 inch
diameter tube with a central rod of 1/16 inch diameter. Voltage of 0.5 kV, applied across the central
rod and outer tube, was able to remove all the charged particles, as verified by measuring total
particle number concentration using SMPS without a neutralizer. A secondary dilution system
provided dilution ratio between 20 and 300 to satisfy the measurement limit of CPC. A butanol
based CPC from TSI (Model 3776) was boosted by changing the capillary flow rate to 69 sccm,
and saturation temperature to 45 °C [21, 22]. These conditions ensured the measurement of sub 2
nm particles with high counting efficiency. When the CPR was turned off, both charge-neutral,
and charged particles were measured, whereas when it turned on, only charge-neutral particles
were measured. The percentage of charged particles was calculated by the two measurements
separately.

4.2.2 Data inversion from Half-mini DMA
The raw current data from electrometer, as a function of Half-mini DMA voltage is inverted to the
size distribution function in the flame, using Eqn. 4.1.
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𝑓
𝐻𝑀
𝑑𝑖𝑓𝑓

(4.1)

where 𝐼 is the raw current measured from the electrometer, 𝑞𝑎 is the aerosol flow rate, 𝑒 is the
elementary charge, 𝜂𝐻𝑀 is the penetration efficiency of the Half-mini DMA, 𝛺 is the diffusive
transfer function, 𝜂𝑑𝑖𝑓𝑓 is the penetration efficiency in connecting tubing [38], 𝑓𝑖± is the steady
state charge fraction given by Fuchs theory of charging for positive and negative ions [35, 37], DR
is the dilution ratio calculated by the pressure drop across the sampling tube.

The penetration efficiency of Half-mini DMA is given by the empirical expression obtained by
Cai et al. [39], which is based on the experiments performed for different aerosol flow rates, and
particle sizes.
𝜂𝐻𝑀 = 𝑎𝜂 × exp (−

𝑏𝜂
𝐶𝜂
) × exp (−
),
2
𝑑𝑝
𝑑𝑝 × 𝑞𝑎

(4.2)

where 𝑎𝜂 , 𝑏𝜂 and 𝑐𝜂 are coefficients equal to 0.82, 2.57 and 1.56, respectively; 𝑞𝑎 is the aerosol
flow rate .

The diffusive transfer function (𝛺) accounting for diffusion is given by Eqn. 4.3 [40].

𝑍̃ − (1 + 𝛽)
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2

̃ . 𝐺𝐷𝑀𝐴 is the non-dimensional geometry
Where, 𝜀(𝑥) = 𝑥 ∙ erf(𝑥) + 𝑒 −𝑥 /√𝜋; 𝜎 = 𝐺𝐷𝑀𝐴 ∙ 𝐷
̃ is the non-dimensional particle diffusion coefficient [40], 𝛽 and 𝛿 are given as
factor and 𝐷
follows:

𝛽=

𝛿=

𝑞𝑠 + 𝑞𝑎
𝑄𝑚 + 𝑄𝑐

𝑞𝑠 − 𝑞𝑎
𝑄𝑚 + 𝑄𝑐

(4.4)

(4.5)

where 𝑞𝑠 , 𝑞𝑎 , 𝑄𝑚 and 𝑄𝑐 are aerosol sampling outlet flow rate, aerosol inlet flow rate, main excess
air outlet flow rate and clean sheath air inlet flow rate.

4.2.3 Experimental Plan
Table 1 shows the experimental test plan with three objectives. The first objective was to
understand the effect of different diluent (N2 and Ar) for both blank flame, and flame with TTIP
(titanium tetraisopropoxide) feed as precursor. The second objective was to study the effect of the
sampling height above the burner (3.5 mm – 24.0 mm) with constant TTIP flow. The third
objective was to study the effect of TTIP precursor concentration in the flame on particle charging,
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4.3

Results and Discussions

4.3.1 Blank Flame Ions (Ar v/s N2)

Figure 4-2. Positive and negative ions generated in the blank flame for CH4-O2-N2 and CH4-O2-Ar with
no precursor vapors of TTIP. Table 1 (test 1a).
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Figure 4.2 shows the particle size distribution for both positive and negative charged ions
generated in the blank flame, which refers to the condition when no precursor vapors of TTIP are
introduced in the flame. Two different diluents (N2 and Ar) were studied with equivalence ratio 1,
and the flame conditions were chosen to keep the similar calculated maximum flame temperatures,
so as to isolate the effect of temperature on the measurements. The calculated maximum flame
temperatures for N2 and Ar were 2318 K and 2315 K, respectively.

It was found that the blank flame with N2 (CH4 + O2 + N2) as diluent consisted of both positive
and negative ions, which was also observed previously [29, 42]. Argon flame (CH4 + O2 + Ar) was
found to produce slightly more positive ions in blank flame as compared to nitrogen flame. These
ions showed a broader peak with particle size for nitrogen flame, suggesting multiple species
whereas the ion concentration peak is relatively sharp for argon flame. On the other hand, negative
ions were observed in nitrogen flame (CH4 + O2 + N2) only, and they were absent in Argon flame
(CH4 + O2 + Ar). Since the flame is charge-neutral, the dominant negative charge carriers were
electrons for both Ar and N2 flame, but more in N2 flame. The source of ions in the flame is
attributed to be chemical, and thermal ionization [43], where the former is more dominant in the
specific flame conditions in this study [24]. Previous mass spectrometric analysis of nitrogen flame
has shown very similar size distribution for both positive and negative ions, with former composed
of several hydrocarbon species (CxHyOz+) and latter composed of nitrate ions (NO3-) [24].
It can be argued that these ions, especially NO3-, can be formed in the dilution probe, where
nitrogen concentration is very high. However, the temperature was measured in the probe to be <
500 K, which was low enough to quench majority of the chemical reactions. Furthermore,
measurements were also performed for particle size distribution with Ar as dilution gas in the
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probe, and the size distribution did not change significantly. Therefore, we conclude that the
reported size distributions of ions represent the ions in the flame.

4.3.2 Effect of diluent on particle charging (N2 v/s Ar)
When TTIP is introduced to the flame, both charged and neutral particles are measured from the
flame. Figure 4.3 shows the comparison of the percentage of charged particles in the flame for N2
and Ar as diluent. It is important to note that the precursor loading was kept constant for this
comparison, which is evident from the near identical corresponding particle size distribution
reported for both the flames, as shown in the SI (Figure B1).
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Figure 4-3. Percentage of charged particles for CH4-O2-N2 and CH4-O2-Ar at low TTIP concentration
(both polarities). Table 1 (test 1b).
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The percentage of charged particles were found to be higher for Ar than N2 flame; which can be
explained by higher concentration of ions in the former. Figure 4.3 also shows that the positively
charged particles are relatively smaller in size as compared to negatively charged particles.
The possible reasoning behind this could be different charging mechanisms to gain charge for each
polarity. Previous mass spectrometric studies focused on sub 2 nm particles have shown that
positively charged particles are composed of TiO2 attached with organic groups, and negatively
charged particles are composed of TiO2 groups attached with NO3-. This indicated a strong
particle-ion interactions in the flame. In addition to previous measurements, Figure 4.2 in this work
showed that positive charge carriers were mainly positive ions; whereas negative charge carriers
were mainly electrons in the blank flame. Therefore, we speculate that particle charging by direct
impact of electrons [44, 45] and ion-diffusion [37] were dominant mechanisms for particle
acquiring negative charge, whereas incomplete precursor decomposition [42, 46] and ion-diffusion
[29, 37] contributed to positive charge on the particles. This also explains differences in the charge
fraction (Figure 4.3) as well as, charged particle size distribution (Figure B2)

4.3.3 Effect of sampling height on particle charging
Figure 4.4 shows the PSD, and percentage of positive, negative and total charged particles at
different sampling heights above the burner (HAB). Both positive and negative polarity of the
Half-mini DMA led to similar total PSD, even for sub 2 nm particles, probably due to overall low
total particle concentration. Besides, the particle size distribution did not charge significantly with
sampling height. This is explained by comparing the characteristic time of coagulation (~ seconds)
with the residence time (~ milliseconds), since no persistent nucleation takes place, when TiO2 is
formed from TTIP.
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Figure 4-4. Effect of height above the burner on particle size distribution, and percentage of charged particles.
Table 4.1 (test 2).

88

Figure 4.4 also shows the corresponding percentage of charged particles for each height, and the
particle size distribution for the charged particles in the flame is included in the SI (Figure B3). In
contrast to PSD, the percentage of charged particles decreased as the measurements were
performed farther from the flame front. The particles very close to the flame front acquire charge
as there is continuous generation of ions/electrons in this region due to chemical ionization and
charging of particles. As the distance from the flame increases, the concentration of flame ions
decreases significantly, reducing particle-ion collision probability. The acquired particle charge
can then be reduced by loss of ions/electrons to the surrounding medium or coagulation of charged
particles among themselves. The enhanced coagulation of a percentage of charged particles will
not change the overall PSD with height significantly, because of their relatively small contribution
to particle diameter. Another important thing to note here is that the percentage of charged particles
for positive charge were consistently smaller than that for negative charge, which follows the same
trend as described earlier. The dominance of different charging mechanisms for different polarities
is a possible reason for this trend.

Figure 4.5 summarizes the effect of sampling height on particle number concentration. The total
number concentration of the particles did not change significantly with height, and the calculated
total number concentration for both positive and negative polarity seems to agree well with each
other. On the other hand, the charged particle concentration for both the polarities decreased with
increase in sampling height. Very close to the flame (HAB = 3.5 mm), the negatively charged
particle concentration is almost 3 times of positively charged particles due to the dominant role
played by electrons close to the flame. The electrons are easier to diffuse and charge the particles,
as compared to ions, which have a relatively lower diffusion coefficient [45]. As the height
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increases, charged particles of both polarities have similar total number concentration, because the
electrons are quickly lost due to their high mobility.

Figure 4-5. Total number concentration of charged particles, and total particles measured at different height
above the burner. Table 1 (test 2).
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4.3.4 Effect of precursor concentration on particle charging

Figure 4-6. Effect of precursor concentration on total particle size distribution, and percentage of charged
particles at a fixed height above the burner (3.5 mm). Table 1 (test 3).
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Figure 4.6 shows the effect of increase in precursor concentration on particle size distributions,
and percentage of charged particles. As the precursor concentration was increased from low to
high, particle size distribution shifted to the right, due to the formation of larger particles. The
percentage of charged particles also increased with increase in precursor loading in the flame.
Both positive and negative charged particles were found to grow in size, as precursor loading was
increased. Negatively charged particles constituted single peak for all the cases, whereas for
positively charged particles, two peaks were observed at high precursor loading. This further
bolsters our hypothesis that for negatively charged particles electrons impaction is the more
dominant pathway for particle charging; whereas for positively charged particles, sub 2 nm
particles are formed by incomplete decomposition of precursor, and larger particles are formed by
diffusion charging of large ions in the flame. Moreover, as the precursor concentration was
increased, larger particles with more surface area were formed, and therefore increasing the
probability of particle-ion, and particle-electron collisions. This provides a possible explanation
for the observed high percentage of charged particles. The reader is directed to SI, Figure B4, for
the details on the charged particle size distribution for both the polarities.
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Figure 4-7. Comparison of percentage of charged particles, a) measured using method 1 (neutralizer, half-mini DMA,
and electrometer) b) measured using method 2 (boosted butanol CPC); c) calculated from Fuchs theory of charging.
Table 4.1 (test 3).

Figure 4.7 summarizes the measurements of different precursor loading on the percentage of
charged particles. Here, the x-axis shows the geometric mean diameter of the particle size
distribution measured for different precursor loading. This figure also compares the measurements
from method 1 comprising of neutralizer, half-mini DMA, and electrometer; measurements from
method 2 comprising of charged particle remover (CPR), and boosted butanol CPC; and
calculations from Fuchs theory of charging.
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Method 1 and Fuchs theory of charging suggest that the percentage of charged particles increases,
as the geometric mean diameter increases; whereas method 2 suggests an opposite trend. The two
measurement methods seems to flatten out for particles larger than 2 nm, but disagree with each
other for sub-2 nm particles. Both the measurements showed their biases in the calculation of the
percentage of charged particles. Method 1 was limited because of inability of sub 2 nm particles
to reach steady state Fuchs charge distribution. Assuming that the particles would be more charged
before they enter the neutralizer, the reported values for the percentage of charged particles depicts
the lower-limit of measurement. On the other hand, the measurements from method 2 are limited
due to preferential activation, and detection of sub 2 nm charged particles over neutral particles in
boosted butanol CPC [47]. This approach tends to overestimate the overall percentage of charged
particles, and can therefore be considered as an upper limit. This interpretation of the upper and
lower limit of charged percentage is further supported by the convergence of the percentage of
charged particles measured by the two methods for particles > 2 nm.

4.4

Conclusions

The role played by ions in particle growth and charging is investigated by studying the effect of
diluent (CH4+O2+N2 v/s CH4+O2+Ar), sampling height, and precursor concentration. When Ar is
used as diluent, there is higher ion/electron concentration in the flame than nitrogen, and therefore
when precursor is introduced, higher percentage of particles acquire charge. This percentage is
higher close to the flame front (3.5 mm), with ~3 times more negatively charged particles than
positive charged, but as the sampling height is increased, their concentrations decreased, and were
roughly equal. The mobility diameter of positively charged particles is found to be consistently
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smaller in size than their counterpart. Based on our measurements, the dominant charging
mechanism is incomplete precursor degradation and particle-ion interactions for positive particles,
whereas electron impaction dominates for negative particles. On the other hand, increase in
precursor concentration lead to increase in particle size, with higher percentage of charged
particles. Both the measurement approaches, neutralizer-Half-mini DMA-electrometer (method 1)
and boosted CPC measurements (method 2) show higher average charge percentage when
compared with the Fuchs’ theory of charging. More importantly, they diverge from each other for
sub-2 nm particles, but agree well for particles larger than 2 nm. We conclude that owing to
inherent limitations, neutralizer-Half-mini DMA-electrometer and boosted CPC measurements
complement each other, and represent the lower and upper limit of the percentage of charged
particles, respectively. Future studies are needed to fully understand particle-particle and particleion interactions in flame aerosol reactors to realize the application of controlled sub-10 nm material
synthesis.
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Abstract
A large number of chemically and thermally ionized species are produced in flames. During flame
synthesis of nanoparticles, these ions collide with the particles as do the particles amongst
themselves. Both charging and particle-particle collisions decide the particle size distribution, but
existing models in flame synthesis often do not consider the coupling of these two effects. In this
work, a model simulating simultaneous charging and coagulation is developed using the method
of moments (MoM), with the help of asymptotic methods and perturbation theory. This model
considers different charged states, as well as the particle size distribution in each charged state and
their interactions. To achieve this, first, a simplified polynomial expression for the charging
coefficient is derived from Fuchs’ theory. This expression is found to be in good agreement with
the complete Fuchs theory expression at high temperatures in the free molecular regime. Next, this
expression is used in the general dynamic equation for simultaneous charging and coagulation to
derive population balance equations of volume moments. A simplified modeling method, named
the monodisperse model (MdM), was used to compare the simulation results. Both the MoM and
MdM showed good agreement in different simulated cases. It was found that for constant bipolar
ion environment, the collisional growth increases as the ion concentration increases, and flattens
out for high ion concentration (>108 #/cm3). Simulated results also showed that for a unipolar ion
environment, MoM predicted that the particle growth by collisions would be more suppressed,
resulting in particles with a lower polydispersity index. The simplified expressions for the ionattachment coefficient used in the MoM works well at high temperatures in the free molecular
regime, and that MdM is able to capture the physics of the system well.
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Nomenclature

 q, char

Ion-attachment coefficient between an ion (+/-) and a particle with charge q

q

Charge on the particle

T

Temperature of the system

A (q, T ), B (q, T ) Function of charge ( q ) and temperature ( T ) in the ion-attachment coefficient
p

Constant for charging coefficient

m

Maximum charge acquired by a particle

e

Elementary charge

0

Vacuum permittivity

c

Thermal velocity of an ion (+/-)

K

Conductivity of the particle



Mean free path of ions (+/-)

n q (v, t )

Size distribution function for particles of charge q

M kq (v, t )

kth volume moment of particles of charge q

k

k = 0,1,2 represents 0th, 1st , and 2nd moment of lognormal size distribution

E

Potential energy to thermal energy ratio for the Coulombic potential

Q1 , Q2 , Q3

Fitting parameters for coagulation coefficient of charged particles

B2 , b2

Constants for coagulation coefficient

brownian(v, v~)

Coagulation coefficient between neutral particles of size v and v~ for Brownian
motion

 i, j (v, v~)

Coagulation coefficient between particles of size v and v~ , with charges i and
j

i, j

Charge on a particle


N ion

Number concentration of positive ions


N ion

Number concentration of negative ions



Ion recombination coefficient
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N p,0

Initial particle number concentration

N i ,0

Initial ion concentration

q
d pg

Geometric mean diameter of particles of charge q

N totq

Total concentration of particles with charge q

 gq

Geometric standard deviation of particles with charge q
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5.1

Introduction

Flame processes have been widely to produce a variety of nanoparticles [1-3]. The particles are
formed through nucleation and grow at high temperatures in flame conditions [4-6]. Understanding
the growth of nanoparticles is of great importance in controlling their size and shape [7], which
are parameters of great interest for energy [8, 9], environmental [6], and biomedical applications
[10]. This understanding is not yet complete because of the difficulties in the accurate
measurement of particles below 3 nm [11, 12]. Moreover, experiments show that a large fraction
of particles thus produced are charged [12-14], possibly resulting from the high concentrations of
both positive and negative ions in the flame, which can be as high as 1010 #/cm3 [15]. Therefore,
as particles coagulate, ions can attach to them affecting their overall rate of growth.

In the past, detailed aerosol dynamics models have been developed to understand coagulation,
aggregation, and sintering, including the discrete-sectional model [16, 17], moving sectional model
[18] and the method of moments [19]. These models neglected the effect of charging on
coagulation rates of particles in a flame environment. When the characteristic time of coagulation
is comparable to the characteristic time of charging, models have to account for both phenomena.
There are a few studies on simultaneous coagulation and charging. Oron and Seinfeld (1989)
proposed a detailed 2-dimensional sectional model for charge and size and simulated it for both
unipolar and bipolar ion environments [20]. Based on these models, Fujimoto et al. (2003)
proposed a 2-dimensional discrete-sectional model for charge and size [21]. This model was then
used to simulate the formation and growth of titania nanoparticles at 500 oC in a unipolar ion
environment. It was found that the product titania’s average diameter, geometric standard
deviation, and concentration are affected greatly. Even though these models are detailed, they are
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computationally demanding. A large number of coupled ordinary differential equations must be
solved simultaneously, and the complex expression for the ion-attachment coefficient must be
calculated at each time step.

One simple monodisperse model has been proposed to study the effect of simultaneous charging
and coagulation in flame conditions [22]. This model is easy to solve computationally because the
number of ordinary differential equations is reduced significantly. However, the calculations for
the complex form of the ion-attachment coefficient given by the Fuchs expression at different
temperatures are still computationally demanding. Park et al., 2005 [23] used a simple expression
for ion-attachment coefficient derived from Keefe et al., 1959 [24]; and solved the moment balance
equations for simultaneous charging and coagulation for singly charged particles in bipolar ion
environments. However, the ion-attachment coefficient used in this study is much lower as
compared to Fuchs theory [25]. In addition, none of the above models have been used to
systematically understand the effect of charging in flame conditions. Recently Wang et al. (2017c)
used a monodisperse model to explain trends in the presence of bipolar and unipolar ions in a flame
environment [26]. It was found that particle coagulation is highly suppressed in unipolar ion
environments. A simple time scale analysis was also proposed by comparing the characteristic
time scales of charging and coagulation. MdM captures simultaneous charging and coagulation in
flame conditions but does not take into account the size distribution of the particles. Hence, a
model considering both the evolution of the particle size distribution and simultaneous coagulation
and charging is needed to accurately capture the particle dynamics during combustion.

This work develops such a model, based on the method of moments (MoM), to simulate the
simultaneous particle charging and coagulation at high temperatures. Simplified polynomial
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expressions for the ion-attachment coefficients as a function of particle volume are proposed with
the help of asymptotic methods and perturbation theory. These expressions are validated at high
temperatures and are found to be in good agreement with the exact Fuchs theory formulation.
These expressions are then used in the population balance equation and closed-form equations of
particle volume moments are derived. These equations are solved under various conditions in
unipolar and bipolar ion environments. Finally, the MoM simulation is compared with the MdM
to evaluate the performance of the simulation methods.

5.2

Model description

5.2.1 Ion attachment coefficient
The ion-attachment (charging) coefficient is given by the Fuchs expression for charging [27]. In
order to apply the method of moments to the general dynamic equation involving simultaneous
charging and coagulation, the charging coefficient needs to be simplified to a polynomial function
of the size of the particles. According to Fuchs’ theory, the charging coefficient is a complex
function of the charges carried by the particle, particle size, particle conductivity, and the system
temperature, as given by Eq. (5.4).
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It is important to note that the expression for ion-attachment coefficient involves minimization of
b
the apsoidal distance, b for the calculation of collisional probability,    min, i
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integrals, and exponentials, which are a function of particle size or volume. In this work, simplified
polynomial expressions for the ion-attachment coefficient are derived with the help of asymptotic
methods and perturbation theory [28]. The final expression in Eq. (5.5) is presented here, and the
reader is referred to the supplementary material for a detailed derivation of the expression.

 q ,  char ~ A  (q, T )v

2

 0,  char ~ A  (0, T )v

2

1

3

 B  ( q , T )v 3 , q  0

3

 B  (0, T )v 2 , q  0

1

where

108

(5.5)
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In Eq. (5.5), A (q, T ) and B (q, T ) represent the functions of the charge, q , and temperature, T .
Further, v denotes the volume of the particle, p denotes a constant for charging coefficient, K
denotes the conductivity of the particles, c  denotes the mean thermal velocity of ions, and  




denotes the mean free path of the ions. Note that in Eq. (5.6), A (q, T ) and B (q, T ) are not
functions of the size of the particle.

Eq. (5.5) is valid at high temperatures in the free molecular regime. Figure 5.1 shows a comparison
between the exact expression given by Fuchs Eq. (C27) and the simplified expression given by
Eq. (5.5). The plot clearly shows that for small particles ( d p  15 nm), Eq. (5.5) almost overlaps
the exact expression. In addition, the effects of temperature, the charge on the particle, and the
polarity of the ion are also well captured by the simplified expression. Another way to look at the
validity of the expression is to plot the steady state charge distribution using both the expressions,
as shown in Figure C1. This figure also indicates good agreement with the Fuchs theory of
charging.
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Figure 5-1. Comparison between the ion-attachment coefficient given by the Fuchs theory (lines) and the simplified
expression (symbols). a) and b) correspond to T = 1200 K whereas c) and d) corresponds to T = 2400 K. a) and c)
show the ion-attachment coefficient for negative ions

5.2.2 Coagulation Coefficient
The coagulation coefficient of particles in the free molecular regime is given by the kinetic theory
of gases for collisions among molecules that behave like rigid elastic spheres [29]. This
coagulation coefficient for uncharged particles can then be represented as a function of v and v~ ,
as shown in Eq. (5.7):
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In Eq. (5.7), B2  
 
 , where v1 and m1 denote the volume and mass of a
 4   m1 

background gas molecule respectively [30].

For the interaction between charged particles, a correction factor is applied [31].
i, j
 coag
(d i , d j )  W ( z i , z j )  brownian (d i , d j )

(5.8)

where, W  1   E for attractive potentials, and W  exp  E  for repulsive potentials and

E 

 zi z j e 2

2 0 d i  d j k bT

. In these equations, zi is the number of elementary charges on the

particle, di is the size of the particle with zi elementary charges,  is the relative permittivity of
the medium,  0 is the dielectric constant of vacuum, and e is the elementary charge.
The correction factor W is then fitted with the help of a polynomial function to get Eq. (5.9). The
detailed fitting is shown in the Appendix, and the final expression is presented here.
1
1
W  Q1 i, j  v 3  v~ 3 



2

1

1
1
 Q2 i, j  v 3  v~ 3   Q3 i, j 



(5.9)

The fitting parameters ( Q1 , Q2 , Q3 ) are summarized in Table 5.1 for different values of  E . Q1 ,Q2
and Q3 are a function of charge on the two particles, given by i and j , and the temperature of the
system, T . Combining Eq. (5.8) and Eq. (5.9), we get Eq. (5.10), which further simplifies to Eq.
(5.11).
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Here, b2 is adopted from Park et al., 2005 [23] and is given by Eq. (5.12):
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Table 5-1. Fitting parameters for the correction factor

5.2.3 Solving for simultaneous coagulation and charging using MoM
During nanoparticle charging, the number concentration of the ions changes and the charges of the
particles change. At the same time, charged and neutral particles coagulate to form larger particles.
Both charging and coagulation occur simultaneously and can be represented by the general
dynamic equation (GDE), Eq. (5.13) [32]. Ions can also be lost to the particles or recombine among
themselves. The balance of the ion concentration is represented by Eq. (5.9):
 q
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The charging and coagulation terms of the GDE are represented in Eq. (5.15) and Eq. (5.16)
respectively. The first and second terms in Eq. (5.15) represent the loss of the particles of size v
and charge q when they collide with positively or negatively charged ions respectively. The third
term represents the increases number of particles of size v and charge q when particles of charge
q  1 collide with positively charged ions. The fourth term represents the gain in particles of size

v and charge q when particles of charge q  1 collide with negatively charged ions. The first term

of the coagulation part of the GDE represents the gain in the particle number concentration due to
collisions between particles of size v and charge i with particles of size v  v and charge q  i .
The second term represents the loss due to coagulation of particles of charge q and size v with
particles of all other sizes and charges. The charge on the particle q is assumed to vary from  m
to  m .
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 n q (v, t )    q ,i (v, v)ni (v, t )dv
i  m 0

Eq. (5.13–5.16) are a set of coupled integro-differential equations. The simplest model, MdM,
assumes a monodisperse particle size distribution, which simplifies Eq. (5.13–5.16) to a set of

4m  4 ordinary differential equations [26]. Although the MdM for coagulation only has been
shown to agree with the detailed discrete-sectional model [17, 33] and the MoM [30] for
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coagulating systems, it is not clear if the agreement would hold for simultaneous charging and
coagulation. In this work, Eq. (5.14–5.16) are integrated to get a closed form moment balance for
q

three moments ( M 0q , M 1q , and M 2 ) for each charge q . Although it is now required to solve a set
of 6m  5 ordinary differential equations, it is still computationally faster than the two-dimensional
discrete-sectional formulation. Note that the value of m , which is the maximum charge a particle
can acquire, is assumed to be 4 in this work. Figure 5.2 shows the schematic comparison of MoM
and MdM.

Figure 5-2. Schematic diagram of the monodisperse model (MdM) and the method of moments (MoM)

The polynomial functions of the ion-attachment coefficient and the coagulation coefficient are
respectively substituted in Eq. (5.15) and Eq. (5.16). The equations are then integrated to get a set
of ordinary differential equations for the three moments [30]. For each charge q , the total particle
q
number concentration N totq , the geometric average diameter d pg
, and the geometric standard
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deviation  gq can be derived from M 0q , M 1q , and M 2 , as shown in Eq. (5.17–5.19). A generalized
q

expression to calculate the kth volume moment, M kq is represented by Eq. 5.20.
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5.2.4 Charging terms of the GDE
The value of ion-attachment coefficient from Eq. (5.5) can be used to derive Eq. (5.21) from Eq.
(5.15). The ion-attachment coefficient shows dependence on v

1

2

or v

1

3

as the value of q changes.

Therefore, the value of  in Eq. (5.21) can be equal to 1 2 or 1 3 . The generalized representation
of the value of  is shown in Eq. (5.22). Eq. (5.21) is then integrated after multiplying with v k to
obtain Eq. (5.23).
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In Eq. (5.23), M kq (v, t ) with k = 0, 1, and 2 represents the zeroth, first, and second volume moment
of the lognormal particle size distribution for each charge q .
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5.2.5 Coagulation terms of the GDE
Similar to the charging terms of the GDE, the expression for the coagulation coefficient, Eq. (5.16),
is applied to the coagulation terms of the GDE described by Eq. (5.11). The resultant equation is
then integrated after multiplying with v k to obtain Eq. (5.24), Eq. (5.25), and Eq. (5.26) for k = 0,
1, and 2 respectively.
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(5.24)
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0

0

It can be easily shown that Eq. (5.24-5.26) simplifies to the moment balance of M 00 , M 1 , and M 2

for uncharged particles in the free molecular regime, which are identical to the equations proposed
by Lee et al., 1984. Further model validation with the experimental measurements from Alonso et
al., 1999 [34] is discussed in the supplementary material. Eq. (5.23) and Eq. (5.24-5.26) are then
combined to get Eq. (5.27) for the overall change in M kq for simultaneous charging and coagulation.
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It is important to note here that these equations are derived with the assumption of lognormal
particle size distribution for both charged and neutral particles. A more detailed approach of
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Lagrange interpolation of moments can also be used, where particle size distribution is not
constrained to be lognormal [35].

5.2.6 Ion Balance
The ion balance on the positive and negative ions is given by Eq. (5.28). The first term represents
rate of generation of the ions, the second term represents the loss of particles due to recombination,
and the third term represents the loss of ions due to their attachment on the particles.
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Simulation Results and Comparison with the MdM

The set of ordinary differential equations Eq. (5.21) and Eq. (5.22) were solved simultaneously
q

using VODE solver in Python®. The overall mass balance was checked by summing M 1 over all
charges and was found to be constant at each time step for the entire simulation time. This
simulation time of 1 second was chosen to describe the flame conditions because it corresponds to
typical residence time of particles at high temperatures. The particle size distributions for each
charge and ion concentration were then evaluated under different initial conditions, using MoM.
Following this, the results were compared with the MdM for both unipolar and bipolar ion
environments. The parameters used in the simulation are summarized in Table 5.2.
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Parameter
Initial Positive Ion Concentration ( N i ,t 0 )

Values
103-1010 #/cm3

Initial Negative Ion Concentration ( N i ,t 0 )

103-1010 #/cm3 (bipolar)/0 #/cm3 (unipolar)

Positive Ion Mobility and Mass
Negative Ion Mobility and Mass
Initial Particle Concentration (all neutral) ( N p ,t 0 )

1.54 cm2/Vs and 140 amu
1.97 cm2/Vs and 70 amu
108 / 1010 / 1012 / 1013 #/cm3

Initial Particle Diameter
Temperature
Ion Recombination Coefficient

0.4 nm/ 1 nm
1200 / 2400 K
10-13 m3/s

Table 5-2. Parameters used in the simulation of particle simultaneous charging and coagulation.

5.3.1 Charging in a unipolar ion environment
The changes in average geometric diameter and particle number concentration with time are shown
in Figure 5.3 and Figure 5.4 respectively.

Figure 5.3a and Figure 5.3c show the results obtained using the MoM, while Figure 5.3b and Figure
5.3d show the results obtained using the MdM for same initial conditions. In Figure 5.4, the particle
size growth is hampered over time because most of the particles acquire similar charges, which
leads to repulsive forces. The same trend can be seen for both MdM and MoM, because the number
concentrations drop by similar ratios. Even though the trend is similar, MoM predicts the
coagulation of charged particles to be even less than for MdM. Possibly, the particles are charged
faster in MoM, which includes the particle size distribution unlike to MdM where a fixed size is
assumed. As shown earlier, the ion- attachment coefficient increases as the size of the particles
increases. Therefore, in MoM, the larger particles become more charged while the smaller particles
remain less charged. Overall, compared with the MdM, MoM predicts that more particles acquire
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charge. Therefore, we conclude that the inclusion of the size distribution in the model favors more
charging.

Figure 5-3. Evolution of average (geometric) particle size as a function of time at two different temperatures
using MoM and MdM, with and without charging effects in a unipolar ion environment. Subplots represent
initial particle-to-ion concentration ratios of a) 0.01 for MoM b) 0.01 for MdM, c) 100 for MoM, and d)
100 for MdM. Note the different scales of the x-axes and y-axes.
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Figure 5-4. Evolution of normalized particle number concentration as a function of time at two different
temperatures using MoM and MdM, with and without charging effects in a unipolar ion environment.
Subplots represent initial particle-to-ion concentration ratios of a) 0.01 for MoM b) 0.01 for MdM, c) 100
for MoM, and d) 100 for MdM. Note the different scales of the x-axes and y-axes.
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Figure 5-5. Evolution of geometric standard deviation as a function of time at two different temperatures
using MoM, with and without charging effects in a unipolar ion environment. Subplots represent initial
particle-to-ion concentration ratios of a) 0.01 b) 1, c) 100, and d) 1000. Note the different scales of the xaxes and y-axes.

Figure 5.5 shows the change in geometric standard deviation as a function of time using MoM for
different initial particle-to-ion concentration ratios. Geometric standard deviation approaches 1.35
in free molecular regime for the coagulation of neutral particles [36]. This can be observed in the
Figure 5.5c and 5.5d, where particle initial number concentration is high enough for the particles
to coagulate and reach a self-preserving size distribution. Figure 5.5 also shows that when unipolar
charging effects are incorporated, the geometric standard deviation follows the same trend, but
settles at a lower value. The possible explanation is that the charging probability of smaller
particles is less than that of larger particles, resulting in less charged fraction of smaller size
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particles. These particles are scavenged by the larger particles, and therefore the geometric
standard deviation reduces as compared to 1.35. Therefore, unipolar charging environment should
be exploited further to synthesize more monodisperse particles experimentally.

5.3.2 Charging in a bipolar ion environment

Figure 5-6. Evolution of average (geometric) particle size as a function of time at two different temperatures
using MoM and MdM, with and without charging effects in a bipolar ion environment. Subplots represent
initial particle-to-ion concentration ratios of a) 0.01 for MoM b) 0.01 for MdM, c) 100 for MoM, and d)
100 for MdM. Note the different scales of the x-axes and y-axes.
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Figure 5-7. Evolution of normalized total particle number concentration as a function of time at two
different temperatures using MoM and MdM, with and without charging effects in a bipolar ion
environment. Subplots represent initial particle-to-ion concentration ratios of a) 0.01 for MoM b) 0.01 for
MdM, c) 100 for MoM, and d) 100 for MdM. Note the different scales of the x-axes and y-axes.

Figure 5.6a and Figure 5.6b show the increases in average geometric particle diameter for MoM
and MdM respectively, as a function of time at two different temperatures in a bipolar
environment. At the very low particle concentration ( N p,o N i ,o  0.01 ), there are negligible
increases in particle diameter. Both MoM and MdM predict only very small changes in particle
diameter due to charging when compared to the base case of coagulation-only. In the other case
where the particle number concentration is high ( N p,o N i ,o  100 ), Figure 5.6c and Figure 5.6d
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show that the evolution of particle size for MoM and MdM are similar and there is a negligible
effect of charging. As expected, there is a little effect of a bipolar ion environment when the ion
concentration is much lower than the particle concentration. As time increases, the ion
concentration reduces even further as the oppositely charged ions recombine. The effect of
temperature is also studied which shows similar trends. Figure 5.7 represents decrease in the total
number concentration of particles as a function of time, is another way to represent the effect of
bipolar ions on particle growth.

In certain flame conditions, ions are continuously produced by chemical ionization while they
continue to recombine as well, which can cause a constant ion concentration. To understand such
a system, we assumed the particle concentration to be constant (1017 #/cm3) for particles of size 1
nm for a simulation time of 4 seconds at T = 1200 K, and solved the population balance equations.
MoM was simulated for different ion concentrations in the flame.

Figure 5.8 shows the effect of different ion concentrations on the total particle number
concentration as a function of time. It is observed that the ion concentration less than 10 6 #/cm3
seems to have a little effect on the total particle concentration, but as the ion concentration
increases, the overall rate of coagulation increases, and the particle number concentration drops
even further. Figure 5.9 compares the final number concentration with coagulation and charging
both included in the simulation, normalized to the coagulation-only case, Ntot _ coag char Ntot _ coag ,
as a function of ion concentration. Figure 5.9 also shows the percentage of charged particles as the
ion concentration increases. It is observed that as the ion concentration increases to 107 #/cm3,
there is a sharp increase in the percentage of charged particles, which seems to flatten out on further
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increasing the ion concentration. Similar trend of flattening is observed for the total number
concentration.

Figure 5-8. Effect of different ion concentration on the total particle number concentration as a function of
time. Here, the particle concentration = 10^17 #/cm3.

In a constant bipolar ion environment, increase in the ion concentration leads to increase in the
charging of neutral particles, thereby increasing the concentration of both positively, and
negatively charged particles. Oppositely charged particles experience attractive force, whereas the
particles of same charge experience repulsive force. The interplay between the attractive and
repulsive forces decides the overall rate of collisional growth. The collision of opposite charged
particles lead to the formation of neutral particles of larger size, which then get charged by ionparticle collision, and the process continues. After increasing the ion concentration beyond 10 7
#/cm3, the percentage of charge particles reach a steady value. This value represents the balance
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between the attractive and repulsive forces in the bipolar constant ion environment. The
normalized final particle number concentration also follows similar trend, and begins to flatten out
at high ion concentration.

Figure 5-9. Evolution of normalized average particle size and percentage of charged particles as a function
of ion concentrations ratio. Here, the particle concentration = 10^17 #/cm3.
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5.4

Conclusions

The Fuchs charging theory is coupled with method of moments (MoM) aerosol dynamics model
to simulate bipolar/unipolar ion environments at high temperatures. The complex expression for
the ion-attachment coefficient in Fuchs’ charging theory is first simplified to obtain polynomial
expressions as a function of volume of the particle. These expressions are then used to simulate
aerosol dynamics coupled with charging at high temperatures in the MoM. Closed form
expressions for three volume moments are derived. The results from the MoM agree well with the
monodisperse model (MdM). MoM predicts that in a unipolar ion environment, particle growth is
suppressed slightly more than predicted by the MdM, and the size distribution is less polydisperse
as compared to the case where charging effects are not considered. This difference is significant
even for 1000 times lower ion concentration as compared to particle concentration. For constant
bipolar ion environment, the collisional growth increases as the ion concentration increases, and
flattens out for higher ion concentration. Simulation with MoM could provide further insights by
including the size distribution. To conclude, MdM is reasonably able to capture the physics of
simultaneous coagulation and charging in bipolar ion environments, whereas in unipolar ion
environments, MdM predicts less charging and more coagulation than MoM.

5.5
1.

References
Kammler, H.K., L. Mädler, and S.E. Pratsinis, Flame synthesis of nanoparticles. Chemical
engineering & technology, 2001. 24(6): p. 583-596.

129

2.

Sahu, M. and P. Biswas, Single-step processing of copper-doped titania nanomaterials in
a flame aerosol reactor. Nanoscale Research Letters, 2011. 6(1): p. 441.

3.

Tiwari, V., et al., One-step synthesis of noble metal–titanium dioxide nanocomposites in a
flame aerosol reactor. Applied Catalysis A: General, 2008. 345(2): p. 241-246.

4.

Beaucage, G., et al., Probing the dynamics of nanoparticle growth in a flame using
synchrotron radiation. Nature Materials, 2004. 3(6): p. 370.

5.

Mueller, R., et al., Growth of zirconia particles made by flame spray pyrolysis. AIChE
Journal, 2004. 50(12): p. 3085-3094.

6.

Wu, C.-Y. and P. Biswas, Lead species aerosol formation and growth in multicomponent
high-temperature environments. Environmental engineering science, 2000. 17(1): p. 4160.

7.

Sharma, G., et al., Collisional Growth Rate and Correction Factor for TiO2 Nanoparticles
at High Temperatures in Free Molecular Regime. Journal of Aerosol Science, 2018.

8.

Chadha, T.S., et al., One‐dimensional, additive‐free, single‐crystal TiO2 nanostructured
anodes synthesized by a single‐step aerosol process for high‐rate lithium‐ion batteries.
Energy Technology, 2014. 2(11): p. 906-911.

9.

Hu, Y., et al., Engineering the outermost layers of TiO2 nanoparticles using in situ Mg
doping in a flame aerosol reactor. AIChE Journal, 2017. 63(3): p. 870-880.

10.

Raliya, R., P. Biswas, and J. Tarafdar, TiO 2 nanoparticle biosynthesis and its
physiological effect on mung bean (Vigna radiata L.). Biotechnology Reports, 2015. 5: p.
22-26.

130

11.

Carbone, F., M. Attoui, and A. Gomez, Challenges of measuring nascent soot in flames as
evidenced by high-resolution differential mobility analysis. Aerosol Science and
Technology, 2016. 50(7): p. 740-757.

12.

Fang, J., et al., Measurement of Sub-2 nm Clusters of Pristine and Composite Metal Oxides
during Nanomaterial Synthesis in Flame Aerosol Reactors. Analytical chemistry, 2014.
86(15): p. 7523-7529.

13.

Wang, Y., et al., The high charge fraction of flame-generated particles in the size range
below 3nm measured by enhanced particle detectors. Combustion and Flame, 2017. 176:
p. 72-80.

14.

Wang, Y., et al., Observation of incipient particle formation during flame synthesis by
tandem differential mobility analysis-mass spectrometry (DMA-MS). Proceedings of the
Combustion Institute, 2017. 36(1): p. 745-752.

15.

Fialkov, A.B., Investigations on ions in flames. Progress in Energy and Combustion
Science, 1997. 23(5): p. 399-528.

16.

Wu, J.J. and R.C. Flagan, A discrete-sectional solution to the aerosol dynamic equation.
Journal of Colloid and interface Science, 1988. 123(2): p. 339-352.

17.

Landgrebe, J.D. and S.E. Pratsinis, A discrete-sectional model for particulate production
by gas-phase chemical reaction and aerosol coagulation in the free-molecular regime.
Journal of Colloid and Interface Science, 1990. 139(1): p. 63-86.

18.

Tsantilis, S., H. Kammler, and S. Pratsinis, Population balance modeling of flame synthesis
of titania nanoparticles. Chemical Engineering Science, 2002. 57(12): p. 2139-2156.

19.

Pratsinis, S.E., Simultaneous nucleation, condensation, and coagulation in aerosol
reactors. Journal of Colloid and Interface Science, 1988. 124(2): p. 416-427.

131

20.

Oron, A. and J.H. Seinfeld, The dynamic behavior of charged aerosols. Journal of Colloid
and Interface Science, 1989. 133(1): p. 66-79.

21.

Fujimoto, T., et al., Unipolar ion charging and coagulation during aerosol formation by
chemical reaction. Powder Technology, 2003. 135–136: p. 321-335.

22.

Vemury, S. and S.E. Pratsinis, Charging and coagulation during flame synthesis of silica.
Journal of Aerosol Science, 1996. 27(6): p. 951-966.

23.

Park, S., et al., Coagulation of bipolarly charged ultrafine aerosol particles. Journal of
aerosol science, 2005. 36(7): p. 830-845.

24.

Keefe, D., P.J. Nolan, and T.A. Rich. Charge equilibrium in aerosols according to the
Boltzmann law. in Proceedings of the Royal Irish Academy. Section A: Mathematical and
Physical Sciences. 1959. JSTOR.

25.

Reischl, G., et al., Bipolar charging of ultrafine particles in the size range below 10 nm.
Journal of Aerosol Science, 1996. 27(6): p. 931-949.

26.

Wang, Y., et al., Influence of flame-generated ions on the simultaneous charging and
coagulation of nanoparticles during combustion. Aerosol Science and Technology, 2017.
51(7): p. 833-844.

27.

Fuchs, N.A., On the stationary charge distribution on aerosol particles in a bipolar ionic
atmosphere. Geofisica pura e applicata, 1963. 56(1): p. 185-193.

28.

Bender, C.M. and S.A. Orszag, Advanced mathematical methods for scientists and
engineers I: Asymptotic methods and perturbation theory. 2013, Springer Science &
Business Media.

29.

Friedlander, S.K., Smoke, dust, and haze. Vol. 198. 2000: Oxford University Press New
York.

132

30.

Lee, K., J. Chen, and J. Gieseke, Log-normally preserving size distribution for Brownian
coagulation in the free-molecule regime. Aerosol Science and Technology, 1984. 3(1): p.
53-62.

31.

Gopalakrishnan, R. and C.J. Hogan Jr, Coulomb-influenced collisions in aerosols and dusty
plasmas. Physical Review E, 2012. 85(2): p. 026410.

32.

Jiang, J., et al., Aerosol charging and capture in the nanoparticle size range (6–15nm) by
direct photoionization and diffusion mechanisms. Journal of Applied Physics, 2007.
102(3): p. 034904.

33.

Biswas, P., et al., Characterization of iron oxide-silica nanocomposites in flames: Part II.
Comparison of discrete-sectional model predictions to experimental data. Journal of
Materials Research, 1997. 12(3): p. 714-723.

34.

Alonso, M., et al., Transient bipolar charging of a coagulating nanometer aerosol. Journal
of aerosol science, 1998. 29(3): p. 263-270.

35.

Frenklach, M. and S.J. Harris, Aerosol dynamics modeling using the method of moments.
Journal of colloid and interface science, 1987. 118(1): p. 252-261.

36.

Lee, K.W., J. Chen, and J.A. Gieseke, Log-Normally Preserving Size Distribution for
Brownian Coagulation in the Free-Molecule Regime. Aerosol Science and Technology,
1984. 3(1): p. 53-62.

133

Chapter 6. Numerical modeling of the
performance of high flow DMAs to classify
sub-2 nm particles

Girish Sharma*, Huang Zhang*, Yang Wang, Shuiqing Li & Pratim Biswas (2019) Numerical
modeling of the performance of high flow DMAs to classify sub-2 nm particles, Aerosol Science
and Technology, 53:1, 106-118, DOI: 10.1080/02786826.2018.1549358

134

Abstract
While there are several computational studies on differential mobility analyzers, there is none for
high flow differential mobility analyzers (DMA) to classify nanoparticles less than 3 nm. A
specific design of a high flow differential mobility analyzer, a Half Mini DMA, is investigated to
predict its performance through numerical modeling in the incompressible flow regime. The
governing equations for flow field, electric field and aerosol transport are solved using COMSOL
5.3. The transfer function of the Half Mini DMA is compared with that of a Nano DMA (TSI
3085). The results show that both the height of the transfer function and resolution (R) of the Half
Mini DMA are much better than those of Nano DMA in sub-2 nm particle size range. Finally, the
transfer function of Half Mini DMA is evaluated for different values of aerosol flow rate to the
sheath flow rate (q/Q). Comparison of the simulated transfer function with existing models from
Knutson-Whitby [1] and Stolzenburg [2] is also elucidated. It is found that the former model
overestimates the resolution; whereas the latter is close to the simulation results for q/Q above
0.067. This work provides a useful method to study the flow regimes and transfer function of a
high flow DMA.
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6.1

Introduction

Differential mobility analyzers have been extensively used to measure and classify particles over
a wide range of sizes, from micrometers down to nanometers [1, 3]. Since the introduction of
DMAs, several studies have employed them to understand the airborne particle size distribution,
and environmental pollutants [4]. On the other hand, DMAs serve as a unique technique to
synthesize particles with a strict control of size [5] using different aerosol reactors [6]. Several
researchers have also used tandem DMAs to understand the collisional growth and charge
distribution of particles in the atmosphere [7], as well as several aerosol reactors [8-10].

There is a growing interest to extend the lower limit of DMAs to measure nanoparticles made
of a cluster of few molecules. To achieve this, different types of DMAs have been developed,
namely Caltech radial DMA (RDMA), nanoRDMA, the Grimm nanoDMA and the KarlsruheVienna DMA [11]. These high resolution DMAs have been used for the measurement of sub-2 nm
particles in a variety of applications, such as atmospheric nucleation of aerosols [12],
determination of gas phase protein densities [13], understanding the early stages of particle
formation and growth in aerosol reactors [14-16], quantifying sub-2 nm filtration efficiency of
fibrous filters [17, 18].

However, for sub-2 nm particles, the DMA transfer function is broadened due to high diffusivity
of these particles [3]. High flow DMAs, like the Half Mini DMA, attempt to solve this problem
by decreasing the residence time considerably in the working section of the DMA. A short
residence time implies that a high voltage is required to classify these particles, thereby, increasing
the resolving power (R) [19, 20]. It is important to note that residence time is but one factor in
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determining R. Stolzenburg (1988) [2] and, later, Flagan (1999) [21], showed that the Peclet
number for migration can be reduced to neV/kT. The sheath flow in the Half Mini DMA, is
therefore much higher than that of other typical DMAs [1, 22, 23]. As a result, the flow can reach
sonic conditions in the working section. Moreover, the length of the working section of Half Mini
DMA is reduced significantly as compared to the TSI-short [22] or Nano DMA [24]. These two
improvements decrease the residence time of small particles traversing through the DMA, which
greatly inhibit the diffusion loss to achieve a better resolution and stronger voltage signal for sub2 nm particles [14]. Hence, it is of great significance to investigate its performance, such as the
flow behavior of both sheath gas and aerosol, the electrostatic field, and most importantly, the
transfer function.

Few studies [25-27] have analyzed the DMA transfer function through

experiments using a tandem configuration, where the first DMA was used to classify and obtain
monodisperse aerosols under a constant voltage, and the second DMA was used in scanning mode
to obtain the size distribution of the classified aerosols to determine the resolution. At the same
time, the numerical approach provides a convenient way to predict the performance of the Half
Mini DMA, as well as to optimize the DMA design.

Chen and Pui (1997) [28] developed a comprehensive model to predict the performance of the
DMA for nanoparticle measurements. In this model, the flow field is described by Navier Stokes
equations assuming axisymmetric geometry and steady state, and Laplace’s equation is used to
describe the electric potential. The aerosol flow is regarded as the continuous phase to obey the
convective diffusion formulation. This model was used to get the optimized design for Nano DMA.
Hagwood (1999) [29] proposed a Monte-Carlo based methodology for particle Brownian motion
for parabolic and plug flow in a DMA. Deye et al. (1999) [30] used a commercial computational
fluid dynamics (CFD) software FLUENT to model the two-dimensional axisymmetric
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computational domain coupled with a particle trajectories routine in a DMA. Song et al. (2006)
[31] solved the Langevin equation for particle motion and used a commercial CFD solver to obtain
the flow and electric field to study the performance of the Long DMA. Mamakos, Ntziachristoset,
and Samaras (2007) [32] numerically solved the convective diffusion equation of particles based
on the given flow and electric field, to evaluate the Knutson-Whitby triangular transfer function
and the Stolzenburg diffusive transfer function in long and Nano DMAs. Martínez-Lozano and
Labowsky (2009) [33] solved the same equations from Chen and Pui (1997) [28] by a commercial
software COMSOL to verify performance of their isopotential Nano DMA. All these studies are
focused on the understanding of the transfer function for relatively low flow rates in the working
section. To the best of our knowledge, no effort has been made to numerically predict the
performance of high flow DMAs like a Half Mini DMA. As the flow could reach the sonic
conditions in the working section of these high flow DMAs [19], previous numerical models
cannot be applied directly, as all the models are based on incompressible flow assumption. The
diffusion coefficient and the drag force coefficient are typically estimated for incompressible flow
conditions [34]. Further, it is also meaningful to understand the flow regime in the working section
for experimental operations or structure optimization.

In this paper, first, a scaling law analysis is performed to determine the flow regime in the
working section of a design of a high flow DMA, the Half Mini DMA. Details of the numerical
model are then described. The transfer function of the Half Mini DMA is compared with that of a
conventional Nano DMA (TSI 3085). The performance of both the DMAs are evaluated under
different flow rate ratios.
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6.2

Model Development

The configuration of a 4/2 type (short bullet) Half Mini DMA is described in detail. The Half Mini
DMA is operated in a wide range of sheath flow rates ranging from 25 lpm [27] to over 700 lpm
[19]. Therefore, it is imperative to establish the flow regime as the details of the numerical model
will accordingly have to be established. In this paper, the Half Mini DMA is modeled for the
incompressible flow regime. Several researchers [14-16, 27, 35, 36] have operated the Half Mini
DMA with moderately high sheath flow rates (≤ 250 lpm). Moreover, with the new design of Half
Mini DMA [37], resolution as high as 25 is obtained for sheath flow rates of ~ 150 lpm. This
further motivates us to model the Half Mini DMA in the incompressible flow regime.

6.2.1 Configuration of Half-mini DMA
Figure 6.1(a) shows the schematic of the 4/2 type (short bullet) Half Mini DMA. The length of the
working section L, is 4 mm, and the difference between the outer radius (Rout = 6 mm) and inner
radius (Rin = 4 mm) of the DMA is 2 mm. The width of the aerosol inlet silt is 0.254 mm (0.01")
[20]. The upstream laminar sheath flow mixes with the annular injection of aerosol flow before it
comes into the working section. Different voltages can be applied to the inner cylindrical electrode
to let the particles with the corresponding mobility exit through the aerosol outlet slit, while the
sheath flow exits through the working section and then to the diffuser.

6.2.2 Flow Regime Calculations
A scaling law analysis is used to distinguish the sheath flow regime in the working section. Since
clean air is used as the sheath gas, it is assumed that it is an ideal gas, and the flow is isentropic
from the entrance to the exit [19, 38]. The parameters of sheath gas are shown in Figure 6.1(b),
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where ρ, p, T, u, M and A are respectively, gas density, pressure, temperature, velocity, Mach
number and cross-section area. The subscript 1, 2 and 3 denote the positions at the sheath flow
inlet, the working section and the sheath flow outlet, respectively.

Figure 6-1. Schematic of the Half Mini DMA a) main geometry b) notations for sheath flow parameters.
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For the sheath gas in the working section (cross-section 2) and the exit (cross-section 3), the
mass continuity equation can be described by Equation (6.1),

𝜌2 𝑢2 𝐴2 = 𝜌3 𝑢3 𝐴3 .

(6.1)

As the assumption that the sheath flow is isentropic [38], the relation between u2 and u3 or ρ2 and
ρ3 can be given as follows
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(6.3)

where γ is the adiabatic index of the sheath gas. Equations (6.2-6.3) are solved to obtain the Mach
number at any cross-section, which determines the flow compressibility of the sheath gas with
different flow rates. Combining Equations (6.1-6.3), we get
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(6.4)

Here T3 is assumed to be the atmospheric temperature (293 K), and Table 6.1 lists all the known
variables. Therefore, M2 is calculated as a function of the sheath flow rate Q3 (Q3 = Q).
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Q3 (lpm)

A2 (m2)

u3

γ

T3 (K)

M3

100-740

2
2
π(𝑅𝑜𝑢𝑡
− 𝑅𝑖𝑛
)

Q3/A3

1.4

293

𝑢3
√𝛾𝑅𝑔 𝑇3

Table 6-1. Different variables used to understand the flow regime in the working section

6.2.3 Numerical Model
The sheath flow is described by the constant-density (or incompressible) Navier Stokes equations
which are included in the supplementary material. In order to decrease the computational time
without reducing the numerical accuracy, a two-dimensional axisymmetric geometry is selected
[28, 33]. For boundary conditions of the flow fields, both the inlet and outlet aerosol flow rates are
set equal to q. At the aerosol inlet, the initial velocity profile is set as the mean speed corresponding
the aerosol flow rate (q) over the area of the inlet surface. The orientation of the jet for the aerosol
flow is normal to the inlet surface. The flow rate at the aerosol outlet and the sheath outlet is set to
be q and Q, respectively. For the sheath flow inlet, the gauge pressure is set to be zero as the
boundary condition. The effect of gauge pressure and the inlet length of the trumpet on the flow
field discussed in detail in the supplementary material.

When solving for the electric field, the electric potential φ is obtained by solving the Laplace’s
equation as given below:

∇2 𝜑 = 0.

(6.5)

𝑬 = −∇𝜑.

(6.6)

The electric intensity E vector is given as
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For the boundary conditions for Equation (6.5), the inner electrode is assigned a negative voltage,
and the outer surface is grounded.

The aerosol particles are assumed to be in continuous phase in the DMAs. This implies that
they are a component of the fluid phase, and not in the transition or free molecular regime. The
convective diffusion equation used to describe the number concentration (N) of the particles is
given as

(𝒖 + 𝑍𝑝 𝑬) ∙ ∇𝑁 = 𝐷∇2 𝑁,

(6.7)

where Zp and D are the particle electric mobility and the particle diffusion coefficient, respectively,
which are calculated as

𝑍𝑝 =

𝐷=

𝐶𝑠𝑙𝑖𝑝 𝑛𝑒
3𝜋𝜇𝑑𝑝

𝑘𝑇𝐶𝑠𝑙𝑖𝑝
3𝜋𝜇𝑑𝑝

,

,

(6.8)

(6.9)

where Cslip is the slip correction factor provided in Friedlander (2000), n is the number of
elementary charges on the particle, e is the elementary charge, μ is the dynamic viscosity of sheath
gas, dp is the particle mobility diameter, k is the Boltzmann constant, and T is the sheath flow
temperature assumed to be 293 K here. The boundary conditions for the aerosol number
concentration, N, is set to zero at the wall. N is assumed to be uniformly distributed at the aerosol
inlet, and the gradient of N is assumed to be zero at the aerosol outlet, the inlet and outlet of the
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sheath flow. The Navier Stokes equations and Equations (6.5-6.9) are solved using the commercial
CFD software COMSOL 5.3. The simulation zone is discretized using a free triangular mesh with
a finer mesh for the zone between the inlet and outlet of the DMA. A sensitivity analysis of mesh
size is performed first, and the reader is referred to the supplementary material for details on
refined mesh, optimal mesh size, and numerical diffusion considerations.

6.3

Results and Discussions

This section describes the sheath flow rates for compressible and incompressible flow regimes,
followed by the discussion of the results from the numerical model. First, the flow, electric, and
particle concentration fields are examined. Then, the transfer function and performance of the Half
Mini DMA is compared with the Nano DMA.

6.3.1 Flow Regime and Mach Number
Figure 6.2 shows the change in Mach number (M2) and gas velocity (u2) in the working section as
a function of the sheath flow rate (Q). Owing to the translation of random thermal energy (𝐶𝑝 𝑇0)
into directed kinetic energy (𝐶𝑝 𝑇 +

𝑢2
2

) as the gas is accelerated to high velocity by a large pressure

drop, the temperature (T) and density (ρ) change while the mass is conserved. As a result, Mach
number and velocity do not vary in the same way, and the curves deviate from one another. The
incompressible flow is defined as the regime where resulting density and temperature change are
sufficiently small that they can be neglected. The consideration of temperature is important here,
because it determines the speed of sound, which is the normalizing factor used in calculating the
Mach number (M). Figure 6.2 also points out for the incompressible flow regime i.e. M < 0.3, Q
should be less than 368 lpm. The highest flow rate simulated in this work is 230 lpm, thus
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validating the incompressible flow regime assumption. This value of sheath flow rate used is
consistent with several experimental studies [14-16, 27, 35, 36]. On the other hand, there are
several studies where the maximum reported value of Q (Qmax_rep) is about 740 lpm [39]; thus
requiring compressible flow simulations. This is the subject of a following paper to be done by the
authors.
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Figure 6-2. Flow regime in the working section. Black-solid line: Mach number vs. flow rate; Blue-dashed
line: velocity vs. flow rate.
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6.3.2 Flow, Electric and Concentration Fields
Figure 6.3(a) shows the sheath flow field within the lower part of trumpet and the whole cylindrical
region for q = 9 lpm and Q = 136 lpm [14]. The aerosol inlet and outlet sections are enlarged to
show the velocity magnitude and streamline. Figure 6.3(b) illustrates the axial velocity profiles at
different locations. Figure 6.3(c) shows that the axial velocity profile of the main flow (Q = 136
lpm) within the working section of the DMA is flat, with two boundary layers at the inner and
outer electrode. As q increases, the boundary layer thickness increases towards the outer wall, and
decreases slightly towards the inner wall. This is due to the larger radial inertia of the entering
aerosol jet, which pushes the main sheath flow towards the inner electrode. Figure 6.4 shows the
contour of electric potential and streamline of electric field with a -300 V applied voltage. The
electric field is found to be uniform in the working section.
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Figure 6-3. The flow fields of Half Mini DMA a) velocity magnitude field below the trumpet, and
streamlines shown near the aerosol inlet and outlet slit (q = 9 lpm, Q = 136 lpm) b) different locations in
the working section c) the axial velocity profile at different z as increasing q (Q = 136 lpm).
147

Figure 6-4. Electric field with the applied voltage (-300V) on the inner electrode.

Figure 6.5 illustrates the convective flux for the aerosol as a function of increasing applied
voltage. Increasing the voltage directs the flow direction of charged particles towards the inner
electrode.

The transfer function (Ω) is the key parameter to determine the DMA performance. Ω is defined
as the ratio of inlet to outlet aerosol convective flux as

𝛺=

∬𝑒𝑥𝑖𝑡 𝑁𝒗∙𝑑𝒔
∬𝑖𝑛 𝑁𝒗∙𝑑𝒔
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,

(10)

where 𝒗 and 𝑑𝒔 are the particle flow velocity and surface element [28]. It is important to note that
the calculated Ω considers only the working section of both the Half Mini and Nano DMA [1, 28,
33].

A dimensionless mobility of the classified particles (𝑍̃) is defined as the ratio of the particle
mobility (Z) to the centroid electrical mobility (𝑍 ∗ ) of the transfer function

𝑍
𝑍̃ = 𝑍 ∗.

(6.11)

Figure 6-5. Convective flux (mol·m-2·s-1) fields of aerosol with increasing magnitude of the inner
electrode voltage in working section (dp = 1.4 nm, q = 9 lpm, Q = 136 lpm).
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6.3.3 Transfer Function of Half-Mini DMA compared to Nano DMA
The centroid electrical mobility (𝑍 ∗ ) is given by

𝑄

𝑅

𝑍 ∗ = 2𝜋𝐿𝑉 ∗ ln ( 𝑅𝑜𝑢𝑡) ,
𝑖𝑛

(6.12)

In Equation (6.12), 𝑉 ∗ is the voltage where Ω reaches its maximum value. Hence, the DMA
resolution (R) is defined as

𝑅=

𝑍∗
∆𝑍𝑓𝑤ℎ𝑚

,

(6.13)

where ∆𝑍𝑓𝑤ℎ𝑚 is the full width of the transfer function at 50% of its maximum value [21].

Here, our simulation conditions for the flow rates (q = 9 lpm and Q = 136 lpm) and the particle
mobility sizes are assumed to be same as the experimental case 1 and 3 by Wang et al. (2014) [14].
The particles are assumed to carry a single elementary charge. Figure 6.6(a) shows the transfer
function with increasing applied voltage to classify particles of different dp. It can be observed that
the larger particles need a larger applied voltage for classification. The transfer functions are
triangular in shape with the appearance of tails on both sides, and rounding of the top, due to the
high diffusion coefficient of sub-2 nm particles. In Figure 6.6(b), the simulation peak voltages, at
which the transfer function is maximum for each particle diameter, are compared with the
experimental data [14]. The changing trend of the simulation and experimental data agrees well,
and the relative errors between the simulation and the experimental voltages are below 5.7%. Two
mechanisms may explain this difference. First, the direction of the aerosol flow through its inlet
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slit may not be perfectly axisymmetric in the experiments, but our model assumes the aerosol flow
to be symmetric in two-dimensional computational domain. Second, the flow rate in experiment
was not measured directly, but was calculated based on the mobility values of monodisperse
organic ions [40]. The difference of the gas properties used in the experiment and simulation may
also contribute to this small deviation.
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Figure 6-6. a) Transfer function vs. voltage for two different values of dp. b) Comparison between the
simulated and experimental peak voltages for different particle diameters.
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Figure 6-7. Comparison of transfer function (Ω) between Half Mini DMA and Nano DMA for sub-2 nm
particles. Ω only counts the particle transmission in the DMA work section.

Figure 6.8 shows resolution (R) for sub-2 nm particles for both the Half Mini and Nano DMA. It
is found that, for dp = 1.4 nm, the simulated R of Half Mini DMA equals 11.4, which is close to
the experimental value of 10 [14]. For the Half Mini DMA, R goes up gradually from dp = 0.7 nm
to 2 nm. On the other hand, R for a Nano DMA increases with dp linearly. For the dp range from
0.7 to 2.0 nm. The value of R of the Half Mini DMA is greater than 9.4, while R of the Nano DMA
varies from 1.4 to 4.5, which clearly shows that the resolution is much better for the classification
of sub-2 nm particles.
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Figure 6-8. The comparison of Resolution (R) of Half Mini DMA and Nano DMA under different particle
mobility sizes (q/Q=9/136).

It should be noted that the recent experimental work [27] shows the transmission of sub-2 nm
particles of Half Mini DMA are much lower than those calculated by our simulations, indicating
that the particle loss in other sections of the DMA play an important role. In this study, the
transmission efficiency of sub-2 nm particles for both the Half Mini DMA and Nano DMA were
constrained to the working sections only. This is due to the lack of detailed information of the inlet
and outlet configuration, and the corresponding dimensions; and more importantly, the
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computational burden caused by adding an asymmetrical aerosol inlet to the simulated geometry.
Therefore, in our numerical model, the particle loss in the inlet annular chamber and the outlet
aerosol tube is not considered.

Further, because of the axisymmetric geometry of our model in this paper, the influence of nonuniform aerosol inlet flow on the Half Mini DMA transfer function was not evaluated. Attention
should be paid here that a non-uniform distribution of the aerosol inlet flow would result in a
local change of voltage-mobility relationship, where the classified particles become less
monodisperse, reducing the DMA resolution. The non-uniform distribution is important for
previous versions of the Half Mini DMA, which is greatly improved in the newer models by using
a circular ring at the aerosol inlet [20].

6.3.4 Performance under different q/Q ratios
To evaluate the performance of Half Mini DMA under different flow rates, the ratio of q to Q is
varied. The particle mobility size is fixed at 1.4 nm and q is chosen to be 3 lpm and 5 lpm. Figure
6.9 shows the transfer function versus DMA voltage for increasing Q. It is found that as V
increases, the maximum value of transfer function decreases. This verifies numerically the
changing trend of the experimental data reported in Figure 6.4 of de la Mora and Kozlowski (2013)
[19].
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Figure 6.10 compares the simulated transfer function to the theoretical transfer function by
Knutson and Whitby (1975) [1, 2, 42]and Stolzenburg (Stolzenburg 1988; Stolzenburg and
McMurry 2008). Figure 6.10(a) shows that the peak values for Ω are 100% for all the KnutsonWhitby transfer functions which are triangular in shape, and do not consider the effect of diffusion.
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The width of each triangle shrinks with decreasing q/Q. The simulated resolutions in Figure 6.10(a)
are 7.3 and 18.4, which are both smaller than 10 and 40, as predicted by Knuston-Whitby for q/Q
= 1/10 and 1/40, respectively. It is important to note that even though the resolution for the case
with q/Q = 1/40 is greater than that with q/Q = 1/10; the overall height of the transfer function is
lower. The decrease in the height of the transfer function is attributed to the tail occupying an
additional area. In order to keep the total area under the curve constant, the peak height decreases
to compensate for this increase in area. Now, for a high sheath flow rate, and q/Q = 1/40, the width
of the triangular transfer function is smaller as compared to that for q/Q = 1/10. Therefore, the
appearance of the tail will lead to larger drop in the overall height to keep the overall area constant.

Figure 6.10(b) compares the simulated transfer function to the Stolzenburg diffusive transfer
function. The height of the Stolzenburg transfer function decreases as q/Q is reduced, which is
consistent with our modeling results. Ωmax for Stolzenburg transfer function is as high as 70% and
50% at q/Q = 1/10 and 1/40, respectively, however, the simulation results show the maximum
value of 80% and 65% with higher width of the transfer function. This shows that our modeling
results predict higher particle transmission ability of the working section of the Half Mini DMA
than the theoretical prediction by Stolzenburg (1988) [2].
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Figure 6-10. The simulation (Half Mini DMA) and theoretical transfer function for different q/Q (q = 3
lpm) at dp = 1.4 nm under a) the non-diffusion theory (Knutson and Whitby 1975) b) the diffusion theory
(Stolzenburg 1988; Stolzenburg and McMurry 2008).
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Figure 6.11 compares the simulated and theoretical values by Stolzenburg (1988) [2] for
resolution (R) at different q/Q. R is 7.3 and 7.8 for q = 3 and 5 lpm, respectively at q/Q = 0.1, while
R increases to 18.4 and 19.6 for q = 3 and 5 lpm, respectively at q/Q = 0.025. The theoretical R
closely follows the trend with the simulated R. Particularly, for higher values of q/Q, the simulated
R agrees very well with the theoretical values. A possible reason for this slight deviation at high Q
could be that there still exists small intrinsic numerical diffusion issues with the computational
code. Besides, some assumptions of the theoretical derivation of the diffusion transfer function,
such as the neglecting of diffusion in the streamwise direction, and the neglecting of cross-stream
shear[42] , could cause higher prediction of R than that obtained by models. The largest Q that
could be obtained by the convergent solution of COMSOL here is 230 lpm. It was found that the
simulated R for q/Q = 0.93/230 is 30.4, whereas it is found to be larger than 50 for the same q/Q
but Q ~ 740 lpm (de la Mora and Kozlowski 2013; de la Mora and Barrios-Collado 2017). This
mismatch may be due to the compressible flow at Q ~ 740 lpm, as compared to our simulations
which are performed in the incompressible flow regime. To further this understanding, future work
will be focused on modeling the compressible sheath flow in high flow DMAs.
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Figure 6-11. The simulation and theoretical resolution of Half Mini DMA for different q/Q at dp = 1.4
nm. Note that the simulation point denoted by triangular corresponding to q = 0.93 lpm and Q = 230 lpm.

6.4

Conclusions

A numerical model is developed to predict the performance of a high flow DMA, the Half Mini
DMA (Rout = 6 mm, Rin = 4 mm, L = 4 mm) for the first time. A numerical model is developed to
solve the flow field, electric field, coupled with the aerosol transport, and the equations are solved
by COMSOL 5.3. The simulation is done in the incompressible flow regime for a sheath flow rate
(Q) less than 368 lpm (corresponding to M = 0.3). The electric field is found to be uniform in the
working section. Then, the transfer function of Half Mini DMA is evaluated, and the simulated
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peak voltages and resolution are found to be in good agreement with the experimental values. For
particles in the sub-2 nm range, the height of the transfer function of the Half Mini DMA is over
5.8 times larger than that of a Nano DMA at dp = 0.7 nm. Even for 1.8 nm particles, the ratio of
these two heights is still more than 2.7 times for q/Q = 9/136. The resolution of both Half Mini
DMA and Nano DMA increases with increasing dp. But the resolution of Half Mini DMA is much
better that that of Nano DMA. For example, the magnitude of R is less than 2 at dp = 0.7 nm for a
Nano DMA, but R is over 9 for the same dp for the high flow Half Mini DMA.

The transfer function of the Half Mini DMA is investigated under different q/Q. The height of
the transfer function is found to decrease as the magnitude of Q increases at fixed q. The
comparison of the simulated transfer function with the theoretical models by Kunston and Whitby
(1975) and Stolzenburg (1988) shows that the height of the simulated transfer function Ω is higher
than that obtained by Stolzenburg’s theoretical model where particle diffusion was considered.
The simulated resolution of the Half Mini DMA closely follows the trend with the Stolzenburg’s
theoretical model, but predicts slightly lower resolution for smaller values of q/Q. This deviation
can be attributed to the intrinsic numerical diffusion of the particle transport computational codes,
and some assumptions, such as neglecting of diffusion in the streamwise direction, and neglecting
of cross-stream shear in Stolzenburg’s theoretical model.
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Nomenclature
A: area of the cross-section of DMA, m2
Cp: specific heat capacity at constant pressure, J·kg-1·K-1
Cslip: slip correction
e: elementary charge, C
E: electric field intensity, V/m
dp: particle mobility diameter, nm
ds: surface element, m2
D: diffusion coefficient, m2/s
g: gravity acceleration, m/s2
k: Boltzmann constant, m2·kg·s-2·K-1
L: length of the working section of DMA, mm
M: Mach number of the sheath gas
n: number of elementary charges on the particle
N: particle concentration, #/m3
p: pressure of the sheath gas, Pa
q: aerosol flow rate, lpm
qin: aerosol flow rate at inlet slit, lpm
qout: aerosol flow rate at outlet slit, lpm
Q: sheath flow rate, lpm
Qmax_report: maximum sheath flow rate of a pump reported in the literature, lpm
Rg: ideal gas constant, J/(kg·K)
Rin: radius of the inner cylinder of DMA, mm
Rout: radius of the outer cylinder of DMA, mm
R: DMA resolution
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T: temperature of the sheath gas, K
T0: upstream stagnation temperature of the sheath gas, K
u: velocity magnitude of the sheath gas, m/s
u: velocity of the sheath gas, m/s
v: velocity of the particles, m/s
V: DMA voltage on the inner electrode, V
V*: DMA voltage at Ωmax, V
Z: classified particle electrical mobility, cm2/(V·s)
𝑍̃: non-dimensional classified particle electrical mobility
Z*: transfer function centroid electric mobility, cm2/(V·s)
Zp: particle electric mobility, cm2/(V·s)
γ: adiabatic index of the sheath gas
μ: dynamic viscosity of sheath gas, Pa·s
ρ: density of the sheath gas, kg/m3
φ: electric potential, V
∆𝑍𝑓𝑤ℎ𝑚 : full width of the transfer function at 50% of its maximum value
Ω: transfer function
Ωmax: height of transfer function (or the maximum value of Ω)
Subscript
1: sheath inlet
2: working section
3: sheath outlet
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Abstract
While condensation particle counters (CPCs) are routinely used to measure particle number
concentrations for 3-1000 nm particles, there detection efficiency for sub-3 nm particles remain
relatively poor. In this study, we evaluate the performance of ultrafine butanol based CPC (TSI
3776) for the measurement of alkyl ammonium halide ions, and flame-generated particles of
titanium dioxide (TiO2) and soot. Homogenous nucleation of butanol vapors, and detection
efficiency of THAB ions are systematically evaluated for a range of saturator temperature, 3945°C, and capillary flow rate, 30-70 sccm. We find that the optimal conditions with minimal
background corresponds to saturator temperature of 45°C and capillary flow rate of 70 sccm.
Flame generated particles of TiO2 and soot were activated more readily than the alkyl ammonium
halide salts of similar mobility diameters, especially in the sub-1.6 nm mobility size range, whereas
above 1.6 nm the detection efficiency is independent of particle material, but depends on particle
size. The negatively charge on the particles is found to promote their activation with butanol vapors
leading to higher activation efficiencies than positively charged particles. Finally, the importance
of butanol as working fluid, and its calibration for precise measurement of sub-3 nm particles is
discussed. This will enable the researchers to perform experiments using ‘conventional’ CPC in
boosted conditions for the understanding of early stages of particle formation and growth in
different aerosol reactors.
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7.1

Introduction

Early stages of particle formation and growth (1-5 nm) have attracted attention of aerosol scientists
for several decades [1]. For atmospheric aerosol, it is important to study the nucleation of new
particles from molecular clusters, as they play a crucial role in cloud formation, climate change
and suspended particulate matter [2]. Ultrafine particles generated through fossil fuel combustion
involves both primary [3] as well as secondary formation pathways [4]. The secondary aerosol
formation from precursor vapors is not only limited to fossil fuel combustion, but also
diesel/gasoline engines [5] and 3D printers [6]. On the other hand, gas-phase synthesis of
nanoparticles in a ‘bottom-up’ approach has recently received tremendous attention due to their
unique thermal, acoustic, electrical, and optical properties. The material synthesis involve
precursor to particle conversion, which form the building blocks for larger particles. Therefore, a
better understanding of particle formation using real time measurements would envisage the
development of future particle capture technologies to clean air pollution [7], as well as, synthesis
of ultrafine particles with precise control of size, morphology, and chemical composition [8, 9].

Several measurement tools have been developed to investigate sub-3 nm particles in the
atmosphere, combustion sources, and aerosol reactors [10, 11]. For the measurement of particle
size distribution, different types of state-of-the-art differential mobility analyzers have been
developed which can classify particles as small as 1 nm in mobility diameter with high resolution
[12-14]. Once classified, these particles can be counted using a condensational particle counter
(CPC), which grows the particles by condensation of super-saturated vapors on them [15]. These
particles then grow to larger droplets, so that laser can detect them. Another approach to count the
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particles is to measure total current from the charged particles using an electrometer. Both the
approaches have their limitations. Electrometer requires fairly high particle number concentration
for accurate measurements because of the minimum charge that can be detected, and can only
detect charged particles. In contrast, CPCs are highly sensitive and have high signal-to-noise ratio,
as they count individual particles, and can count neutral as well as charged particles. The major
limitation of the CPC is the detection limit for minimum particle size.

In order to extend the detection limit of CPC, several modifications like different working fluid,
two-stage growth with a ‘booster CPC’ are proposed to the conventional design of laminar CPCs.
In a typical CPC, butanol [15] or water [16] is used as the working fluid. In accordance with the
Kelvin equation, this can be replaced with high surface tension fluid, which can lower the size
detection limit of the CPCs [17]. [18] proposed that this detection limit can be lowered by using a
two-stage CPC, where in first stage, particle activation and growth takes place, and in second stage,
particles grow further so that laser can detect them. It was found that sub-2 nm particles can be
activated and measured using diethylene glycol (DEG), and oleic acid as the working fluid for the
first stage. [19] combined a 2-stage DEG/butanol CPC with TSI DMA 3085 to measure the particle
size distribution of particles down to 1 nm in mobility diameter. Another instrument was developed
using the same 2-stage concept, Airmodus PSM, which can measure particle size distribution down
to 1 nm [20]. Sub-2 nm particles of different materials like ammonium sulfate, sodium chloride,
silver, tungsten oxide, etc were measured, and the activation efficiency of these particles was found
to be chemistry dependent. It was concluded that sound characterization of particle source and
particle counter with respect to a classifier and electrometer set-up is essential for precise
measurement of sub-2 nm particle size distribution.
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In contrast, several researchers have instead focused on the existing CPCs, with a goal to measure
sub-2 nm particles. In this approach, two parameters, super-saturation and residence time, are
adjusted by changing saturator/condenser temperatures, and capillary aerosol flow rate in order to
promote sub-3 nm particle/clusters activation, and detection by CPCs. [21] modified TSI CPC
3025A by changing the saturator temperature from 37°C to 44°C, and capillary flow rate from
0.30 to 0.47 lpm, and measured 2 nm particles with 20-50 % detection efficiency. [22] performed
a detailed study by deploying a nano-CPC battery to compare four different types of CPCs, which
were calibrated with 7 different types of materials using three different working fluids, butanol,
water, and DEG. It was concluded that different material is activated differently depending on the
working fluid, and the activation efficiency is dependent on both material of the particle, as well
as, the particle size. Very recently, it was reported that butanol is less chemistry dependent as
compared to DEG, and particles as small as 1 nm can be detected using a boosted butanol CPC
Model 3776, but the detection efficiency was not quantified [23-25]. [26] showed that instead of
increasing the saturator temperature, decreasing the condenser temperature can promote higher
activation of sub-2 nm particles.

The material dependence of the particles clearly show that it is absolutely important to calibrate
the system with respect to material, and operating conditions of the CPC to achieve precise
measurements. Moreover, researchers involved in combustion are really interested in the early
stages (sub 3 nm) of particle formation and growth for both desirable [27-30] and undesirable
particles [31, 32]. But, to the best of our knowledge, boosted CPCs are not calibrated for flame-
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generated particles. In the absence of proper guidelines for the operation of boosted CPC, several
researchers, in spite of existing butanol based CPC, are unable to perform sub-3 nm particle
measurements.

Therefore, the focus of this work is to measure sub-3 nm flame-generated particles by using a
butanol based CPC 3776, and report its detection efficiency. First, mobility standards of alkyl
ammonium halides are generated using an electrospray to narrow down the optimal operating
conditions for the butanol based CPC. Following this, combustion generated sub-3 nm particles
are measured for both soot, using a Mckenna burner, and titanium dioxide using a flame aerosol
reactor. The effect of polarity of the particles, material properties, and operating conditions on the
detection efficiency of the particles is compared.

7.2

Experimental Set Up

Figure 7.1 shows the experimental set-up to characterize the detection efficiency of boosted
butanol CPC with respect to an electrometer. This set-up has been widely used in previous works
by several researchers [22, 23, 26]. First, particles/clusters were generated using different particle
generation approaches, followed by particle classification using a high resolution Half-mini DMA.
These size-classified particles were then measured by an electrometer and a boosted butanol CPC
to calculate the particle detection efficiency.
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Figure 7-1. Schematic of the experimental set-up

7.2.1 Particle Generation
The aerosol particles were generated using three different approaches. First, electrospray was used
to generate alkyl ammonium halide ions. The solutions for electrospray were prepared using four
different mobility standards, tetra-heptyl ammonium bromide (THAB), tetra-butyl ammonium
iodide (TBAI), tetra-methyl ammonium iodide (TMAI), tetra-dodecyl ammonium bromide
(TDDAB) [33]. All these salts were purchased from Sigma Aldrich. The electrospray was operated
with constant flow of air in the electrospray chamber, and the liquid was pumped by applying a
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constant pressure difference. Charged particles/clusters were generated through the capillary
needle maintained at a voltage of 3 kV.

Flame aerosol reactor was used to synthesize titanium dioxide (TiO2) nanoparticles of controlled
size distribution. A bypass flow of N2 was passed through a bubbler containing titanium
isopropoxide (TTIP, Sigma-Aldrich Inc., > 97 %) at a stable temperature of 20 °C. Subsequently,
this mixture was fed to the flame, where TiO2 is produced through thermal decomposition,
hydrolysis, and combustion of TTIP. The bypass flow is tuned (2-6 lpm) to get the desired particle
size distribution ranging from mobility diameter as small as 1.2 nm to particles as large as 5 nm in
mobility diameter [28, 34].

Soot particles are generated by a commercial McKenna burner with a stainless steel outer layer
and 60-mm diameter bronze porous sintering plug. A shroud nitrogen gas, at 25-30 cm/s, shields
the burner-stabilized-stagnation flame from surrounding air [32]. A stainless steel sampling tube
with a 0.16 mm sampling orifice is embedded in the stagnation plate. Soot particles are drawn into
the sampling tube through the orifice and their particle size distribution is controlled by adjusting
the flame equivalence ratio.

7.2.2 Particle Measurement
The generated particles are classified using a closed-loop half-mini DMA, and are measured using
an electrometer, and boosted butanol CPC from TSI (Model 3776). Half-mini DMA was operated

176

at high sheath flow rates to classify particles based on their mobility, and was calibrated using
THAB salt ions [13, 14, 35]. The classified particles were distributed in two parallel streams to
electrometer and boosted butanol CPC. The electrometer (TSI 3068B) measured the current
generated by the charged particles, and can be easily converted to the number concentration, which
is used as the concentration reference. Electrometer inlet flow rate is maintained at 6-9 lpm
depending on the experiment. The other stream to boosted butanol CPC (TSI 3776) measures the
particle number concentration detected by the laser in optics section.

The flow rate entering the CPC is 1.5 lpm, of which 1.2 lpm is bypassed and the balance goes to
the optics region. It is controlled by a critical orifice of fixed flow rate of 0.3 lpm, due to the
operation constraint of nozzle design in optics region. In the default settings of the CPC, the sheath
flow rate in the condenser is 250 sccm, and the capillary flow rate is 50 sccm. The sheath flow
ensures that the particles are not lost due to radial diffusion in the condenser region. The variable
orifice in line with the sheath flow allows the user to modify the capillary flow rate in the range
from 30 sccm to 70 sccm, and this flow is displayed on the main screen of butanol CPC.

The detection efficiency (𝜂𝑑𝑒𝑡 ) of the CPC (%) is calculated as the ratio of the measured number
concentration by boosted butanol CPC (𝑁𝐶𝑃𝐶 ) to the reference concentration from electrometer
(𝑁𝐸𝑙𝑒𝑐 ), and is given by:

𝜂𝑑𝑒𝑡 =

𝑁𝐶𝑃𝐶
× 100
𝑁𝐸𝑙𝑒𝑐
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It is important to note that the detection efficiency of the CPC is calculated through experiments,
but is not the same as the activation efficiency of the particles. The detection efficiency includes
both the activation of the particles as well as their diffusion loss in the capillary or tubing, and is
given as the product of the two efficiencies.
𝜂𝑑𝑒𝑡 = 𝜂𝑎𝑐𝑡 𝜂𝑑𝑖𝑓𝑓

7.2.3 Experimental Plan
Test
#

Particle Material

Mobility diameter

Particle
Saturator
Charge Temperature

Capillary
flow rate

-

39-45°C

30, 40, 50,
60, 70 sccm

+

39-45°C

30, 40, 50,
60, 70 sccm

+

44, 45°C

60, 70 sccm

+

44, 45°C

60, 70 sccm

+

44, 45°C

60, 70 sccm

Particle size
distribution

+

45°C

70 sccm

Titanium dioxide
(TiO2)

Particle size
distribution

+/-

45°C

70 sccm

Soot

Particle size
distribution

+/-

45°C

70 sccm

1

Filtered air

2

Tetra-heptyl
ammonium bromide
(THAB)

1.47 nm (monomer)

3

Tetra-methyl
ammonium iodide
(TMAI)

1.05 nm (monomer)

4

Tetra-butyl ammonium
iodide (TBAI)

1.24 nm (monomer)

5

Tetra-dodecyl
ammonium bromide
(TDDAB)

1.4 nm (monomer)

6

Flame generated ions
(no precursor)

7
8

-

1.78 nm (dimer)

1.20 nm (dimer)

1.55 nm (dimer)

2.03 nm (dimer)

Table 7-1. Test plan for the experiments for different particles at different CPC operating conditions
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Table 7.1 summarizes the plan for experiments for particles of different materials at different CPC
operating conditions. First, homogeneous nucleation of butanol vapors is quantified as a function
of boosted CPC conditions. Then, the optimal operating conditions for maximum detection
efficiencies with minimal background from homogeneous nucleation are determined. This is
followed by evaluating the effect of polarity, material properties on the detection efficiency of the
butanol CPC in boosted conditions.

7.3

Results and Discussions

7.3.1 Nucleation of butanol vapors
We initially measured the particles generated by homogenous nucleation of butanol vapors for
different operating conditions of the boosted butanol CPC. To assess the range of operating
conditions that can be considered for our experiments, filtered air with no particles was used at the
inlet of the CPC. Figure 7.2 shows the measured number concentration for the filtered air at
different saturator temperatures (39-45°C) and capillary flow rates (30-70 sccm). It was found that
the increase in saturator temperature from 39°C to 45°C increased the butanol nucleation as higher
concentration of particles was detected. This is consistent with previous findings that as the
difference between saturator temperature and the condenser temperature increases, the supersaturation increases, which promotes homogenous nucleation [26]. Moreover, increasing the
capillary flow rate decreased the homogeneous nucleation due to lower residence time in the
supersaturated region. A value of 10 particles/cc was considered as an acceptable homogeneous
nucleation rate in this study, as shown in Figure 7.2 [23]. Therefore, all the CPC operating
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conditions for less than 10 p/cc can be considered for the detection of particles from different
aerosol generators.

Figure 7-2. Homogeneous nucleation of butanol vapors for different aerosol capillary flow rate and
saturator temperature
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7.3.2 Effect of saturator temperature and capillary flow rate

Figure 7-3. Effect of increasing saturator temperature on the measurement of THAB salt ions for boosted
butanol CPC in comparison with electrometer. Capillary flow rate is kept fixed at 50 sccm.
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Figure 7.3 shows the effect of increasing saturator temperature on the measurement of THAB salt
ions for boosted butanol CPC in comparison with the electrometer. In these experiments, the
capillary flow rate was kept fixed at the default setting of 50 sccm. Three different peaks in
Figure7.3 corresponds to THA+, (THAB)THA+, and (THAB)2THA+ with mobility sizes of 1.47
nm, 1.78 nm, and 1.97 nm, respectively [33]. It was found that increasing the saturator temperature
increases the boosted CPC signal for all the three ions due to higher super-saturation. It is important
to note here that even though the saturator temperature of 43°C and above shows higher signal for
boosted CPC than lower saturator temperatures, the homogenous nucleation could influence the
background as highlighted in Figure 7.2. Nevertheless, detection of sub-2 nm particles is observed
in boosted conditions as compared to the default CPC settings.

Figure 7-4. Effect of capillary flow rate on the CPC Counting Efficiency (%) at different saturator
temperature for the measurement of THA+ ions
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The particle number concentration measured from the boosted CPC can be compared to the
calculated number concentration from the electrometer current signal to get the CPC counting
efficiency. Figure 7.4 shows the counting efficiency as a function of capillary flow rate at different
saturator temperatures for THA+ ions. We found that as the saturator temperature was increased
or the capillary flow was decreased, the CPC counting efficiency increased. Figure 7.4 consists of
both the acceptable and unacceptable regions for the operation of boosted CPC due to
homogeneous nucleation. In the acceptable region, high saturator temperature of 44°C and 45°C,
at high capillary flow rate of 60 sccm and 70 sccm were found to have highest detection efficiency.
Therefore, for further experiments, only three sets of operating conditions (Ts, f) for boosted CPC
were tested viz. Ts = 45°C, f = 70 sccm; Ts = 44°C, f = 70 sccm; and Ts = 44°C, f = 60 sccm.

The overall detection efficiency depends on both the activation efficiency (ηact ), as well as, the
penetration efficiency (ηdiff ) of these ions/particles. High super-saturation due to high saturator
temperature and high residence time due to low capillary flow rates increased the activation
efficiency of these ions (ηact ). On the other hand, low residence time due to high capillary flow
reduces diffusion losses, and increases the diffusive transmission (ηdiff ). A balance between the
two parameters dictates the overall detection efficiency.

Residence time in the capillary region significantly influences the particle penetration efficiency.
For instance, at a capillary flow rate of 30 sccm, 50% of 2 nm particles are lost in the capillary
[15]. Even at a capillary flow rate of 70 sccm, which is the highest that can be achieved in the
existing design of the TSI CPC 3776, as many as 60% of 1 nm particles are lost [23, 36]. Moreover,
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increasing the capillary flow rate decreased the sheath flow, which can lead to higher radial
diffusion loss in the condenser region. In order to resolve this limitation, nozzle in the optical head
needs to be designed to accommodate higher flow rates than 0.3 lpm.

Figure 7-5. CPC Counting Efficiency (%) for different ammonium alkyl halide salt ions as a function of
mobility diameters at three different boosted CPC conditions.

Figure 7.5 shows that the CPC counting efficiency increases as the mobility diameter increases.
The monomer and dimer ions of alkyl ammonium halide ions were considered for the calculation
of the CPC counting efficiency at three different boosted CPC conditions. The reader is referred
to Table 7.1 for the different salt ions considered here. The counting efficiency was found to
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increase with increase in particle size due to ease of activation, as well as, high penetration of
relatively larger particles. The best counting efficiency for all the particle sizes considered here
was found for high capillary flow of 70 sccm and saturator temperature of 45°C. Even though, it
has been previously reported that increasing the capillary flow beyond 60 sccm could adversely
affect the particle transmission due to lower sheath flow contributing to radial losses [23], but in
this work, we found that higher capillary flow rate continues to increase the counting efficiency.

7.3.3 Effect of particle material
Figure 7.6 shows the CPC counting efficiency for two different flame generated particles of both
the polarities. The boosted CPC is operated at the capillary flow rate of 70 sccm and saturator
temperature of 45°C to ensure high detection efficiency. The particle size distribution for titanium
dioxide and soot particles begins at 1.2 nm and 1.5 nm of mobility diameter, respectively. It was
found that the CPC counting efficiency follows a typical ‘S-curve’ for both the flame generated
particles, with ~90% detection for 3 nm particles. The negatively charged particles activated
slightly more than positively charged particles, especially for sub-2 nm particles, probably due to
butanol vapors preferential condensation on the former. Similar trends for polarity dependence
have also been reported previously with tungsten oxide, sodium chloride and silver particles [20,
22].
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Figure 7-6. CPC Counting Efficiency (%) for titanium dioxide (TiO2) synthesized using a flame aerosol
reactor, and soot particles synthesized using a McKenna burner for both polarities.
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Figure 7-7. CPC Counting Efficiency (%) for four different types of positively charged particles/ions (< 2
nm) as a function of their mobility diameter. Here, the saturator temperature is 45°C and aerosol capillary
flow rate is 70 sccm.

Figure 7.7 shows the comparison of the counting efficiency of positively charged particles
composed of different materials from different aerosol generators. The boosted CPC was operated
at the capillary flow rate of 70 sccm and saturator temperature of 45°C for all the particles. For the
particles larger than 1.6 nm in mobility size, the CPC counting efficiency was found to be similar
for alkyl ammonium halide ions, titania, and soot particles. In contrast, for particles smaller than
1.6 nm in mobility diameter, there were differences in the counting efficiencies of titanium dioxide,
flame generated ions without any precursor, and alkyl ammonium halide salt ions. Alkyl
187

ammonium halide ions, which are considered relatively difficult to activate due to less solubility
in water were found to be least activated. On the other hand, titanium dioxide particles and flamegenerated organic ions which are readily soluble in water were found to activate more easily.

This clearly shows that butanol is not very chemistry dependent, especially for particles larger than
1.6 nm in mobility diameter. This has also been reported previously when candle generated
particles, tungsten oxide, etc were considered [22]. While DEG is used in the 1 nm SMPS which
involves a 2-stage CPC, it is reported to be more chemistry dependent than butanol [22, 37, 38].
Nevertheless, proper calibration is quintessential for both butanol and DEG based CPCs to ensure
accurate measurement of the particle size distribution for sub-2 nm charged particles. As butanol
based CPCs are readily available as an ‘existing’ instrument in aerosol laboratories, the user can
make some reversible changes in the operating conditions of the CPC to successfully measure sub2 nm particles with minimal background.

7.4

Conclusions

Detection efficiency of boosted butanol CPC has been systematically characterized for sub-3 nm
alkyl ammonium halide ions and flame-generated particles. Optimal conditions for the operation
of boosted butanol CPC are determined under the assumption that the acceptable homogenous
nucleation limit is 10 p/cc. We find that the maximum detection efficiency for sub 3 nm particles
is achieved at the saturator temperature of 45°C and capillary flow rate of 70 sccm, with
background homogeneous nucleation rate of < 5 p/cc. Flame-generated particles, as small as 1.2
nm in mobility diameter for titanium dioxide, and 1.5 nm for soot were found to be activated using
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the optimal operating condition. The negatively charged particles were activated slightly more than
the positively charged due to difference in the interactive forces with the butanol vapors. Particles
of different materials larger than 1.6 nm are activated with similar efficiency, whereas sub 1.6 nm
are dominated by their composition. This establishes the applicability of butanol CPC in boosted
conditions for the measurement of sub-3 nm particles, but at the same time, reinforces the
importance of appropriate calibration for their precise measurement. The researchers with existing
butanol CPCs can perform sub-2 nm measurements to study early stages of particle formation and
growth in different aerosol reactors.
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Abstract
While plasmas are now routinely employed to synthesize or remove nano- to micron-sized
particles, the charge state (polarity and magnitude) of the particles remains relatively unknown. In
this study, charging of nanoparticles was systematically characterized in low-temperature,
atmospheric-pressure, flow-through plasmas previously applied for synthesis. Premade, chargeneutral nanoparticles of MgSO4, NaCl, and sea salt were introduced into the plasma to decouple
other effects such as the reactive vapor precursor, and MgSO4 was selected as the focus because
of its stability (i.e., no evaporation) in the plasma environment. The charge fraction and
distribution of the particles was examined at the reactor outlet for different particle diameters (10250 nm) as a function of plasma power and two different types of power sources, alternating
current (AC) and radio-frequency (RF). We find that the overall charge fraction increases with
increasing plasma power and diameter for the RF plasma. A similar increasing trend was observed
for the AC plasma with increasing particle diameter in the range of 50-250 nm, but the charge
fraction increased with decreasing particle diameter in the range of 10-50 nm. The charge
distribution was revealed to be bipolar with particles supporting multiple charges for both the RF
and AC plasmas, but the RF plasma produced a higher fraction of multiple charges. Differences in
the characteristic time scales for particle charging in the AC and RF plasmas provide a possible
explanation for the trends observed in the experiments.
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Nomenclature

A

Cross-sectional area for flow (m2)

+
𝑐𝑖𝑜𝑛

Thermal velocity of positive ions (m s-1)

𝐷

Diffusivity of particle (m2 s-1)

𝐷𝑒−

Diffusion coefficient of electrons (m2 s-1)

+
𝐷𝑖𝑜𝑛

Diffusion coefficient of ions (m2 s-1)

𝑒

Elementary charge (C)

ℎ

Plank’s constant (m2 kg s-1)

𝐽𝑒

Electron flux density to the particle surface (# m-2 s-1)

𝐽𝑖

Ion flux density to the particle surface (# m-2 s-1)

𝑘

Boltzmann constant (m2 kg s-2 K-1)

𝐾

Particle conductivity (0-1)

𝑚𝑒

Mass of electron (kg)

𝑚𝑖

Mass of ion (kg)

𝑛𝑒

Electron number concentration (# m-3)

𝑛𝑖

Ion number concentration (# m-3)

𝑛(𝑑𝑝 , 𝑞, 𝑥, 𝑡)

PSD function as a function of diameter, charge, space and time (# m-3 m-1)

𝑛𝑖,0

Initial number concentration of positive charged ions (# m-3)

〈𝑄〉

Average charge on the particle

𝑅𝑝

Plasma resistance (Ω)

𝑆±

Rate of loss of ions/electrons to the wall (# m-3 s-1)

𝑇𝑒

Temperature of electron (K)

𝑇𝑖

Temperature of ion (K)

𝑇𝑔

Temperature of gas (K)
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𝑢

Convective velocity (m s-1)

𝑣𝑒

Mean thermal velocity of electrons (m s-1)

𝑣𝑖

Mean thermal velocity of ions (m s-1)

𝛽 ± (𝑣, 𝑞)

Rate of collision of particle of charge 𝑞 with ions/electrons (m3 s-1)

𝛿

Limiting sphere radius (m)

𝜀0

Vacuum permittivity (m-3 kg-1 s4 A2)

θ

Space-time (s)

𝜆𝐷

Debye length (m)

𝜆𝑖

Mean free path of ions (m)

µe

Electron mobility (m2 V−1 s−1)

𝜉

Recombination rate of ions and electrons (m3 s-1)

𝜎𝑖

Collisional cross section area of ions (m2)

𝜏

Space time (s)

𝜏1

Characteristic time of charging inside the plasma (s)

𝜏2

Characteristic time of charging outside the plasma (s)

𝜙(𝑟)

Potential energy of particle as a function of 𝑟 (J)

𝜙𝑝

Surface potential energy of particle (J)
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8.1

Introduction

The charging of nano- to micron-sized particles in the gas phase is of fundamental importance
to aerosol science and related technologies including instrumentation [1], materials synthesis [2],
pollution control [3], and indoor air filtration [4]. For example, electrostatic classification of
aerosol particles by scanning mobility particle sizing (SMPS) involves initially exposing the
particles to ions produced by ionizing radiation from a radioactive source (neutralizers), followed
by diffusion charging. To obtain the size distribution of particles, it is essential that the charging
distribution imparted by the neutralizer is well-defined and known [5]. Alternatively, electrostatic
precipitators (ESPs) are widely used as particulate control devices in industry and coal power
plants to capture fine aerosol particles from emissions. In an ESP, ions are typically produced by
a corona discharge, which is a type of plasma created by partial breakdown of a gas in the presence
of a relatively strong electric field [1]. The efficiency of an ESP depends mainly on its ability to
charge particles and the charging, and thus removal of smaller sized particles, has been a challenge
in corona-based devices[6]. Other types of plasmas that are formed by complete gas breakdown
contain higher concentration of ions [7, 8], but have yet to be explored for particle charging to
realize ESP applications.

Plasmas have also been increasingly studied for the synthesis of nanoparticles in the gas phase
from a vapor precursor by homogeneous (i.e., substrate-free) nucleation. A variety of lowtemperature, glow-like plasma sources characterized by complete gas breakdown have been
reported at different operating pressures ranging from vacuum [9] to atmospheric [10, 11], and
with different power couplings including direct-current (DC) [12], alternating current (AC) [11],
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radio-frequency (RF) [10], and microwave [13]. Flow-through, atmospheric-pressures systems are
easily integrated with SMPS and the particle diameter distributions have been measured on line to
correlate process conditions such as precursor concentration, reactor residence time, and plasma
power to the as-grown particle diameter. Nanoparticles are also deposited by ESP for off line
materials analysis by microscopy or producing thin films for applications. While particle charging
is known to be important either inside the plasma for its influence on agglomeration [14] or outside
of the plasma for measurement and application, our current understanding in these types of plasmas
is very limited.
Several models have been developed over the years to explain particle charging in a plasma
[15-21]. The simplest model is based on orbital motion-limited (OML) theory, which via the
electron and ion currents to the particle surface provides an estimate of the steady-state charge
[15]. Corrections to OML theory have been developed over the years by accounting for high
particle density, secondary electron emission [20] due to thermoionization and photoionization,
ion trapping [17-19], and charge fluctuations [18]. Particles are expected to charge negatively
inside a plasma because of the higher mobility of electrons compared to other charged species, but
the magnitude or even possibly the polarity of charge can change as these different effects are
considered. The particle charging may also be different outside of the plasma, as they exit through
what is referred to as the spatial afterglow, or flowing afterglow [22-25]. This afterglow, similar
to temporal ones, refers to the region outside the electrodes where ionization no longer takes place,
but plasma species remain [26]. On a fundamental level, the quasi-neutrality assumption may not
hold in the afterglow, i.e., the electron and ion density may not be equal, which could lead to
substantial differences in their respective fluxes to the particle surface. Additionally, because
particles are initially charged in the plasma before passing through the afterglow, the final charge
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state (polarity and magnitude) could be even more complex. Couedel et al. [23] and Wörner et al.
[24] measured the charge distributions of particles in the temporal afterglow of a low-pressure
plasma and independently showed negatively-charged particles. In contrast, Chen et al. [25] and
Sankaran et al. [22] observed the presence of bipolarly charged silicon nanoparticles after the
spatial afterglow of a low-pressure RF plasma and an atmospheric-pressure DC microplasma,
respectively. Particle charging therefore remains unresolved and comprehensive characterization
of the charge state is yet to be reported.

In this work, we systematically characterized particle charging in low-temperature,
atmospheric-pressure, flow-through plasmas similar to those that have been previously reported
for synthesis [27]. The plasma reactor used in this work features the ability to switch between
different power couplings without any other changes to the system. Premade nanoparticles of
sodium chloride (NaCl), sea salt, and magnesium sulfate (MgSO4) generated by atomization were
introduced in the plasma to decouple particle nucleation and growth from reactive vapors, and
isolate particle charging. Of these materials, MgSO4 was selected as a focus of this study because
of its stability in the plasma to evaporation. The overall charge fraction and charge distribution in
terms of polarity and magnitude were compared for both RF and AC power coupling and were
measured as a function of particle diameter and plasma power. The results were supported by
analyzing the characteristic timescales for charging.
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8.2

Methods

8.2.1 Particle Generation and Plasma Reactor
The overall experimental setup is schematically illustrated in Figure 8.1. Aerosolized
nanoparticles were produced using an atomizer (TSI Aerosol Generator Model 3076) with argon
(Ar) as the carrier gas (≥ 99.998% pure, Sigma Aldrich). The Ar flow rate entering the atomizer
was controlled by a mass flow controller. The Ar flow expands through an orifice to form a highvelocity jet, which atomizes the liquid solution to generate a fine spray of droplets. These droplets
were passed through two diffusion dryers to evaporate the water from the droplets, and obtain dry
salt particles. The particle size distribution was tuned by varying the salt concentration. Three
different salts, sea salt (mass fraction: 55% chloride (Cl−), 31% Na+, 8% sulfate (SO42−), 4% Mg2+,
1% K+, 1% Ca2+ and <1% other, Sigma Aldrich), NaCl (≥ 99% pure, Sigma Aldrich), and MgSO4
(≥ 99% pure, Sigma Aldrich), were chosen because of their different boiling points, which would
be expected to lead to different volatilities in the plasma. Two different initial particle size
distributions (PSDs) characterized by geometric mean diameters (dpg) of 25-30 nm and 75-80 nm
of each material were generated. As the salt particle generated through droplets are spherical [28],
particle mobility diameter measured through SMPS was assumed to be same as the particle
volumetric diameter and is simply referred to as the particle diameter. Downstream of the diffusion
dryers, a bypass stream was connected to a vacuum pump to maintain a total gas flowrate of 1 lpm
through the plasma. In order to ensure that the particles entering the plasma were initially neutral,
a charged particle remover (CPR1) operated at a fixed voltage of 1.5 kV was used to trap particles
of either charge polarity, and the elimination of charged particles was confirmed by SMPS without
a neutralizer.

202

Figure 8-1. Experimental setup for A) particle generation and particle charging in a low-temperature, atmosphericpressure, flow-through plasma; B) measurement of particle size distribution, overall particle charge fraction, and
multiply charged particle distribution

The plasma reactor was a simple flow-through system consisting of a clear fused quartz tube
(ID: 2 mm, OD: 3.2 mm) and two metal ring electrodes, one for high voltage and one for electrical
ground, on the outside in a parallel configuration with a spacing of 2 cm. The plasma was ignited
by a high voltage AC power supply (PVM500-4000, Amazing1 Inc.). For RF operation, an
additional electrode was electrically connected to a RF power supply (RF-3 XIII purchased from
RF VII Inc.) through a homemade L-type matching network and switched after ignition.
Downstream of the plasma, the aerosol flow was diluted by air; for smaller particles (dpg 25-30
nm) with lower total number concentration, the dilution flowrate was 2 lpm and for larger particles
(dpg 75-80 nm) with higher total number concentration, the dilution flowrate was 6 lpm.
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8.2.2 Plasma Characterization
Electrical characterization of the AC plasma was performed through standard Lissajous
analysis [29]. Briefly, the analysis is based on measuring the voltage and charge waveforms and
assuming a simplified equivalent circuit model for dielectric barrier discharges [30], calculating
the energy deposited for a single period, the capacitances associated with each phase of the
discharge, the instantaneous power, and instantaneous resistance. Additional details of these
calculations are provided in the Supporting Information. The electron density, ne, was then
obtained from the average resistance, using a 1-D plasma fluid model:

𝑛𝑒 =

𝑑
𝐴𝑒𝜇𝑒 𝑅𝑝

(8.1)

where d is the electrode distance, A is the reactor cross-sectional area, e is the elementary
charge, µe is the electron mobility [30], and 𝑅𝑝 is the plasma resistance. This model assumes that
the discharge current through the gas is dominated by the electron flux and ignores the ionic
contribution. Furthermore, the electron flux is approximated by a drift-diffusion formulation where
the diffusion component is assumed to be negligible in a strong electric field environment [31].

Electrical characterization of the RF plasma was performed using an RF power probe
(Octiv Poly, Impedans Ltd.). The power probe is needed to measure the voltage and current
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waveforms in a RF plasma because of stray impedances in the high-frequency circuit. We again
developed a simplified equivalent circuit model to calculate the plasma resistance, and similarly
to the AC plasma, estimated the electron density from the plasma-fluid model shown in Eqn. 8.1.
Additional details of these calculations are provided in the Supporting Information.

8.2.3 Charge Distribution Measurement
The total fraction (i.e., either polarity) of charged aerosol particles exiting the plasma reactor
was obtained using a second charge particle remover (CPR2) and SMPS, as shown in Figure 8.1b.
Similar to CPR1, CPR2 trapped particles of either charge polarity and the elimination was
confirmed by SMPS. The PSD of the charged particles was measured by the following procedure.
First, the PSD was measured with both the plasma and CPR2 off; this PSD corresponds to the PSD
of the initial particles entering the plasma. Then, the PSD was measured with the plasma and CPR2
on; this PSD corresponds to the fraction of neutral particles. Subtracting the PSD of the neutral
fraction from the initial particles yielded the PSD and total fraction of charged particles.
To obtain the charge distribution on the particles and characterize multiple charging, a TDMA
setup was applied following previous reports [9]. Briefly, the setup consists of two DMAs, a
neutralizer, and a condensation particle counter (CPC), as shown in Figure 1b. The first DMA
(DMA1) separates particles of a fixed mobility, but the classified particle stream could contain
different diameters depending on their charge state. These particles are then passed through a
neutralizer to obtain a Fuchs charge distribution [5, 32, 33], followed by the second DMA
(DMA2). Particles with the same mobility were therefore separated by their charge and diameter
and finally counted by the CPC. The relative peak heights were used to calculate the charge
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distribution. In this study, the aerosol flow was 2.5 lpm, and the sheath flow in the DMA was 1016 lpm, depending on the number concentration of the particles at that particle diameter. The CPR2
was operated at a fixed voltage of 1.5 kV.

8.2.4 Characteristic Time Scale Analysis

Figure 8-2. Proposed mechanism for particle charging inside and outside the plasma volume.
Figure 8.2 provides a qualitative picture of our proposed mechanism for particle charging in a
low-temperature, atmospheric-pressure plasma environment, highlighting the two important
regions. In the first stage, the initially neutral aerosol particles enter the plasma, where particle
charging is controlled by the flux of electrons and ions to its surface, thermoionization, and
photoionization. In the second stage, the charged particles exit the plasma volume and their charge
is perturbed by the spatial afterglow region. We suspect that the ion density is higher as compared
to electron density in the afterglow region and consequently, the particles may become neutralized
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or positively charged, as previously reported [34, 35]. If particles become bipolarly charged,
agglomeration by Coulombic attraction could be enhanced, leading to neutral aggregated particles
[15, 25, 36, 37].
In support of the experimental characterization of particle charging in a plasma, a characteristic
time scale analysis was carried out. Based on the above picture, particle charging was analyzed by
the two different stages. Assuming that the emission processes (thermo- and photoionization) are
relatively less significant compared to charging by electrons and ions, the charge of a particle (Q)
as a function of space-time (τ) inside the plasma volume is given by [38]

𝑑𝑄
= 𝜋𝑑𝑝2 (𝐽𝑖 − 𝐽𝑒 )
𝑑τ

(8.2)

where 𝐽𝑒 and 𝐽𝑖 are the electron and ion flux density to the particle surface, respectively, and
can be described by the following equations [38]

𝑒𝜙𝑝
1
𝐽𝑒 = 𝑛𝑒 𝑣𝑒 exp (
)
4
𝑘𝑇𝑒
𝜋
𝜆𝑖 𝑒𝜙𝑝
𝐽𝑖 = √ 𝑛𝑖 𝑣𝑖 ( ) |
|
2
𝑑𝑝 𝑘𝑇𝑖
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(8.3)

(8.4)

where 𝑣𝑒 and 𝑣𝑖 are the electron and ion velocities, respectively, 𝑇𝑖 is the mean ion temperature,
k is the Boltzmann’s constant, 𝜆𝑖 = 𝑘𝐵 𝑇𝑖 /√2𝜎𝑖 𝑃 is the mean free path of ions, and 𝜙𝑝 is the surface
potential of the particle given by [38]

𝜙𝑝 =

𝑑𝑝
𝑒𝑄
exp (−
)
2𝜋𝜀0 𝑑𝑝
2𝜆𝐷

(8.5)

and 𝜆𝐷 is the Debye length and is given by

𝜀0 𝑘𝑇𝑒
𝜆𝐷 = √
𝑛𝑒 𝑒 2

(8.6)

Qualitatively, the flux of electrons to the particle surface is higher than that of ions due to the
higher mobility of electrons as compared to ions and thus particles very quickly (i.e., at initial
times after entering the plasma) charge negatively. As the negative charge increases, the electron
flux to the particle surface decreases because of Coulombic repulsion, and concomitantly, the ion
flux to the particle surface increases because of Coulombic attraction. Eventually, the electron and
ion flux to the particle surface become equal (𝐽𝑖 = 𝐽𝑒 ) and the particle obtains an equilibrium
charge. The characteristic space-time in the first stage to attain this equilibrium charge, 𝜏1 , is given
by
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8 𝜆2𝐷
√
𝜏1 =
𝜋 𝜆𝑖 𝑣𝑖

(8.7)

The second stage, where particles exit the plasma and interact with a spatial afterglow, was
modeled assuming the Fuchs theory of particle charging, where the governing equations for ion
and electron concentrations are given by [39]

∞

𝜕
(𝑛𝑖 ) = −𝑆 + − ∑ 𝛽 + (𝑑𝑝 , 𝑞) 𝑛𝑖 𝑛(𝑑𝑝 , 𝑞, 𝑥, τ) − 𝜉𝑛𝑖 𝑛𝑒 − ∇. 𝑛𝑖 𝑢
𝜕τ
𝑞=−∞

(8.8)

+
+ 𝐷𝑖𝑜𝑛
∇2 𝑛𝑖+

∞

𝜕
(𝑛 ) = −𝑆 − − ∑ 𝛽 − (𝑑𝑝 , 𝑞) 𝑛𝑒 𝑛(𝑑𝑝 , 𝑞, 𝑥, τ) − 𝜉𝑛𝑖 𝑛𝑒 − ∇. 𝑛𝑒 𝑢
𝜕τ 𝑒
𝑞=−∞

(8.9)

+ 𝐷𝑒− ∇2 𝑛𝑒

where 𝑆 + or 𝑆 − are the loss rate of ions/electrons to the walls, the second term in the sum on the
RHS is the rate of electrons loss by their attachment onto particles, the third term is ion loss due
to the recombination between ions of different polarities, and the fourth and fifth terms account
for the variation of ions due to convective transport, and diffusion, respectively. As electrons have
higher mobility than ions, the model assumes that more electrons are lost to the wall than ions in
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this exit region and the particles predominantly collide with ions, resulting in neutralization or
positive charging. The number concentration of particles of different charges [39] is given by

𝜕
(𝑛(𝑑𝑝 , 𝑞, 𝑥, τ)) = 𝛽 + (𝑑𝑝 , 𝑞 − 1, 𝑥, τ)𝑛𝑖+ 𝑛(𝑑𝑝 , 𝑞 − 1, 𝑥, τ)
𝜕τ
(8.10)

−𝛽 + (𝑑𝑝 , 𝑞, 𝑥, τ)𝑛𝑖+ 𝑛(𝑑𝑝 , 𝑞, 𝑥, τ) − ∇. 𝑛(𝑑𝑝 , 𝑞, 𝑥, τ)𝑢 + 𝐷∇2 𝑛(𝑑𝑝 , 𝑞, 𝑥, τ)

where the first term on the RHS is the generation rate of a particle with 𝑞 charges by the attachment
of a positive ion to the particle with 𝑞 − 1 charges, the second term is the loss rate of the particle
with 𝑞 charges due to the attachment of positive ions, and the third and fourth terms account for
the variation of 𝑞 charged particles due to convective transport and diffusion, respectively. The
attachment coefficient of ions to the particle, 𝛽 + (𝑑𝑝 , 𝑞), with diameter 𝑑𝑝 and elementary charge,
𝑞, is given by [32, 40]

𝛽 + (𝑑𝑝 , 𝑞) =

+
𝜋𝑐𝑖𝑜𝑛
𝜉𝛿 2 𝑒𝑥𝑝(−𝜙(𝛿)/𝑘𝑇)
𝑐 + 𝜉𝛿 2 𝑑𝑝 /2𝛿
1 + 𝑒𝑥𝑝(−𝜙(𝛿)/𝑘𝑇) 𝑖𝑜𝑛+
𝑒𝑥𝑝(−𝜙(𝑑𝑝 /2𝑥)/𝑘𝑇) 𝑑𝑥
∫
2𝐷𝑖𝑜𝑛 𝑑𝑝 0

(8.11)

+
where, 𝑐𝑖𝑜𝑛
is the thermal velocity of ions (m/s), 𝜉 is the collision coefficient between positive ions

and negative ions, 𝛿 is the limiting-sphere radius, 𝑇 is the gas temperature, and 𝑥 is a dimensionless
variable ranging from 0 to 𝑑𝑝 /2𝛿.
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Eq. 8.11 is obtained by dividing the space around the particle into two regions by the limitingsphere of radius, 𝛿, which is concentric to the particle, and is on the order of one ion mean free
path larger than the particle radius. Outside the limiting sphere, the charge carriers move according
to the continuum diffusion-mobility equation. Once the ions enter the limiting sphere, they are
assumed to travel like in vacuum, without collisions with gas molecules. To calculate the ionaerosol combination coefficients, the macroscopic diffusion-mobility flux outside the limiting
sphere is set equal to the microscopic flux inside the limiting sphere. This method of flux matching
then provides the necessary boundary condition for the diffusion-mobility equation [32, 40].
The electrostatic potential energy 𝜙(𝑟) at distance 𝑟 from the center of particle, is given by

𝜙(𝑟) =

𝑑𝑝 3
𝑒2 𝑖
{ −𝐾
}
4𝜋𝜀0 𝑟
16𝑟 2 (𝑟 2 − (𝑑𝑝 /2)2 )

(8.12)

where 𝑖 is the number of elementary charges on the particle, and is positive if the charges of the
ion and the particle are of the same sign. For a perfectly conducting particle, K = 1, and for a nonconducting particle, K = 0. The first term in Eq. 8.12 accounts for the Coulomb interaction
(attractive or repulsive) between the ion and the particles, and the second term accounts for the
attractive potential due to the polarization interaction of a sphere with a point charge. The
expression for limiting-sphere radius, 𝛿, is given by

5

3

5/2

𝑑𝑝 3 1
2𝜆𝑖
1
4𝜆2𝑖
2𝜆𝑖
2
4𝜆2𝑖
𝛿 = 2 { (1 +
) − (1 + 2 ) (1 +
) + (1 + 2 )
𝑑𝑝
3
𝑑𝑝
15
8𝜆𝑖 5
𝑑𝑝
𝑑𝑝
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}

(8.13)

Finally, the characteristic charging space-time in the second stage, 𝜏2 , is estimated from the ion
density and attachment coefficient of ions by

𝜏2 =

1
+
𝑝 , 𝑞)𝑛𝑖,0

(8.14)

𝛽 + (𝑑

Table 8.1 summarizes the range of experimental conditions that were studied including plasma
operating conditions and instrumental parameters.

Test

Objective

Salts

Plasma
Source

1

Compare the PSD for different
salts exiting the plasma

Sea Salt,
NaCl,
MgSO4

RF

Neutralizer, Classifier, Long
DMA, CPC

AC

Lissajous Analysis, Plasma
fluid Model, Saha Equation

2

Calculate absorbed power,
plasma density, and electron
temperature from set points in
instruments

RF

Plasma fluid Model, Saha
Equation

RF

CPR2, Neutralizer, Classifier,
Long DMA (large PSD), Nano
DMA (Small PSD), CPC

3

4

Study the size dependent
charge fraction for various
plasma powers
Study the multiple charge
fraction (-3 to +3) for 5
different particle sizes
(15,45,90,135,180 nm)

Approach

MgSO4

MgSO4

AC
MgSO4
RF

CPR2, Classifier, Long
Tandem DMA (large PSD),
Nano Tandem DMA (Small
PSD), CPC

Table 8-1. Overall test plan for the experiments
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8.3

Results and Discussions

8.3.1 Comparison of PSDs of different salts passing through plasma

Figure 8-3. Comparison of PSDs of different salts after passing through the RF plasma at
different powers: A) sea salt, B) NaCl, C) MgSO4 (Test 1)
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We initially measured PSDs of different materials passing through the plasma reactor to assess
their stability within a plasma environment. In general, the RF plasma has a higher plasma density
than the AC plasma and particles that are stable in the RF plasma are expected to also be stable in
the AC plasma. Figure 8.3 shows PSDs of sea salt, NaCl, and MgSO4 generated from the atomizer
after passing through a RF plasma operated at different powers. The initial PSD measured with the
plasma off is not exactly the same for the three salts, but exhibit similar total number
concentrations and geometric mean diameters. When the plasma is turned on and the particles are
exposed to the plasma environment, the PSDs of sea salt and sodium chloride change substantially,
notably with the appearance of an additional peak that increases in number concentration relative
to the original peak with increasing power. A similar shift in the PSDs of aerosol particles flowing
through a low-pressure plasma reactor has been previously reported and shown to be the result of
evaporation of the injected particles and re-nucleation of new smaller particles [38, 41]. A higher
number concentration of smaller diameter particles is also observed for sea salt than NaCl, which
can be correlated to the lower melting point and increased volatility of sea salt. In comparison, the
PSD for MgSO4 shows almost no change even at the highest powers tested, consistent with its
higher melting point and lower volatility relative to both sea salt and NaCl. The small decrease in
the number concentration with increasing power can be attributed to particle loss at the exit of the
plasma reactor from electro- or thermophoresis [42]. Based on these results, MgSO4 was
determined to be the most stable in terms of PSD and contamination from evaporation, and
therefore, chosen as the focus of our study to characterize solely particle charging in the plasma.
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1.2.1 Plasma Characterization

Figure 8-4. Electron density, absorbed power, and electron temperature in a) RF and b) AC plasmas as a function of
power and applied peak-to-peak voltage, respectively. (Test 2)
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We next characterized the plasma powered by both AC and RF, in the presence of MgSO 4
particles to obtain plasma properties. Plasma density and electron temperature are inputs for
evaluating an estimate of the characteristic timescales for charging in these systems. Figure 8.4
shows the absorbed power, electron density, and electron temperature estimated from our electrical
characterization and corresponding analysis for the AC and RF plasmas. For the AC plasma, the
absorbed power was calculated using both I-V measurements and Lissajous analysis and found to
agree very well. The electron density and electron temperature did not vary substantially with
increasing power, with the values of ~ 3×1011 #/m3 and 0.37 eV, respectively. Similar trends of
absorbed power and electron temperature are observed for the RF plasma, with the latter being
estimated to be roughly 0.51 eV. The absorbed power in the RF case is roughly an order of
magnitude higher than the AC plasma, and therefore the electron density of ~ 1×1014 #/m3 is as
expected, also 2-3 order of magnitude higher than the AC plasma. These calculated values are
supported by the higher visual intensity and the expected improved power coupling for RF as
compared to AC plasmas.

8.3.2 Characterization of Particle Charging in RF and AC plasmas
The charge state of particles exiting the plasma was initially characterized by the total charge
fraction. Figure 8.5 shows the charge fraction of MgSO4 particles exiting the AC and RF plasmas
as a function of particle diameter at different powers. The charge fraction is found to increase with
plasma power for both AC and RF power, but much less so for AC. Figure 8.5a shows that for the
RF plasma, the charged particle fraction increases with increasing particle diameter. For the AC
plasma, Figure 8.5b shows a similar trend for particle diameters > 40 nm, but for particles < 40
nm, the trend reverses, and the charged particle fraction increases as the particle diameter
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decreases. Moreover, the charged fraction is higher for the AC than for the RF plasma in this
diameter range (10-40 nm). At the larger diameters, the propensity for more charging can be
attributed to the higher surface area available for the ions and electrons to attach.

Figure 8-5. Charge fraction of particles as a function of particle diameter for a) RF plasma, and b) AC
plasma at different plasma powers and different initial particle size distributions. (Test 3)

217

Figure 8-6. Particle fraction with different positively, and negative charges (-3 to +3) for four different
diameters, viz. a) 15 nm, b) 45 nm, c) 90 nm, d) 135 nm, e) 180 nm at four different RF plasma powers,
and two different AC powers. (Test 4)

218

We next characterized the charge state of the particles flowing through the plasma by the
charge distribution. Figure 8.6 shows the charge distribution of MgSO4 particles exiting the AC
and RF plasmas for both polarities from +3 to -3 charges at different powers. As particle diameter
increases, more and more particles acquire multiple charges, which is consistent with the trends
observed by the total charge fraction. A higher fraction of particles acquire multiple charges for
the RF plasma as compared with the AC plasma. Overall, at all diameters and all powers for both
the AC and RF plasmas, the particles reach a bipolar charge distribution. A possible explanation
is that particles are initially charged negatively inside the plasma volume, and then neutralized or
charged positively in the spatial afterglow where there is a higher ion flux to the particles due to
diffusive losses of electrons. An additional important factor that can contribute to this trend is the
loss of highly-charged negative particles to the walls by electrophoresis.

Another clear trend that can be observed in Figure 8.6a is that for RF coupling, the particle
charge is preferentially negative for smaller-sized particles at higher power. As particle diameter
increases, the fraction of negatively charged particles decreases, while the fraction of positively
charged particles increases. For example, 45 nm particles are preferentially negatively charged,
whereas 180 nm particles are preferentially positively charged. Again, we suggest that a possible
explanation is the difference in charging mechanisms between the plasma volume and spatial
afterglow region. In this case, larger-sized particles will have more negative charge in the plasma
volume because of their larger surface area and the resulting ion flux to their surface in the spatial
afterglow could be higher, leading to more neutralization and/or more positive charging.
Analogously, smaller particles will have less negative charge in the plasma volume, the ion flux
to their surface will be lower, and less neutralization or positive charging will occur.
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For the RF plasma at lower power, majority of the charged particles have single charge of both
polarities. This finding can be supported by the smaller spatial afterglow region observed during
experiments, which could decrease the space-time for charging effects in this region. As shown in
Figure 8.6b, the AC plasma similarly produces singly charged particles at low powers because of
a smaller spatial afterglow region. It is important to note that in these measurements, the charge
fraction of particles with ±4 elementary charges and higher charges was not assumed to be
important and can be justified with the low charge fraction of ±3 elementary charges measured at
all of the studied conditions.

8.3.3 Characteristic Time Scale Analysis
To support the experimental results, a characteristic time scale analysis was performed. The
parameters used for these calculations are listed in Table 8.2. Literature values were assumed for
the neutral gas temperatures in the AC [43] and RF [44] plasmas. The mean electron temperatures
in these types of plasmas operating at atmospheric pressure are typically in the range of 0.5 to 2
eV [45-47]. The characteristic times for particle charging and the amount of particle charge
acquired in the first stage of plasma were calculated for 0.5, 1.0, 1.5, and 2.0 eV, and are detailed
in the Supplementary Information. In general, we did not find significant dependence on electron
temperature and therefore, we assumed a value of 1.0 eV for the analysis discussed here.
Figure 8.7a shows the calculated steady-state charge acquired by the particles inside the plasma
volume for both the AC and RF plasmas. It can be clearly seen that the negative charge acquired
by the particles increases with particle diameter for both the RF and AC plasmas. Figure 8.7b
shows the characteristic times calculated from Eqn. 8.7 for charging inside the plasma volume.
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Charging of the particles in the plasma is very fast: 9.8 ns for RF plasma and 22.7 µs for AC
plasma. These time scales, when compared with the residence time in the plasma region of ~ 3.8
ms, indicates that the particles will acquire the steady-state charge fraction shown in Figure 8.7a,
before exiting the plasma volume.

Figure 8-7. A) Average charge acquired by particles in the plasma volume. B) Characteristic time scales
for particle charging in the plasma volume and in the spatial afterglow region.
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Plasma

Electron Temperature

RF
AC

1.0 eV
1.0 eV

Ion Concentration
(#/cm3)
1e14
3e11

Gas Temperature
(°C)
1000 °C
150 °C

Table 8-2. Parameters used for the calculation for characteristic time scales and average particle charge
shown in Figure 8.7.

Figure 8.7b also shows the characteristic times calculated from Eqn. 8.14 for charging
downstream of the plasma in the spatial afterglow. The charging in the spatial afterglow of the AC
plasma is found to be 3 orders of magnitude slower than the RF plasma. Moreover, as the particle
diameter decreases, the characteristic time increases, which is a possible explanation for the higher
charge fraction of smaller particles passing through the AC plasma as compared to the RF plasma
(see Figure 8.5). The relative time scales also suggest that for the AC plasma, smaller particles
should not exhibit a bipolar charge distribution; instead these particles should be predominantly
negatively charged. However, this is inconsistent with our experimental results which show a
bipolar distribution (see Figure 8.6). A possible explanation for this could be the loss of highly
negatively charged particles to the reactor walls due to electrophoresis. Also, the characteristic
time scale analysis does not account for the possibility of charge distributions of particles of the
same diameter.

From our study, two key factors that determine the charge on the particles are plasma power
and residence time, both in the plasma volume and the spatial afterglow. Plasma power has an
important role in both the plasma volume and the spatial afterglow, whereas the residence time is
more important in the spatial afterglow than in the plasma volume. Higher plasma powers give
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rise to higher plasma densities, which promotes charging, and therefore more multiply charged
particles. On the other hand, the loss of negative charge on the particles in the spatial afterglow is
highly dependent on the particles’ transit time. The characteristic time scale for charging in the
spatial afterglow depends on the residual ion density and its polarity, which is generally positive
in plasmas. However, depending upon the gas composition, negative ions may also be present
which could change the charging and will be a focus of future work.

8.4

Conclusions

Particle charging has been systematically characterized for low-temperature, atmosphericpressure, flow-through plasmas with AC and RF power coupling. The overall fraction of particles
that is charged is found to be higher and shows an opposite trend of increasing with decreasing
particle diameter for the AC plasma as compared with the RF plasma. We invoke a two-stage
charging mechanism and based on a characteristic time scale analysis, suggest that while particles
are predominantly charged negative in the plasma volume for both AC and RF plasmas, the
charging time in the spatial afterglow of an AC plasma is slower than a RF plasma, leaving more
particles charged. The characteristic time in the second stage for attaining the equilibrium charge
increases with decreasing particle diameter which may also explain the higher charge fraction of
smaller diameter particles for the AC plasma. On the other hand, the charge state of the particles
is observed to be bipolar for both the AC and RF plasma, with more multiply charged particles for
the RF plasma, which is not currently addressable by the two-stage charge mechanism. Future
studies are needed to fully address these complex issues and could lead to better understanding of
particle charging in these plasma sources and control over charging for applications such as ESPs.
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9.1

Conclusions

9.1.1 Improvement in the understanding of flame synthesis of 1-10 nm sized
nanoparticles (Chapter 2, 3, 4 and 5)
Chapter 2 and 3:
Collisional growth rate of nanoparticles at high temperatures was found to be a function of particle
size, and temperature of the system. For titania nanoparticles, enhancement in collisional growth
rate was observed both through controlled experiments, as well as, molecular dynamics
simulations. Controlled experiments were performed using a furnace aerosol reactor operated at
fixed temperatures. Molecular dynamics based model was developed based on simulated annealing
for nanoparticle equilibration, and trajectory calculations for collisions to calculate the collisional
correction factor. This collisional correction factor (enhancement) increases as temperature, and/or
size decreases. Some inconsistencies in the experimental findings, and modeling simulations were
elucidated. This understanding of collisional growth rate of neutral particles shows there is a
significant role played by interactive forces in the collisional growth of sub-10 nm titania
nanoparticles.

Chapter 4 and 5:
In a flame system, typically particle-particle and particle-ion interactions take place
simultaneously in time scale of less than a second. We measured the percentage of charged
particles and found the upper and lower limits for the charge fraction. Moreover, the charge
fraction for Argon flame was found to be higher than nitrogen flame, suggesting former involves
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higher ion/electron concentration in the flame than latter. Complementary to this, the simulations
for particle-particle and particle-ion interactions suggest similar trends for particle charging. For
unipolar ion environments, the particle size distribution could be more monodisperse than
polydisperse. This is an important finding, as several researchers have failed to control standard
deviation of particle size, during flame synthesis of nanoparticles.

Overall these two chapters provide with tools, and knowledge to guide the researchers to
investigate the synthesis of particles from flames in the size range from 1-10 nm with precise
control of size, and morphology.

9.1.2 Insights on Particle Charging Models (Chapter 2, 3, 4 and 5)
The particle charge in the gas-phase systems (flame reactors/dusty plasmas) can vary by a variety
of mechanisms-ion and electron fluxes collected by the particles via collisions and charge transfer
[1, 2], photo-ionization [3], thermionic emissions, chemical ionization [4], and so on. Most widely
studied mechanism in aerosol charging in gas-phase is diffusion charging, which occurs as a result
of random thermal motion of ions and particles, which leads to ion/particle collisions and the
particles become charged by capturing ions.

Different Charging Theories

Several theories for the bipolar diffusion charging of spherical aerosol particles have been
reviewed [5-12]. Classical charging theories can be divided into two groups: one approach extends
the equilibrium gas kinetic theory to the collision of particles with ions and postulates that the
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charge distribution follows Boltzmann statistics [13-15]. The other approach is based on the
steady-state ion flux towards a sphere calculated from the diffusion-mobility equation; this flux is
then related to the ion-aerosol combination coefficients [12], thus allowing for the calculation of
the charge distribution on the aerosol particle [16-18].

The conventional charging of aerosol particles using air ions is fundamentally a non-equilibrium
process. As pointed out by Fuchs (1963) [19] in his well-known criticism of the equilibrium
hypothesis of Keefe et al. (1959) [13], this non-equilibrium behavior is brought about by the
absence of desorption of the adsorbed ions from the particle surface. The often employed
Boltzmann law for bipolar charging is thus not a consequence of equilibrium considerations, but
is only a mathematical approximation to the steady state charge distributions obtained through the
method of non-equilibrium kinetics in the continuum regime [20].
According to Fuchs’ theory, the charging coefficient is a complex function of the charges carried
by the particle, particle size, particle conductivity, and the system temperature, as given by Eq.
(9.1-9.4).
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On the other hand, Boltzmann equilibrium distribution, commonly known as the Boltzmann Law,
describes the equilibrium charge distribution of particles as,
(𝑒𝑞)2
𝑛𝑞
= exp [−
]
𝑛0
2𝜋𝜀𝑑𝑝 𝑘𝑇

(9.5)

where, 𝑛𝑞 is the concentration of particles carrying 𝑞 elementary charges.

Mayya (1994) [21] showed that if true equilibrium existed via charge carrier adsorption and
desorption, the obtained charge distributions would differ significantly from the presently known
distributions including the Boltzmann law. Most importantly, they would show concentration
dependence even for symmetric bipolar charging. On the other hand, in a hypothetical environment
where there is aerosol charging in the presence of a large number of free-electrons at sufficiently
high temperatures, continual charge carrier adsorption/desorption and thus the establishment of
equilibrium are physically possible. Due to their large mobility, unipolar charging with free
electrons gives rise to an order of magnitude higher charges on particles at relatively short times
than ionic charging would. However, irreversible electron absorption cannot go on indefinitely,
especially for small particles (< 10 nm size) of low work function materials or at higher
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temperatures like in a flame aerosol reactor. The system would then attain a limiting or a final
state, describable in terms of equilibrium properties [11, 21, 22].

Model Predictions v/s Experimental Measurements

Figure 9.1 compares the percentage of charged particles in a flame aerosol reactor using the two
experimental approaches of neutralizer, half-mini DMA, and electrometer, and boosted butanol
CPC with Fuchs and Boltzmann theory of charging. Fuchs theory predictions for the charge
fraction depends on the mass, and mobility of the flame ions, and flame temperature. Here, the
experimentally measured values of ion mass, and mobility are used [1, 2] for the calculations,
while different temperature values are considered. We found that when the temperature of 100 C
is simulated in the Fuchs theory, it shows a reasonable comparison with the experimentally
measured percentage of charged particles using Method 1. Even higher value of temperature (500
C) as input to the model shows even higher prediction from Fuchs theory. It is again important to
note here there Fuchs theory only considers interactions between the particles and ions in a bipolar
ion environment, and ignores other charging mechanisms.
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Figure 9-1. Comparison of percentage of charged particles, a) measured using method 1 (neutralizer, half-mini DMA,
and electrometer) b) measured using method 2 (boosted butanol CPC); c) calculated from Fuchs theory of charging at
different temperatures (25, 100, 500 C), and d) calculated from Boltzmann theory of charging at 500 C.

The Boltzmann theory predictions for the percentage of charged particles is also shown as a
reference in this figure for T = 500 C, which is found to under-predict the experimental findings.
This was quite expected because of equilibrium assumptions in its formulation.

Particle Charging Mechanisms in Flames
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Figure 9-2. Schematic to understand different charging mechanisms, during titania formation and growth in a flame
reactor.

Figure 9.2 provides a schematic to understand the importance of different charging mechanisms
during flame synthesis of titania nanoparticles in flame aerosol reactor. Ions are formed in the
flame due to chemical ionization of methane, oxygen, argon/nitrogen and titania precursor. This
leads to the formation of ions of both polarities, as well as, electrons, which recombine with each
other, but also gets generated continuously. These ions can diffuse and charge the particles in the
flames through diffusion charging depending on ion mass & mobility, and flame temperature,
whereas electrons can adsorb/desorb on the particle surface depending on the electron
concentration, charge on the particle, as well as the particle work function [22]. At very high
temperatures, particles can also undergo thermal ionization, but, as per our experimental finding,
we do not see that to be the case, as the particle charge distribution is bipolar. In order to support
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this argument, we performed time scale analysis for titania nanoparticles thermal emissions, 𝜏(𝑑𝑝 ),
as per the procedure described previously [23].
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Where, 𝑚𝑒 is the mass of electron, 𝑘 is the Boltzmann constant, ℎ is the plank constant, 𝑒 is the
elementary charge, 𝑉 is the work function of material making up the particle, which is 7.96 eV
[24]. It is found that the characteristic time for thermal charging is 5-8 orders of magnitude higher
than the residence time in the flame for titania nanoparticles in 1-10 nm size range. For instance,
for a flame temperature of 2000 K, and particle size of 5 nm, the characteristic time for thermal
emissions was found to be ~ 104 seconds.

9.1.3 Classification and counting of 1-10 nm sized particles (Chapter 6 and 7)
Chapter 6:
Half-mini DMA, a high flow DMA, was investigated here for the classification of sub-2 nm
particles. It was found that the flow is in the incompressible regime. The transfer function of Halfmini DMA and Nano-DMA was compared, and it was found that the former has much better
resolution, and transmission efficiency than the latter. Stolzenburg model for diffusive transfer
function closely explains the experimental data. This work opens up the way to comprehensively
characterize the performance of Half-mini DMA.
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Chapter 7:
Boosted butanol based CPC performance was evaluated for sub-3 nm particles, and we found that
with appropriate calibration for different types, and sizes of the particles, the boosted CPC can be
used for their measurement with minimal background. The maximum detection efficiency for sub
3 nm particles was achieved at the saturator temperature of 45°C and capillary flow rate of 70
sccm. Flame-generated particles, as small as 1.2 nm in mobility diameter for titanium dioxide, and
1.5 nm for soot were found to be activated using the optimal operating condition. The negatively
charged particles were activated slightly more than the positively charged due to difference in the
interactive forces with the butanol vapors. This is important as butanol based CPCs are commonly
available in the aerosol research laboratories, and therefore can be easily used by researchers to do
sub-3 nm measurements.

9.1.4 Capture of suspended particulate matter (Chapter 8)
In this work, atmospheric pressure plasma reactor was evaluated for the first time to enhance
particle charging, and therefore particle capture. ESPs fail to charge particles efficiently in ultrafine
size range, and therefore plasma reactor was explored to achieve high particle charging for sub100 nm particles. The charge state of the particles is observed to be bipolar for both the AC and
RF plasmas, with more multiply charged particles for the RF plasma. This work lays the
fundamental foundation for the future applications like using a plasma reactor in conjunction with
an ESP.
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9.2

Future Work

9.2.1 Flame Synthesis of 1-10 nm sized nanoparticles
While the experiments and simulations in Chapter 2, 3, 4 and 5 focused on developing in-depth
understanding on the particle-particle and particle-ion interactions in the flame system, the future
direction should be to focus on utilizing this information of collisional growth and charging in
order to synthesize 1-10 nm sized particles with controlled particle sizes, and morphology. The
unipolar ion environment should be explored further in the experiments, probably through external
fields assisted combustion and material synthesis. This could promote the synthesis of particles
with a monodisperse size distribution.

In addition to applications, the fundamental understanding of collisional growth could be refined,
based on the drawbacks of the experiments, and molecular dynamics simulations listed in Chapter
3. The effect of crystal structure of nanoparticles, as well as, the role of defects, and surface charge
on collisional growth rate should be evaluated. This is important so that the gap between the
experiments and models for collisional growth rate can be bridged, and the physics behind these
collisions revealed. Another important suggestion for future work is to ensure proper capture of
sub-10 nm particles from flames, and prevention of their future agglomeration, before they are
used in different applications.

Regarding the charging models for flame synthesis of sub-10 nm particles, there are several models
for understanding particle-particle interactions, particle-ion interactions (non-equilibrium
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process), particle-electron interactions at high temperatures (equilibrium process), but there has
been little understanding of the combined effect of these charging mechanisms, especially when
there are external electric fields present. This makes the overall charging process, and the final
charge acquired by particles a little more complicated to predict in plasma systems, thermal like a
flame reactor (Chap 2-5), or non-thermal plasma reactor (Chap 8). As a future direction, a robust
model which incorporates the effect of all the possible particle charging scenarios, with
simultaneous effects of particle-ion interaction, particle-electron interactions, particle-particle
interactions, chemical ionization of molecular clusters, direct ionization of particles (thermo/photo
induced), screening effect due to high ion concentration environment (importance of Debye length)
in the framework of non-equilibrium charging process should be investigated in greater detail to
understand the experimental data accurately. Moreover, this will also shed light on the relative
importance of different charging mechanisms in different aerosol systems.

9.2.2 Instrumentation
For the instrumentation of sub-10 nm particles, particle classification based on size, and
composition, as well as, particle number concentration should be determined precisely. In Chapter
6, only the working section of the Half-mini DMA was evaluated for particle classification, but a
comprehensive study involving the inlet section (with rings), working section, and outlet section
could be undertaken using Solid works, and design tools. This study will develop a better
understanding of the transmission efficiency in different sections of the instrument, which would
aim in optimizing the design of the high resolution DMAs in the future. Another important
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direction would be to review the transfer functions of different high flow DMAs both through
experiments, as well as, numerical simulations.
For the counting of sub-3 nm particles using a boosted butanol based CPC 3776, the focus should
be on the daunting task of the appropriate calibration of neutral particles, which is an open research
question. Another very interesting work would be to develop the understanding of butanol
condensation on sub-3 nm particles using molecular dynamics simulations, and understanding in
detail, the effect of particle material, morphology, charge, etc. The physics behind the process of
preferential condensation of butanol vapors on negatively charged ions/particles as compared to
positively charged ions/particles is not understood well.

9.2.3 Plasma Reactor coupled with Electrostatic Precipitators
In Chapter 8, plasma reactor was explored as a possible charging tool for the development of
particle capture technologies. In this work, only the flow-through Ar plasmas were considered for
controlled study, but to realize ESP applications, enhancement in particle charging should be
studied in air. For this purpose, a cross-flow configuration for particle charging should be explored,
where plasma jet (Ar) charges the particle stream (air) in a cross flow configuration. Second, the
effect of different gas compositions on particle charging should be explored, as different gases
preferentially acquire charge of different polarities. This could be useful in enhancing the unipolar
charging of the particles, which is very important for their capture in an electrostatic precipitator.
Third, the effect of different types of particles should be considered, as particle with low
conductivity might behave very differently, and have lower charge fractions. Third, a design to
include a plasma reactor in conjunction with an electrostatic precipitator may be tested to enhance
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the overall charging efficiency of the particles. While doing so, one should be careful of the total
energy expense in this modified electrostatic precipitator
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Appendix A. Supplemental Information for
Chapter 3

Figure A-1. Maxwell Boltzmann velocity distribution for a nanoparticle
of size 2 nm
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Figure A-2 Collisional probability of particles of equal size (1.8 nm) as a function of normalized particle velocity,
and impact parameter at 4 different temperatures of 500, 1000, 1500, 2000 K.
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Figure A-3. Collisional probability of particles of equal size (3.6 nm) as a function of normalized particle velocity,
and impact parameter at 4 different temperatures of 500, 1000, 1500, 2000 K
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Figure A-4. Collisional probability of particles of unequal size (1.8 nm, 2.8 nm) as a function of normalized particle
velocity, and impact parameter at 4 different temperatures of 500, 1000, 1500, 2000 K.
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Appendix B. Supplemental Information for
Chapter 4

Figure B-2. Total PSD for CH4-O2-N2 and CH4-O2-Ar at low TTIP concentration

Figure B-1. Nascent flame-generated positively and negatively charged particle size distribution for CH4-O2-N2
and CH4-O2-Ar at low TTIP concentration.
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Figure B-3. Effect of the sampling height above the burner on charged
particle size distribution, and total particle size distribution, at a fixed
precursor concentration.
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Charged PSD

Total PSD

Figure B-4. Effect of four different precursor concentrations on charged particle size distribution, and total particle
size distribution, at a fixed height above the burner (3.5 mm)
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Appendix C. Supplemental Information for
Chapter 5
1. Derivation of the collision probability for the ion-attachment coefficient
The collision probability, i , for the ion-attachment coefficient is
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In the free molecular regime, where   a , Eq. (C.4) simplifies to
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Using Eq. (C.1) and Eq. (C.5),
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Now, let us look at two cases:
a. i = 0 and K  0
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(C.8)

In this case, the particles are neutral but the image potential is non-zero.
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To get the values for the minimum apsoidal distance, ra , and for bmin,0 , Eq. (C.11) is
differentiated and equated to zero, yielding
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Combining Eq. (C.6) and Eq. (C.13), a simplified polynomial expression for  0 is derived.
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b. i  0 and K  0
In this case, a simplified expression is derived for charged particles, where the value of K is nonzero. From Eq. (C.2) and Eq. (C.3), we get
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In the above expression, X  ar . To get the minimum value, Eq. (C.16) can be differentiated, but
no closed form solution can be obtained because the resultant polynomial is a quintic equation.
Perturbation theory is then used to obtain the roots.

pK 
pi
 pi 
 2 pi  2 
X 5   X 4  2X 3  
 X  1 
X ~
3a 
3a
 3a 
 3a 


(C.19)

First, the unperturbed solution of the above equation (K=0) is evaluated.

 X 0  12  X 0  12  X 0  pi   0


3a 

(C.20)

The solution to the above equation is assumed to be of the form
X ~ X 0  K X 1  KX 2

Plugging the value of X from Eq. (C.19) in Eq. (C.17) leads to
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(C.21)
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Using the binomial theorem, the following expression is derived:
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pK 
pi

 1 
 X 0  K X 1  KX 2 ~
3a 
3a


Collecting the coefficients of K 0 , K , and K from Eq (C.21), and equating them to zero gives
the expression for X 2 . Therefore,

K
X ~ 1
2

p
3a
pi
|1 |
3a

(C.24)

In order to obtain a polynomial expression for the collision coefficient, and thereby obtain the
charging coefficient with reasonable accuracy, Eq. (C.22) is simplified further.
X1 ~ 1

K
2 |i|

(C.25)

2
From Eq. (C.23) and Eq. (C.16), an expression for bmin,
i is derived as follows:

2
2
bmin,
i ~ C1a  C2 a

In Eq. (C.24), the constants C1 and C2 are as follows.

256

(C.26)
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The simplified polynomial expression for i is therefore
C1 a 2  C 2 a  4 a 
 ~
2
1  3  




i

(C.28)

2. Derivation of the ion-attachment coefficient
The expression for the ion-attachment coefficient is given by
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Eq. 27 is simplified further to obtain

c      i
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(C.30)

Here
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Now, let us look at the two cases again.
a. i = 0 and K  0
Since
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This gives

 

f   ~ 1

pK a 3  8 a 
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Similarly, the expression g   can be simplified to
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Clearly,  c  4D  g    i << f   , therefore
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From Eq. (C.14) and Eq. (C.34) and binomial expansion,
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(C.36)
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(C.37)

where
2

 3  3 
A0, T   
 c
 4 
B0, T   c



(C.38)

pK

b. i  0 and K  0
The expression for charged particles can be easily obtained, as shown in case a.
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Using Eq. (C.37) and Eq. (C.26),

i ~ Ai, T v

2
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(C.38)
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3

(C39)

Therefore, Eq. (C.34) and Eq. (C.38) represent the simplified polynomial form of the ionattachment coefficient. This expression is a reasonable approximation for the Fuchs expression
in the free molecular regime at high temperatures.
Figure C1 shows a comparison between the steady state charge distribution using Fuchs theory
and the simplified expression.

Figure C-1. Comparison between the steady state charge distribution given by the Fuchs’ theory (lines) and the
simplified expression (Symbols). a) and b) correspond to T = 1200 K, whereas c) and d) correspond to T = 2400 K.
a) and c) show the charge distribution of positively charged particles whereas b) and d) show the charge distribution
of negatively charged particles.
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3. Comparison with previous work:
The ion-attachment coefficient used in this work for the derivation of the moment balance
equations is different from
previously reported by Park et al.,
2005. The two expressions for the
ion-attachment coefficient are
compared with the ion-attachment
coefficient given by the complete
Fuchs theory. It is found that the
ion-attachment expression from Park
et al, is much lower as compared to
that from Fuchs theory. Figure C3
shows the absolute error for the ionattachment coefficient used by Park
et al., 2005; and this work for
different particle sizes. It can be
clearly seen that the absolute error
for Park et al., 2005 is much higher

Figure C-2. Absolute Percentage Error for Park et al., 2005 and this
work for both positive and negative ions at 1200 K.

as compared to this work, especially for sub-10 nm particles.
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4. Formulation of the coagulation coefficient for charged particles
Here, the expression for the coagulation coefficient of charged particles is fitted in the range
from 0.4 nm to 10 nm to account for the correction factor W . For attractive potentials ( E  0 ),
the correction factor is given by Eq. (C.40a), whereas for repulsive potentials ( E  0 ), the
correction factor is given by Eq. (C.40b).

where  E 

 zi z j e 2

4 0 ai  a j k bT

W  1  E

(C.40a)

W  exp  E 

(C.40b)

.

The two expressions for W are fitted for different ranges of  E and a polynomial fit is obtained
as shown in Figure C2.  E is then converted to the size of the two colliding particles as shown in
Eq. (C.41).
1
1
W  Q1 i, j  v 3  v~ 3 



2

1

1
1
 Q2 i, j  v 3  v~ 3   Q3 i, j 



(C.41)

In the above expression, v and v~ denote the size of the two colliding particles.
Figure C2 shows the fit for W for different values of  E . The polynomial fit is shown to closely
predict the exact formulation. The fitting parameters ( Q1 , Q2 , Q3 ) are summarized in Table 5.1
for different values of  E . Q1 ,Q 2 and Q3 are a function of charge on the two particles, given by
i and j , and the temperature of the system, T .
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Figure C-3. Comparison between the exact correction factor for coagulation coefficient of charged particles and the
fitted values.

5. Model Validation
The model has been validated by ensuring the following:
a. For uncharged particles, the ordinary differential equations for moment balance can be
simplified to the three moment balance equations as described by Lee et al., 1984. This is
also validated by performing simulations for uncharged particles, which gives identical
results a Lee et al., 1984.
b. The overall volume concentration of the particles for simultaneous coagulation and
charging is found to be conserved.
c. The moment model is also validated by comparison with the monodisperse model for
both bipolar and unipolar cases in the manuscript.
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d. To further validate the model, bipolar charging and coagulation was simulated for the
conditions specified by Alonso et al. (1998). Figure C3 shows the comparison of the
charged particle size distribution with the measurements. There is reasonable agreement
between the model predictions, and the measurements. Similar agreement is obtained by
the moment model (Park et al., 2005) and sectional model (Alonso et al., 1998).

Figure C-4. Comparison of the model prediction with the experimental measurements from Alonso et al., 1998.
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Nomenclature

 i

Ion-attachment coefficient

i

Charge on the particle

c

Thermal velocity of the ion

m

Mass of the ion

Z

Mobility of the ion

D

Diffusion coefficient of the ion



Ionic mean free path

e

Elementary charge

 i

Collision probability


i

Limiting sphere radius

r

Distance of the ion from the center of the particle

ra

Apsoidal distance

bi

Impact parameter

bmin,i

Minimum impact parameter

K

Conductivity of the particle

0

Dielectric constant of a vacuum

M
a

Mass of the background gas

p

Constant for charging coefficient

A  q, T , B  (q, T)

Function of charge q and temperature T

E

Potential energy to thermal energy ratio for the Coulombic potential

Electrostatic potential energy of an ion in the field of the particle

Radius of the particle
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Appendix D. Supplemental Information for
Chapter 6
1. Navier Stokes equations
For steady flow, the continuity equation is
∇ ∙ 𝒖 = 0,

(D1)

and the momentum equation is
1

𝒖 ∙ ∇𝒖 = − 𝜌 ∇𝑝 + 𝜈∇2 𝒖 + 𝒈,

(D2)

where u is the velocity of sheath flow, ν is the kinetic viscosity of sheath gas, and g is the gravity
due to acceleration.

2. Boundary condition for sheath flow inlet
2.1 Pressure boundary condition
In our calculation, the boundary condition for the inlet sheath flow is constrained by pressure.
It is reasonable to assume that vr = 0, vθ = 0,

𝜕𝑣𝑧
𝜕𝑧

= 0 at the sheath inlet, where vz, vr and vθ are

axial, radial and tangential velocity of the sheath gas. By using these assumptions in the Navier𝜕𝑝

Stokes equation, it is shown that 𝜕𝑟 = 0 at the sheath inlet, indicating that p is only a function of z
here. It is known that it is the pressure drop (Δp), not the gauge pressure itself, that drives the
incompressible gas flow. So we let the gauge pressure (p) = 0, assuming the sheath inlet is
atmosphere environment. This setting of boundary conditions is simulating a Half Mini DMA
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operated under an open loop while the sheath flow is being drawn from the sheath outlet of the
DMA. Table D1 summarizes the boundary conditions in our simulation.

Sheath flow inlet

Gauge pressure = 0

Sheath flow outlet

Flow rate = Q

Aerosol flow inlet

Uniform velocity

Aerosol flow outlet

Flow rate = q

Table D-1. Boundary conditions used in our simulation

For the sheath flow inlet, different boundary conditions were also explored – uniform inlet
velocity profile, parabolic velocity profile, and sheath flow rate as Q, but they all failed to
converge.

1.2 Effect of inlet pressure of sheath flow on the flow field
The effect of inlet gauge pressure of the sheath flow is analyzed on the flow field. We compared
the flow simulation results for different gauge pressure at sheath flow inlet, which are p = -100,
100, -1000, +1000. Table D2 gives the pressure drop (Δp) between the sheath flow inlet and outlet.
We can see that the absolute difference between each magnitude of pressure is within 1.2 Pa.

The comparison of Δp at different sheath inlet pressure.
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p (Pa)

0

100

-100

1000

-1000

Δp (Pa)

1345.8

1346.0

1345.8

1346.7

1347.0

Table D-2. The comparison of Δp at different sheath inlet pressure.

Because our interest is on the flow field in the working section of the Half Mini DMA, we
compared the axial velocity at different locations that are shown in Figure D1. Figure D2 displays
the axial velocity at different z locations in the working section of the DMA. It is seen that the
influence of the inlet pressure p on vz is insignificant, because vz profiles for different inlet pressure
nearly collapse to one curve at different locations.

Figure D-1. Different locations in the working section of Half Mini DMA.
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Figure D-2. The comparison of axial velocity profile at different locations with various p in the working section of
Half Mini DMA.

1.3 Effect of inlet length of the trumpet on the flow field
In order to understand whether the flow goes through a corner within the flow field, we simulated
the flow field with different Lin, and the axial velocity profile at different h (Figure D3). Figure D4
shows the streamlines within the flow field in the trumpet part. Indeed, the corner region would
disappear as Lin increases. Figure D5 shows the axial velocity profile (vz) along the radial axis at
different h. vz is found to be greater than zero in the range of r from 12.5 mm to 18 mm. However,
the velocity at the corner is very low, and the maximum vz is only 0.12 m/s for h1-4. Because our
interest is in the flow field within the working section, we also investigated how the corner region
would change the flow field there. Figure D6 shows the axial velocity profile from z1 to z4 as we
increase Lin. The red circles show the relative difference (ε) between the simulation results of Lin
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= 0 mm and 45 mm. vz profiles at the same z for different Lin almost overlap each other, except in
the regions near r = 4.25 mm and 5.5 mm. But still, ε is below 3.5 % in these two regions. Hence,
we conclude that the influence of Lin on the flow field in the working section is small. We used Lin
= 2 mm in our manuscript, because a longer Lin leads to more computational burden. Further,
setting Lin = 2 mm is more helpful in obtaining a convergent result than Lin = 0 mm when Q is
above 150 lpm. The influence of the laminarization screen will be considered in our future
modeling work.

Figure D-3. Schematic of trumpet inlet part.
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Figure D-4. Streamlines with the flow field of trumpet at various Lin. (q = 9 lpm, Q = 136 lpm)
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Figure D-5. The axial velocity profile at different h. (q = 9 lpm, Q = 136 lpm)
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Figure D-6. The axial velocity profile (vz) and relative difference (ε) at different z with various Lin. (q = 9 lpm, Q =
136 lpm)

3. Influence of particle size and q/Q on transfer function
The diffusion of sub-2 nm particles and q/Q play important roles in retaining the triangular shape
of the transfer functions. Figure D7 displays the resolution and transfer function height (Ωmax) as
a function of Q/q (q = 3 lpm) for the Half Mini DMA. In Figure D7(a), we can see that the
theoretical resolution curve given by Knutson and Whitby (1975) is equal to Q/q, and the
simulation values of R are all below the theoretical curve. Increasing the sheath flow rate Q does
increase R. Furthermore, R increases with particle sizes. In Figure D7(b), we can see that all
simulation height of the transfer function is below the theoretical value (100%) in Knutson and
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Whitby’s theoretical model. Ωmax reduces as Q/q increases. In addition, larger particles have higher
transmission efficiency in the working section of the Half Mini DMA.
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Figure D-7. Resolution (a) and transfer function height (b) vs. Q/q (q = 3 lpm) for Half Mini DMA.

4. Mesh Size and Numerical Diffusion
Since the Peclet number is much larger than the Reynolds number, numerical diffusion can lead
to artificial broadening of the transfer function. This can cause the model to predict lower
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resolution in the simulations. To ensure that the effect of numerical diffusion is minimal, mesh
sensitivity analysis is performed to find the optimal mesh size. Moreover, the mesh is refined in
the particle transport zone, which further reduced the effect of numerical diffusion. Figure D8
shows the comparison of non-refined mesh and the refined mesh. It is evident that there is more
diffusion broadening of the particle convective flux for non-refined mesh.

Figure D-8. The convective flux of particles with non-refined (left) and refined (right) mesh. The simulation
conditions correspond to dp = 1.4 nm, q = 9 lpm, Q = 136 lpm, inner electrode voltage is -318 V

Figure D9 shows the sensitivity analysis, where the resolution is calculated for increasing mesh
number for both refined and non-refined mesh. This analysis is performed for dp = 1.4 nm, q = 9
lpm, Q = 136 lpm. It is found that the resolution increases as the mesh size increases; but it flattens
out on further increase in the mesh number. It is important to note that as the mesh size increases,
the computational load for the simulations also increases. Keeping this in mind, an optimal mesh
number is chosen as 4.18×105, where the resolution for this case is found to be 11.40. Further
increase in mesh size to 6.24×105 increases the resolution to 11.45 (relative error < 0.5 %). This
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further convinces the authors that numerical diffusion is not confounding the results for the transfer
function in their simulations.

12
11
mesh chosen in this study

10

R

9
8

Refined mesh
Non-refined mesh

7
6
5
4

1x105 2x105 3x105 4x105 5x105 6x105
Mesh number

Figure D-9. Effect of mesh number on the resolution of Half-Mini DMA. The simulation conditions correspond to dp
= 1.4 nm, q = 9 lpm, Q = 136 lpm

5. Comparison of simulated and theoretical diffusive transfer function
At the aerosol exit, the non-dimensional form of the standard deviation (𝜎𝑡ℎ𝑒𝑜 ) is expressed as
̃ . 𝐺𝐷𝑀𝐴 is the non-dimensional geometry factor and 𝐷
̃ is the non-dimensional
𝜎𝑡ℎ𝑒𝑜 = 𝐺𝐷𝑀𝐴 ∙ 𝐷
particle diffusion coefficient (Stolzenburg and McMurry, 2008). To compare our simulation results
with the theoretical value for the standard deviation, our simulation data points are fitted using the
Stolzenburg’s formulation of diffusive transfer function in non-dimensional form, as given by
Equation (D3).
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𝑍̃𝑝 −(1+𝛽)

𝛺𝑑 (𝑍̃𝑝 , 𝛽, 𝛿, 𝜎) =

𝜎
[
√2𝛽(1−𝛿)

𝜀(

𝑍̃𝑝 −(1−𝛽)

)+𝜀(

)

√2𝛿
𝑍̃𝑝 −(1+𝛽𝛿)

√2𝛿
𝑍̃𝑝 −(1−𝛽𝛿)

√2𝛿

√2𝛿

−𝜀 (

)−𝜀(

]

(D3) where

)

2

𝜀(𝑥) = 𝑥 ∙ erf(𝑥) + 𝑒 −𝑥 /√𝜋, 𝜎𝑓𝑖𝑡𝑡𝑒𝑑 is fitting the value of 𝜎 in Equation (D3). Figure D10 shows
the fitted transfer function to the simulated data points.
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Figure D-10. The simulation data fitted by the Stolzenburg’s diffusive transfer function. The simulation conditions
correspond to dp = 1.4 nm, q = 9 lpm, Q = 136 lpm.
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Figure D-11. The comparison of fitted and theoretical sigma as increasing Q

Figure D11 compares 𝜎𝑡ℎ𝑒𝑜 and 𝜎𝑓𝑖𝑡𝑡𝑒𝑑 for different flow conditions. It is found that there is a
close match between the two values. The difference between them is contributed due to the nonidealities in the flow. It is important to note that the Stolzenburg’s theoretical model for calculating
𝜎𝑡ℎ𝑒𝑜 assumes uniform slug flow or fully-developed Poiseuille flow in the DMA (Stolzenburg,
1988). The simulated flow fields, as can be seen in Figure 6.3(c) shows a boundary layer near both
inner and outer electrode. In Figure D11, there is more mismatch for higher aerosol flow (q) due
to more radial component. This leads to the thickening of boundary layer (Figure 6.3(c)) near the
inner electrode, and therefore more deviation from the flow configuration, assumed by
Stolzenburg.
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Appendix E. Supplemental Information for
Chapter 8
1. Detailed Plasma Characterization Approach
1.1 Plasma fluid model

The plasma fluid model is used to obtain electron density from external circuit measurements,
voltage and current. Detailed discussion is present in Raizer [1] and Ochkin [2]. The model starts
by assuming a drift-diffusion approximation to the charged species flux in a cylindrical tube along
the axial direction x:

𝜞𝑒,𝑖 = ∓𝜇𝑒,𝑖 𝑛𝑒,𝑖 𝑬 − 𝐷𝑒,𝑖

𝑑𝑛𝑒,𝑖
𝑑𝑥

≈ ∓𝜇𝑒,𝑖 𝑛𝑒,𝑖 𝑬

(E.1)

In reality, the flux of charged species is energy dependent but this equation serves as a good firstorder approximation. The first term is the drift contribution of the flux and it is proportional to the
electrical field strength and the electrical mobility of the charge species. The second term is the
diffusion term. In the atmospheric pressure plasma case, the diffusion term is ignored because of
the strong electric fields necessary to induce gas breakdown at high pressures. The conductive
current density through the gas jg is the sum of the ion and electron flux multiplied by its respective
charge:

𝑗𝑔 (𝑥, 𝑡) = 𝑒(𝛤𝑖 − 𝛤𝑒 )
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(E.2)

We relate the total current density j0 as the sum of the conductive current and the displacement
current density:

𝜕𝑬

𝜀𝑜 𝜕𝑡 + 𝑗𝑔 = 𝑗𝑜

(E.3)

From the relation that the electric field is the derivative of voltage with respect to distance, the
voltage between electrodes is introduced into the working equation. Integrating across the
electrode distance d with the statement that the total current is independent of axial position, the
equation becomes:

𝜀𝑜

𝜕𝑉(𝑡)
𝜕𝑡

1

𝑑

+ 𝑑 ∫0 𝑗𝑔 (𝑡)𝑑𝑥 = 𝑗𝑜

(E.4)

The conductive current jg can be expanded into the charged species flux contribution and separated
from the total current equation. To simplify the charged species flux, we assume that the ionic
contribution is minor compared to the electronic contribution due to higher electron mobility. By
integrating the electric field term across the electrode distance, the equation now consists of
voltage and current associated with the gas discharge:

1

𝑑

𝑖𝑔 (𝑡) = 𝑑 𝑒𝜇𝑒 𝑛𝑒 ∫0 𝑬(𝑥, 𝑡)𝑑𝑥 = 𝑒𝜇𝑒 𝑛𝑒

𝑉(𝑡)

𝐼𝑔 (𝑡) = 𝐴𝑟𝑒𝑎 × 𝑖𝑔 (𝑡) = 𝐴𝑟𝑒𝑎 × (𝑒𝜇𝑒 𝑛𝑒

Rearranging for electron density ne,
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(E.5)

𝑑

𝑉(𝑡)
𝑑

)

(E.6)

𝑑𝐼 (𝑡)

𝒅

𝒏𝒆 = 𝐴𝑒𝜇𝑐 𝑉(𝑡) = 𝑨𝒆𝝁
𝑒

𝒆 𝑹𝒑

(E.7)

However, the conductive current Ig(t) cannot be measured directly and it must be inferred from the
external I-V characteristic. As shown in equation E.4, the displacement current contribution needs
to be subtracted from the total current in order to obtain the conductive current Ig. Typically, this
is done by measuring the circuit I-V characteristics when the discharge is on and off and making
a subtractive argument to obtain the I-V characteristic of the discharge.

1.2 Lissajous analysis for dielectric barrier discharge plasma

The application of Lissajous figures to DBD reactors is developed as a means to interpret the
electrical measurements. This has become a well-established method of extracting key information
about the plasma such as energy dissipated per cycle and charge deposited per cycle. The Lissajous
figure for DBDs plots the charge waveform against the voltage waveform across the electrodes.
Gas discharges are simply another circuit component and it can be represented electrically with an
equivalent circuit model [3]. Typically, a gas discharge is represented as having a resistive
component and a capacitive component. The most common experimental approach is to insert a
test capacitor with known capacitance in series with the plasma on the ground side. The charge
waveform is calculated from the voltage measurement across the inserted capacitor. Further
discussion is provided by Pipa and Brandenburg [3]. Presented in Figure E.1 is an example of a
Lissajous plot obtained from experimental data.
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Figure E-1. Lissajous plot of Ar-H2O dielectric barrier discharge driven at 22.7 kHz with MgSO4 particle flow.

The Lissajous is a visualization of the discharge behavior during a single cycle. The curve can be
divided into two distinct phases, plasma on and plasma off. The ideal shape for a DBD is a
parallelogram as depicted by the dashed lines in Figure E1. However, non-idealities may occur
that distort the shape. The slope of the curves for each phase is related to a characteristic
capacitance. The capacitance for the plasma off phase is the capacitance of the total system Ccell.
In this phase, no charge transfer is taking place and the system behaves as an ideal capacitor.
During the plasma on phase, the capacitance is governed by the dielectric material, denoted as Cd.

The plasma-fluid model is also used to obtain experimental values for electron density in the DBD
reactor by calculating the plasma impedance. The gas gap voltage and the discharge current is
needed to calculate the plasma impedance. The experimentally determined dielectric capacitance
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can be used to calculate the voltage across the gas gap. The measured circuit voltage V(t) is a sum
of the voltage across the dielectric Ud(t) and the voltage across the gas gap Ug(t). Ud(t) can be
determined from the charge by dividing the dielectric capacitance. Equation 8 is used to calculate
Ug(t). Using the experimental data from Figure 1, the calculated gas gap voltage waveform is
shown in Figure 2a.

𝑈𝑔 (𝑡) = 𝑉(𝑡) − 𝑈𝑑 (𝑡) = 𝑉(𝑡) −

𝑄(𝑡)
𝐶𝑑

(E.8)

In order to obtain the discharge current, we calculate the system current i(t) by taking the time
derivative of the charge waveform Q(t). The system current is a sum of the discharge current j r(t)
and the displacement current through the gas gap jg(t), equation E.9. Further manipulating equation
E.9 such that the equation is in terms of circuit measurements, we obtain equation E.10. The
resulting discharge current waveform is shown in Figure E2b.

𝑗𝑟 (𝑡) = 𝑖(𝑡) − 𝑗𝑔 (𝑡) = 𝑖(𝑡) − 𝐶𝑔

𝑗𝑟 (𝑡) = (

1
𝐶
1− 𝑐𝑒𝑙𝑙
𝐶𝑑

)[

𝑑𝑄(𝑡)
𝑑𝑡

− 𝐶𝑐𝑒𝑙𝑙

𝑑𝑈𝑔 (𝑡)
𝑑𝑡

𝑑𝑉(𝑡)
𝑑𝑡

]

(E.9)

(E.10)

The instantaneous impedance Z(t) over one period can be obtained by dividing the gas gap voltage
waveform by the discharge current waveform. As observed in Figure E2c, the resulting graph looks
reasonably constant for the most part with some stark discontinuities. These discontinuities are
characterized first by a sudden decrease in instantaneous impedance followed by a sharp increase
before returning to the steady value. The spikes may be associated with discharge filaments, where
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a highly conductive channel forms due to a high concentration of charge carriers are confined into
a small volume. Further study is needed to interpret these features. The average impedance is used
to calculate the electron density.

Figure E-2. Calculated waveforms for one period from one set of electrical measurements. a) The gas gap voltage
Ug(t), b) the discharge current jr(t), c) the instantaneous impedance Zp and d) the instantaneous power.

The area enclosed by the Lissajous curve is the energy associated with each cycle. The power
associated with the discharge is obtained by multiplying the energy for each cycle and the driving
frequency. For the case presented in Figure 8.1, the power dissipated over one cycle is 4.19 W.
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Instantaneous power P(t) can be calculated from the gas gap voltage and the discharge current as
shown in Figure 8.2d. By taking the average of P(t), we obtain a similar value to the one obtained
from the Lissajous area, 4.16 W. This good agreement provides support for the method presented
above to determine gas gap voltage and discharge current.

1.3 Radio-frequency plasma electron density calculation

The current and voltage measurements for the RF plasma requires specialized devices due to nonidealities of circuit components at high frequency and practical challenges associated with using
conventional voltage and current probes. We used an RF power probe, Impedans Octiv Poly, to
determine the absorbed power and I-V characteristics for the RF plasma. Electrical measurements
are taken for the plasma on and plasma off. The plasma off case is taken by switching on the power
supply without striking the plasma. This is possible for the RF plasma because the voltage output
for the RF power supply is not large enough to spontaneously breakdown the gas. Instead, an
ignition is required as the spark generates enough charged carriers to start the electron avalanche
mechanism that sustains the RF discharge.

Measurements provided by the power probe needs to be analyzed in order to obtain the desired
voltage and current information associated with the RF discharge. More details can be found
from the Impedans website. The power probe provides instantaneous current measurements as a
complex number, separating the imaginary and the real components. It should be mentioned that
the power probe uses proprietary signal processing to convert signals measured in the timedomain into values in the frequency-domain. From this mathematical processing, amplitudes of

286

the current and voltage waveforms are computed and used to calculate other quantities. For the
RF plasma analysis, the important measurements are voltage, real current and imaginary current.

The system circuit contributions to the measured I-V values need to be subtracted to obtain the IV characteristics specific to the discharge. To do this, we assume a simple equivalent circuit for
the RF plasma system for when the plasma is off and on, Figure E.3.

Figure E-3. Equivalent circuit representation for the radio-frequency plasma system. ‘Plasma off’ circuit shows the
active components from the power supply unit (PSU), matching network, power probe and stray components while
the plasma is unstruck. ‘Plasma on’ shows the additional capacitive and resistive contributions due to the plasma
discharge. Courtesy of Paul Maguire.

The important values to determine are plasma resistance Rp and plasma capacitance Cp. We need
to account for external circuit contributions from the matching network and the power probe as
well as any stray contributions. We assume that there are minor inductance contributions and the
circuit behavior is dominated by resistive and capacitive components. The circuit representation is
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depicted in Figure E3 for the plasma on and off condition. While the plasma is on, the measured
electrical values can be attributed to the combined effect of the entire system. The external circuit
contribution can be measured when the plasma is off. For the RF plasma, the plasma off condition
represents when the RF power source is set to the desired power but the plasma if left unstruck.
This happens because the RF power source does not supply enough voltage to induce spontaneous
breakdown, unlike the kHz power source. Performing circuit analysis on both plasma on and off
conditions, we can calculate the plasma resistance Rp from electrical measurements. We begin
with the expression for the system impedance while the plasma discharge is on. The circuit
impedance is composed of two parallel contributions, the plasma impedance Zp and the stray
impedance Zs. This can be represented mathematically,

𝑍𝑐 =

𝑉𝐴
𝐼𝐴

1

1

−1

= (𝑍 + 𝑍 )
𝑝

𝑠

(E.11)

Where VA is the measured ‘plasma on’ voltage and IA is the measured ‘plasma on’ complex
current.

From the plasma off equivalent circuit, we can obtain an expression for the stray impedance.

𝑍𝑠 =

𝑉𝐵
𝐼𝐵

(E.12)

Where VB is the measured ‘plasma off’ voltage, and IB is the measured ‘plasma off’ complex
current.
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Combining equations E.11 and E.12 and rearranging, we can obtain an expression for the plasma
impedance Zp, equation E.13. The current is a complex number. It has real and imaginary
components. To simplify the math, the voltage and current product is reduced to a complex
number with coefficients as shown by equations E.14 and E.15, where j represents the imaginary
number.

𝐼

−1

𝐼

𝑍𝑝 = (𝑉𝐴 − 𝑉𝐵 )
𝐴

𝐵

=𝑉

𝑉𝐴 𝑉𝐵

𝐵 𝐼𝐴 −𝑉𝐴 𝐼𝐵

(E.13)

𝑉𝐵 𝐼𝐴 = 𝑎 + 𝑏𝑗

(E.14)

𝑉𝐴 𝐼𝐵 = 𝑐 + 𝑑𝑗

(E.15)

Using the presented coefficient simplification, equation E.13 can be expanded to equation E.14
where the real component of the plasma impedance, namely plasma resistance, is used to
calculate the electron density from the plasma-fluid model, equation E.7.

𝑍𝑝 =

𝑉𝐴 𝑉𝐵 ((𝑎−𝑐)−(𝑏−𝑑)𝑗)
(𝑎−𝑐)2 +(𝑏−𝑑)2
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(E.16)

2. Approach for the calculation of Particle Charge Fraction

Figure E-4. Comparison of the different methods for calculation of charge fraction

Method 1

The neutral particles coming out of CPR 1 were passed through the plasma followed by an SMPS
to obtain the total size distribution. Then, CPR 2 was employed before the neutralizer to capture
all the charged particles exiting the plasma. The uncharged particles exiting the CPR 2 were then
passed through the SMPS to measure the neutral particle size distribution. The particle
concentration with the CPR 2 turned ON was compared to the concentration without the CPR 2
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before the SMPS. This ratio gives the fraction of neutral particles fraction as the function of particle
diameter.

This method of measuring neutral particle fraction has a major drawback as some of the particles
charged passing through plasma are lost electrophoretically in the quartz tube. The total
concentration measured by the SMPS is lower than the actual value as electrophoretic losses are
not accounted for. Hence, the neutral fraction calculated by this method is higher than the actual
neutral fraction.

Method 2

The size of magnesium sulfate particles is not affected by the plasma because of the high melting
point of this salt. The difference in the size distribution of magnesium sulfate particles measured
with the plasma turned OFF as compared to the size distribution with the plasma turned ON, is
due to the electrophoretic losses of charged particles in the quartz tube when the plasma is turned
ON. This reasoning is used to overcome the drawback of Method 1.

In Method 2, the neutral particles coming out of CPR 1 were passed through the quartz tube with
plasma turned off followed by an SMPS to obtain the total size distribution. Since the particles
passing through the quartz tube are neutral, there are no electrophoretic losses. Then, the plasma
was turned on and CPR 2 was employed before the neutralizer to capture all the charged particles
exiting the plasma. The uncharged particles exiting the CPR 2 were then passed through the SMPS
to measure the neutral size distribution. The particle concentration with the plasma and CPR 2

291

turned ON was compared to the total concentration. This ratio gives the fraction of neutral particles
fraction as the function of particle diameter.

3. Effect of mean electron temperature on particle charging

Mean
Electron
Temperature

Characteristic Time
RF

AC

0.5 eV

4.92 ns

11.3 µs

1.0 eV

9.84 ns

22.7 µs

1.5 eV

14.8 ns

34.0 µs

2.0 eV

19.7 ns

45.4 µs

Table E-1. Effect of different mean electron temperatures on the characteristic times for particle charging in RF and
AC plasmas.

The effect of different mean electron temperatures on the characteristic time for particle charging
is summarized in Table E.1. A range of different values 0.5-2 eV were considered based on
literature [4-6]. The characteristic time was found to increase with electron temperature, but the
difference between a RF plasma (~nanoseconds) and an AC plasma (microseconds) was general
and more significant. The effect of different mean electron temperatures on particle charging is
shown in Fig. E.4. The average particle charge is more sensitive to the particle size than electron
temperature. Therefore, we assumed 1.0 eV for our analysis as a representative value for the mean
electron temperature.
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Figure E-5. Average particle charge as a function of particle diameter for RF and AC plasmas calculated assuming
different mean electron temperatures (0.5 – 2 eV).
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4. Flux balance and evolution of charge on particles inside plasma

Figure E-6. Evolution of electron and ion flux to the particle surface inside the plasma for dp = 90 nm
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Figure E-7. Evolution of particle charge inside the plasma for dp = 90 nm

The charging of particle inside plasma is due to flux of ions and electrons to the particle surface,
thermoionization and photoionization. Usually, in a plasma, the emission processes are relatively
less significant as compared to the flux of electrons and ions to the particle surface. Figure E5
shows the evolution of the electron and ion flux to the particle surface, with time inside plasma
region (both RF and AC plasma). Figure E.6 shows the evolution of particle charge with time. The
particle charge and the fluxes are evaluated using equation E.3- E.5. The parameters used for these
calculations are listed in Table E.2.
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It can be seen from Figure E.5 that initially, electron flux to the particle surface is very high as
compared to the ion flux. This is due to the higher mobility of electrons as compared to ions.
Therefore, particle attains a negative charge with time (Figure E.6). Due to higher electron flux,
the negative charge on particle will increase with time and the electrons will start to experience
repulsive forces from the particles while the ions will start to experience the attractive forces. As
the result, electron flux will decrease while the ionic flux will start increasing with time due to
Coulombic forces. Eventually, both ion and electron flux become equal and particle attains
equilibrium charge inside the plasma as can be seen from Figure E.5 and Figure E.6. The time for
particles to achieve equilibrium charge for electron temperature of 1 eV in the plasma is very low,
9.8 ns for RF plasma; and 22.7 µs for AC plasma as compared to the residence time (3.8 ms).
Therefore, increasing the flowrate of the gas should not affect the charge that particle attains within
the plasma.
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Figure E-8. Average particle charge as a function of particle diameter for RF/AC plasma Effect for different electron
temperatures (0.5 – 2 eV)
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