The deployment of diverse energy storage technologies, with the combination of daily, weekly and seasonal storage dynamics, allows for the reduction of carbon dioxide (CO 2 ) emissions per unit energy provided. In particular, the production, storage and re-utilization of hydrogen starting from renewable energy has proven to be one of the most promising solutions for offsetting seasonal mismatch between energy generation and consumption. A realistic possibility for large-scale hydrogen storage, suitable for long-term storage dynamics, is presented by salt caverns. In this contribution, we provide a framework for modeling underground hydrogen storage, with a focus on salt caverns, and we evaluate its potential for reducing the CO 2 emissions within an integrated energy systems context. To this end, we develop a first-principle model, which accounts for the transport phenomena within the rock and describes the dynamics of the stored energy when injecting and withdrawing hydrogen. Then, we derive a linear reduced order model that can be used for mixed-integer linear program optimization while retaining an accurate description of the storage dynamics under a variety of operating conditions. Using this new framework, we determine the minimum-emissions design and operation of a multi-energy system with H 2 storage. Ultimately, we assess the potential of hydrogen storage for reducing CO 2 emissions when different capacities for renewable energy production and energy storage are available, mapping emissions regions on a plane defined by storage capacity and renewable generation. We extend the analysis for solar-and wind-based energy generation and for different energy demands, representing typical profiles of electrical and thermal demands, and different CO 2 emissions associated with the electric grid.
Introduction
The transition from fossil fuels to renewable energy sources (RES) is one of the key measures to mitigate climate change and to build a sustainable, reliable, and secure energy supply system [1, 2] . Within this framework, energy storage allows to fully exploit the potential of RES by offsetting the mismatch between the fluctuating energy generation and demand, as well quantified in the early work of Schoenung [3] . Other important measures, which often offer interesting cost-opportunities, include supply and demand response, cross-sectors coupling, improved grid ancillary services, and grid infrastructure update [4, 5] . Independently of their economic viability, whose analysis needs to consider the trade-off between the cost of the storage unit and the expenditure avoided by not purchasing energy from the grid, energy storage systems allow to reduce direct carbon emissions as long as renewable-based overproduction is present, and fossil generation is connected to the grid [6, 7] . Indeed, the possibility of storing energy during a period of energy overproduction, and of reusing it during periods of energy shortages, removes the need of flexible fossil-based generation and the corresponding carbon emissions ( Fig. 1-a) . In fact, diverse storage options are necessary to deal with the variability of energy generation and demand at different time scales, ranging from hourly to seasonal. On the one hand, short-term storage technologies, e.g. batteries, feature high round-trip efficiencies but high self-discharging losses for long inactive time [8] . On the other hand, long-term storage systems, e.g. power to hydrogen (PtH 2 ), are characterized by negligible self-discharging losses but low round-trip efficiencies [9] . This implies that a different fraction of the excess energy, which evolves in time and is proportional to the round-trip efficiency, can actually be stored and re-used through different technologies ( Fig. 1-b ). Therefore, based on the time scale of the mismatch between energy generation and demand, different solutions are optimal to minimize the energy losses and thus to minimize the carbon emissions.
Underground hydrogen storage (UHS) was already proposed in the 1970s by Gregory et al. [11] , Kippenhan and Corlett [12] , and Walters [13] . Later, Carden and Paterson [14] , and Lindblom [15] have extended the work to a more quantitative analysis with focus on various reservoirs and mined caverns, respectively. Today, among the large-scale installations that can be used as seasonal energy storage, PtH 2 in salt caverns is regarded as one of the most realistic and promising solutions, as salt caverns provide the required capacity and conditions to store hydrogen on a seasonal scale. In particular, the rock is almost impermeable to high pressure gases and the saline environment prevents the onset of biochemical reactions which could consume the hydrogen stored. Furthermore, salt caverns can be operated with relatively high injection and withdrawal rates, and are typically characterized by limited construction costs, especially if the cavern already exists [16] . In the last decades salt formations have been exploited worldwide to store natural gas, oil and chemicals, with hydrogen being successfully stored in two caverns in Texas (US) since 1983, and in three caverns in Teesside (UK) since 1972 [17] . More recently, different studies investigated the feasibility and the potential of hydrogen storage in salt caverns at different levels, ranging from the analysis of the thermo-mechanical properties of the cavern [18] , to the identification of optimal regional sites [19] [20] [21] [22] [23] [24] , and to the assessment of the financial and environmental performance of underground storage of hydrogen and natural gas [25] . Table 1 provides an overview of recent works on underground H 2 storage.
Building on such studies, we aim at bridging technology modeling and system optimization by providing a framework to model underground hydrogen storage that is suitable for the optimization of integrated multi-energy systems (MES). Such systems might be represented by a specific configuration with one spatial node, as considered in this work, or might extend to power-system studies, where the spatial discretization allows for (inter)national studies that include all relevant conversion/storage technologies as well as the electricity grid. To Table 1 Review of scientific literature focused on underground hydrogen storage (UHS).
Reference
Type of Reservoir The main components of UHS must be: security of supply, flexibility, production and transmission optimization, infrastructure sizing, market arbitrage. properly model underground H 2 storage in MES, a new, first-principle thermodynamic model is developed to describe the dynamic behavior of the system when injecting and withdrawing hydrogen. The model accounts for transport phenomena within the salt rock adjacent to the cavern, and allows to fully capture the nonlinear dynamics of the stored energy. As such model is intractable for use in the optimization of integrated systems, a linear reduced order model (ROM) is derived to approximate the performance of the storage for a variety of operating conditions. Such a linear model is then included within a mixed-integer linear program (MILP) optimization framework that allows understanding the role of salt caverns, and the associated PtH 2 technologies when the CO 2 emissions are to be minimized while satisfying the defined energy demand. Accordingly, the key contributions of this work are: (i) a mathematical, first-principle model for the description of underground H 2 storage in salt caverns and reservoirs, (ii) a linear version of the full model that can be efficiently implemented in linear programming and large system optimization while fully retaining the physical behavior, (iii) an improved understanding of the dynamic behavior of underground H 2 storage based on the design and operation of the associated multi-energy system, i.e. renewable generation, electrolyser, fuel cell, and energy storage, and (iv) an assessment of the impact of different time profiles of renewable generation and energy demands on the PtH 2 design and on the CO 2 emissions of the system. It is finally worth stressing, that the system considered here does not have a spatial domain, and does not include the electricity grid and all technologies required for a national power system, e.g. hydropower, carbon capture and storage (CCS), nuclear, as the focus is exclusively on underground H 2 storage and its capability of matching undispatchable renewable generation (which is the only power generation considered here). For power-system studies that investigate the features and feasibility of 100% or close to 100% renewable systems, the reader should refer to the vast relevant literature, e.g. Refs. [5, [35] [36] [37] [38] [39] [40] . This paper is structured as follows. The thermodynamic model of the salt cavern is described in Section 2 describes the thermodynamic model of the salt cavern. The linear approximation is discussed in Section 3. The optimization framework is presented in Section 4 and the results are discussed in Section 5. Finally, in Section 6 conclusions are drawn.
Modeling underground H 2 storage
In this work, we develop a first-principle model for hydrogen storage in underground salt caverns. The model simulates the interaction between the cavern -or, in general, an empty volume -and the surrounding rock when injecting/withdrawing H 2 . Because of the general nature of the model equations, the model can be easily specialized to describe different domains, e.g. underground salt caverns (main focus of the study and represented on the left-hand side of Fig. 2 ) or depleted gas reservoirs (right-hand side of Fig. 2 ). The purpose of the model is to describe the dynamic behavior of the stored hydrogen, hence of the stored energy. Especially, we aim at reproducing with reasonable accuracy the behavior of the cavern when cyclically operated as a charging-discharging hydrogen reservoir. In view of site specificity, the preparation phase of the cavern is not described, and the cavern is assumed to be under equilibrium condition when operation is started.
Salt caverns have been operated for decades for salt production. The extremely low permeability and high sealing capacity of salt rock under (near) hydrostatic, upper crustal conditions, is well understood, as are the effects of plastic deformation of the type expected in cavern walls (e. g. Peach and Spiers [41] ). More recently, salt caverns have been studied and operated as gas storage reservoirs, especially for natural gas. The behavior of the surrounding salt rock when storing natural gas in the cavern is also rather well understood, and different studies provide detailed analyses of such systems [42] [43] [44] . These show that salt rock remains impermeable to gas in the undisturbed region, i.e. where the excavation process has not modified the rock properties. On the contrary, the salt rock develops a limited permeability to gas in the damaged zone (DZ), which is typically confined to a rock depth of less than one radius of the cavern [41, 42] . Macro-and micro-fracturing processes occurring during the cavern formation are responsible for the DZ formation. The model presented in this paper builds upon the existing knowledge of salt rock behavior in the case of natural gas storage. While hydrogen properties might result in slightly different quantitative behavior of the rock compared to methane, we argue that the physics underpinning hydrogen storage, and its migration and transport through the rock remain unchanged with respect to natural gas. Accordingly, the spatial domain of the model consists of two connected sub-domains, namely the cavern and the surrounding damaged salt rock. Many mathematical models for underground gas storage found in the literature do not consider the gas flux within (in and out of) the wall ( [45] [46] [47] [48] ). While this approximation has little practical impact for systems such as compressed air energy storage (CAES) -though it might be important to describe cavern integrity -it might affect significantly the performance and the dynamics of H 2 storage. Therefore, the balance equations of our model consider the interaction between the gas in the cavern and that in the salt rock.
The model is based on the following assumptions:
� The cavern has a cylindrical shape, as illustrated in Fig. 2 , which is the most appropriate simple description of typical salt caverns worldwide [49] . � The cavern is modeled as a homogeneous spatial domain, i.e. equivalent to a well-stirred tank in other contexts; therefore the hydrogen pressure inside the cavern is function of time only. � The overall domain is considered isothermal at 40 � C, which has proven to be a good approximation by Raju and Khaitan [45] ; this corresponds to the underground temperature at a depth of about 1 km, assuming an average annual temperature of about 10 � C and a geothermal gradient of 31 � C/km [50] . No significant chemical reaction takes place within the domain, i.e. heat is neither generated nor consumed within the cavern and the rock. � Gas flow through the salt rock is assumed to be one-dimensional along the radial direction ( Fig. 2 ). � Gas flow through the salt rock is assumed to be single-phase and single-component; although the salt within the excavation zone initially contains 0.1 to 1 vol % brine (saturated salt solution) in intergranular pores and films [51] , the model can be reasonably simplified by assuming that after a few storage cycles all the brine is evaporated and the pores are filled with hydrogen. � The thermodynamic and transport properties of hydrogen are constant, calculated at an average value of the cavern pressure; hydrogen is assumed to be dry, i.e. there is no moisture in the cavern. � Gravitational effects are neglected due to the low density of hydrogen.
Based on such assumptions, and letting r and t be the spatial and temporal coordinates, the mathematical model consists of the following balance equations:
� Mass balance in the cavern, which describes the dynamics of the hydrogen stored within the cavern:
where ρ indicates the hydrogen density and V the cavern volume, V ¼ πR 2 i H, with H being the cavern height and R i the cavern radius; m indicates the mass flow rate; the subscript "c" refers to the conditions inside the cavern, while the subscripts "in", "out" and "w" refer to the mass injected, withdrawn and exchanged through the wall, respectively. All variables, but V, are time dependent. The hydrogen flow through the cavern wall, m w , is calculated as
where A is the area of the cavern wall, A ¼ 2πR i H, and v is the Darcy velocity (Eq. (4)); the subscript "r" refers to the damaged region of the salt rock.
� Mass balance of the salt rock, described as a porous medium:
where φ is the porosity of the damaged zone. The first term on the lefthand side of Eq. (3) represents the rate of hydrogen accumulation within the salt rock, while the second term represents the hydrogen advection.
� Momentum balance of the salt rock:
where k is the hydrogen permeability (Eq. (7)), μ the hydrogen viscosity and p the hydrogen pressure. The balance equations are solved by using the following constitutive equations:
� Equation of state for the gas phase, both in the cavern and in the rock:
where R is the ideal gas constant, T the system temperature, z the hydrogen compressibility factor averaged at the conditions of interest, and M its molar mass.
� Porosity equation, which expresses a decreasing exponential profile going from the cavern wall to the end of the damaged zone [52] :
where c 1 and c 2 are positive constants, given in the literature for different rock characteristics [41, 52, 53] .
� Permeability equation, with the apparent permeability being calculated as suggested by Klinkenberg [54] :
where k ∞ is the intrinsic hydrogen permeability and b is the gas slippage factor. Here, the intrinsic permeability is correlated to the rock porosity 
where n ¼ 3, resembling the classical Carman-Kozeny correlation [55] , and c 3 is a positive constant based on references [41, 52, 53] . The gas slippage factor is calculated by using the correlation determined by Jones [56, 57] :
where c 4 and c 5 are positive constants and b has the same units as p r . The values of all the constant parameters appearing in the equations are reported in Table 2 .
Combining the aforementioned equations, the following system of partial differential equations is obtained:
where the constant b ρ ¼ M=ðRTzÞ represents the hydrogen density at unit pressure.
The system of equations given by Eq. (10) is solved with the following set of initial conditions at t ¼ 0:
where p c;0 is the initial pressure inside the cavern and p r;0 ðrÞ is the initial profile of hydrogen pressure inside the salt rock. In this work, initial equilibrium is assumed between the cavern and the rock, hence p r;0 ¼ p c;0 ¼ p 0 . The value of p 0 is chosen so as to reflect an average pressure at a suitable depth below the ground. Furthermore, the following set of boundary conditions is assigned for t � 0:
where the former boundary condition is of the Dirichlet type and imposes the continuity of the pressure at the interface between rock and cavern, while the second boundary conditions is of the Neumann type and imposes a zero hydrogen flux through the impermeable rock at the end of the spatial domain corresponding to the damaged zone. Effectively, different types of hydrogen storage domains (SD) can be simulated depending on the values of the constant parameters c 1 -c 5 ( Table 2 ). More precisely:
� SD I, with profiles and values of porosity and permeability resembling the behavior of a H 2 salt cavern (left-hand side of Fig. 2 ). In this case, the impermeable rock is considered to start at a distance equal to the radius of the cavern, i.e. the inner radius of the rock, R i . This means that the outer radius, R o , of the DZ is twice the inner radius and the thickness of the DZ is equal to the radius of the cavern. � SD II, with constant values of porosity and permeability and a domain geometry that describes the typical behavior of reservoirs (right-hand side of Fig. 2 ). More specifically, the inner radius is reduced to simulate the H 2 injection/extraction through a pipe, and the outer radius is increased to consider the diffusion through a large rock reservoir. � SD III, which neglects the rock domain and treats the cavern as a tank with impermeable wall.
In order to simplify the numerical resolution while also laying the ground for the linear model, the following dimensionless variables are introduced in the system of equations given by Eq. (10):
representing the dimensionless porosity (0 � ε � 1), the dimensionless permeability (κ � 0), the dimensionless pressure inside the cavern (0 � Π � 1) and inside the salt rock (0 � π � 1), the dimensionless
, p max the maximum pressure inside the cavern and the salt rock, and t � the characteristic cavern time, which can be seen as the ratio of the cavern volume to the volumetric flow rate that can flow through the salt rock. Moreover, the following quantities are introduced:
indicating the characteristic power capacity of the cavern, Γ, and the injected/extracted hydrogen power, ψ in=out . Whereas Γ is a quantity depending on the features of the investigated cavern only, ψ depends on the cavern operation through the injected and extracted flow rates. The resulting system of dimensionless equations that replaces Eq. (10) is:
which is completed by the following initial conditions at t ¼ 0:
and by the following boundary conditions for t � 0:
The set of Eqs. (15)- (17) is solved by discretizing the spatial domain through finite volumes [58] and by using the stiff solver ode15s implemented in Matlab® for integrating in time.
The developed model is used to investigate the behavior of the stored hydrogen during the typical phases of a storage cycle: (i) an injection phase, where hydrogen is injected in the cavern; (ii) a rest phase at high cavern pressure, where neither injection nor withdrawal occur; (iii) a withdrawal phase, where hydrogen is extracted from the cavern; (iv) a rest phase at low cavern pressure. The optimal storage cycle depends on both storage operation and cavern design. The former includes time profiles of injected and extracted hydrogen mass flow rates, and duration of the rest periods; the latter includes minimum and maximum cavern pressures, cavern depth and volume. Different values of these quantities, which are summarized in Table 2 , are considered based on those found in existing installations [59] . Concerning the cavern depth, D, while it does not appear in the mathematical formulation described above, it affects the geostatic rock pressure, which determines the minimum and maximum possible values of hydrogen pressure inside the cavern. Here, such minimum and maximum values are defined as 30% and 80% of the geostatic rock pressure, respectively [60] (see Section 4) .
For an illustrative case where the injection, withdrawal and rest phases last 45 days and a constant mass flow rate of 0.2 kg/s is simulated during both injection and withdrawal phases, the time evolution of hydrogen pressure is reported in Fig. 3 for the three different storage domains SD I to SD III. A cavern height of 100 m is considered; at the beginning of the simulations, the cavern and the rock are at equilibrium at 4 MPa.
During the injection phase the cavern goes from the minimum to the maximum pressure, whereas the opposite happens during the withdrawal phase. Due to the hydrogen diffusion inside the rock domain, the injection and withdrawal phases are followed by cavern-to-rock and rock-to-cavern flows, respectively, during rest periods. More specifically, after the withdrawal phase the hydrogen pressure inside the salt rock is higher than that inside the cavern (rest period at low pressure), and thus hydrogen flows from the rock to the cavern. On the contrary, after the injection phase the hydrogen pressure inside the salt rock is lower than that inside the cavern (rest period at high pressure), thus hydrogen flows from the cavern to the rock.
The resulting pressure profiles during the different phases depend on the type of storage domain, and to the associated set of parameters c 1 -c 5 . The salt cavern (SD I) features linear profiles inside the cavern and limited change of pressure during the rest phases, i.e. similar to a sealed tank. Similar values of pressure variations are found within the entire rock domain. Conversely, the reservoir (SD II) is strongly affected by the significant permeation of H 2 through the rock domain, resulting in nonlinear profiles close to the injection during all phases of the cycle. On the other hand, because of the relatively large porosity and permeability, the pressure change in time within the reservoir domain is limited, with the maximum variation being smaller than 1 bar, and with no effects at the end of the domain. It is worth stressing that SD II does not aim at fully representing the complex H 2 injection into a reservoir, but it serves the scope of an exemplary case where H 2 transport is controlled by the rock domain. This will be used to evaluate the capabilities of the linear model derived below, which aims at describing underground hydrogen storage in general, irrespective of any specific features.
Linear reduced order models
The detailed model developed in Section 2 is nonlinear, due to the nonlinearity of the model of hydrogen diffusion inside the rock. In the following, the mathematical model is approximated by a system of linear equations, suitable for use within a linear optimization framework. More specifically, (i) constant values are used for the rock porosity, φ, the intrinsic hydrogen permeability, k ∞ , and the slippage factor, b; (ii) a change of variables, similar to that proposed elsewhere [61] , is performed; (iii) the spatial derivatives are expressed through a polynomial collocation method.
First, a constant value of the rock porosity, ε, is assumed, which implies a constant value of the intrinsic hydrogen permeability, κ ∞ (Eq.
(8)), hence a constant value of the slippage factor, b (Eq. (9)). This introduces an approximation due to the fact that ε is not constant in reality.
A change of variable is performed by exploiting the expression of the hydrogen permeability (Eq. (7)). More specifically, the quantity π b ¼ π þb=p max is introduced, so that dπ b ¼ dπ. Then, the system of equations given by Eq. (15) is rewritten by substituting ζ ¼ π 2 b to π: 
which is now a linear system in the variables Π and ζ. Here, α ¼κ ∞πb ε , π is a reference value of the dimensionless pressure inside the rock used to obtain the constant value π b , and we use dζ ¼ 2π b dπ b . This introduces an approximation because π b does vary with time and space in reality. Then, a polynomial collocation method is used to approximate the spatial distribution of the variable ζ. More specifically, ζ is expressed as a second-order polynomial:
where w 1 ðτÞ, w 2 ðτÞ and w 3 ðτÞ are time dependent coefficients determining the spatial profile of ζ. In the following, the dependence of w on τ is not indicated for sake of simplicity. Such coefficients are determined by (i) enforcing the boundary conditions, i.e. continuity of hydrogen pressure at the cavern wall (x 1 ) and zero hydrogen flux at the end of the damaged zone (x 3 ), (ii) computing the partial differential equation in an intermediate point (x 2 ).
The boundary conditions are written as
The differential equation of the salt rock domain is written as
which can be rearranged as
lated by considering a reference value of the pressure inside the cavern, Q . Finally, the differential equation expressing the hydrogen pressure inside the cavern is given by
The set of Eqs. (22) and (23) consists of two ordinary differential equations, which describe the time evolution of the variables Π and w 3 and are linear with respect to both Π and w 3 . Therefore, they can be easily implemented within a linear optimization framework. The initial condition for w 3 is determined by assuming a flat profile of the pressure inside the salt rock, and by evaluating the variable ζ in x 2 . By considering initial equilibrium between the cavern and the rock,
Different choices of the parameters α, γ and Q b , as well as of the collocation points x 1 , x 2 and x 3 allow representing the different storage domains introduced in Section 2. More specifically, SD II, which is characterized by constant properties of the rock, is described by Π b 1 ε ¼κ ∞ ¼ 1; the collocation points are chosen as negligible, is simply described by choosing Π b ¼ε ¼κ ∞ ¼ φ � ¼ 0. This corresponds to using the model SD III, and translates in the single ordinary differential equation Fig. 4 illustrates the comparison between the cavern pressure profiles obtained using the detailed model and those calculated through the linearized model. The linear model of SD I reproduces the detailed model with high accuracy, as the latter is characterized by essentially linear profiles of the cavern pressure across all storage phases (similar to a sealed tank, or SD III). At the same time, the linear model of SD II describes well the corresponding detailed model too: while the more complex pressure profile leads to a slightly larger error between the two models, the key characteristics of the detailed model are well captured by the linear model. Several simulations were run to test the ability of the linear model to match the behavior of the detailed model for a wide range of porosity and permeability values (as an example, the comparison between the linear and detailed model for a permeability two orders of magnitude smaller than that used in the simulations shown in Fig. 4 is reported in Section S3 of the Supporting Information). Overall, the linear model developed proved to be capable of reproducing a variety of underground hydrogen storage domains while allowing for MILP optimization. It is worth noting that this enables the introduction of key optimization constraints, which are required for a realistic operation of underground H 2 storage, as described below.
Optimization framework
To reveal the behavior of H 2 storage in salt caverns when optimally operated, and to understand the design of the key components required to produce and convert H 2 , the linear model derived in the previous section is plugged into the multi-energy system (MES) framework illustrated in Fig. 5 .
Multi-energy systems maximize the potential of high renewable penetration and energy efficiency by exploiting the coupling of different energy carriers (e.g. electricity and hydrogen) both during design and operation [62] . The MES considered in this work is limited to the set of conversion and storage technologies required to produce, store and convert H 2 from renewable power, and it therefore includes: photovoltaic (PV) panels and wind turbines (WT), a power to hydrogen (PtH 2 ) system, which consists of a proton exchange membrane electrolyzer (PEME) converting electricity into hydrogen and a PEM fuel cell (PEMFC) re-converting hydrogen into electricity, and a hydrogen storage (HS) system that couples hydrogen production and consumption. Moreover, lithium-ion batteries are considered at a second stage to study the interaction between long-term H 2 and short-term electricity storage. The goal of the MES is to satisfy the demand of a given end-user, here assumed to be fully electric, while minimizing the CO 2 emissions in a cost-optimal way. Such CO 2 emissions are related to the carbon intensity of the electricity imported from the grid, which can be used to meet the energy demand when renewable generation is not available at the expense of additional operational costs. In line with the goals of the paper, the MES is simplified to a single node with aggregated energy production, storage and consumption, and is therefore not representative of a full power system, e.g. at national or European scale. The analysis of underground H 2 storage in such power system is beyond the scope of this work.
A mixed integer linear program (MILP) as formulated in Gabrielli et al. [7] is used to determine the minimum-emissions design and operation of the MES. More specifically, we aim at identifying the optimal size and operation of the PtH 2 system, i.e. PEME and PEMFC, as well as of the H 2 and battery storage. The overall available storage capacity (H 2 þ battery, if present) is treated as a parameter, hence it is not directly determined by the optimizer. The size of the renewable-based technologies is also treated as a parameter, which defines the amount of available renewable energy sources (RES). The MILP can be written in general form as
where c and d represent the cost vectors associated to continuous and binary variables, x and y, respectively; A and B are the constraint matrices for continuous and binary variables, respectively, and b is the constraint known-term; N x and N y indicate the dimension of the vectors x and y, respectively. The binary variables are introduced to model the operation (on/off scheduling) and costs (size dependency) of the considered technologies. The optimization problem has been described in detail earlier [7] , and only the most relevant features are reported in the following, with specific focus on the model of the hydrogen storage, which is described in Section 4.3 (constraints). Additional information, such as costs and performance tables, is provided in the Supporting Information.
Input data
The the energy system considered, e.g. thermal demand is satisfied through heat pumps. Such assumption allows for considering the stronger seasonality of heat provision, which is key for long-term storage deployment. The extent to which the heat provision will be electrified is beyond the scope of this work and is discussed in literature, e.g. Refs. [63, 64] . Moreover, this assumption allows limiting the portfolio of conversion technologies to those associated with PtH 2 and H 2 storage, thus enabling a better understanding of the system behavior. Constant and variable time profiles of the CO 2 intensity of the electricity grid are considered to account for the time-dependent generation mix of grid electricity in Europe. 5. Technology data: set of available technologies with the corresponding performance and cost parameters; such parameters are reported in Section S1 of the Supporting Information and are taken from Tables 1 and 2 of Ref. [7] .
All the values of input data used to perform the calculations presented in the following are discussed in Section S1 of the Supporting Information.
With this work we aim at characterizing the role of H 2 storage in salt caverns within a low-carbon energy system, its optimal operation and its interface with PtH 2 conversion technologies. We do so by exploring different boundary conditions in terms of potential of renewable energy sources and storage availability, which proved to be the most relevant system parameters when investigating seasonal energy storage within multi-energy systems [7, 65] . Indeed, these are simplified metrics whose exact values would be dependent on the power system and the time point in the energy transition. More specifically, we characterize the system based on the following input parameters:
� Available storage capacity, s, defined as the ratio of the maximum stored energy to the annual energy demand. This is a dimensionless parameter calculated as
where p max and p min are the maximum and minimum level of cavern pressure, h is the lower heating value of hydrogen, and Λ ¼ P N t¼1 L t Δt is the annual energy demand of electricity, with Δt being the duration of the t-th time interval. Here, s varies by varying the cavern volume, V, as well as the battery capacity, S battery , for a given value of Λ and for a fixed maximum pressure inside the cavern. For a given value of s, different time profiles of electricity demand are considered to account for different dynamics induced by different types of energy demand, as described in the following. � Available RES generation, r, defined as the ratio of annual renewable generation to annual energy demand. This is a dimensionless parameter calculated as
where ξ ¼ P N t¼1 P t Δt is the annual renewable generation per unit area and a the area available for the installation of RES-based technologies. In our framework, r varies by varying a (parameter of the optimization problem) for a given value of Λ. For a given value of r, different time profiles of renewable generation are considered to account for the different dynamics characterizing solar and wind generation. Note that curtailment of renewable generation is also accounted for. While this does not lead to a reduction of CO 2 emissions, it can lead to a reduction of the system cost by providing flexibility, especially for large shares of renewable energy.
To put r and s into perspective, current values for Europe are in the range of s ¼ 0:001 0:01 and r ¼ 0:13 0:15, respectively [66, 67] . With the aim of investigating different future scenarios with high penetration of renewable energy sources, we consider wider ranges of such parameters, namely s ¼ 0:001 1 and r ¼ 0:1 3 (see Fig. 6 ). Note that s ¼ 1 means that the entire annual energy demand could be stored in the cavern at any given point in time, whereas r ¼ 3 implies that RES generate three times the energy requested by the end users, with values > 1 required to cover the efficiency losses of the PtH 2 process. Values of s up to 2 were investigated, but did not result in any variation with respect to s ¼ 1, and are thus not discussed in the following.
Decision variables
In the following, the number of available technologies is denoted as M, whereas the number of non-renewable conversion and storage technologies are M C and M S , respectively. The following variables are determined by the optimization problem: 
Constraints
The constraints of the optimization problem can be grouped into two categories:
1. Behavior of conversion and storage technologies. The constraints adopted to model the performance of the PtH 2 system are described in detail in Ref. [68] , with the methodology TM I being implemented here, i.e. piecewise affine correlations accounting for partial-load performance and minimum-power requirements. The constraints used to model the performance of the PV panels are described in Ref. [7] , whereas the constraints used to model the performance of the wind turbines are described in Section S2 of the Supporting Information. The behavior of the salt cavern is described by Eq. (10), where the flux across the cavern wall is neglected (according to the linear model described in Section 3) and by discretizing in time as:
Here the inlet and outlet mass flow rates account for H 2 losses during injection and withdrawal via the charging and discharging efficiency, η in and η out , respectively:
It is worth noting that the time discretization in hourly intervals is appropriate to describe the slow cavern dynamics. All the parameters required to define the constraints of the optimization problem are summarized in Table 3 .
The following periodicity constraint is imposed to assure that the same energy is stored at the beginning and at the end of the time horizon:
Furthermore, a number of constraints must be considered to ensure the cavern integrity over time. These constraints are expressed as function of the cavern pressure. The first constraint sets the cavern pressure between a lower and an upper value. These are expressed as fractions of the geostatic pressure, p G , which depends on the depth of the cavern, D. Thus, for all time instants t 2 f1; …; Ng:
where δ � and δ � are the lower and upper fractions, respectively; the geostatic pressure is defined as p G ¼ ρ R gD, where ρ R is the density of the rock and g is the gravity acceleration. Here, the depth of the cavern is fixed, with D≫H, which allows considering a constant value of the geostatic pressure. The second constraint limits the rate of variation of the cavern pressure for all time instants as � � p c;tþ1 p c;t � � � Δp max (32) where Δp max is the maximum hourly pressure variation that can be endured by the cavern. Finally, the electricity consumption required to compress the hydrogen from the pressure of the synthesis process, p E , to that of the cavern must be considered. A thermodynamic model of a two-stage compressor is built in Aspen-Plus® [69] and then linearized. In particular, the nonlinear dependency of the electricity consumption on the pressure ratio, β ¼ p c =p E , is described through a piecewise constant approximation, which also allows eliminating the bilinearity between the pressure ratio and the mass flow rate:
Here, the constant coefficient η i , for all i 2 f1; ng, is used to approximate the compressor efficiency within the i-th range of pressure ratio ½β min i ;β max i �, which is selected by the binary variable y i 2 f0; 1g. Due to the concavity of the curve, and since the energy consumption must be minimized, a binary variable for each pressure range is required [70] .
The constant coefficient η, as well as the ranges of pressure ratio considered here (n ¼ 3), are reported in Table 3 . A graphical comparison between the original and the simplified compressor model is reported in Section S4 of the Supporting Information.
2. Energy balances of the integrated energy system. The energy carriers considered in this work are electricity (e) and hydrogen (H 2 ). More specifically, electricity is used by the PEME to generate hydrogen and it is required by the end-user, whereas hydrogen is re-converted by the PEMFC into electricity and it is stored within the cavern. For all energy carriers j 2 fe; H 2 g the sum of imported and generated power must equal the sum of exported and used power for all time instants t 2 f1; …; Ng. In general, this can be written as
where P is the generated energy, F the consumed energy, V the exported energy, U the imported energy, and L the energy required by the end user. No limitations on the imported and exported energy are considered here.
Objective function
The optimization problem determines the optimal design and operation of the MES, which satisfies the energy demand while minimizing the CO 2 emissions in a cost-optimal fashion. The annual CO 2 emissions of the system, e, are calculated based on the amount of imported electricity:
where ε is the CO 2 emission rate of the electricity grid (see Section S1 of the Supporting Information). The total annual cost of the system, J, includes the capital, operation and maintenance contributions, which are calculated as thoroughly described in Ref. [7] .
Since both CO 2 emissions and operation costs are calculated based on the amount of imported electricity, minimizing the CO 2 emissions corresponds to minimizing the operation costs, with the capital cost of the system being a consequence of this choice. The capital cost of the cavern is not included in the computation of the total annual cost, as we consider the use of existing caverns, whose cost is assumed to be already amortized at the beginning of the operation. Reference costs for existing salt caverns can be found in the literature [60] . Moreover, adding the cavern costs would not change the findings, but for the levelized cost of energy storage, which is of minor importance in this study.
To obtain the minimum-emissions design in a cost-optimal way (e.g. avoiding useless oversizing of the PtH 2 system), both the CO 2 emissions and the costs of the system must be included in the objective function of the optimization problem, f. Therefore, f is built as a combination of e and J, with e being prioritized by means of two scaling factors, e 0 and J 0 :
The value of J 0 =e 0 depends on the order of magnitude of the two objectives [71] ; here, a value of J 0 =e 0 ¼ 10 5 is utilized.
Results and discussion
In the following, the linear model SD I is used to investigate the potential of H 2 storage for reducing the CO 2 emissions of the considered integrated energy system, as salt caverns represent a realistic and promising option for large-scale, long-term energy storage. The optimization framework introduced above is applied to investigate the optimal design and operation of MES as in Fig. 5 , for different profiles of energy demand, renewable generation and environmental footprint of the electricity grid. First, no battery capacity is considered (S battery ¼ 0) to fully focus on the role of H 2 storage. More specifically, the storage operation, the size of the PtH 2 system, and the CO 2 emissions of the systems are studied as function of the available RES generation, r, and storage capacity, s.
Optimal system operation
First, we study the optimal operation of a refernce MES defined by considering (i) a relatively flat electricity demand across the year, i.e. neglecting the seasonal periodicity induced, e.g. by the heat demand, (ii) solar-based RES generation, i.e. not considering the wind turbines within the MES of Fig. 5 , and (iii) constant CO 2 emission rate of the electricity grid. We analyze the effect of available storage capacity and RES generation on the optimal operation of the H 2 storage, as illustrated in Fig. 7 , where the evolution of H 2 storage along the year is plotted for three different values of r and s (denoted by points A-I on the (r,s) plane in Fig. 9 ).
The following storage behaviors are observed:
� At large values of the ratio s=r, e.g. r ¼ 0.4 and s ¼ 1 (point A), a flat storage profile is obtained as energy storage is not needed due to the lack of renewable generation. � At small values of the ratio s=r, e.g. r ¼ 3 and s ¼ 0:01 (I), daily and weekly storage cycles prove to be optimal as seasonal storage profiles are prevented by the limiting storage capacity. Indeed, the combination of low storage capacity and high RES generation makes shorter cycles mandatory to compensate for the daily variation of the available renewable energy. This confirms that a large storage capacity is required to fully exploit the potential of seasonal storage technologies, which is further amplified for larger amount of available RES. Furthermore, the storage operation is quantified by looking at how the storage is exploited. At low values of r, e.g. r ¼ 0:4, the H 2 storage is not well exploited, with a maximum stored energy equal to about 0.5%, 4%, and 37% of the maximum value for s ¼ 1 (A), 0.1 (D), and 0.01 (G), respectively. At low values of s, e.g. s ¼ 0:01, the H 2 storage is operated with non-seasonal dynamics, with about 45%, 80%, and 85% of all cycles being shorter than a week for r ¼ 0:4 (G), 1.4 (H), and 3 (I), respectively. Fig. 7 also shows that at low values of r the CO 2 emissions are independent of the value of s, with the lack of RES generation being the limiting factor. On the contrary, for larger values of r smaller CO 2 emissions are obtained by increasing s. The CO 2 emissions of the MES, together with the corresponding design, are discussed below with reference to the (r,s) plane ( Fig. 9 ).
Optimal system design
The storage operation affects the minimum-emissions system design, which is first investigated for the reference MES defined above.
Based on this, the minimum-emissions design is studied for values of r from 0.1 to 3 and values of s from 0.001 to 1, and is illustrated in Fig. 8 , which shows (a) the size of the PEM electrolyzer and (b) of the PEM fuel cell, (c) the storage operation factor, and (d) the value of specific CO 2 emissions. The storage operation factor is defined as the number of hours in which the H 2 cavern is operated, either in charging or in discharging modes, divided by the total number of hours in the year; the specific CO 2 emissions are obtained by normalizing the annual CO 2 emissions over the annual electricity demand.
Concerning the PtH 2 system, the following considerations can be made:
� At large values of the ratio s=r, e.g. r ¼ 0.4 and s ¼ 1 (point A on the (r,s) plane), the sizes of PEME ( Fig. 8-a) and of PEMFC ( Fig. 8-b ) are independent of s since the shortage of renewable generation limits the operation of the PtH 2 unit. � At small values of the ratio s=r, e.g. r ¼ 3 and s ¼ 0:001, the sizes of PEME and of PEMFC are independent of r since the lack of storage capacity limits the operation of the PtH 2 unit. � At intermediate values of the ratio s=r, e.g. r ¼ 3 and s ¼ 1 (C) or r ¼ 1.4 and s ¼ 0.1 (E), the sizes of PEME and of PEMFC are function of both r and s. More specifically, the size of the PEME presents a maximum with both r and s, with the biggest sizes being installed for s ¼ 1 at r ¼ 2. On the one hand, at large values of s= r (C) the storage is large with respect to the energy demand and to the amount of renewable generation that must be stored to reduce the CO 2 emissions. In this case, the size of the PEME can be limited by operating the storage with a seasonal pattern, characterized by smooth charging and discharging phases. On the other hand, going towards smaller values of s=r (from point E to I) the storage is small with respect to the energy demand and to the available renewable generation, which results in shorter-term storage dynamics and in smaller PEME sizes. The maximum of the PEME size as function of r occurs because of the trade-off between the available renewable energy that can be stored and that needs to be stored to reduce the CO 2 emissions: The size of the PEME decreases when either the former or the latter is limiting. � The size of the PEMFC increases when increasing s and r, reaching an asymptote in both cases. The dependency on s depends on the amount of hydrogen available from the storage. The asymptotic PEMFC size is reached either when e ¼ 0 t/GWh, i.e. when zero CO 2 emissions are achieved, or when s starts being limiting for the PEMFC operation. Indeed, as e > 0 the emissions can be driven down by using more of the RES generation through the PtH 2 system, hence increasing the size of the PEMFC; once e ¼ 0, there is no reason for the size of the PEMFC to increase. Likewise, there is no reason for larger PEMFC once the available amount of hydrogen is limited by the storage size (e.g. for the entire r range in case s ¼ 0:001). � The cavern operation factor (Fig. 8-c ) increases with both s and r.
This means that the cavern is operated for more hours when larger or when, for a given volume, the amount of renewable generation increases.
Concerning the CO 2 emissions ( Fig. 8-d) , they decrease when increasing r and s. This is fairly intuitive, as a greater emissions reduction is achieved when increasing the amount of RES generation and of storage capacity, i.e. increasing the fraction of RES generation that can be shifted in time. More interestingly, three different regions are identified: (i) an r-limited region, below a given value of r, where the CO 2 emissions cannot be reduced by increasing s, (ii) an s-limited region, below a given value of s, where the CO 2 emissions cannot be reduced by increasing r, (iii) an rs -dependent region, above given values of r and s where the CO 2 emissions can be reduced by increasing either r or s.
CO 2 emissions regions
While in the previous sections we have focused on the analysis of the optimal MES design and operation, as well as of the interplay between the two, we now discuss more in detail the CO 2 emissions of the system, with the aforementioned regions being reported in Fig. 9 . Note that the zero-emissions line quantifies the minimum storage capacity required for the considered MES to achieve zero CO 2 emissions for a given RES availability. The same holds for any value of CO 2 emissions, where the corresponding line identifies the minimum storage capacity required to reach the corresponding level of CO 2 emissions for a given value of RES generation. Here we consider the carbon intensity of the Swiss electricity grid as reference, i.e. 137 t CO2 /GWh [72] . While a different, yet constant, carbon intensity of the grid would shift the curve towards lower or larger s-r when having lower or larger CO 2 intensity, respectively, it would not affect the trends and conclusions that can be drawn from Fig. 9 . Fig. 9 put the calculated CO 2 emissions in perspective with present and future values of r and s. We consider the current European values (EU 2018 -blue circle [66] ), the European high renewable scenario for 2030 (EU 2030 -red area [73] ) and for 2050 (EU 2050 -orange dashed line [74] ), and the 2050 Shell Sky scenario (green area [75] ). While for Shell Sky it was possible to calculate the difference between renewable primary energy and renewable-based delivered electricity, thus accounting for storage losses, for EU 2050 the data provided are for gross electricity production, thus accounting for transportation losses but not for storage losses. Moreover, for EU 2050 no data is reported for the required storage capacity, and we thus report the available RES generation only, whereas s can be inferred from Shell Sky data as about s ¼ 0.38 for 2050 and s ¼ 0.54 for 2100. Concerning the EU 2030 scenario, the ranges of s and r are calculated based on the countries reported in a recent EU study (namely Germany, Denmark, Spain, France, Italy, Greece, Ireland, Poland and Romania), which calculates the effect of high renewable shares on the grid storage requirements [73] . It is worth noting that the considered future scenarios when coupled to a H 2 based system would result in a reduction of CO 2 emissions with respect to the current situation ( Fig. 8 ), but not lower than 60 t CO2 /GWh. Interestingly, based on European emissions predictions, the EU 2050 scenario would result in values of CO 2 around 80 t CO2 /GWh [74] , which is in line with our calculations for a simpler system. As mentioned above, more ambitious scenarios for a 100% renewable system are reported in scientific power-system studies, e.g. Refs. [5, [35] [36] [37] [38] [39] [40] . Such r-s graph, which is here quantified exclusively for a H 2 -based system in Fig. 9 , can be used to identify needs and gaps in reaching zero-emissions electricity provision based on non dispatchable renewable generation. It is in fact worth remembering that staying below 1.5 � C requires having net zero emission by mid-century.
As expected, each point on the zero-emissions line features different costs: Moving along the line, the cost of the energy system presents a minimum at r ¼ 2.4 and s ¼ 0.5 (330 EUR/MWh), passing from 370 EUR/MWh at r ¼ 3, s ¼ 0.11 to 410 EUR/MWh at r ¼ 2, s ¼ 1. This implies that increasing the storage capacity, in this case given by the PtH 2 system, allows reducing the system cost until a value of s ¼ 0:5, while above this threshold the cost increases. This is due to the design of the PtH 2 system, and specifically to the size of the electrolyzer (Fig. 8) , which decreases moving from (r ¼ 2, s ¼ 1) to (r ¼ 2.4, s ¼ 0.5) and then increases from (r ¼ 2.4, s ¼ 0.5) to (r ¼ 3, s ¼ 0.11). Overall, the PtH 2 system represents the main cost to achieve zero-emissions energy systems, with the PEM electrolyzer (PEME) representing the major contribution of the system capital cost (average of 70%), followed by PVs (average of 16%) and PEMFC (average of 14%) -unit cost of electrolyzer and fuel cell for the installed size of interest is 1350 EUR/kW and 1320 EUR/kW, respectively [76] . The total system costs are entirely due to the capital contribution. Indeed, the operation costs are connected to amount of energy imported from the grid, hence proportional to the CO 2 emissions. Clearly, these costs do not reflect the optimal values for [66] ), high renewable EU 2030 (red area [73] ) and EU 2050 (orange dashed line [74] ), and Shell Sky (green area [75] ). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) a100% renewable power-system, which are typically in the range of 50-120 EUR/MWh [37, 38, [77] [78] [79] , but exclusively the H 2 -based system investigated here. In fact, the higher costs of such system confirm the need of adopting a portfolio of different technologies and measures.
Impact of input data profiles
So far, we have investigated the optimal MES design for a reference set of boundary conditions featuring an electricity demand with daily variability, but no seasonal fluctuations along the year, a solar-based renewable generation profile, and a flat carbon intensity of the electricity grid. However, the time profiles of all such factors strongly impact the system design. Therefore, in this section we evaluate the impact of (i) a seasonal energy demand accounting for the periodicity induced, e.g., by electrified heating, (ii) wind-based renewable generation, (iii) timedependent carbon intensity of the electricity grid. A sensitivity analysis on the operating pressure of the PEM electrolyzer, which determines the pressure of the generated H 2 , was also performed. However, it was found to have little impact on the final values of CO 2 emissions, and therefore all simulations presented are for a reference pressure of 5 MPa [68, 80] .
Concerning the PtH 2 system, while similar considerations hold for the size of electrolyzer and fuel cell, the variations of the input data mostly affect the former. Indeed, whereas the H 2 generation is directly affected by the time-profiles of the input data, the H 2 production behaves according to the storage availability and the input data. The design of the PtH 2 system as function of r and s for the new input data is reported in Section S5 of the Supporting Information, while here we focus on the emissions regions. Fig. 10 reports the resulting maps (righthand side) for different time profiles of the considered input data (lefthand side). The reference case is always represented as in Figs. 8 and 9 (black solid lines in the right-hand side figures), and the same isolines are reported for the different input data (gray dashed lines in the righthand side figures).
Seasonal fluctuation in the energy demand. A seasonal dynamics of the energy demand, typically high in winter and low in summer in cold climates, emphasizes the mismatch between the demand and the Fig. 1 ). The emission regions on the ðr; sÞ plane are shown on the right-hand side (sub- Fig. 2 ). Same color code applied for the new emissions maps and the new profiles of input data. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) solar-based renewable generation, which is high in summer and low in winter. This makes more difficult the exploitation of renewable generation, hence resulting in higher CO 2 emissions for given RES generation and storage capacity ( Fig. 10-a2 ). In this case, the zero-emissions region is not attainable with the r-s limits considered, and the 60 t/GWh emission line is shifted towards higher values of r. Furthermore, a seasonal dynamics of the energy demand translates into a more seasonal operation of the H 2 storage. This results in smaller PEME at low values of r, where the available RES can be stored by operating the storage through smooth charging and discharging phases, and in bigger PEME at high values of r and s, where the storage capacity is still sufficient to store the available RES, but a sharper charging is required. On the contrary, if the peak demand is in summer, e.g. tropical or south-European countries, the zero-emissions region is achieved for lower r and s values (see Section S5 of the Supporting Information).
Wind-based renewable generation. Similar trends are observed when comparing solar-and wind-based RES generation, in Fig. 10-b . In this case, the reference (non-seasonal) energy demand is considered. The wind-based generation is characterized by a lower seasonality than the solar-based one, while it presents much higher peaks during the winter season. This translates into a significantly larger size of the electrolyzer, which must be able to exploit the sharp generation surplus when storage capacity is available. Similar sizes of the electrolyzer are obtained when decreasing s, as the storage capacity becomes the limiting factor for reducing emissions. Higher CO 2 emissions are obtained with respect to solar generation due to the difficulty in exploiting the spikes of wind generation ( Fig. 10-b2) . Again, the zero-emissions region is not attainable, and higher values of renewable generation and storage capacity are needed to achieve CO 2 emissions of 60 t/GWh. If solar and wind are combined, the zero-emissions region moves remarkably to the left for s ¼ 0:2 0:8 (see Section S5 of the Supporting Information). In this case, smaller sizes of the electrolyzer are obtained.
Variable grid carbon intensity. Concerning the emission factor of the electricity grid, reported in Fig. 10 -c, the variable profile considered here is characterized by higher values in winter due to the presence of fossil fuels power plants, and lower values in summer due to abundant renewable generation [72] . The same mean value of the constant profile is kept. Such a dynamics of the grid emission factor enhances the role of H 2 cavern and of the PtH 2 system. Indeed, during the summer the storage does not only offset the mismatch between high renewable generation and low energy demand, but it also allows to exploit the low-carbon electricity produced in summer during periods of high-carbon electricity during winter. This translates in slightly lower CO 2 emissions, and higher sizes of the electrolyzer, at values of s for which there is available storage capacity to exploit the low-carbon grid electricity and such a low-carbon electricity is still needed to drive the CO 2 emissions to zero (s ¼ 0:01 0:1). Similar emissions and sizes are obtained otherwise. Overall, the difference between constant and variable profiles is rather limited. It is worth noting that, as long as the minimum-emissions design is investigated and the shape of the time profile is fixed, the specific value of the carbon intensity affects the amount of emitted CO 2 only, whereas it has no influence on the system design. Furthermore, it does not affect the zero-emission regions, which rely on distributed generation only (no grid contribution) to satisfy the energy demand.
Impact of combining short-and long-term energy storage
Up to now, we have considered the H 2 cavern as a stand-alone energy storage system. While this is characterized by negligible losses, it features a low round-trip efficiency, which makes it not suitable for offsetting short-term mismatch between renewable generation and energy demand. To address this point and to understand the impact of shortterm storage systems on underground H 2 storage, we study the coupling of H 2 and battery storage, i.e. we refer to the MES illustrated in Fig. 5 without enforcing the size of the battery equal zero. In this case, the sum of the sizes of battery and H 2 storage (s battery þ s H2 ) is limited by the overall available storage capacity, defined by s. The optimization determines the optimal combination of sizes, i.e. the optimal way to exploit the storage capacity, to minimize the system emissions in a costoptimal fashion. The emissions regions of the two MES are presented in Fig. 11-b , while the ratio of H 2 storage to battery size and the fraction of energy stored in the H 2 storage (gray numbers above the symbols) are reported in Fig. 11-a. The combination of H 2 and battery storage leads to a smaller PtH 2 system with respect to the case with H 2 storage only (as shown in Fig. S5 of Section S6 of the Supporting Information). In fact, at low values of r (r � 1) or at low values of s the RES generation is stored entirely in the battery, which provides a higher round-trip efficiency and lower overall energy losses than H 2 storage, and no PtH 2 is installed. In contrast, PtH 2 is selected at higher values of r, when the amount of RES justifies longterm energy storage. In this case, the H 2 storage is operated in a seasonal fashion (with one storage cycle per year), while battery is operated through daily or weekly cycles (with 200-250 storage cycles per year). In fact, the seasonal behavior of H 2 storage is more pronounced when coupling it with the battery, since this removes the necessity to offset short-term variability. At very low s, e.g. s ¼ 0:01, only batteries are installed, as the storage is operated in a short-term fashion. However, at larger s, both the battery and the H 2 storage must be used, with H 2 storage being predominant for s � 0:1, where it features sizes 10 to 200 times larger than the battery and it stores more than 90% of the total Figure 11 . Impact of r and s on the optimal system design and CO 2 emissions for two energy systems featuring H 2 storage only (solid line) and a combination of battery and H 2 storage (dashed line). Results presented in terms of (a) H 2 storage-to-battery size ratio and fraction of annual energy stored in H 2 storage (gray numbers above the lines), (b) CO 2 emissions regions. Three values of s are reported, namely 0.01 (black squares), 0.1 (blue diamonds), and 1 (red circles). energy stored annually. This result is indeed valid for the system configuration and boundaries considered in this work; batteries storage is expected to play a larger role in a power-system considering all possible conversion technologies and policies. As expected, combining short-and long-term energy storage allows reducing the CO 2 emissions for given storage capacity and RES generation ( Fig. 11-b ). In this case, the emissions curves are shifted towards lower values of r and s, with the greatest benefit of the battery being observed at intermediate values of s: at low values of s (e.g. s ¼ 0.001) there is not much room for improvement as the CO 2 emissions cannot go to zero even for high r; at higher values of s, widening the portfolio of storage technologies, including options with a higher round-trip efficiency, helps in achieving zero CO 2 emissions; at very high values of s, the storage capacity is not limiting anymore. Furthermore, installing batteries alongside the H 2 storage allows reducing the renewable energy requirement, hence the system cost, due to a more efficient offset of the short-term mismatch between RES generation and energy demand. Considering an average current costs of Li-ion batteries of 200 EUR/kWh [81] , and moving along the new zero-emissions curve, we obtain: (i) 310 EUR/MWh for r ¼ 3, s ¼ 0:05, (ii) 300 EUR/MWh for r ¼ 1:7, s ¼ 0:5, and (iii) 280 EUR/MWh for r ¼ 1:6, s ¼ 1.
Finally, we note that the cost of battery storage does not significantly affect the results of the optimization (variations smaller than 10% when halving the battery cost). This is because we perform a minimum-CO 2 emissions optimization, which corresponds to minimizing the amount of lost energy (i.e. minimizing the amount of energy imported from the grid), independently of the cost of system. A higher share of battery storage, as well as a greater impact of the battery cost, would be observed in cost-optimal solutions.
Summary of main results and concluding remarks

Summary
This paper presents a framework to model underground hydrogen storage, which allows to evaluate the potential of salt caverns to reduce CO 2 emissions of renewables-based multi-energy systems (MES). A firstprinciple model is developed, which accounts for the transport phenomena across the underground rock, and allows describing the dynamics of the stored energy when injecting and withdrawing hydrogen. Then, as such a nonlinear model is intractable for use in the optimization of integrated systems, a linear reduced order model is determined, which is able to accurately describe the storage dynamics under realistic operating conditions. Such a linear model is included within a mixed integer linear program (MILP) optimization framework that determines the optimal design and operation, in terms of minimum CO 2 emissions, of a MES that satisfies the energy demand of a given end-user.
The linear model developed in this work proved to accurately predict the results computed by a detailed model of underground H 2 storage. When modeling H 2 storage in a salt cavern, little to no influence of H 2 diffusion into the rock domain is observed with the detailed model. Accordingly, when underground H 2 storage in salt caverns is investigated via MILP optimization, the flux through the cavern wall can be neglected, resulting in a simple H 2 tank model, yet allowing for considering the set of constraints required to enforce safe structural operation.
The aforementioned optimization framework is implemented to assess the potential of hydrogen storage in reducing the CO 2 emissions of different energy systems featuring different renewable technologies, energy demands, and emission factors of the electricity grid. Such systems are evaluated by introducing two parameters, namely the available renewable energy sources (RES) generation, r, and the available storage capacity, s. The CO 2 emissions of the energy system are then evaluated on the (r,s) plane, where zero-emission regions are defined and assessed with reference to current and future policy scenarios.
Results show that the shape of the CO 2 emissions regions is such that it is not possible to decrease r and s at the same time while also keeping the emissions at a constant value. Furthermore, for a H 2 -based system, for reasonable values of r and s, zero-CO 2 emissions can be obtained only when the RES generation and the energy demand have the same seasonal dynamics, i.e. they peak at the same time of the year. Similarly, H 2 storage makes a seasonal profile of renewable generation, e.g. solarbased generation, much easier to store than a profile characterized by sharp spikes along the year, e.g. wind-based generation. Therefore, lower CO 2 emissions are achieved for the former than for the latter.
Combining wind and solar is indeed beneficial for the system because of the different evolution in time of RES availability. On the contrary, the shape of the carbon intensity of the electricity grid has little impact on the MES design and on the resulting CO 2 emissions. Finally, the combination of short-and long-term storage technologies, namely battery and H 2 cavern, is investigated. Findings show that, for given values of storage capacity and RES generation, the system CO 2 emissions can be reduced by implementing both types of storage to fully exploit the diverse dynamics of the generation-demand mismatch. However, for all r and s values that enable zero CO 2 emissions, the size of H 2 storage is significantly larger than that of the battery, thus highlighting the important role played by large-scale H 2 installations. The H 2 storage is mostly exploited when a high amount of RES and a large storage capacity are available, thus justifying the long-term energy storage, and it is operated in a seasonal fashion only when a high storage capacity is available, as this allows for smooth charging and discharging.
Concluding remarks
The optimal design of MES with seasonal energy storage is a complex optimization problem due to the types of technology involved and their nonlinear behavior, and to the time variability of the input data. This complexity can be tackled by accounting for all aspects of the optimization problem, which range from the need of reliable models of single technologies to that of computationally-efficient algorithms for optimizing integrated energy systems. Here, we provide a framework that fulfills both such needs by combining an accurate description of H 2 storage in salt caverns with an optimization algorithm able to describe the dynamics of energy generation, storage and consumption. This is enabled by reduced order models that allow capturing the most relevant features of underground H 2 storage while being suited for an MILP optimization framework. This approach enables the analysis of several MES that are characterized by different profiles of renewable generation and energy demand, and untangles the rationale behind the design and operation features determining the pathway towards zero-emission H 2based energy systems.
