In Quantum Theory an operator H represents an observable provided only that it is self-adjoint in a Hilbert space L (physical) Θ equipped with a metric Θ. This means that for a given H, equation H † Θ = ΘH specifies a complete menu of all the eligible Θ = Θ(H) needed to determine the inner product. We illustrate the feasibility of the construction of all of these Θs. It is based on the computerized symbolic manipulations followed by an extrapolation in the dimension N. Using the discretized square-well-type input Hamiltonians H = H(λ) for illustration, we distinguish between the Hermitian H(0) = H † (0) (where one of the solutions is Θ = I) and
Introduction
Many square-well-type models of quantum bound states are described by their ordinary differential Schrödinger equation on a unit interval, − d 2 dx 2 + V (x) ψ n (x) = E n ψ n (x), ψ n (±1) = 0, n = 0, 1, . . .
(unitsh = 2m = 1). It is well known that the brute-force numerical solution of eq.
(1) belongs among the best methods of a quantitative study of the spectra of these models. Thus, typically, one replaces the continuous interval of coordinates x by the mere discrete lattice where, say, x 0 = −1, x N + 1 = +1 and
One usually picks up a sufficiently large (plus, for the sake of definiteness, say, even)
integer N = 2K and converts the differential eq. (1) into its difference-equation
Whenever the potential function V (x) is sufficiently smooth, the influence of the small error terms may be expected to vanish in the limit N → ∞ [1] .
Besides the above, purely numerical relevance of the approximation (1) ↔ (3), such a type of correspondence may also find applications in the purely theoretical context of the so called PT −symmetric Quantum Mechanics (cf. its recent review [2] for more mathematical details and/or a broader perspective). This has been emphasized in our recent paper [3] where we have shown that for a certain class of sufficiently simple complex potentials V (x) = V * (x) with real spectra the exact, analytic solvability of the differential eq.
(1) will be paralleled by the exact solvability of its difference partner (3) . The specific merits of the discretized models with N < ∞ remain untouched.
This idea motivates our interest in Schrödinger equations in their discrete form (3) . In [3] we felt inspired by numerical considerations since the discrete eigenvalue problem (3) degenerates to a finite-dimensional matrix diagonalization which can be performed by the standard algorithms of linear algebra. In our present pendant of this paper our attention is shifted towards physics. In such a context one appreciates that the physical kinetic-energy role played by the second derivative in eq. (1) 
What is challenging is that in the discrete models (3) serious disadvantages seem to emerge during the transition from the smooth and bounded potentials V (x) to the extremely useful ultra-short-range delta-function potentials V (x) ∼ δ(x − x 0 ). Their relevance was observed in the solvable PT −symmetric models [4] and in certain nonHermitian relativistic equations [5] as well as in the Hermiticity-breaking manybody systems [6] and in some very recent studies of the scattering problem [7, 8] .
Fortunately, the presence of the similar local forces can equally well be simulated on the lattices. For this purpose we shall employ tridiagonal matrix models of the form (4) where just a few matrix elements will be changed and varied. More explicitly, we shall select a family of one-parametric matrices H (N ) (λ) of a freely variable even dimension N = 2K where just two central off-diagonal matrix elements will vary to induce a "minimal" dynamics. The respective four-and six-dimensional illustrative special cases of our maximally local discrete interaction Hamiltonians will be
and
Our main task may be formulated now as a systematic search for all the mathematically consistent physical implementations of a given matrix H (N ) (λ). In the other words, each mathematical model H (N ) (λ) will be treated here, for the sake of definiteness, as a generator of the time development of the system, i.e., a Hamiltonian. Nevertheless, in a way not always sufficiently emphasized in the textbooks, its quantum (i.e., probabilistic) physical interpretation still substantially depends on our choice of all of its "measurable" characteristics, i.e., in the language of mathematics, on our selection of a concrete representation of the underlying Hilbert space of states.
In such a terminology we are going to offer an affirmative answer to the question concerning the feasibility of an exhaustive description of a complete list of all the physical Hilbert spaces of states which could be assigned to a given Hamiltonian.
The latter alternative candidates for the physical Hilbert space of states will be denoted here by the symbol L Θ indicating that in them, the usual inner products written as φ|ψ in the Dirac's notation will be redefined as matrix elements φ|Θ|ψ of a positive-definite and bounded Hermitian operator called metric. More details may be found, e.g., in ref. [9] where, incidentally, the Latin symbol T stands for our Greek Θ.
The method of our construction of all the eligible metric operators Θ (N ) = Θ (N ) (H (N ) ) will be explained in section 2. In essence, it is a three-step procedure 2. we shall extrapolate the sequence of the resulting formulae for the metrics to an arbitrary (even) dimension N, 3. our knowledge of the general ansatz for Θs will enable us to simplify the initial brute-force methods and to weaken the related computer-capacity limitations.
This will allow us to move to the perceivably higher matrix dimensions. In this manner we obtain a sufficiently persuasive verification of our dimensionindependent ansatz for the general metrics.
Our main attention will be paid to the feasibility questions so that the two series of our illustrative examples will both be fairly schematic. The first one will be based on the use of the next to trivial matrices H 0 ≡ H (N ) (0). This choice will facilitate the explanation and application of the first step of our recipe at the dimensions two and four in section 2. Subsequently, section 3 will comprise the derivation of the extrapolated general second-step ansatz Θ = Θ (N ) 0
and the third-step test of its validity. For the sake of methodic transparency, the test is presented at the dimension as low as N = 6.
In the main body of of our paper we shall apply the same three-step procedure to the more realistic and dynamically flexible family of one-parametric, maximally local examples H (N ) (λ) of the form extending eqs. (5) and (6) . In spite of its mathematical ambiguity, such an extension of the scope of Quantum Theory did originally find very practical applications in nuclear physics (cf., e.g., their well readable review [9] ). The latter reference also explains that for a given Hamiltonian H, for compatibility reasons, the metric Θ in
must satisfy the following relation between operators,
The linearity and the underdetermined character of this equation look inspiring. We shall try to treat and solve it here as a linear set of equations for the unknown matrix elements of Θ. We should add that in the literature the metric operator Θ appears denoted by many different symbols like the product CP [2] , exponential e Q [8] , Latin T [9] or subscripted η + [10] . Needless to say that this operator plays the key role in (5) and (6) we shall use the computerized symbolic manipulations followed by an extrapolation with respect to the growing dimension N. We shall succeed in constructing all the eligible matrices Θ in closed form. At any N they will be shown compatible with eq. (7) as well as with all the other conditions (like Hermiticity) which must be satisfied by the metric Θ of Hilbert space L Θ .
The set of all the metrics
The simplest possible two-dimensional Hamiltonian
is easily assigned the real pair of energies E ± = 2±1 as well as the general real-matrix ansatz for the metric
reflecting its necessary Hermiticity. In an encouraging start of our systematic study we may insert both these matrices in eq. (7) and reduce it to the mere single trivial
In the next step we find out that all the resulting two-parametric metrics Θ 0 possess the pairs of their eigenvalues θ ± expressible in closed form, θ ± = f ± b. It is trivial to conclude that our Θ 0 is positive (and can be called a metric)
2.3
The set of all the metrics Θ 0 at N = 4.
In the next step we may take the four-dimensional Hamiltonian
and try to deduce the generic form of all the related matrices Θ 0 directly from the set (7) In the manner inspired by the N = 2 results we selected the first row of Θ 0 as independent parameters, therefore.
As a typical task for Mathematica or Maple we solved our set by the brute force methods of linear algebra and we obtained its complete four-parametric solution
exhibiting linear dependence on all of its four parameters,
While
is just the four-dimensional unit matrix, the remaining three expansion matrices look more interesting, at the higher N.
Extrapolation of matrices Θ (N) 0
to all N
The trial-and-error ansatz
It is natural to expect that formula (10) is just the first special case of the general
Let us activate the experience collected at the smallest N and assume that all of the
are solely composed of the matrix elements 0 or 1. In the j−th matrix the location of all of the non-vanishing elements may tentatively be selected as follows,
Such an educated guess generalizes the above N = 2 and N = 4 results to all the even dimensions. Its validity has carefully been verified at several higher even integers N = 2K. This was easy since the mere insertion in a formula followed by a check of the result is a comparatively trivial procedure.
3.1.1
The sample of the verification: N = 6.
For illustrative purposes let us pick up N = 6. This choice allows us to write down the extrapolated six-parametric matrix of the metric,
and to verify the validity of the pertaining set of linear equations (7) by the simpleminded and straightforward insertion.
We should add that due to the extreme simplicity and parametric-independence of the underlying purely kinetic Hamiltonian, the rigorous proof of the validity of our formula (12) by mathematical induction, albeit a bit lengthy, remains feasible and easy. Still, as long as the model in question is only too special, this proof is skipped here and left to interested readers.
Positivity requirement
After we specify the Hamiltonian (say, H
at a fixed N) but still before we select any particular solution Θ = Θ(H) = Θ † of eq. (7), we have to guarantee that the latter candidate for the metric is invertible and positive definite. Only then, this operator can consistently specify the corresponding physical Hilbert space L Θ of states of a quantum system [9] .
At the larger dimensions N the proof of the positivity may be difficult in general.
In order to clarify the point let us pick up the four-dimensional matrix example (9) where the following four inequalities
must be satisfied as a guarantee of the positivity of all the four eigenvalues θ k of the metric Θ
0 . We see that the discussion may become a bit tedious even though the dimension N = 4 is still extremely small. In the next subsection, more attention will be paid to the positivity questions, therefore. of any physical background for the latter type of a purely utilitaristic decision has been criticised by Scholtz et al [9] (in the context of the so called IBM models in nuclear physics) and, more recently, by Bender et al [2, 11] (originally in the context of parity violation and supersymmetry in field theory [12] ).
Reduction of the non-locality of the metric
All of the latter authors argued that the free parameters in any Θ should be eliminated using some sound physical arguments rather than just the mere arbitrary decision. The simplest situation seems to have been encountered, paradoxically, in field theory where the extensive "menu" of all the eligible metrics Θ = Θ(H) has been efficiently restricted to the unique, single candidate by the simple trick where a new operator O 1 ≡ C was introduced and required to represent another observable quantity. In this way, a different family of the candidates Θ ′ = Θ ′ (O 1 ) for the metric enters the scene. The ultimate "physical" metric is to be selected from an intersection of the two sets, Θ = Θ ′ (cf. the review [2] or, in an elementary and highly schematic two-by-two comprehensible illustration, the letter [13] ).
In quantum mechanics a constructive way out of the trap of an excessive variability of the eligible candidates for the metric obtained via their mere compatibility with eq. (7) is similar. For example, in our paper [14] on a non-Hermitian coupledchannel model we started from the observable energy operator O 0 ≡ H and repeated the same procedure with the second observable O 1 carrying many properties of the spin. Of course, we kept in mind that several years earlier the general recipe of this type has already actively been used in nuclear physics. In ref. [9] it has been explicitly proposed that the metric should always be made unique via a phenomenologically well-founded introduction of as many additional candidates O k for another observable as necessary.
For our present, purely kinetic models H been proposed by Mostafazadeh [7] and discussed by Jones [8] .
In such a context our present kinetic model offers a methodical guide for innovations. Once we accept the admissibility of certain nonlocalities, we may still try to suppress the "most dangerous" long-range ones. In our illustration such a goal can be achieved by a complete decoupling of the most distant points of the lattice. This is realized by the metrics with α 4 = 0,
The same argument may inspire us to set α 3 = 0 and decouple also the less distant points. We arrive at the band-matrix
In a model-building perspective the latter option should be perceived as the first nontrivial generalization of the usual Dirac's choice. What is important here from the formal point of view is that the underlying positivity requirements degenerate now to the easily solvable set
equivalent to the single formula α 1 > τ |α 2 | where τ = ( √ 5 + 1)/2 ≈ 1.618033989. In the other words we may reparametrize α 2 = τ −1 α 1 sin γ with γ ∈ (−π/2, π/2) and set α 1 = 1. This gives the one-parametric family of tridiagonal metrics
For a return to the usual Dirac's fully-diagonal limit used in the current textbooks on Quantum Mechanics it is sufficient to let the parameter vanish, γ → 0.
4 Short-range interaction model 4.1 Non-Hermiticity and formalism in an N = 2 illustration
The philosophy of using manifestly non-Hermitian models can be explained already via the following most elementary, real and two-dimensional matrix Hamiltonian with a single free parameter [13] ,
Whenever we choose the real ϕ ∈ (0, π/2), the corresponding sample energy spectrum remains real, E
± = 2 ± sin ϕ. The first nonstandard feature of our matrix H (2) (cos ϕ) is that its right eigenvectors |ψ ± (= column vectors in the standard Dirac notation) become different from their left-eigenstate partners ψ ± | (= row vectors in our present adaptation of the standard Dirac's notation),
This means that one can only arrange these vectors in the so called biorthogonal basis. In the other words, one only can treat our model H (2) (cos ϕ) as self-adjoint . Thus, in a way explained in ref. [10] , the key to the correct physical interpretation of the model lies in the feasibility of the explicit definition
of its metric operator. The guarantee of the positivity of the metric based on eq. (14) is trivial and reads t ± > 0. We may also insert the eigenvectors and arrive at the following explicit two-parametric matrix formula
Let us now try to rederive this result along the lines indicated above. As long as we have N = 2 this task is trivial of course. The only distinctive feature lies in our different choice of the free parameters.
In the new setting we have to imagine that H (2) (λ) coincides with our free-motion model H
0 at λ = 0. For this reason it is not to surprising that the brute-force solution of eq. (7) leads to the similar matrix-superposition structure of the universal set of the metrics again,
with the λ−dependent matrix coefficients,
The new parametrization leaves the positivity criterion entirely transparent,
This means that we may choose any α 2 from the interval (−α 1 sin ϕ, α 1 sin ϕ).
In the new parametrization it is easy to discuss the transition to the Hermitian limit λ → 0. Moreover, the norm of the states ψ ± can be checked to be equal to the positive number 2 sin 2 ϕ so that the point ϕ = 0 must be discarded as "exceptional" (cf., e.g., our recent compact review [15] for more details and explanations). Thus, at any non-exceptional measure of non-Hermiticity λ = cos ϕ < 1 it remains for us to fix the parameters α 1,2 . This completes the mathematical construction and makes us, in principe, prepared to deduce all the physical predictions of our model.
Exactly solvable version of the model: N = 4
Hamiltonian (5) can be interpreted as the simplest special case of the model
which is purely kinetic near its "distant" lattice points and which is dynamically 
of our matrix H (4) (λ) remain real in the interval of λ ∈ (−1, 1) (cf. Figure 1 ).
Symbolic manipulations on the computer enable us to find all the possible matrices of the metric Θ (4) (λ) which read
They may again be interpreted as the sums
where
It is worth noticing that even the first coefficient which remains diagonal (i.e., in the language of coordinates on the lattice, "local") ceases to be proportional to the unit matrix (so that we could call it "non-Dirac"). 
The second solvable version of the model: N = 6
Although all the six eigenvalues of the matrix H (6) (λ) may be expressed in closed form in principle, we only need to know now that all of them remain real in the same interval as above, with λ ∈ (−1, 1) (cf. Figure 2 ). In such an interval the metric Θ (6) (λ) may be expected to exist and to be obtainable from eq. (7) by its straightforward solution. The resulting matrix form of Θ (6) (λ), viz.,
. . .
is already not easily displayed. Still, its full presentation is important for us to notice the correspondences between its left and right halves and, first of all, the symmetry between its upper-left-corner triangular-matrix part and its lower-rightcorner triangular-matrix part where just the sign at the variable λ is reversed.
Metrics Θ (N)
(λ) at all the even dimensions N A thorough inspection of the latter formula brought us the decisive insight in the recurrent aspects of the growth of the dimension, forming the most important step towards our successful hypotheses concerning the structure of the next two members Θ (8) (λ) and Θ (10) (λ) of the family. Although their explicit forms wouldn't fit the size of our present medium anymore, their insertion in eq. (7) is still feasible, with the unavoidable assistance of the computer symbolic manipulations of course. Thus, it remains for us to show that and how we shall finally be able to reach our main ob-jective of proposing and verifying the general extrapolation pattern and of obtaining the explicit formulae for the metric at all the finite matrix dimensions.
Shorthand notation
At N = 2 we may rewrite the doublet of the expansion matrices M (N )
2 (λ) of eq. (17) in the tilded (or "shorthand") form
The hyphens "−" denote the absence of any contribution while the integers represent the degree of the respective polynomials in λ. The explicit form of the polynomial is given by the translation rules "0" → λ 0 = 1 and "1" → 1 ∓ λ where the upper sign always sits in the left upper triangle (i.e., above the second diagonal) and vice versa.
Using the same rules at N = 4 and omitting the hyphens "−" we may compactify eq. (20) to its shorthand form of the following four symbolsM
Separately it was necessary to verify the next replacement rule "2" → 1 − λ 2 . In the next step we insert N = 6 in the generic formula
and we recollect the above-mentioned tedious but straightforward computer-assisted solution of eq. (7). Summarizing our inspection of this result we may write down the following six compact shorthand abbreviationsM (6) j , viz.,
for the respective six expansion matrices M
k (λ). The identification of the new, third-order polynomials, "3" → (1 ± λ)(1 − λ 2 ), has to mind the sign in the same manner as above. The overall structure of the individual contributions to the general metric already looks well amenable to extrapolation attempts.
The extrapolation pattern
In our shorthand notation it is easy to specify the form of the explicit λ−dependence of the matrices M . Indeed, our older substitution rules find an obvious completion in the further correspondences "4" representing all our expansion matrices.
Tilded matrices, middle terms exempted.
At any N = 2K let us deduce the first K − 1 matricesM 2K−1−j by attaching j "neighboring" symbols "0" in the right upper corner and in the left lower corner.
Middle terms themselves.
At the last index j = K, the construction of the last and "missing" memberM This means that the sequence of the "middle" matricesM
should be treated as exceptional. Fortunately, it is easy to reveal that these matrices still remain created by a very straightforward recurrent recipe. Its idea can be deduced to lie simply in the use of the above-mentioned specific predecessors M (2K−2) . Indeed, once we know them, we may proceed in the "standard" manner, i.e., we enlarge the dimension of M and attach K "neighboring" symbols "1" in the left upper corner and in the right lower corner.
The specific predecessors M (2K−2) themselves are constructed from the old and, by assumption, known "middle" matricesM
via a specific two-step recipe.
Firstly we replace each numerical element by its successor and substitute "0" → "1", "1" → "2", etc. In the second step we form a left-right reflection of the new matrix and get the necessary M. We may pick up N = 4 and illustrate our recurrent recipe as followsM
2 .
Similarly, at N = 6 the recurrent construction of the matrixM
consists of adding six symbols "1" to the predecessor,
3 .
The K−dependence and the recurrent recipe of forming the middle matricesM
becomes obvious, with their sequence
(etc) at the respective K = 1, 2, 3, 4 (etc).
Verification: explicit untilded
In the language of the computer-assisted symbolic-manipulations the brute-force solution of eq. (7) at N = 8 is still feasible and, reasonably quickly, it still offers the correct eight-parametric formula for the metric. Nevertheless, its replacement by an ansatz obtained by the above extrapolation technique accelerates already the whole computation quite significantly. Unfortunately, the full-fledged formula for the eightparametric Θ (8) (λ) itself already ceases to be particularly transparent or compact.
Hence, it is desirable to employ the expansion (22) even for the presentation of the output of the computations. In this spirit we are offering our last illustrative equation where a part of the real and symmetric "middle" matrix M
We see here, once more, how the variable λ changes its sign after reflection of the matrix with respect to its second diagonal.
Summary

Unitarily non-equivalent Hilbert spaces
In the recent literature one can find several studies where quantum observables (with real eigenvalues) become represented by certain operators O (most often, Hamiltonians H) which are exceptionally simple and, at the same time, manifestly nonHermitian in a particular auxiliary Hilbert space L (auxiliary) . One should immediately emphasize that these studies do not require any revision of the first principles of Quantum Theory but rather just an invertible mapping Ω between the ket vectors |ψ ∈ L (auxiliary) and their "physical" images |ψ≻ lying in a completely different,
For illustration one may recollect either the so called Dyson's non-unitary bosonfermion mappings Ω (Dyson) (which proved particularly useful in nuclear physics [9] ) or the recent extensive literature (reviewed, e.g., by Carl Bender in [2] ) devoted to one-dimensional next-to-elementary non-Hermitian single-particle Hamiltonians H (Bender) which remain exceptionally simple, say, in the space
of the square-integrable complex functions ψ(x).
In both of these two classes of the particular applications of the non-unitary mappings (23) the description of the bound states seems to be well understood at present [2, 9] . In essence, the "physical" Hamiltonian in L (physical) (denoted by the lower-case symbol h) must merely be kept isospectral to H and self-adjoint in
In the language of mathematics, we must merely guarantee that
where we abbreviated Θ = Ω † Ω. In other words, we must postulate the validity of eq. (7) above.
Even from such a purely formal point of view one can still find an important difference between Ω (Dyson) and Ω (Bender) . Indeed, in the former case one usually knows very well the (complicated, fermionic) operator h (Dyson) and searches for its (bosonic and, admittedly, non-Hermitian and, in general, non-unique) simplification H (Dyson) = H (Dyson) (Ω) using some specific choice of Ω = Ω 0 . In the latter scenario, in contrast, we often start from some very easily tractable nonHermitian model H (Bender) with the real spectrum. Then, the difficult task is to specify, among all its potential physical realizations h (Bender) = h (Bender) (Ω), the narrowed class of the sufficiently interesting and phenomenologically appealing partners h (Bender) = h (Bender) (Ω 0 ) characterized, typically, by their "charge" or other meaningful additional observables.
In both these contexts our present message can be read as follows: In both of these scenarios one of the key problems can be seen in the same puzzling ambiguity of the mapping between the representations h and H of the Hamiltonian. This ambiguity can be perceived as reflected by the presence of "many" free parameters in the general metric Θ = Ω † Ω. For this reason we found it useful to have a simple class of models where this ambiguity is explicitly known and where it can be kept under control [say, via expansions (22) into elementary components].
We have shown that our matrices H (2K) (λ) offer such a class of models. Their very specific additional merit is that for them, the ambiguity in the metric involves just a finite number N = 2K < ∞ of the variable parameters.
Nonlocalities and their suppression
An unintentional and additional phenomenological benefit of our explicit construction of all the eligible metrics Θ = Ω † Ω for the models H (2K) (λ) results from a certain survival of concept of the coordinates x k on the lattice. In this sense, our present "local" models may offer a new territory for the study of the questions of the nonlocality of the metric operators.
In particular, many similar models were shown to exhibit certain long-range nonlocalities of the selected physical metrics Θ. This might imply a complete loss of the measurability of the coordinates, paradoxically, even "very far" from the domain where the interaction potential differs from zero [8] . One feels that the underlying profound change of the Hilbert space L (original) → L (physical) might change the physical interpretation of the model in question too deeply.
In the latter setting a new perspective might be inspired by our present study where the measure of locality/nonlocality of Θ has been shown to vary, strongly, with a change of the parameters which are at our disposal. Moreover, another source of inspiration could be sought in the present limiting-transition possibility of a recovery of the connection between the points of the lattice which lie far from the origin and a free-motion character of the wave functions in the corresponding "asymptotic" range of coordinates.
In this direction of thought, it seems quite encouraging that in our models, the specific metrics (where one chooses just α 1 = 0) stay strictly local even if the interaction itself proves manifestly non-Hermitian. Such an unexpected consequence of the ambiguity of Θ(H) opens a new space for the less schematic projects with, perhaps, a weakening of the impact of the generic situation where, as Jones writes, "the effect of the (local) non-Hermitian potential is felt at large distances" [8] . 
