Work offloading allows a mobile device, i.e., the client, to execute its computation-intensive code remotely on a more powerful server to improve its performance and to extend its battery life. However, the difference in instruction set architectures (ISAs) between the client and the server poses a great challenge to work offloading. Most of the existing solutions rely on language-level virtual machines to hide such differences. Therefore, they have to tie closely to the specific programming languages. Other approaches try to recompile the mobile applications to achieve the specific goal of offloading, so their applicability is limited to the availability of the source code.
INTRODUCTION
Mobile devices, such as smart phones and tablets, have become ubiquitous nowadays, and the trend seems likely to continue in the foreseeable future. People increasingly rely on their smart phones and tablets to accomplish more and more heavy tasks, e.g., image and voice processing, 3D games and even virtual reality. However, most mobile devices suffer from low computing capability (due to their Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. power constraints) and limited battery life compared to their desktop and server counterparts. A recent study [29] shows that a mobile device is more than 5 times slower than a desktop computer when used to play the same chess game. Therefore, users have to put up with longer waiting time while playing the same game on mobile devices.
Some recent survey [10] conducted on 1000 individuals showed that 89% rated long battery life was among the top features they considered when buying a new smart phone. This result indicates that battery life is crucial to the commercial success of mobile devices. However, increasingly heavy workloads on mobile devices could shorten battery life and curtail good user experiences.
Previous research work [22, 29, 41, 31, 38, 18, 43, 20, 30, 42, 27, 19, 35, 26] has shown that work offloading is an effective way to improve performance and to prolong battery life of mobile devices. In a work offloading system, the computation-intensive tasks on a mobile device, i.e., the client, are sent to a more powerful server and executed remotely. After the server completes the work, the results are sent back to the client. With much more powerful computing capability of the server, the performance of the offloaded application can be improved, and the battery energy is conserved because of the work offloading and the shortened execution time.
One of the biggest obstacles to an offloading system is the difference in instruction set architectures (ISAs) between the client and the server, e.g., ARM on a mobile device and Intel x86-64 on a server. To overcome such difficulties, some existing offloading systems [22, 18, 26, 27, 42] rely on language-level virtual machines (VMs) such as Dalvik JVM and the Microsoft .NET Common Language Runtime (CLR) to hide the ISA differences with strong runtime support. However, such approaches often tie closely to the specific programming languages and their runtime systems, and the trend for such VMs is to incorporate more native code, e.g., Java Native Interface (JNI) libraries, so that they can be more adaptive to the native environment and/or to meet the performance requirements, e.g., Android ART runtime [1] . Basically, many of the JNI libraries are developed by third party developers, and the source code is usually not available to VM developers to build the x86-64 version for the server. With more native binaries integrated into such VM systems, their portability across ISAs is significantly hampered. A recent study [29] shows that one third of the top 20 open source Android applications contain more than 50% native code and spend more than 20% of the execution time in native mode.
Some other offloading systems [30, 38, 29, 41, 31] rebuild/recompile mobile applications with the specific goal of offloading at runtime. To make optimal partition of the code between the client and the server, these offloading systems statically analyze the source code using different static performance estimators and cost models. Due to the complexity of the source programs, some static analyzers [30, 38, 41, 31] are limited to applications with simple structures such as media encoding and decoding programs, or requiring annotations in the source code from the developers for assistance. A recent approach [29] allows more general-purpose native applications. However, its applicability is still limited to the availability of the source code, which is usually unavailable in practice due to commercial reasons.
To overcome the above limitations, we propose to extend the capability of dynamic binary translation across the client and server boundary, and automatically offload the identified computation-intensive binary code regions and their related memory data at runtime. An offline profiler using dynamic binary instrumentation is used to select offloading targets, i.e., hot code regions that can be offloaded to the server. At runtime, a dynamic binary optimizer is employed on the client to facilitate the migration of offloading targets to the server. In addition, an enhanced dynamic binary translator/optimizer is used to retarget, re-optimize and emulate the client binaries on the server.
Since most existing dynamic binary translation systems only run on a single physical machine, we need to address several critical issues in order to support the new client/server environment, e.g., the handling of required I/O operations and system calls across the client/server boundaries, managing the amount of data transferred between the client and the server to minize the communication overhead, and the maintenance of the necessary data/memory consistency between the two.
In our offloading system, client's virtual addresses are mapped to the server virtual address space by the translator. The I/O operations performed in the offloading targets are also supported in our system by sending them back to the client. Using this approach, native binary applications can be offloaded seamlessly to a server without the limitations mentioned above.
A prototype has been implemented using an existing retargetable dynamic binary translation system HQEMU [24] , which is based on QEMU with an LLVM backend for optimization purpose. Experimental results show that our offloading system achieves 1.93X performance speedup with 48.66% reduction in energy consumption for six real-world applications, and 1.62X performance speedup with 42.4% reduction in energy consumption for SPEC CINT2006 benchmarks on an ARM-based client and an Intel Xeon Ivy Bridge server.
In summary, we made the following contributions:
• We propose a cross-ISA offloading system for COTS binaries on a mobile client to a remote server. This approach is not limited to specific programming languages, runtime systems, nor the availability of application source code. To the best of our knowledge, this is the first attempt to allow native binary applications to be offloaded across ISAs.
• A prototype for such an offloading system has been implemented. It includes three parts: an offline pro- Figure 1 : The framework of our offloading system. filer and a dynamic optimizer using dynamic binary instrumentation/rewriting to support the migration of binary code regions from client to server, and an enhanced dynamic binary translator/optimization system based on HQEMU to work with the client on the server.
• A number of experiments are conducted to demonstrate the effectiveness of the proposed approach on an ARM-based client and an Intel Ivy Bridge server. On average, 1.93X speedup with 48.66% reduction in energy consumption are observed on six real-world applications that include games and a JavaScript engine, and 1.62X speedup with 42.4% reduction in energy consumption on industry standard benchmark SPEC CINT2006.
The rest of this paper is organized as follows. Section 2 presents an overview of our offloading system. Section 3 describes some of its design issues. Section 4 presents the implementation details. Section 5 shows some experimental results. Section 6 discusses related work. And Section 7 concludes the paper. Figure 1 shows the framework of our proposed offloading system. The system is composed of two subsystems, one on the client and the other on the server.
SYSTEM OVERVIEW
On the client side, the subsystem includes an offline profiler (OP) and a dynamic binary optimizer (DBO). The OP profiles the mobile application binaries offline on the client with some available inputs. It dynamically instruments the binary code to collect profiling information for offloading target selection. An offloading target (or target for short) is a binary code region offloaded to the server. The granularity of a target can be a basic block, a code trace, a code region that includes a loop, or a function. In our prototype system, the granularity is set at the function level. Determining the best granularity for an offloading target is beyond the scope of this paper.
For each profiled function, the OP records its execution time, the amount of live-in/live-out data accessed and I/O activities that can impact the communication overhead between the client and the server. Using a heuristic target selection algorithm, the OP performs target selection as described in Section 3.1. Generally, the most time-consuming functions are selected as targets in our prototype system.
After the offloading targets are identified, the DBO on the client can automatically offload the targets to the server at runtime. The DBO takes over the control of a mobile application immediately after the mobile application is launched.
The DBO tries to connect the client to the server via existing wireless network and checks the availability of the server. If the server is temporarily unavailable, no offloading is carried out and the execution proceeds as a native execution on the client. Otherwise, the DBO rewrites the beginning instructions of the target to redirect its execution to a jump stub, which is a code block that helps to offload the target to the server. After the target is offloaded, the DBO waits for the results to be returned from the server and resumes the execution of the mobile application.
In a jump stub, it saves the current execution state of the application including the content of its registers, and then sends the offloading request to the server. Each offloading request contains the saved execution state and the beginning and the ending addresses of the offloading target. After the request is sent, the DBO enters a wait mode for the results to come back from the server. In the wait mode, the DBO still needs to respond to the requests from the target running on the server, e.g., memory pages needed and/or the system calls from the target. More details are presented in Sections 3.2 and 3.3. When the server completes its emulation of the target, the DBO recovers the execution state of the application and resumes its execution until the next target is encountered. Figure 1 also shows an enhanced dynamic binary translator (DBT) deployed on the server side, which receives and processes offloading requests from the client. Typically, a cross-ISA DBT system can dynamically translate guest binary code in one ISA to a different host ISA, and emulate the guest binary on the host machine by executing the generated host code [36] . In our offloading scenario, the client is the guest and the server is the host.
When an offloading request is received from the client via the wireless network, the DBT on the server initializes its internal emulation state according to the received execution state of the target. After the initialization, the DBT starts the emulation of the offloaded target. A memory page request is sent to the client if the page is not included in the initial execution state of the target. More details are presented in Section 3.2. The DBT terminates the emulation when the ending address of the target is encountered. Then it sends back the results together with the emulation state to the client, and then enters a wait mode for the next request from the client. Figure 2 shows an example from a real-world application, GNU Chess [3] , which is a chess-playing game. In this example, the OP first identifies that around 97.3% of the execution time is spent in the function _ZN6engine6searchEv, which is invoked at the address 0x2b778. This particular function evaluates all potential moves and determines the best move among them. Thus, it is selected as an offloading target.
The DBO then replaces the beginning instruction of this target, i.e., the instruction at 0x2b778, with a branch instruction and directs its execution to a jump stub as shown in the figure. When the execution reaches 0x2b778, the jump stub is executed and an offloading request is sent to the server. Once the request is received, the DBT on the server starts its emulation from the address 0x2b778. The emulation of the function _ZN6engine6searchEv terminates at the address 0x2b77c, which is the return address of the function call. The DBT then sends back the emulation results to the client, and the client resumes its execution from 0x2b77c. In ...
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Figure 2: A real-world example from GNU Chess, with its binary code before and after dynamic binary rewriting, and the jump stub.
this way, the function _ZN6engine6searchEv is offloaded to the server seamlessly.
SYSTEM DESIGN ISSUES
As mentioned earlier, there are two main phases on the client, i.e., target selection (offline) and target offloading. The first phase is realized by the OP using a heuristic target selection algorithm. Target offloading in the second phase is achieved by the DBO using a dynamic binary rewriting technique.
The DBT on the server is responsible for receiving and processing the offloading requests from the client. During the DBT's emulation, data transfer may be required between the DBT (server) and the DBO (client). It is implemented in a way similar to demand paging. I/O operations and some system calls during the emulation also need to be handled between the DBT and the DBO. The following sections discuss these design issues in more details.
Target Selection for Offloading
We can avoid the target selection problem by sending the entire binary code that includes the application's binary and its shared libraries to the server, and asking the server to emulate the entire execution from the start. Although this simplifies the target selection problem, it has three fundamental limitations.
First, the communication overhead between the client and the server will increase substantially due to the large sizes of the application binaries and the shared libraries. Table 1 shows the sizes of the top 10 free applications from Google Play store [9] after their installation on a Google Nexus 6P smart phone. As shown in the table, up to 6 applications have more than 50 MB of executable binaries (including Java Table 1 : Application size of the top 10 free applications from Google Play store after their installation on a Google Nexus 6P smart phone.
bytecode). The largest application, i.e., Facebook, even approaches 250 MB. Second, the performance benefit of offloading can be substantially reduced by the overhead of dynamic binary translation if there are too many infrequently executed code regions. Generally, a dynamic binary translator emulates a guest binary by translating it into host binary first [36] . For the cold code regions, i.e., the code regions that are rarely executed, the cost of translation often cannot be amortized during the application's lifetime. Previous work [34, 40] shows that almost 90% of the emulation time can be contributed to the translation overhead of cold code regions in graphical user interface (GUI) applications.
Third, it is hard for a client to recover from unexpected network failures if the entire execution is offloaded to the server. For example, suppose a chess playing game on the client is offloaded to the server. After several moves played, it encounters occasional connection disruptions, which means the client loses the connection to the server and cannot send/receive any data to/from the server. If the entire execution was offloaded to the server, the client would not be able to resume the execution because most of the intermediate data is on the server.
To overcome such limitations, our offloading system uses profiling to identify only hot code regions as offloading targets. The profiling information is gathered at the function level for simplicity. For each executed function, the following information is collected:
Execution Time The execution time is used to identify major time-consuming functions. The total execution time of a function is calculated by adding its own execution time and the time of all its callee functions.
Dynamic Memory Allocation and Deallocation Dynamic memory allocation and free operations are monitored to collect the starting address, the size, and other relevant information of the allocated memory region. The time stamp at the time of a dynamic memory allocation is assigned to the allocated memory region as its unique ID for future references.
Memory Access and I/O Operation Each memory access in a function is instrumented to collect the information such as its memory address, the size, and the ID of the accessed memory region. The I/O operations are also tracked to estimate the communication overhead.
Calling Context
The calling context is the call path from the main function to the current function, which can be used I f ← total data size of I/O in f ;
if n > N and v / ∈ S and v is not invoked during the execution of any function in S then
12
Tv ← total execution time of v;
13
Iv ← total data size of I/O in v;
by the OP to backtrack the location where the function is invoked and to distinguish different contexts of the same function.
Based on the collected profiled information, the OP then proceeds with offloading target selection. Intuitively, the most time-consuming functions should be included in the initial target set. But, the execution time is not the only concern because some of these targets may have very large live-in and/or live-out data sets and extensive I/O activities, which can incur a large communication overhead and offset the benefit of work offloading.
Take GNU Chess [3] discussed in Section 2 as an example. There is a huge memory region (around 256 MB) that is frequently accessed in the hot function _ZN6engine6searchEv. This memory region is allocated and initialized dynamically in another function _ZN6engine11trans_allocEPNS_5transE, which is not a time-consuming function and, hence, will not be included in the initial target set. However, if this function is not offloaded and stays on the client, a huge amount of data has to be transferred through the network to the server when the function _ZN6engine6searchEv is being emulated on the server. To reduce this kind of excessive communication overhead, the OP heuristically extends the initial target set to include the functions that generate (or consume) large live-in/live-out data sets used (or produced) by the functions in the initial target set. It may also exclude the targets in the initial target set that have excessive I/O activities to avoid excessive communication overhead.
To simplify the target selection process, if a function is selected as an offloading target, all of its callee functions are also selected for offloading. A directed data communication graph (DCG) G = (V, E) is constructed to facilitate the selection process. Each node v ∈ V represents a function, and an edge e : v1 n − → v2 ∈ E connects the functions v1 and v2 if there are n memory pages produced in v1 and accessed in v2 at runtime. Thus, if v2 is offloaded to the server and v1 stays on the client, these memory pages need to be transferred from the client to the server over the network.
The initial target set is determined based on the hotness of each function, i.e., the total execution time including its callee functions. Algorithm 1 shows the target selection process. The input F is the ranked list of hot functions in the initial target set based on the hotness. The output S is the final selected target set by OP. For each target f ∈ F , there are three steps in the algorithm.
In the first step, the OP checks if f has been included in S, or called during the execution of any function in S. If yes, the OP skips f and goes to next target in F . Otherwise, the OP moves to the second step.
In the second step, the OP examines the I/O operations in f (including its callee functions) to see if they are excessive in f . If they are not excessive, f is included into S and the OP moves to the third step.
In the third step, the OP traverses each node v ∈ V in G that is connected with f , i.e., e : v
If the value of n is large, it indicates that function v should be offloaded together with f to reduce the communication overhead. The OP also examines the I/O operations in v to further check if it is suitable for offloading. If yes, v can be included into S. The selection process iterates until all of the functions are examined.
For each target in S, we need to locate all of its call sites in the collected calling context and their corresponding return locations, i.e., the instructions that follow the call instructions, which are referred to as the beginning and the ending instructions of this offloading target, respectively. The DBO on the client replaces the beginning instruction by a branch instruction to a jump stub that enables the offloading of this target. Similarly, the DBT on the server uses the ending instruction to terminate the emulation of the offloaded target. Here, we did not use the entry and exit points of a function because there are often multiple exit points, i.e., return instructions, in a function and it is not easy to locate all of them in the binary. Besides, this choice of beginning and ending instructions can be extended easily to other types of offloading targets with different granularities, such as hot loops or traces, without additional work required.
Memory Mapping
To guarantee the correct execution of the offloaded targets, the data must be maintained coherent between the client and the server. To meet this requirement, the relevant memory regions in the virtual address space of an offloaded application on the client are mapped to their corresponding memory regions in the virtual address space of DBT on the server, as shown in Figure 3 . This means the application and the DBT can see the same memory layout. Here, we only focus on offloading from a 32-bit or 64-bit client to a 64-bit server, where we can take advantage of a larger or equal address space available. Offloading from a 64-bit client to a 32-bit server is quite rare, and DBT on such systems is still an open research issue [16] .
To simplify the memory mapping between the client and the server, it is done at the page level. We can take advan- 
Guest Memory Region
Guest memory address is translated to host memory address by the DBT Figure 3 : Memory address mapping between the offloaded application and the guest memory region in the DBT.
tage of the access permission mechanism provided in modern operating systems. Figure 4 shows some details of the memory mapping between the mobile application on the client and the DBT on the server. Initially, the DBT on the server allocates a guest memory region, but leaves it uninitialized. After receiving an offloading request from the client, the DBT initializes the guest memory region with the memory layout encapsulated in the offloading request. This initialization only organizes the guest memory region according to the memory layout in the offloading request. The actual data may still be on the client side, and is brought to the server at the page level when needed.
During the emulation of the offloaded target in the DBT, the first access to any memory page in the guest memory region will trigger a page access exception. The exception handler then sends a memory page request to the client, as shown in Figure 4 . The DBO on the client responds to the request with the content of the requested page, and marks this page inaccessible on the client. Then the DBT loads the received page content to its corresponding page in the guest memory region, and marks it accessible. After the DBT finishes the emulation of the offloaded target, the DBO resumes the execution on the client with the received results as shown in Figure 4 . A page transfer from the DBT to the DBO is triggered by an access to an inaccessible page on the client, and then this page is marked as inaccessible in the DBT.
To guarantee the same memory layout after the target is offloaded to the server, each time when a new memory region is dynamically allocated or an old memory region is deallocated on one side, the other side is informed to perform the same operation to maintain the same memory layout.
The memory mapping mechanism might be complicated by multi-threaded applications when some threads are offloaded to the server while others are remained on the client. The offloaded threads and the threads on the client can then Figure 4 : The detailed network communication between the client and the server.
synchronize via memory, e.g., through locks. In that case, our OP can be extended to collect synchronization information (e.g., lock()/unlock()) for each function and take them into consideration when selecting offloading targets.
I/O and System Calls
One significant limitation of most existing offloading systems is to avoid offloading code regions with I/O operations [22, 29] . However, it is very common in mobile applications to have I/O operations in hot code regions, e.g., reading or writing a file. In most mobile applications, the I/O operations are realized by invoking system calls provided by the operating system. To offload code regions with system calls, our offloading system classifies guest system calls into three categories, each of which is handled in a different way.
In the first category, the guest system calls can be emulated directly with similar system calls on the server, e.g., gettimeofday, clock_gettime and the like. System calls in this category are usually used to acquire generic information such as time and date. The execution results of such system calls are generally same/similar on both client and server 1 . The DBT can invoke these system calls on the server directly without going back to the client.
In the second category, the guest system calls need to be sent back to the client, e.g., open, read, write and unlink. These system calls are typically related to I/O operations, and thus the results of these system calls are system specific. For example, the open system call should open the file on the client, not on the server. The DBT sends the parameters of such system calls back to the client for execution, as shown in Figure 4 . The DBO on the client executes received system call and sends the results back to the server.
In the last category, the guest system calls are required to be executed on both the server and the client, e.g., brk, mmap, mremap and munmap. These system calls are usually related to dynamic memory allocation and deallocation. Thus, these system calls might modify the memory layout of both virtual address spaces. To guarantee the same memory layout between the client and the server system calls in this category are executed in both DBT and DBO.
By classifying system calls into above three categories, our system can offload code regions that include I/O and other system calls. However, if the amount of I/O and system calls is too excessive, the network latency can significantly increase the execution time because each I/O operation requires two connections between the server and the client. Such targets may have to be excluded from the target set as mentioned earlier, and remain on client.
To reduce the communication overhead involved in I/O operations, the DBT will buffer the results of several output I/O operations on the server until they have to be sent back to the client for execution in one communication session. Similarly, for input I/O operations, the DBO will also try to buffer as much data as possible and send the data to the server in as few communication sessions as possible. In this way, the number of communication sessions between the server and the client required for I/O operations can be reduced substantially.
Network Failure Recovery
Typically, unexpected network disruptions and failures are caused by lost or closed network connections between the client and the server. To tolerate these occasional network failures, the client should be able to recover the execution when it loses response from the server during the offloaded execution. Our offloading system tries to support such recovery with minimal effort. Basically, the point of execution when the client sends an offloading request to the server is considered as a nominal checkpoint. If there is a network failure after the client sends an offloading request to the server, e.g., no response to this request from the server, the client can resume the execution from the nominal checkpoint by disabling the offloading function. Note that there is no additional work required at the nominal checkpoint (i.e., there is no need to save machine states) because the client halts its execution and waits for a response from the server at the nominal checkpoint.
To support a network failure recovery, the server needs to track modified guest memory pages when processing an offloading request from the client. This can be easily done by marking the guest memory region in the DBT as read-only before the server starts to process each offloading request. After an offloading request is finished, the modified guest memory pages are sent back to the client. The client can then update corresponding memory pages before resume its execution. In addition, the client needs to record the results of each system call executed during the offloaded execution. These recorded system call results could be reused during a recovery execution when there is a network failure. With these extensions, the client can recover the execution from an unexpected network failure with minimal overhead.
IMPLEMENTATION
A prototype of the proposed offloading system has been implemented with three major components: OP, DBO and DBT. In our implementation, the client is an ARM-32 development board and the server is an Intel Xeon Ivy Bridge. Also, both the client and the server have a memory page size of 4KB.
The OP component is implemented using DynamoRIO [14] , which is a dynamic binary instrumentation framework. DynamoRIO exports an interface for users to build userdefined program instrumentation tools. In our implementation, several DynamoRIO tools are used to gather profiling information. Each function call/return is instrumented to collect execution time information at runtime. Memory loads, stores, and system calls are also instrumented to gather data accesses to memory and I/O operations. In addition, the information on the calling context of each function is collected based on the calling context encoding method [37] .
The DBO is implemented as a shared library on the client. It intercepts the __libc_start_main function via the environment variable LD_PRELOAD. In this way, the DBO can perform binary rewriting on the mobile application before its main function is executed. Alternatively, the DBO can be implemented as a lightweight dynamic binary instrumentation system to support statically linked applications.
A jump stub is generated for each offloading target. To accommodate these jump stubs, a memory page is created on the application heap. The page is marked as read-only and executable after the generation of the jump stubs. The original binary code is saved for future reference before it is rewritten and replaced by a branch instruction to the jump stub. If the offset from the original binary code to the jump stub is too large, e.g., more than 2 25 in ARM-32, a load instruction to load the program counter: ldr pc, [pc, -4] is employed to perform the branch operation instead, and the absolute address of the jump stub is stored immediately after the load instruction.
In the first offloading request, the current memory layout on the client is included and sent to the server. This is done in the DBO by reading the file located at /proc/self/maps, which contains the detailed information about the available memory regions in the current process. In our implementation, the system call mprotect from Linux is used to set different access permissions of a virtual memory page. A signal handler is registered for the signal SIGSEGV, which is the signal received from the operating system when a protected page is accessed. Some applications might have registered their signal handlers as well. In that case, the original signal handler is saved in the DBO. If the received SIGSEGV signal is not caused by our offloading system, the original signal handler is invoked from our signal handler in the DBO. In addition, to track dynamic memory allocation and free operations on the client, the DBO also wraps related library functions, e.g., mmap and munmap, in libc.so.6. The original library functions are invoked from our wrapper functions.
The DBT is implemented within an existing retargetable dynamic binary translation system, HQEMU [24] , which is based on QEMU [11] . HQEMU leverages LLVM [28] to generate more optimized code for the hot code regions. To amortize additional performance overhead introduced by LLVM, HQEMU spawns helper threads to perform the translation and optimization. In our implementation, helper threads are also enabled for performance consideration.
To implement memory mapping in HQEMU, mprotect is used to change the access permission of guest memory pages. HQEMU has its own signal handler for the signal SIGSEGV. Thus, we keep the original signal handler and insert our signal processing function at the beginning of the original handler. Each time when a SIGSEGV signal is received, our signal processing function is invoked first, and it checks the fault memory address to see if it is in the guest memory space or not. If yes, a memory page fetching request is triggered and sent to the client for the real content of the page. Otherwise, our signal processing function returns to the original signal handler and no request will be generated. The SIGSEGV signal is then handled by the original signal handler in HQEMU.
One special case in this signal handling process is from the dynamically generated binary in the offloaded target, e.g., the offloaded target is a JavaScript engine that includes a JIT compiler, which can dynamically generate and optimize guest binary at runtime. To maintain the consistency between the original guest binary code generated by the JavaScript engine and the translated host code, HQEMU (also QEMU) marks each guest binary page generated by the JavaScript engine read-only when the binary code in this page is being translated [11] . Thus HQEMU can detect the code changes on this page when a write event to this page occurs, e.g., by the JavaScript engine itself. This kind of page exceptions should be handled by the original signal handler in HQEMU. Our signal processing function ignores such page exceptions by checking if the page is a read-only page marked by HQEMU before sending a memory page fetching request to the client. Table 2 shows some characteristics of the applications evaluated in our experiments. We did not use most of the mobile applications listed in Table 1 because our implemented prototype system is constrained by the capability of HQEMU, which does not support those mobile applications but only desktop applications. HQEMU could be extended to emulate mobile applications, e.g., Android apps, which is left as part of our future work. We instead used two different types of applications to evaluate the effectiveness of the system. They include six real-world applications and the industry standard benchmark SPEC CINT2006. Among the six real-world applications, GNU Go [4] is a go game engine using the territorial effect values to find the best move. Free Awale [2] is a hole-and-seed game based on a min-max Von Neuman's algorithm. GNU Chess [3] is a chess engine using the classical principal variation search (PVS) algorithm Table 2 : Applications evaluated in our experiments. Lang.: programming language, LoC (K): thousand lines of source code, Size (MB): size of the application binary, Time (S): execution time on the client in seconds, #MemPage: number of memory pages transferred, C2S: from the client to the server, S2C: from the server to the client, #SystemCall: number of system calls invoked during the emulation, OnC: executed on the client, OnS: emulated on the server, Comm. (KB): the amount of data transferred between the client and the server.
EVALUATION
with iterative deepening. Natch [7] is a proof game solver used to find the shortest moves to a given position. Sudoku [8] is a puzzle game generator with a difficulty level estimator. SpiderMonkey [6] is a JavaScript engine from Mozilla, which has been deployed in various Mozilla products including Firefox. These applications are quite representative and their stripped-down versions could also be found on smart mobile devices. For SPEC CINT2006, the train input set (instead of the larger reference input set) is purposely used to reflect the fact that most mobile applications are predominantly smaller and shorter applications with short execution times, which make them more sensitive to DBT overheads. Benchmarks with more than one input under the train input set are tested with all inputs covered.
To evaluate those real-world applications, we played 5 steps for the games against a computer, i.e., GNU Go, Free Awale, and GNU Chess. For Natch, a given position is solved for 16 moves. Sudoku is evaluated to generate and solve 6 puzzles. SpiderMonkey is evaluated on Google Octane [5] , which is a benchmark suite used to measure a JavaScript engine's performance by running a series of test applications. Our evaluation covers 11 of 15 applications in Octane because HQEMU failed to emulate 3 of the applications and produced random emulation errors for the remaining application.
Our evaluation platform includes a client and a server. The client is an ARM development board equipped with a Quad-Core Cortex-A7 running at 1.3 GHz with a 2-GB main memory and the operating system is Linaro-14.04 with Linux-3.4.39. The server is equipped with a 16-Core Intel Xeon E5-2650 Ivy Bridge running at 2.60 GHz with Hyperthreading enabled. It also has a 64-GB main memory running Ubuntu-14.04 with Linux-3.13. Both the client and the server are connected to a public 802.11g WiFi network.
To collect the energy consumption data, the ARM development board is powered with an external 4V battery. During the measurements, there is no other task running on the board. The Linux command line tool powerstat is used to measure the power consumption on the board. powerstat can collect the whole-system power statistics in a userspecified sampling time interval. In our measurements, the sampling interval is set at 1 second, which is the minimum sampling interval supported by powerstat. In addition, to reduce the influence of random factors, each application is run three times, and the arithmetic mean of the three runs is used as the final result.
Performance Improvement
The first benefit of work offloading is the performance improvement because of the significant performance gap between the client and the server. Assume PServer and P Client are the performance of a mobile application running on the server and the client, respectively. The overhead introduced by the network communication is O N etwork . Considering that the offloaded binary code is emulated by HQEMU instead of running natively on the server because of the need of DBT, we assume the overhead introduced by HQEMU is OHQEMU . The performance improvement, I, that can be Speedup Native Offloading HQEMU Figure 5 : Performance speedup. The baseline is the native execution on the client without offloading. The HQEMU performance is from the emulation of a benchmark on original HQEMU (running entirely on server). SPEC CINT2006 is aggregated using the geometric mean. achieved on our offloading system is shown in the following equation: Figure 5 shows the speedups on our offloading system. The baseline is the native execution on the client without offloading. The performance of original HQEMU running only on the server is also presented for comparison. The performance results of SPEC CINT2006 is aggregated using the geometric mean, and presented separately to avoid skewing the overall speedup because of its large number of programs in the benchmark suite and most of them are computation intensive.
As shown in Figure 5 , our system can achieve good performance improvement for all of the applications. For most of the evaluated applications, our offloading system achieves similar performance as HQEMU emulating them on server, i.e., they are approaching the server performance with DBT.
An interesting anomaly is observed on GNU Chess. It achieves a 1.6X speedup with offloading, while the emulation using HQEMU on the server only gains 1.41X speedup. After studying this application, we found it is a multi-threaded application and the best move searching function is only invoked by one thread. Thus, only this thread is offloaded to the server in our offloading system with good speedup. However, HQEMU emulates multi-threaded guest applications sequentially, which degrades its overall performance. On average, 1.93X performance speedup can be observed for the real-world applications with our offloading system, compared with 1.91X performance speedup of original HQEMU.
For SPEC CINT2006 benchmark suite, our offloading system gains an overall speedup of 1.62X, while the emulation on HQEMU can achieve a 2.24X speedup. The performance difference comes from two sources. The first is from some extremely short running applications, such as 403.gcc. These applications complete their execution in only a few seconds. Due to the short running time, the network communication becomes a dominant overhead even if the communication volume is small. The second is from the large amount of data transferred from client to server in some benchmarks. The last two columns in Table 2 show the amount of data transfer between the client and the server. For 483.xalancbmk, it requires 41.32 MB of data from the client to the server, and 40 MB of data from the server to the client because this ap- The baseline is the amount of energy consumed during the native execution on the client without offloading. The results of SPEC CINT2006 are aggregated using the geometric mean.
plication processes a huge XML file and writes the processed result to another file. Similarly, 60.85 MB of data needs to be transferred from the client to the server for 401.bzip2 because it applies compression on this file.
Energy Efficiency
In general, the energy consumption of an application should be consistent with its performance improvement because the battery usage is proportionate to the execution time. Suppose WNative is the average power consumption of the native execution on the client without offloading, and TNative is the execution time. Correspondingly, W Of f loading and T Of f loading are the average power consumption and the execution time with offloading, respectively. The energy consumption reduced by offloading S can be represented by the following equation:
The reduced energy consumption comes mainly from two sources, i.e., WNative × I and W∆ × T Of f loading , where W∆ is the reduced power consumption due to offloading. Figure 6 illustrates the energy consumption on the client reduced by our offloading system. Here the baseline is the energy consumed in the native execution on the client without offloading. As shown in the figure, our offloading system successfully reduces the energy consumption for all of the evaluated applications. Even when the performance improvement of GNU Go and SpiderMonkey is not as much as other applications after offloading to server, they can still achieve 26.62% and 23.26% energy reduction, respectively. On average, 48.66% and 42.4% energy consumption is reduced, respectively, for the real-world applications and SPEC CINT2006. Figure 7 shows some detailed power consumption behavior in the first 500 seconds on our offloading system compared to the native execution without offloading on the client. As shown in the figure, our offloading system exhibits peak power consumption in the initial stage due to the network activity between the client and the server for the required data transfer. The heavy power consumption is observed for 483.xalancbmk in the first 74 seconds due to the large input file transferred from the client to the server. However, in most cases, the client then settles into the wait mode, and the power consumption reduced to a level similar to the system standby state.
Even though we aim to reduce the power consumption of an application by offloading the computation-intensive code regions to the server side, it is probable that the power consumption might actually increase due to the potential fluctuation in the network communication overheads between the client and the server. It is generally hard to detect such scenarios [18, 22] . In that case, the benefit of computation offloading might come only from the performance improvement.
Network Sensitivity
To study the performance sensitivity to the network latency, we also tried to simulate real-world network environments by inserting randomized delays to each connection between the server and the client. The delay is implemented using usleep system call from Linux, which suspends the execution of the calling thread for an interval in microseconds specified by the parameter. To emulate different network environments, the parameter of usleep is generated using the expression: random() mod (m + 1), where m is the maximum network delay in microseconds. Since our target client/server environments are those with short network latencies such as fog computing, the maximum network delay for each connection is set to 10 5 microseconds in this network sensitivity study. Figure 8 shows the performance results of the 6 real-world applications with different values of m. As expected, the performance speedup achieved by our offloading system decreases as the network delay between the client and the server increases. The reason is obvious, because the increased network latency lowers the performance benefit of work offloading.
However, one interesting phenomenon that can be observed from this figure is that the decrease in speedup is rather slow relative to the increase in network latency for most of applications, i.e., the speedup is quite insensitive to the network delay until the maximum delay approaches 10 5 microseconds, at which point the performance drops suddenly for some applications, e.g., GNU Chess and SpiderMonkey. This demonstrates the capability of our offloading system to tolerate reasonable network latency, which makes the work offloading quite robust in practice.
RELATED WORK
A significant amount of previous research work [17, 30, 18, 43, 22, 29, 33, 31, 20, 42, 19, 41, 23, 38, 35, 27, 26, 21] has demonstrated that computation offloading is an effective approach to improve the performance of mobile devices and prolong their battery life.
MAUI [18] , ThinkAir [27] , and COMET [22] are representative offloading systems using language-level virtual machines such as JVM and the Microsoft .NET CLR. MAUI and ThinkAir recompile mobile applications to enable their offloading features, i.e., they rely on the availability of the source code. Furthermore, they require specific annotations in mobile applications from expert programmers to enable their offloading targets. COMET offloads mobile applications in Java bytecode without the recompilation requirement, but it needs Dalvik JVM support to hide the differences in the underlying ISAs with strong runtime support. Tango [21] replicates a mobile application and executes it on both the client and the server. It allows either replica to lead the execution because either of the client or the server execution may be faster during different phases of the application. Besides, it also leverages techniques from deterministic re-play to synchronize the two replicas. However, Tango still relies on Dalvik JVM to tackle the cross-ISA issue between the client and the server and cannot offload mobile applications using native libraries. Additionally, similar offloading systems include CloneCloud [17] , Cuckoo [26] , HELVM [31] , JESSCIA2 [43] and the system described in [42] .
Compared with these offloading systems, the main difference of our system is that our system works directly on native binary code across different ISAs. Thus there is no requirement on the availability of the source code, which is usually unavailable due to commercial reasons in practice, and there is no required support from the programming languages or runtime systems. The OP in our system automatically selects offloading targets based on the collected profiling information. So no programmer annotation is required. Besides, there is also no specific constraint on the native code regions to have I/O and system calls, which is usually avoided in most offloading systems mentioned above.
Paranoid Android [33] offloads computation-intensive security checks from mobile devices to the cloud. In Paranoid Android, a tracer is placed on the client to dynamically record the execution trace of each executed mobile application. Once the execution gets completed, the generated trace is transmitted to the server over the network. Then the server can replay the execution using a system level virtual machine and the computation-intensive security checks are applied during this process. Different with Paranoid Android, our system offloads the computation from the client to the server on the fly, which avoids the requirement of the record-replay support. In addition, our system uses a lightweight process level dynamic binary translator on the server instead of a system level virtual machine, which can substantially reduce the resource usage on the server and improve the offloading throughput.
Some new programming language features have been designed to facilitate offloading. Network Objects [12] specify an object whose methods can be invoked over a network. Obliq [15] allows computation roaming over the network. Emerald [25] supports fine-grained object mobility such as arrays, records, and integers. Instead of extending a programming language, our system offloads mobile applications written in existing languages with no need to rewrite the applications.
Some schemes [30, 38, 41, 31] use static analysis techniques to partition mobile applications into tasks that can run on mobile devices and on servers separately. To minimize the communication overhead, various partitioning algorithms and cost analysis are proposed. However, most of those algorithms are limited to mobile applications with simple structures, e.g., media encoding and decoding applications, due to conservative pointer alias analysis. To offload general-purpose applications, Native Offloader [29] leverages offline profiling and performance estimator to select offloading targets, which is similar to our offloading system. But, code regions that include assembly code, system calls, or unknown external library calls are not allowed to be offloaded in Native Offloader, while there is no such limitation in our approach. The applicability of Native Offloader is also dependent on the availability of the source code, which is often unavailable in practice.
Some other offloading systems optimize task offloading for cloud environments, e.g., managing cloud resources to support offloading requests from various mobile devices [35] , making offloading decisions with the consideration of cloud parameters and related rules [20, 19] , and offloading with an intelligent selection of partitioning policy adaptively [23] . Our offloading system can work effectively with such systems. In addition, our offloading system can also benefit from various optimization techniques for DBT systems [34, 13, 32, 39, 40] .
CONCLUSION
In this paper, we present a cross-ISA offloading system for native binary applications on mobile devices. The system offloads the identified computation-intensive binary code regions and their related data from the client to the server at runtime. The client leverages a dynamic binary optimizer to rewrite the binaries and to send offloading requests. An enhanced dynamic binary translator is employed on the server to retarget and re-optimize the client binaries to server ISA. With this approach, the native binary applications on the client can be offloaded to the server with a different ISA seamlessly. A prototype has been implemented using an existing retargetable dynamic binary translation system HQEMU. Experimental results show that our offloading system can achieve 1.93X performance speedup with 48.66% reduction in energy consumption for six real-world applications and 1.62X performance speedup with 42.4% reduction in energy consumption for SPEC CINT2006 benchmarks on an ARMbased client and an Intel Xeon Ivy Bridge server.
