Abstract In this paper we discuss the approximate basket options valuation for a jump-diffusion model. The underlying asset prices follow some correlated diffusion processes with idiosyncratic and systematic jumps. We suggest a new approximate pricing formula which is the weighted sum of Roger and Shi's lower bound and the conditional second moment adjustments. We show the approximate value is always within the lower and upper bounds of the option and is very sharp in our numerical tests.
Introduction
A basket option is an exotic option whose payoff depends on the value of a portfolio of assets. Basket options are in general difficult to price and hedge due to the lack of analytic characterization of the distribution of the sum of correlated random variables. Monte Carlo simulation is simple and accurate but is very time-consuming to price basket options. The other pricing methods are the numerical PDE, lower and upper bounds, and analytic approximations, see Lord (2006) for details.
Most work in the literature assume that underlying asset prices follow geometric Brownian motions. The basket value is then the sum of correlated lognormal variables. The main idea of the analytic approximation method is to find a simple random variable to approximate the basket value and then to use it to get a closed-form pricing formula. The approximate random variable is required to match some moments of the basket value. Levy (1992) uses a lognormal variable, Posner and Milevsky (1998) a shifted lognormal variable, and Milevsky and Posner (1998) a reciprocal gamma variable. The main drawback of these approximations is that the error can only be estimated by numerical analysis. Curran (1994) introduces the idea of conditioning variable and conditional moment matching. The option price is decomposed into two parts: one can be calculated exactly and the other approximately by conditional moment matching method. The conditioning approach can also be used to find the bounds of the basket option. Rogers and Shi (1995) derive the lower and upper bounds, Nielsen and Sandmann (2003) improve the upper bound. Dhaene et al. (2002a Dhaene et al. ( , 2002b In this paper we assume the underlying asset prices follow some jumpdiffusion processes. The innovative feature of the model is that, apart from correlated Brownian motions, there are two types of Poisson jumps: a sys-tematic jump that affects all asset prices and idiosyncratic jumps that only affect specific asset prices. Such a model can characterize well the marketwide phenomenon and individual events. In correlation modelling this is a type of Marchall-Olkin exponential copulas. Since the basket value is no longer the sum of lognormal variables it is not clear what conditioning random variables one should use to approximate the basket value. The main contribution of the paper is that we derive a new approximation to the basket call option price. The approximation is the weighted sum of the lower bound and the conditional second moment adjustments and is guaranteed to lie in between the lower bound and the upper bound. The numerical tests show that the approximation is very tight in comparison with the Monte Carlo results.
The paper is organized as follows. Section 2 formulates the jumpdiffusion asset price model and reviews some results on approximation and bounds in diffusion asset price models. Section 3 discusses conditioning random variables and derives a new approximation formula for basket options and shows it is bounded. Section 4 elaborates the numerical implementation and does some numerical tests. Appendix contains the details of a constant which is needed in approximation.
Model Formulation
Assume (Ω, P, F , F t ) is a filtered risk-neutral probability space and F t is the augmented natural filtration generated by correlated Brownian motions W 1 , . . . , W n with correlation matrix (ρ ij ) and independent Poisson processes N 0 , . . . , N n with intensities λ 0 . . . , λ n . Assume Brownian motions and Poisson processes are independent to each other. Assume the portfolio is composed of n assets and the asset prices S 1 , . . . , S n satisfy the stochastic differential equations
for i = 1, . . . , n, where r i = r − δ i and r is the risk-free interest rate and δ i are the continuous dividend yields of assets i, σ i are volatilities of assets i, and h 0 i , h 1 i are percentage jump sizes of assets i at time of jumps of Poisson processes N 0 and N i , respectively. All coefficients are assumed to be constant. Solutions to equations (1) are given by
where
. Almost all the research in the literature on basket options pricing assumes that asset prices S i follow geometric Brownian motions (corresponding to h 0 i = h 1 i = 0 for all i), which cannot explain asset prices jumps for unexpected sudden market events. The asset price dynamics (1) incorporates both systematic events and idiosyncratic events. More precisely, if an unexpected market event N 0 occurs at time t then all underlying asset prices S i (t) have jumps of percentage sizes h 0 i for i = 1, . . . , n, on the other hand, if an unexpected event N i occurs at time t, then only asset price S i (t) has a jump of percentage size h 1 i but all other asset prices are not affected. In between jumps asset prices are driven by diffusion processes.
The basket value at time t is given by
where w i are positive constant weights. The basket call option price at time 0 is given by
where K is exercise price, T maturity time, and E risk-neutral expectation operator. In this paper the exercise time T is fixed. To simplify the notation we will omit T from now on, for example, we write W i instead of W i (T ).
The basket value at time T can be written as
where Almost all work in the literature on Asian or basket options pricing assume the underlying asset prices follow lognormal processes, which corresponds to h 0 i = h 1 i = 0 for all i in our model setup. Since the approach for Asian options can be easily adapted to basket options, and vice versa, we do not differentiate these two types of options, even though some techniques are originally developed for Asian options. We now review some well-known approaches in approximation and error bound estimation for the pure diffusion case. Levy (1992) approximates the basket value A with a lognormal variable which has the same first two moments as those of A and derives the approximate closed-form pricing formula for C 0 . Posner and Milevsky (1998) extend that approach to a shifted lognormal variable which matches the first four moments of A. The results are very good when maturity T and volatilities σ i are relatively small. The performance deteriorates as T or σ i increases. The drawback of these moment-matched lognormal approximations is that the approximation error can only be estimated by numerical analysis. Curran (1994) introduces the idea of conditioning random variables. Assume Λ is a random variable which has strong correlation with A and satisfies that A ≥ K whenever Λ ≥ d Λ for some constant d Λ . The basket option price can be decomposed as
Curran (1994) chooses Λ a normal variable (geometric average) and finds the closed-form expression for the the first part and uses the lognormal variable and the conditional moment matching technique (at the point of strick price K) to find the approximate value of the second part. 
Nielsen and Sandmann (2003), see also Rogers and Shi (1995) , derive the upper bound of
These bounds can be computed analytically. Lord (2006) shows the conditional moment matching approximation of Deelstra et al. (2004) lies in between the lower and upper bounds and introduces the class of partially exact and bounded approximations.
The only work we are aware of on the jump-diffusion asset price model is the one by Flamouris and Giamouridis (2007) . The basket contains two assets and each asset price may jump once. With this simplified setup the authors approximate basket value with a lognormal variable under each of the four cases (one may or may not jump and there is a combination of four cases) and approximate the basket option value by the weighted sum of the four approximating values.
For general jump-diffusion asset price models there are many open questions to be answered. For example, how should one choose the conditioning variable? Is the approximation guaranteed to lie in between the lower and upper bounds? How accurate and fast is the computation? etc. We will address these questions in the rest of the paper.
Bounds and Approximation of Basket Options
To use the conditioning variable approach to approximate the basket option price for a jump-diffusion asset price model, we need first to decide what conditioning variables to use. For a diffusion asset price model it is without exception in the literature to choose a normal variable as the conditioning variable, but it is not clear what one should choose for a jump-diffusion asset price model. From (2) we have If we choose X = (N 0 , N, W ) and define φ(X) = m 0 N 0 +m 2 N +σW and d X = K − c then we have A ≥ K whenever φ(X) ≥ d X . Therefore X can be a conditioning variable. The motivation for this choice is that we want to extract as much as possible the information of normal variables and Poisson variables. The reason we choose two Poisson variables N 0 and N instead of combining them together is that N 0 is a common shock which has much greater impact on basket value A than any individual shock N i . This gives much better approximation with minimal increase of computation load.
The method of finding the lower and upper bounds of basket option price in Rogers and Shi (1995) and Nielsen and Sandmann (2003) works for the general jump-diffusion asset price model (1) by conditioning on {φ(X) ≥ d X }. This leads to
We have done some numerical tests for the lower and upper bounds of the jump-diffusion asset price process, see the next section. The results show that the lower bound is in general very tight whereas the upper bound is not sharp and can have large deviations to the exact value. Curran (1994) uses the lower bound to approximate the basket option price.
Denote by A X = E[A|X] the conditional expectation of A given X. The error between the lower bound and the exact basket option value is given by
This shows the error is caused by replacing
A simple calculation shows that
Therefore, the lower bound matches the first moment, but not the second moment. If we can find a random variable which matches the first two moments of A1 [φ(X)<d X ] then we may reduce the error and improve the accuracy. We now look for such a random variable and find the properties it must hold. Let ε be a random variable independent of A and X and satisfy the following two equations
From (3), (5) and the independence of ε and X we get
(7) and the independence of ε and X imply
From (4), (6) , and (8) we get
We can now present the main result of the paper. (10) where p 1 = 1/6, p 2 = 2/3, p 3 = 1/6, and
Theorem 1 Let
Proof. Let ε be a discrete random variable taking values α i with probabilities p i for i = 1, 2, 3. Then E[ε] = 0 and E[ε 2 ] = ε 2 0 , i.e., ε satisfies (7) and (9). We can now show that the new approximation is bounded by the lower and upper bounds. We first derive the upper bound.
Since ε is symmetric around 0, i.e., F (x) + F (−x) = 1 where F is the distribution function of ε, we can also estimate the lower bound.
Therefore,
We have proved the result.
We choose e −rT AC 0 to approximate the basket option value at time 0. It is clear from the proof that Theorem 1 holds for any random variable ε as long as it is symmetric and satisfies (7) and (9) . A normal distribution seems a natural choice, but then one has to deal with a numerical integration. We choose ε a discrete random variable taking values − √ 3ε 0 , 0, √ 3ε 0 with probabilities 1/6, 2/3, 1/6, respectively, which matches the first five moments of a normal variable. We can expect the behaviour of ε is similar to that of a normal variable with the added advantage that we do not need to compute the numerical integration. This choice of ε also shows that the lower bound plays a dominant role in the approximation with a weight 2/3, the other two parts with a weight 1/6 each may be explained as the adjustment to the lower bound for the second moment.
Since the basket call option price tends to 0 as strike price K → ∞, we would expect the approximate price e −rT AC 0 tends to 0 too. This is indeed the case as shown in the next result.
Theorem 2
The value AC 0 defined in (10) tends to 0 as strike price K tends to infinity.
Proof. The proof is similar to Theorem 4 in Lord (2006). We can write AC 0 as
where ε is a discrete random variable defined in Theorem 1. Since the call price tends to 0 as K → ∞ it is obvious that the first term of (11) tends to 0 as K → ∞. We now estimate the second term of (11). LetĀ = A X + ε, then
We only need to show that E[Ā 2 ] is finite, which then implies
] K tends to 0 as K → ∞. Since A X and ε are independent and E[ε] = 0 we have
Obviously, we have E[Ā 2 ] ≤ 2E[A 2 ] < ∞ for K sufficiently large. We are done.
Implementation and Numerical Tests
We need first to find the conditional expectation of the basket value A given the conditioning variable X = (N 0 , N, W ) = (n 0 , k, y).
Here we have used the independence of
Poisson variable with parameterλ i T := (λ − λ i )T and is independent of N i . From
we get Deelstra et al. [2004] show that
and
We can now easily find the exact part of the basket option value.
. It is slightly more involved in finding the approximating part of the basket option value. Denote by α a constant with value − √ 3ε 0 or 0 or √ 3ε 0 . Then
For fixed n 0 and k we need to compute the integral
To avoid the numerical integration we do the following: for fixed n 0 , k, α, define a strictly convex function
We want to find y * = y(n 0 , k, α) such that f (y * ) = 0. Four cases may occur.
1. R i = 0 for all i. Then f is a constant.
4. R i > 0 for at least one i and R i < 0 for at least another i. Then f is U-shaped and has at most two roots.
We may use a numerical search algorithm such as the Newton method to find the root of f and then compare it with z(n 0 , k) to get the closed-form value of the integration. Lord (2006) has a similar discussion concerning the number of roots of the function f .
To illustrate the point, we assume R i > 0 for all i. Then f (y) is strictly increasing and f (−∞) = α − K and f (∞) = ∞. If α ≥ K then f has no root and f (y) > 0 for all y. The integral of (12) equals
If α < K then f has a unique root y * , which implies f (y) < 0 for y < y * . Therefore, if z(n 0 , k) ≤ y * then the integral of (12) is 0. If z(n 0 , k) > y * then the integral of (12) equals
which can be computed explicitly. We can similarly discuss and solve all the other cases and we leave the details to the reader.
The only term remains to be computed is ε 0 . To do so we need to find
, which is tedious but straightforward. The result is listed in the appendix. Table 1 lists the results for a heterogeneous portfolio of two assets with different jump intensities (λ 0 = 2, λ 1 = 1, λ 2 = 0.5) and same proportional jump sizes (h 0 = h 1 = h 2 = −0.2) and volatilities (σ 1 = σ 2 ), and with initial portfolio value A(0) = 100 and correlation coefficient of Brownian motions ρ 12 = 0.3. We have done the numerical tests for the combination of the following data: maturity T = 1 and 3, volatility σ i = 0.2, 0.5 and 0.8, moneyness is 0.9, 1 and 1. Table 1 contains 9 columns. The first column reports the option maturity, the second one the volatility, the third one the moneyness, the fourth one the Monte Carlo value with standard deviation in parentheses, the fifth one the approximate value suggested in this paper, the sixth one the lower bound, the seventh one the upper bound, the eighth one the reciprocal gamma value ), and the ninth one the lognormal value (Levy (1992) ). The total computation time for each case (excluding simulation) takes only a few seconds. Monte Carlo takes much longer to compute but provides the benchmark values.
It is clear that the approximate values are very close to Monte Carlo values under different scenarios. The last row lists the RMSEs (root mean squared errors, defined by RMSE =
) for approximate, lower and upper bound, reciprocal gamma, and lognormal values. It is clear that the approximation method suggested by this paper has superior performance in comparison with the other methods. The approximate values are always between the lower and upper bounds. It is interesting to note that the lognormal approximation produces surprisingly good results although underlying asset prices follow jump-diffusion processes and not just diffusion processes as in Levy (1992) , but its values can fall outside the region of the lower and upper bounds. Table 2 lists the numerical results of the same data as in Table 1 except the correlation coefficient of Brownian motions is changed to ρ 12 = 0.7. All methods have better performance (especially lower and upper bounds) than ones recorded in Table 1 , except the reciprocal gamma method which becomes worse. The approximation method still has the least RMSE. Table 3 and 4 list the results for a homogeneous portfolio of four assets with jump intensities λ 0 = λ i = 1, proportional jump sizes h 0 = h i = −0.2, and correlation coefficients of Brownian motions ρ ij = 0.3 (Table 3 ) and 0.7 (Table 4) 
we only need to find each of these terms. Here are the results.
, and Table 4 : Basket option values and bounds with varying maturity T , volatility σ, and moneyness. Data: number of assets n = 4, correlation of Brownian motions ρ ij = 0.7, jump intensities λ 0 = λ i = 1, jump sizes h 0 = h i = −0.2 for i, j = 1, 2, 3, 4, and interest rate r = 0.05.
