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Abstract
There is a significant lack of unified approaches to building generally
intelligent machines. The majority of current artificial intelligence re-
search operates within a very narrow field of focus, frequently without
considering the importance of the ’big picture’. In this document, we
seek to describe and unify principles that guide the basis of our de-
velopment of general artificial intelligence. These principles revolve
around the idea that intelligence is a tool for searching for general so-
lutions to problems. We define intelligence as the ability to acquire
skills that narrow this search, diversify it and help steer it to more
promising areas. We also provide suggestions for studying, measur-
ing, and testing the various skills and abilities that a human-level1 1 Despite its vagueness, and the lack of a
universal definition, the term provides a
notion of an ability of a machine to solve
as many tasks to at least the same level
of accuracy as most humans.
intelligent machine needs to acquire. The document aims to be both
implementation agnostic, and to provide an analytic, systematic, and
scalable way to generate hypotheses that we believe are needed to meet
the necessary conditions in the search for general artificial intelligence.
We believe that such a framework is an important stepping stone for
bringing together definitions, highlighting open problems, connecting
researchers willing to collaborate, and for unifying the arguably most
significant search of this century.

Introduction
The search for general artificial intelligence (AI) is one of the biggest
challenges of this century2. In this document we seek to describe and 2 Brenden M Lake, Tomer D Ullman,
Joshua B Tenenbaum, and Samuel J
Gershman. Building Machines that learn
and think like people. arXiv:1604.00289,
pages 1–55, 2016; Tomas Mikolov,
Armand Joulin, and Marco Baroni. A
Roadmap towards Machine Intelligence.
arXiv:1511.08130, pages 1–39, 2015;
Marcus Hutter. Universal Artificial
Intelligence: Sequential Decisions based on
Algorithmic Probability. 2005; and Shane
Legg and Marcus Hutter. Universal
intelligence: A definition of machine
intelligence. Minds and Machines, 17(4):
391–444, 2007a
unify the main principles behind our approach to solving this enor-
mous challenge.
We believe that to tackle such a challenge, one can first begin with
a certain theory or a collection of ideas and beliefs that are more or
less correct, yet can be somewhat vague, not well defined and possibly
puzzling in some ways. Then, one can work backwards from those
concepts, refine those ideas, progressively eliminating vagueness and
eventually providing robust and clear definitions, ideally crystallizing
in the main minimal tenets of the true underlying theory. These are
in fact the analytic and constructive stages of Bertrand Russel’s philo-
sophical method3, respectively. This document should currently be 3 Kevin Klement. Russell’s
Logical Atomism, 2013. URL
http://plato.stanford.edu/archives/
spr2016/entries/logical-atomism/
viewed as being in the early analytic stage and a work in progress.
With time however, it will be continually refined, and eventually, we
believe, developed into a robust framework for building intelligent
machines, especially with the help of the community.
We start with the reasoning behind the creation of this framework,
followed by as of yet informal definitions (cf. tables of definitions in
the Appendix) of our understanding of intelligence and related con-
cepts. We then propose a way to build and educate general AI sys-
tems quickly and effectively through gradual and guided learning. We
conclude with a critical look at our proposal and identification of im-
portant next steps. We start with the very basics, the principles and
sometimes even describe the obvious. This is however necessary, in
order to unify the definitions and approaches and subsequently the
thinking of the community interested in collaborating and allow for
more rapid and better-defined progress, enhanced collaboration, and
reduction of the search space for general artificial intelligence.
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What is the goal of this framework?
This framework will eventually provide a unified collection of prin-
ciples, ideas, definitions and formalizations of our thoughts on the
process of developing general artificial intelligence. It allows us to
bring together all that we believe is important for defining a basis on
which we and others can build. It will act as a common language that
everyone can understand, and provide a starting point for a platform
for further discussions and evolution of our ideas.
Within this document, we also provide a list of “next steps”: im-
portant research topics that we believe the community as a whole
should focus on next in order to allow for significant progress in this
field. With a separable definition of the problems we are tackling,
the work can be split among various research groups (both internally
as well as among external collaborators, academia, students, other re-
search centers and hobbyists). This framework does not focus on nar-
row artificial intelligence (which solves very specific problems well), or
on short-term commercialization. The aim is long-term, with possible
exploitation of useful applications along the way.
Who is this framework for?
This framework is for both a general and a technical audience. The aim
is to make it accessible to everyone first, yet with enough detail even-
tually, that advanced readers should also benefit from it. No previous
experience with AI or robotics is necessary at this stage. If something
is not clear in this document, it means that we have failed finding an
appropriate exposition for presenting our ideas. Please let us know so
we can deliver a better explanation in the next edition.
What is general AI and how can it be useful?
We view artificial intelligence (AI) systems as programs that are able
to learn, adapt, be creative and solve problems. Some divide the field
into narrow (weak) and general (strong) AI4. This somewhat contrived
4 Sam Adams, Itmar Arel, Joscha Bach,
Robert Coop, Rod Furlan, Ben Go-
ertzel, J Storrs Hall, Alexei Samsonovich,
Matthias Scheutz, Matthew Schlesinger,
Stuart C Shapiro, and John Sowa. Map-
ping the Landscape of Human-Level Ar-
tificial General Intelligence. AI Magazine,
33(1):25–42, 2012; John McCarthy. Gen-
erality in Artificial Intelligence. Com-
mun. ACM, 30(12):1030–1035, 1987; Ben
Goertzel and Cassio Pennachin. Artifi-
cial General Intelligence. 2007; and John
McCarthy and Patrick J Hayes. Some
philosophical problems from the stand-
point of artificial intelligence. Readings
in Artificial Intelligence, 1969
division primarily highlights the difference in universality of the un-
derlying technology. While narrow AI is usually able to solve only
one specific problem and is unable to transfer skills from domain to
domain, general AI aims for a human-level skill set5.5 Sandeep Rajani. Artificial Intelligence
- Man or Machine. International Journal
of Information Technology and Knowledge
Management, 4(1):173 – 176, 2011 No one has developed a practical general AI yet. With general AI,
humankind will be able do many things we simply cannot do with
our current level of technology. We will automate science, engineer-
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ing, production, manufacturing, robots, entertainment, anything you
can think of, and more. We believe that general AI will help us be-
come better people, augment our own intelligence, and recursively
self-improve.

Foundations of general AI
Building general artificial intelligence is a highly complex process,
comprising of a large variety of heterogeneous challenges. Over the
years, a variety of disparate ideas and definitions on how to tackle this
process emerged6. To clarify and unify our thoughts and ideas that
6 Marcus Hutter. Universal Artificial Intel-
ligence: Sequential Decisions based on Algo-
rithmic Probability. 2005; Samuel J Ger-
shman, Eric J Horvitz, and Joshua B
Tenenbaum. Computational rationality:
A converging paradigm for intelligence
in brains, minds, and machines. Science,
349(6245):273–278, 2015; Shane Legg and
Marcus Hutter. A Collection of Defini-
tions of Intelligence. In Proceedings of
AGI 2006: Workshop on Concepts, Architec-
tures and Algorithms, pages 17–24, Am-
sterdam, The Netherlands, The Nether-
lands, 2007b; Shane Legg and Marcus
Hutter. Universal intelligence: A def-
inition of machine intelligence. Minds
and Machines, 17(4):391–444, 2007a; and
Brenden M Lake, Tomer D Ullman,
Joshua B Tenenbaum, and Samuel J Ger-
shman. Building Machines that learn
and think like people. arXiv:1604.00289,
pages 1–55, 2016
govern the foundations and basis upon which we build, we first pro-
vide descriptions of the two core principles underlying our general AI
development.
What is intelligence?
We view intelligence as a problem solving tool that searches for solu-
tions to problems in dynamic, complex and uncertain environments.
This view, consistent with numerous existing perspectives [Hutter,
2005, Lake et al., 2016, Legg and Hutter, 2007b, Marblestone et al.,
2016] , can be simplified even further: from a computational point of
view, most solvable problems can be viewed as search and optimiza-
tion problems7, and the goal of intelligence (or an intelligent agent) is 7 George Pólya. How to solve it: a new
aspect of mathematical method. 2004; and
Marvin Minsky. Steps toward Artificial
Intelligence. Proceedings of the IRE, 49(1):
8–30, 1961
to always find the best available solutions with as few resources and
as quickly as possible [Gershman et al., 2015, Marblestone et al., 2016].
We believe that intelligence can achieve this by discovering skills
(abilities, heuristics, shortcuts, tricks) that narrow the search space8, 8 Douglas B Lenat and Edward A Feigen-
baum. On the Thresholds of Knowledge.
Artif. Intell., 47(1-3):185–250, 1991
diversify it, and efficiently help steer it towards areas that are poten-
tially more promising9. 9 Yoshua Bengio. Evolving Culture Ver-
sus Local Minima. In Growing Adaptive
Machines, pages 109–138. 2014We argue that some of the most useful skills are the capacity to
gradually acquire new skills - which helps in exploiting accumu-
lated knowledge in order to speed up the acquisition of additional
skills, the reuse of existing skills, and recursive self-improvement10. 10 Bas R Steunebrink, Kristinn R Thóris-
son, and Jürgen Schmidhuber. Grow-
ing Recursive Self-Improvers. In AGI,
pages 129–139, 2016; and Eric Nivel,
Kristinn R Thórisson, Bas R Steune-
brink, Haris Dindo, Giovanni Pezzulo,
Manuel Rodríguez, Carlos Hernández,
Dimitri Ognibene, Jürgen Schmidhuber,
Ricardo Sanz, Helgi P Helgason, An-
tonio Chella, and Gudberg K Jonsson.
Bounded Recursive Self-Improvement.
arXiv:1312.6764, 2013
This way, the intelligent agent continually creates a repertoire of skills
that are, essentially, building blocks for new, more complex skills.
The possibly limitless accumulation of skills in an intelligent ma-
chine is naturally bounded by limited resources (time, memory, atoms,
10 a framework for searching for general ai
energy, etc.). This additional constraint on intelligence results in favor-
ing “efficient” skills and operation under bounded rationality [Gersh-
man et al., 2015].
In addition to gradual learning, guided learning helps narrow the
search, because at each step, an intelligent teacher guides the agent
and hence the agent has to search for a new solution only within a
small and useful area11, decreasing the number of candidate solutions,11 Jürgen Schmidhuber. PowerPlay:
Training an Increasingly General Prob-
lem Solver by Continually Searching for
the Simplest Still Unsolvable Problem.
Front. Psychol., 4:313, 2013; Yoshua Ben-
gio, Jerome Louradour, Ronan Collobert,
and Jason Weston. Curriculum learn-
ing. In ICML, pages 41–48, 2009; Caglar
Gulcehre and Yoshua Bengio. Knowl-
edge Matters: Importance of Prior In-
formation for Optimization. JMLR, 17
(8):1–32, 2016; Kai A. Krueger and Pe-
ter Dayan. Flexible shaping: How learn-
ing in small steps helps. Cognition,
110(3):380–394, 2009; and Vladimir Vap-
nik. Learning Using Privileged Informa-
tion : Similarity Control and Knowledge
Transfer. JMLR, 16:2023–2049, 2015
and thereby reducing the complexity of the search space [Alexander
and Brown, 2015, Amodei et al., 2015, Zhang et al., 2016, Zaremba
and Sutskever, 2015, 2014, Gulcehre et al., 2016]. On the other hand,
without gradual or guided learning, if the agent is expected to find a
solution to a complex problem too far from its current capabilities, it
might never find a solution within any reasonable amount of time.
What is a skill?
A skill is any assumption about a problem that narrows and diversifies
the search for a solution and points the search towards more promis-
ing areas. It is not guaranteed to be perfect, but sufficient to meet
immediate goals, i.e. progress towards ideally a general solution. It
can be thought of as akin to a continuum between Minsky’s notion of
mental skills in his Society of Mind12 and Orallo’s cognitive abilities13.12 Marvin Minsky. The Society of Mind.
1986
13 José Hernández-Orallo. Evaluation in
artificial intelligence: from task-oriented
to ability-oriented measurement. Artifi-
cial Intelligence Review, pages 1–51, 2016
For the purpose of this framework, we see the following words as
synonyms for a “skill”: ability, heuristic, behavior, strategy, solution, algo-
rithm, shortcut, trick, approximation, exploiting structure in data, and more.
This covers a wide variety of methods for helping to solve problems
and might seem counter-intuitive at first. Nonetheless, our aim is to
give a clear exposition of the generality of the notion of a “skill” as a
problem-solving mechanism and a device for narrowing and diversi-
fying the search for solutions from a variety of viewpoints.
A skill can also be considered a bias. It constrains the search space
or restricts behavior.
Some skills can be general, yet simple (e.g. the ability to detect
a simple pattern such as a line or edge) while others can be general
and complex (e.g. the ability to navigate through an environment, the
ability to understand and use language, etc.).
One possible way to compare the intelligence of various agents is to
measure and compare the complexity and generality of problems they
can solve14. Another way can be in terms of measuring the effective-
14 José Hernández-Orallo and Neus
Minaya-Collado. A formal definition
of intelligence based on an intensional
variant of kolmogorov complexity. In
Proceedings of International Symposium
of Engineering of Intelligent Systems (EIS
’98), pages 146–163, 1998
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ness as well as efficiency of their skills [Gershman et al., 2015] in terms
of their sample complexity, the required computational cycles or their
reuse of previously learned skills.
Why is gradual good?
Given a difficult task that needs to be solved, a good strategy to find
a solution is to break it down into smaller problems which are easier
to deal with. The same is true for learning15. It is much faster to 15 Yoshua Bengio, Jerome Louradour, Ro-
nan Collobert, and Jason Weston. Cur-
riculum learning. In ICML, pages 41–
48, 2009; and Ruslan Salakhutdinov,
Joshua B Tenenbaum, and Antonio Tor-
ralba. Learning with Hierarchical-Deep
Models. IEEE Trans. Pattern Anal. Mach.
Intell., (8):1958–1971, 2013
learn things gradually than to try to learn a complex skill from scratch
[Alexander and Brown, 2015, Amodei et al., 2015, Zhang et al., 2016,
Zaremba and Sutskever, 2015, Gulcehre et al., 2016, Oquab et al., 2014,
Sharif et al., 2014, Azizpour et al., 2015]. One example of this is the
hierarchical decomposition of a task into subtasks and the gradual
learning of skills necessary for solving each of them [Krueger and
Dayan, 2009], progressing from the bottom of the hierarchy to the top16 16 Hrushikesh Mhaskar, Qianli Liao,
and Tomaso Poggio. Learning Func-
tions: When Is Deep Better Than Shal-
low. arXiv:1603.00988, (45):1–12, 2016;
Hrushikesh Mhaskar and Tomaso Pog-
gio. Deep vs. shallow networks : An ap-
proximation theory perspective. (054):
1–16, 2016; and Tomaso Poggio, Fabio
Anselmi, and Lorenzo Rosasco. I-theory
on depth vs width: hierarchical function
composition. (041), 2015
[Pólya, 2004].
For instance, consider a newborn child which is given the task of
learning to get to the airport. The chance that the child will learn to
do this is very small, as the space of possible states and actions is sim-
ply too large to explore in a reasonable amount of time. But if she is
taught gradually via simpler tasks, for instance learning how to crawl
first and then walk, one increases the chances of success, as the child
can then exploit these previously learned skills to try to get to the air-
port.
Therefore, it is beneficial to build systems which learn gradually,
and to be in control of the learning process by guiding their learning in
specific ways. Guided learning therefore means showing the system
which things make sense to learn at this moment and in which order
[Gulcehre and Bengio, 2016, Bengio et al., 2009, Vapnik, 2015]. This
reduces the necessity for exploration even further.
Another benefit of gradual learning is its generality. We do not
have to specify a single global objective function (the main goal of AI)
at the beginning, because we are teaching general skills, which can be
used later for solving new tasks.
In the case of the child, she is initially taught to walk and open
doors, even if its teachers (parents) do not yet know that she will need
to get to the airport on her own, become a dentist, etc.
If general skills are taught gradually, the teacher might have bet-
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ter control over the knowledge that is learned by the system. Later,
if a user specifies a goal for the system, it is more likely that in order
to fulfill it, the system will try to use the already learned skills rather
than invent new behavior from scratch. In this way, the chances that
the system would discover an unwanted or harmful strategy could be
reduced, compared to standard single-objective learning17.17 Jessica Taylor. Quantilizers: A Safer Al-
ternative to Maximizers for Limited Op-
timization. In AAAI Workshop, 2016
This is similar to teaching the child how to walk and open doors,
and then to go to the airport. It is more likely that the child will try
to solve the task by walking and opening doors, rather than trying to
learn a completely new skill (like flying) from scratch, because that
would be significantly more difficult to discover or potentially even
impossible.
Gradual learning has a number of other benefits [Gulcehre et al.,
2016, Gulcehre and Bengio, 2016, Bengio et al., 2009]18 over standard18 Sinno J Pan and Qiang Yang. A Survey
on Transfer Learning. IEEE Trans. Knowl.
Data Eng., 22(10):1345–1359, 2010
“static” learning that we believe outweigh its disadvantages (outlined
in the critique of our approach in Section 9):
• Optimizing a model that has few parameters and gradually build-
ing up to a model with many parameters is more efficient than start-
ing with a model that has many parameters from the beginning19.
19 Kenneth O Stanley and Risto Mi-
ikkulainen. Evolving neural networks
through augmenting topologies. Evol.
Comput., 10(2):99–127, 2002
At each step, you only need to optimize/learn a smaller number of
new parameters20.
20 Tianqi Chen, Ian Goodfellow, and
Jonathon Shlens. Net2Net: Accelerat-
ing Learning via Knowledge Transfer.
arXiv:1511.05641, pages 1–10, 2015
• There is no need for a priori knowledge of the system’s architec-
ture21. Architecture size can correspond to the complexity of given21 Guanyu Zhou, Kihyuk Sohn, and
Honglak Lee. Online Incremental Fea-
ture Learning with Denoising Autoen-
coders. JMLR W&CP, 22:1453–1461,
2012; Andrei A Rusu, Neil C Ra-
binowitz, Guillaume Desjardins, Hu-
bert Soyer, James Kirkpatrick, Koray
Kavukcuoglu, Razvan Pascanu, and Raia
Hadsell. Progressive Neural Net-
works. arXiv:1606.04671, 2016; and
Thushan Ganegedara, Lionel Ott, and
Fabio Ramos. Online Adaptation of
Deep Architectures with Reinforcement
Learning. arXiv:1608.02292, 2016
problems (the architecture can start small and grow as needed22, in
22 Scott E Fahlman and Christian Lebiere.
The Cascade-Correlation Learning Ar-
chitecture. In NIPS, pages 524–532, 1990
contrast to an architecture of a pre-defined final size)
• Reuse of existing skills is feasible and even encouraged23
23 Jacob Andreas, Marcus Rohrbach,
Trevor Darrell, and Dan Klein. Neu-
ral Module Networks. CVPR, pages
39–48, 2016a; and Jacob Andreas, Mar-
cus Rohrbach, Trevor Darrell, and Dan
Klein. Learning to Compose Neu-
ral Networks for Question Answering.
arXiv:1601.01705, 2016b
• Once a skill is acquired, it is no longer relevant how long the skill
took to discover. The cost of using an existing skill is notably smaller
than searching for a skill from scratch.
How to build and educate general AI?
A system capable of general AI will eventually exhibit a very large
repertoire of ideally general skills. Designing such a system from
scratch and learning all skills at once is infeasible. The effort is more
attainable if the problem of learning and designing is deconstructed
into several, less complicated “sub-problems” which we know how to
tackle. For example, it is clear that we want the AI to understand
and remember images, so it needs the ability to analyze them and a
memory to store data. It is beneficial if the system is able to commu-
nicate with humans24, so it will need to read, write and understand 24 Tomas Mikolov, Armand Joulin, and
Marco Baroni. A Roadmap towards
Machine Intelligence. arXiv:1511.08130,
pages 1–39, 2015
language. It will also need to learn and adapt to new things, and much
more.
Skills as building blocks towards general AI
Currently, our definition of skills is very broad and can encompass
many concepts. Rather than individual skills, it is the gradual acquisi-
tion of skills, their interplay and the continuum of their functionality
that is important.
Skills can range from simple general or concrete (like the ability to
recognize faces, add numbers, open doors, etc.) to more complex ab-
stract as well as specialised ones (like the ability to build a model of
the world, to compress spatial and temporal data, to receive an er-
ror signal and adapt accordingly, to acquire new knowledge without
forgetting older knowledge, etc.). Due to our graduality requirement,
the necessity of skills to only represent general abilities is sufficient,
but not necessary. Skills might also provide a way to measure how
well parts of the system work, as it is clear how to measure which sys-
tem is better in understanding speech, classification, and game playing
[Hernández-Orallo, 2016]. However, it is still unclear how to evaluate
general AI as a whole25.
25 José Hernández-Orallo. The measure
of all minds : evaluating natural and ar-
tificial intelligence. Cambridge Univer-
sity Press, 2017; Stuart M. Shieber. Does
the Turing Test Demonstrate Intelligence
or Not? AAAI, pages 1539–1542, 2006;
Virginia Savova and Leonid Peshkin.
Is the turing test good enough? The
fallacy of resource-unbounded intelli-
gence. IJCAI, pages 545–550, 2007;
and Kristinn R Thórisson, Jordi Bieger,
Thröstur Thorarensen, Jóna S Siguroard-
óttir, and Bas R Steunebrink. Why Ar-
tificial Intelligence Needs a Task The-
ory — And What It Might Look Like.
arXiv:1604.04660, 2016
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Intrinsic vs. Learned Skills
Some of the skills that a general AI system will possess might be in-
trinsic, i.e. hard-coded by programmers, but most will be learned.
Take, for example, the evolution of humans26. Evolution provided us26 Charles Darwin. On the origin of species
by means of natural selection, or the preser-
vation of favoured races in the struggle for
life. London: John Murray, 1859
with certain very general intrinsic skills or predispositions, but most of
what we know, we need to learn during our lifetimes - from our par-
ents, the environment, or society. Those skills cannot be hard-coded
because humans, just like an AI, need to be able to adapt to unknown
future situations. Sometimes it is also easier to teach the desired skill
through an appropriate curriculum, than to add it as a part of the
design. On the other hand, letting the AI discover all skills by itself,
especially very general ones, would be slow and inefficient27. This
27 Andrea L Thomaz and Cynthia
Breazeal. Reinforcement learning
with human teachers: Evidence of
feedback and guidance with implica-
tions for learning performance. AAAI,
6:1000–1005, 2006; Tim Brys, Anna
Harutyunyan, Halit Bener Suay, Sonia
Chernova, Matthew E Taylor, and Ann
Nowe. Reinforcement learning from
demonstration through shaping. IJCAI,
page 26, 2015; and James Macglashan,
Robert Loftin, Michael L Littman,
David L Roberts, and Matthew E Taylor.
A Need for Speed : Adapting Agent
Action Speed to Improve Task Learning
from Non-Expert Humans Categories
and Subject Descriptors. In AMAS ’16,
pages 957–965, Richland, SC, 2016
means that our job is to identify essential skills and find efficient ways
to transfer them to a general AI system - by hard-coding them or by
teaching them. It is not necessary to find the best skills. Any skills
which have the desired properties and which enable the AI to further
learn and improve itself can move us closer to general AI.
How to optimize the process?
Just like an AI has to use efficient and effective methods when search-
ing for problem solutions, AI researchers must also look for shortcuts
to narrow the search for a general AI architecture and an optimal learn-
ing curriculum, as we cannot effectively explore the entire space of all
potential solutions. We can, for instance, draw inspiration from evolu-
tion [Bengio, 2014, Darwin, 1859]28, animal brains29, or other systems,28 Eric R. Kandel and James H. Schwartz.
Principles of neural science. 2012
29 Junhyuk Oh, Valliappa Chockalingam,
Satinder Singh, and Honglak Lee. Con-
trol of Memory, Active Perception, and
Action in Minecraft. arXiv:1605.09128,
2016; and Koji Toda and Michael L
Platt. Animal cognition: Monkeys pass
the mirror test. Current Biology, 25(2):
R64–R66, 2015
designs and processes30. Part of the problem is also which general AI
30 Norman S. Nise. Control Systems Engi-
neering. 2015
architecture and skill set is easier for us to attain now, with our current
knowledge and resources.
This framework, roadmap and the institute (see following sections,
respectively and Fig. 1) are all part of our approach for optimizing
the process of searching for general AI. In other words, narrowing the
search for the architecture and the learning curriculum.
We can start asking questions like,“What is the minimal skill set
that is sufficient for human-level general AI?” If we can optimize the
process by cutting out all unnecessary skills31, we can get to our goal31 Anselm Blumer, Andrzej Ehrenfeucht,
David Haussler, and Manfred K War-
muth. Occam’s razor. Readings in machine
learning, pages 201–204, 1990
faster. On the other hand, a learning algorithm alone wouldn’t be suf-
ficient; we also need the thousands or millions of learned skills for a
particular domain. Without them, the AI would not be able to start
solving the problems we give it. For example, baking a cake is not
likely to be a crucial skill for an AI system attempting to solve dif-
ficult medical problems, spending most of its time studying medical
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Figure 1: Conceptual overview of
our proposed approach to optimizing
the process of building general AI.
A framework defines the principles,
ideas, methodologies and definitions
that underlie our search for general AI.
Roadmap defines a partially ordered
set of skills (Si) which are either to
be learned gradually in a guided way,
or already be present in the system at
its inception. The AI Roadmap Insti-
tute analyses different roadmaps (Rj)
and frameworks to develop an under-
standing of the entire field and provide
continual feedback and discussion about
both, frameworks and roadmaps.
journals. But a skill such as the ability to generalize to similar, but
previously unseen situations is universal, and falls into the category
of necessary skills for every general AI. Through continual feedback
during architecture creation, learning of a curriculum, analyses and
comparison by the institute and collaboration with the wider commu-
nity, answers to many other questions, such as “How is our approach
better compared to others?”, “Is the notion of skill sufficiently well de-
fined?”, “Is the ordering structure of our curricula sufficiently rich?”
and many others can be continually provided and refined.

The importance of a roadmap to
general artificial intelligence
Our roadmap to general AI is a collection of research milestones (cf.
section "Milestones") that we deem essential for progress towards cre-
ating human-level intelligent machines. It is a separate, additional
document and an essential entity32 to this framework. It can be seen 32 Marek Rosa, Martin Poliak, Jan Fey-
ereisl, Simon Andersson, Michal Vlasák,
Martin Stránský, Orest Sota, and The
GoodAI Collective. GoodAI Agent De-
velopment Roadmap - version 1.0. 2016.
URL http://www.goodai.com/roadmap
in Figure 5 in the Appendix. Currently, we partition our roadmap into
two primary areas, containing three complementary parts:
1. Research and Development - how to get to general AI?
• Architecture Roadmap - intrinsic skills and architecture design
• Curriculum Roadmap - learned skills and gradual knowledge acqui-
sition
2. Future and Safety - what to expect next?
• Safety/Futuristic Roadmap - how to keep humanity safe and the
years leading up to and after general AI is reached
Fig. 2 puts these into context. It provides an overview of the entire
roadmap to general AI.
The research and development roadmap (Architecture + Cur-
riculum Roadmaps) are partially ordered lists of skills which our AI
will need to be able to exhibit in order to achieve human-level intel-
ligence. Ordering of skills is currently inspired by Piaget33, but other 33 John H Flavell, Patricia H Miller, and
Scott A Miller. Cognitive Development.
2002
hierarchies might also offer some additional insights34. Each skill or a
34 Timothy Z Keith and Matthew R
Reynolds. Cattell-Horn-Carroll abilities
and cognitive tests: What we’ve learned
from 20 years of research. Psychology in
the Schools, 47(7):635–650, 2010
set of skills represents a solution to a possibly open research problem.
These problems can be distributed among different research groups,
either internally at GoodAI, or amongst external researchers and col-
laborators.
To learn general skills, we can define what tasks the agent should
be able to solve. Based on tasks that have not been solved yet, we can
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Figure 2: An overview of our roadmap
to general AI. The roadmap is a collec-
tion of research milestones, divided into
four complementary roadmaps, each
dealing with different aspects of the
process of building a general AI sys-
tem. The Architecture Roadmap guides
the development of intrinsic skills and
architectural design, the Curriculum
Roadmap defines the gradual acquisi-
tion of skills, necessary to reach human-
level performance, and the Safety and
Futuristic Roadmap provides insights
into what to expect next and how to be
prepared.
derive a research problem (what researchers should figure out). Solv-
ing this research problem results in at least one of the following:
• a modified architecture which can solve the tasks (exhibits new in-
trinsic skill(s))
• a modified architecture which can learn how to solve the tasks (ex-
hibits new intrinsic and/or learned skill(s))
• a modified curriculum, in which the system can learn to solve tasks
(acquired new learned skill(s))
New skills very often depend and build upon previously acquired
skills, so the research problems exhibit some intrinsic dependencies.
We cannot simply skip to a skill in the middle of the roadmap and
start acquiring it because this would go against the principle of reuse
of previously learned skills. Such discontinuity might break the inher-
ent dependency on previously learned skills. Instead, each skill is like
a stepping stone to a subsequent skill. It is very important that an ar-
chitecture that has the ability to solve problems (tasks in the roadmap)
does not approach each problem in isolation [Pan and Yang, 2010]. On
the contrary, the solution of a problem could ideally be directly based
on the solutions of previous, simpler problems [Pan and Yang, 2010,
Rusu et al., 2016], i.e. on previously learned skills Under such a grad-
uality requirement, some problems that are "solved" in the traditional
sense of the word (like chess or checkers) still remain open.
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Our roadmap is a living document which will be updated as we
work towards a set of milestones and evaluate them within this frame-
work. The current version of this document is early-stage and a work
in progress. We anticipate that more milestones and research direc-
tions will be entered into the roadmaps as our understanding matures,
during agent learning, and ideally as a result of analyses produced by
the proposed AI Roadmap Institute
There are still many parts missing, but we feel that it is better to
engage with the community sooner rather than later [4]. The first
version of the roadmap can be seen in the Appendix.
Milestones
Our research roadmap describes the stages of general AI development.
In summary, there are five main stages of development that we will
outline here for completeness. In each of the stages (shown in Table
1) we have an environment, a teacher, and an AI system. The envi-
ronment and teacher work in tandem to teach the AI a set of useful,
ideally general skills. In Table 1, each stage defines the end state of a
milestone.
Guidelines for working with the roadmap
In order to help guide the development of roadmaps and to pro-
vide concrete workflows for how we approached the creation of our
roadmap, we will publish a detailed description of this process35. This 35 Simon Andersson, Martin Poliak, Mar-
tin Stránský, and The GoodAI Collective.
Building Curriculum Roadmaps for Ar-
tificial Agents - version 1.0. to be pub-
lished, 2017
"workflow" document outlines a guideline for building curricula (se-
quences of problems) for the education of artificial agents. It also
presents guidelines for building a system that learns to solve the prob-
lems in the curricula.
Our motivating assumptions are that well-designed curricula can
accelerate learning in agents as they do in humans. Furthermore,
curriculum development, like software development, can benefit from
being guided by a defined process. We expect that several guiding
principles exist which are shared by all good implementations of in-
cremental learning systems.
We believe that the following key questions are essential for build-
ing successful curricula:
• How to come up with problems that will appear in the curriculum?
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Table 1 Milestones
Stage 0 Before any code is written
This is a stage before AI gets a chance to start learning.
Stage 1 Nothing learned but some intrinsic skills present
In the first stage, the AI starts with zero learned skills. It already has some intrinsic (hard-coded) skills that are very
general, for example, the capacity to acquire skills in a gradual manner, the reuse of skills, a rudimentary form of
recursive self-improvement, the capacity to learn through gradual and guided learning, etc.
In other words, it has the potential to learn new skills and use these new skills to improve its learning capabilities.
Stage 2 Simple general skills learned
The AI learns simple general skills through gradual and guided learning, which can be seen as, for example, a mix
of puppet, supervised, apprenticeship learning or multi-objective reinforcement learning. The AI uses an error signal
(feedback) from a teacher to change its behavior towards desired outcomes.
The goal is to teach the AI a set of general skills that will be useful in follow-up learning. The AI needs to learn to
emulate these skills and behaviors.
Special attention is given to teaching how to communicate via a simple language, how the world works, etc., so that all
skills the AI may learn in the future can already build on top of these skills, making all follow-up learning more efficient.
At this point, the AI does not need to learn any very specific knowledge (e.g. the capital of the Czech Republic, the
name of the president, etc). It learns only general skills.
The AI does only a little self-exploration at this stage. Given its repertoire of skills, self-exploration would be less effective
than during later stages. Our requirement for the system is to simply emulate the skill-set provided by the teacher.
Stage 3 Complex and specialized skills, language and exploration learned through indirect feedback
At this stage, the AI is fully capable of communicating with the teacher and a hardwired error feedback signal will not
often be needed [Singh et al., 2004, Mohamed and Jimenez Rezende, 2015, Machado and Bowling, 2016], due to the
possibility of providing instructions and feedback via language.
The AI has associated positive and negative feedback with messages received through language [Mikolov et al., 2015].
It keeps learning additional complex and specialised skills - reasoning, communication, etc., as well as additional useful
knowledge.
The AI also learns how to efficiently explore the world on its own. Rather than being hard-coded only, exploration
using a large repertoire of already learned skills should result in more meaningful, effective and efficient exploratory
behavior compared to a naive policy. The more skills the system learns, the better further exploration becomes.
It also continues in self-exploration [Machado and Bowling, 2016], principally guided/biased by the skills/behaviors
acquired in previous stages.
Stage 4 Human-level general AI
We have a fully developed general purpose AI that has a large repertoire of skills which are needed and can be directed
toward any goal, solving as many tasks to at least the same level of accuracy as most humans [Rajani, 2011].
In its free time (when the AI system is not working on any particular goal from humans), it continues self-learning and
knowledge consolidation in preparation for anticipated future goals from humans.
The AI continues to recursively self-improve, eventually resulting in general AI transcending human-level abilities.
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• How to determine the right time to present a problem in the cur-
riculum?
• How to decide that a problem is useful / not useful or is missing?
• How to decide that two problems are similar / different?
• How to correctly evaluate agent’s solution to a problem?
The “workflow” document contains four major sections focusing on
answering the above questions and more.
1. Creating problems/skills
2. Creating curricula and using a curriculum roadmap
3. Evaluating curricula
4. Solving problems contained in the curricula
Figure 3 highlights the importance of the creation of good curricula
matched with the right architecture. We believe that efforts spent on
both of these problems are equally important and go hand in hand.
The workflow document provides some insight into this process in
order to minimize the time and effort spent on converging to a human-
level general AI system.
All possible 
general AI systems
Ef
fo
rt
Curriculum 
effort
Architecture 
effort
Optimal balance, 
minimum effort
Total effort for general AI
“Easiest” general AI 
system to build
Figure 3: Visual depiction of the trade-
off between effort exerted for building
architectures for a general AI vs. ef-
fort spent on developing curricula in our
School for AI. Among all possible gen-
eral AI systems and curricula, there ex-
ists an optimal architecture-curriculum
pair that minimizes the total effort, while
achieving general AI.
Futuristic / safety roadmap and framework
In addition to our Roadmap to general AI, our Futuristic Roadmap
is our vision for the future and the specific step-by-step plan we will
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take to get there. This roadmap outlines challenges we expect to come
across in our development and efforts to keep general AI safe, and
how we will mitigate risks and difficulties we will face along the way.
Our futuristic roadmap is a statement of openness and trans-
parency from GoodAI, and aims to increase cooperation and build
trust within the AI community by inspiring conversation and criti-
cal thought about human-level AI technology and the future of hu-
mankind. While our R&D roadmap is focused on the technical side of
general AI development, this futuristic roadmap is focused on safety,
society, the economy, freedom, the universe, ethics, people, and more.
AI Roadmap Institute
In an attempt to provide a platform for better collaboration and under-
standing between AI researchers, we propose the creation of an inde-
pendent AI Roadmap Institute. We are founding and starting this new
initiative36 to collate and study various AI and general AI roadmaps 36 The GoodAI Collective. AI Roadmap
Institute. to be launched, [Accessed: 01-
Nov-2016], 2016. URL http://www.
goodai.com/ai-roadmap-institute
proposed by those working in the field, map them into a common
representation and therefore enable their comparison. The institute
will use architecture-agnostic common terminology provided by this
framework to compare the roadmaps, allowing research groups with
different internal terminologies to communicate effectively.
The amount of research into AI has exploded over the last few
years, with many new papers appearing daily. The Institute’s major
output will be consolidating this research into a comprehensible vi-
sual summary which outlines the similarities and differences among
roadmaps. It will identify where roadmaps branch and converge,
show stages of roadmaps which need to be addressed by new research,
and highlight examples of skills and testable milestones. This sum-
mary will be presented in a clear and comprehensible way to maximize
its impact on as wide an audience as possible, minimizing the need for
significant technical expertise, at least at its ’big picture’ level. It will
be constantly updated and available for all who are interested. An
overview of the Roadmap Institute, for illustrative purposes displayed
using an example common representation based on our framework,
can be seen in Figure 4 below.
These roadmaps will be described by the institute in an implemen-
tation agnostic manner. The roadmaps will show problems and any
proposed solutions, and the implementations of others will be mapped
out in a similar manner.
The institute is concerned with ’big picture’ thinking, without fo-
cusing on many of the local problems in the search for general AI.
With a point of comparison among different roadmaps and with links
to relevant research, the institute can highlight aspects of AI devel-
opment where solutions exist or are needed. This means that other
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Figure 4: Overview of the Roadmap In-
stitute, showing its primary purpose of
studying and understanding published
roadmaps, converting them into a com-
parable representation and allowing for
meaningful comparison and tracking of
progress of the AI field as a whole. The
shown representation is based on this
framework. This is for illustrative pur-
poses and one of many possibilities of
how to compare roadmaps. Ultimately,
it is the Institute’s mission to find the
best such common representation.
research groups can take inspiration from or suggest new milestones
for the roadmaps.
Finally, the institute is for the scientific community and everyone
will be invited to contribute. It will phrase higher level concepts in
an accessible and architecture-agnostic language, with more technical
expressions made available to those who are interested.
School for AI / Curriculum learning
Our Roadmap to general AI is the basis for curricula that define the
way in which our general AI system is to learn. The realization of such
curricula is what our School for AI is for. Besides having hard-coded
general intrinsic skills, we naturally expect the system to be able to
learn. We will teach the AI new skills in a gradual and guided way
using this School for AI which we are now developing.
In the School for AI, we first design an optimized set of learning
tasks, or a "curriculum". The aim of the curriculum is to teach the AI
system useful skills and abilities, so it does not have to discover them
on its own. When the curriculum is ready, we subject the system to
training. We evaluate its performance on learning tasks of the curricu-
lum and use it to improve the curriculum itself as well as the set of
learned and intrinsic skills.
Main principles
Gradual learning means learning skills incrementally, where more com-
plex skills are based on previously learned, possibly simpler, skills.
Guided learning means that there is someone (a mentor or society)
who has already discovered many skills for us, and we can learn these
skills from them. Guided learning is extremely important, because
without it, the AI would waste time exploring areas that evolution
and society have already explored, or that we know are not useful or
perhaps even dangerous.
Curriculum requirements
A good curriculum:
1. Minimizes the time needed for getting the general AI into a desired
target state. When the AI is in a target state, it can learn and evolve
on its own;
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2. Is efficient - i.e. not more complex than necessary;
3. Minimizes the number of skills that need to be hard-coded into the
general AI.
Finding the optimal curriculum for the AI is a multi-objective
optimization problem. The better the curriculum, the faster the learn-
ing. However, it might not be possible to design a universally opti-
mal curriculum (cf. the "no free lunch theorem"37), yet reaching for37 Cullen Schaffer. A conservation law
for generalization performance. ICML,
1994
human-level general AI might allow for avoiding this theoretical ar-
gument [Hernández-Orallo, 2016]. We are limited by the level of our
current knowledge that we can transfer and by the eventual architec-
ture of the general AI.
However, we believe that a high-quality curriculum can optimize
the learning process and allow for faster breakthroughs in AI over
purely algorithmic advances.
Artificial learning environment
For teaching the AI, we have created a simulated visual "toy world"
with simplified physical laws that is grounded in simple language.
We are designing our curriculum to teach the AI from the most basic
rules of the world to the most complex ones, up to the point where it
can start learning on its own.
The goal is not to teach the AI any arbitrary and specific facts about
the world. On the contrary, it is to teach the AI useful and general
skills for a more efficient understanding and exploration of the world,
and for better and more general problem solving.
During development of the School for AI, we encountered an in-
teresting problem - how should we specify the tasks for the AI? When
there little or no common language, it is very challenging and time-
consuming to explain what the AI needs to do. For this reason, we
are also focusing on early language acquisition. To cut down on AI
development time, we want to be able to efficiently communicate with
it as soon as possible.
Gradual learning competition
As mentioned in Section , we believe that one of the most fundamen-
tal challenges in developing human-level intelligent machines is the
creation of agents that have the ability to acquire and reuse skills and
knowledge in a gradual manner. Unlike in an unconstrained setting,
this problem continues to pose serious challenges under bounded re-
sources38. To truly and quickly progress in this area, we propose the 38 Samuel J Gershman, Eric J Horvitz,
and Joshua B Tenenbaum. Com-
putational rationality: A converging
paradigm for intelligence in brains,
minds, and machines. Science, 349(6245):
273–278, 2015
injection of a monetary stimulus to the AI community in the form of a
competition. We suggest launching the competition in two stages:
1. Stage 1 - Identification of requirements, specifications and a set of
evaluation tasks for gradual learning
2. Stage 2 - Development and implementation of an agent that gradu-
ally learns and passes requirements defined in stage 1
Upon completion, the winner will receive a significant monetary
prize (millions of $), provided by us and potentially by other investors.

Development of theoretical foundations
There is nothing so practical as a good theory39. Having described our 39 Kurt Lewin
understanding of intelligence, explained the importance of acquiring
skills, and in particular learning in a gradual and guided manner, what
are the theoretical foundations that underlie our ideas and proposed
solutions?
Our framework outlined in this document is in its first "analytic"
stage according to Russell’s philosophical method [Klement, 2013]. It
is very general and it neither adheres to one particular theory, nor
subsumes it. This allows us to investigate and formalize our thoughts
through the perspective of various differing theoretical approaches in
its second "constructive" phase [Klement, 2013]. These include the fol-
lowing approaches which we are actively investigating:
• Information Theory
– Algorithmic Information Theory40
40 Ming Li and Paul Vitanyi. An Intro-
duction to Kolmogorov Complexity and Its
Applications. 2013; Ray J Solomonoff.
The discovery of algorithmic probabil-
ity: A guide for the programming of
true creativity. In EuroCOLT, pages 1–
22, 1995; and José Hernández-Orallo.
Universal Psychometrics Tasks: diffi-
culty, composition and decomposition.
arXiv:1503.07587, 2015
– Kolmogorov Complexity [Li and Vitanyi, 2013]
– Minimum Description/Message Length41
41 Jorma Rissanen. Modeling by shortest
data description. Automatica, 14(5):465–
471, 1978; and Christopher S Wallace and
David M Boulton. An Information Mea-
sure for Classification. Comput. J., 11(2):
185–194, 1968
• Learning Theory
– Vapnik-Chervonenkis Theory42
42 Vladimir Vapnik. Statistical learning
theory. 1998
– Rademacher Complexity43
43 Peter L Bartlett and Shahar Mendel-
son. Rademacher and Gaussian Com-
plexities: Risk Bounds and Structural Re-
sults. In JMLR, volume 3, pages 463–482.
Berlin, Heidelberg, 2002
– Robust Generalization44 44 Rachel Cummings, Katrina Ligett,
Aaron Roth, Kobbi Nissim, Aaron Roth,
and Zhiwei Steven Wu. Adaptive Learn-
ing with Robust Generalization Guaran-
tees. In COLT, pages 1–31, 2016
• Computational Mechanics and Statistical Physics
– Structural complexity45
45 James P Crutchfield. Between order
and chaos. Nat. Phys., 8(February):17–24,
2012
– e-machines and transducers46
46 Nix Barnett, Barnett Nix, and James P
Crutchfield. Computational Mechan-
ics of Input-Output Processes: Struc-
tured Transformations and the epsilon-
Transducer. J. Stat. Phys., 161(2):404–451,
2015
– Integrated Information47
47 Giulio Tononi and Christof Koch. Con-
sciousness: here, there and everywhere?
Philos. Trans. R. Soc. Lond. B Biol. Sci., 370
(1668), 2015
Despite fundamental links among many of the above approaches, for-
malizing our concepts, ideas and the framework as a whole through a
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variety of theories allows us to examine and scrutinize our core con-
cepts from different viewpoints. In this way, we hope to have a clearer
picture of all the possibilities, as well as, limitations of our approaches.
Examples of areas where we are beginning to observe benefits of
such theoretical analyses:
• Measures of gradual accumulation of skills
• Task and curriculum complexity measures
• Evaluating adaptive/growing architectures
This work is ongoing and will be continually added to this frame-
work to provide solid theoretical foundations to much of the work that
we undertake.
Related work
Although there is a lack of unified perspectives on the building of gen-
eral artificial intelligent machines, a number of works are important to
mention here. Mikolov et al. proposed one of the more complete
frameworks for building intelligent machines [Mikolov et al., 2015].
Their approach focuses on communication and learning in a simplified
’toy’ environment, similar to our School for AI, yet significantly more
limited. Lake et al. [2016] on the other hand propose a more philosoph-
ical discussion of the limitations of current approaches. They argue
that solving pattern recognition is not sufficient and that causal dis-
covery is essential. Likewise, grounding models in the physical laws
of the world and the exploitation of compositionality and learning-to-
learn approaches are vital for rapid progress towards intelligent ma-
chines.
Ideas about learning environments and curricula have been devel-
oped in a number of works. Bengio et al. [2009] initiated the BabyAI
project and introduced curriculum learning: learning accelerated by
presenting easy examples first and progressively increasing the diffi-
culty. In the framework of Mikolov et al. [2015], learning in a simpli-
fied environment is also presented. In their work, however, the envi-
ronment is defined by language only and no visual input is provided
to the AI. An interesting discussion on the shortcomings of present AI
systems and efforts at Facebook to build systems that learn for general
AI is found in the work of Bordes et al.48. Project Malmo, an interac- 48 Antoine Bordes, Jason Weston, Sumit
Chopra, Tomas Mikolov, Armand Joulin,
Sasha Rush, and Léon Bottou. Artificial
Tasks for Artificial Intelligence. ICLR,
2015
tive 3D toy environment based on the game Minecraft is discussed in
by Johnson et al. [2016]49. Thórisson et al. [2016] argue that a theory of
49 Matthew Johnson, Katja Hofmann,
Tim Hutton, and David Bignell. The
Malmo Platform for Artificial Intelli-
gence Experimentation. IJCAI, page
4246, 2016
AI tasks can give us more rigorous ways of comparing and evaluating
intelligent behavior. Stages of human cognitive development are de-
scribed, for example, in Flavell et al. [2002]50. A thorough overview of
50 John H Flavell, Patricia H Miller, and
Scott A Miller. Cognitive Development.
2002
evaluation environments, measures and challenges in AI is presented
by Hernández-Orallo [2016].
A number of developments in the field of AI and machine learn-
ing are of interest to our work. Due to the vast amount of exciting
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research conducted in this field in the last few years, only works that
are particularly relevant are discussed.
For a brief overview of deep learning architectures, LeCun et al.
[2015]51 provide a concise and high-level overview. For an in-depth51 Yann LeCun, Yoshua Bengio, and Ge-
offrey Hinton. Deep learning. Nature,
521(7553):436–444, 2015
analysis and reference of the field, the work of Schmidhuber [2015]52
52 Jürgen Schmidhuber. Deep learning
in neural networks: an overview. Neu-
ral Netw., 61:85–117, 2015
is recommended.
Of particular interest are growing architectures that learn new things
while retaining existing knowledge. This area of research is closely re-
lated to our interest in gradual learning. Besides references provided
throughout this framework, here we list additional related works. A
systematic overview of a related field of ’transfer learning’ is provided
by Pan and Yang [2010]. Schmidhuber [2013] presents a framework for
automatically discovering problems inspired by playful behavior in an-
imals and humans. Rusu et al. [2016]53 introduce progressive neural53 Andrei A Rusu, Neil C Rabinowitz,
Guillaume Desjardins, Hubert Soyer,
James Kirkpatrick, Koray Kavukcuoglu,
Razvan Pascanu, and Raia Had-
sell. Progressive Neural Networks.
arXiv:1606.04671, 2016
networks that adapt to new tasks by growing new columns. In earlier
work, Fahlman and Lebiere [1990] demonstrated accelerated learning
by adding one hidden neuron at the time, keeping the preceding hid-
den weights frozen. Similar additive learning capabilities are demon-
strated for convolutional neural networks by Li and Hoiem [2016]54.54 Zhizhong Li and Derek Hoiem.
Learning without Forgetting.
arXiv:1606.09282, 2016
Nivel et al. [2013] prototype "a machine that becomes increasingly bet-
ter at behaving in under specified circumstances, in a goal-directed
way, on the job, by modeling itself and its environment as experience
accumulates". Steunebrink et al. [2016] introduce Experience-based AI,
a class of systems capable of continuous self-improvement. Architec-
tures that can learn as much as possible of their structure from training
data are also relevant for creating progressively growing agents. Zhou
et al. [2012] introduce an algorithm for learning features incrementally
and determining architecture complexity from data. In contrast, rather
than using a simple heuristic, Cortes et al. [2016]55 propose a growing55 Corinna Cortes, Xavi Gonzalvo, Vi-
taly Kuznetsov, Mehryar Mohri, and
Scott Yang. AdaNet: Adaptive Structural
Learning of Artificial Neural Networks.
arXiv:1607.01097, pages 1–18, 2016
neural network architecture algorithm exploiting theoretical bounds
derived through a statistical learning complexity measure. Saxena and
Verbeek [2016]56 propose a convolutional neural fabric that learns the
56 Shreyas Saxena and Jakob Ver-
beek. Convolutional Neural Fabrics.
arXiv:1606.02492, 2016
structure of convolutional networks. Gradual learning in a toy envi-
ronment and exploiting reinforcement learning can be found in the
work of Oh et al. [2016].
Another important area is compositional learning, i.e. the abil-
ity to form knowledge about a particular subject by unifying knowl-
edge about multiple other subjects that are already understood. Vin-
cent et al. [2008]57 describe the use of denoising autoencoders to im-
57 Pascal Vincent, Hugo Larochelle,
Yoshua Bengio, and Pierre-Antoine
Manzagol. Extracting and composing
robust features with denoising autoen-
coders. In ICML, pages 1096–1103,
2008
prove the representational power of deep networks by composition.
Andreas et al. [2016b] compose neural networks from component net-
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works for a visual question answering task.
Learning programs or algorithms are another form of composi-
tional learning. Such methods allow an agent to represent and reuse
procedural knowledge. Reed and de Freitas [2016] introduce neural
programmer-interpreters able to compose hard-coded instructions into
programs58. Similarly, Neelakantan et al. [2016] train an agent to per- 58 Scott Reed and Nando de Freitas. Neu-
ral Programmer-Interpreters. In ICLR,
pages 1–13, 2016
form table lookups on data using a number of intrinsic operators59.
59 Arvind Neelakantan, Quoc V. Le, and
Ilya Sutskever. Neural Programmer: In-
ducing Latent Programs with Gradient
Descent. ICLR, (2005):1–17, 2016
Kaiser and Sutskever [2015]’s neural GPU learns algorithms in a net-
work that is wide rather than deep60; the parallelism makes for easier
60 Łukasz Kaiser and Ilya Sutskever.
Neural GPUs Learn Algorithms.
arXiv:1511.08228, pages 1–9, 2015
training and more efficient execution. Riedel et al. [2016] incorporates
prior procedural knowledge as Forth program sketches with slots that
can be filled with learned behavior61.
61 Sebastian Riedel, Matko Bošnjak,
and Tim Rocktäschel. Programming
with a Differentiable Forth Interpreter.
arXiv:1605.06640, 2016
Other works, not immediately relevant to the above topics but worth
mentioning, are works that we believe are currently relevant to our
progress towards general AI. Many works inspired by biology, namely
neuroscience62, are of great interest. For example, spike-timing de- 62 Dharshan Kumaran, Demis Hassabis,
and James L McClelland. What Learn-
ing Systems do Intelligent Agents Need?
Complementary Learning Systems The-
ory Updated. Trends Cogn. Sci., 20(7):
512–534, 2016
pendent plasticity (STDP) is a biologically inspired approach with the
potential to improve unsupervised learning63. Osogami and Otsuka
63 Yoshua Bengio, Benjamin Scellier,
Olexa Bilaniuk, Joao Sacramento, and
Walter Senn. Feedforward Initializa-
tion for Fast Inference of Deep Gen-
erative Networks is biologically plau-
sible. arXiv:1606.01651, pages 1–10,
2016; Benjamin Scellier and Yoshua Ben-
gio. Towards a Biologically Plausible
Backprop. arXiv:1602.05179, 2016; and
Yoshua Bengio. Evolving Culture Ver-
sus Local Minima. In Growing Adaptive
Machines, pages 109–138. 2014
[2015] use it to learn temporal patterns with Boltzmann machines64.
64 Takayuki Osogami and Makoto Ot-
suka. Learning dynamic Boltzmann
machines with spike-timing dependent
plasticity. arXiv:1509.08634, 2015
Izhikevich [2007] addresses the problem of delayed reward in biologi-
cal and artificial neural networks. George [2008] proposes a model of
learning and recognition where temporal patterns are central. Wang
[2003] provides an overview of approaches to the representation and
processing of temporal patterns.

Critical review
This section is an overview of some of the most relevant critiques of
our framework, roadmap, ideas and approaches. This is an ongoing
list, providing an active list of research problems that must be an-
swered in order to support or refute our ideas and approach presented
in this framework.
Our own assessment of risks and disadvantages of our framework
• Development Complexity - As highlighted in Figure 3, there is a
trade-off between the complexity of an architecture and the amount
of effort necessary for developing a successful curriculum. If we
cannot find the optimal balance within this curriculum-architecture
continuum, the approach could be exceedingly demanding on our
side, for programmers, researchers as well as for the development
of School for AI. Heavy supervision, non-sparse feedback or sub-
optimal biasing of the AI system, could result in decreasing effi-
ciency of learning due to the infeasible demand on manpower re-
quired, for example, for supervision.
• Development Bias - Gradual learning and objective-less search might
result in biasing the architecture by what we teach it and in which
order. If not incorporated sensibly, this could lead to sub-optimal
solutions in cases when we could have learned a better skill directly.
In our gradual learning example, we teach the child how to walk be-
cause we don’t know how to fly. But this does not mean that flying
is impossible. On the contrary, flying could be a more efficient skill
for the child, yet it might not discover such skill because it will
simply walk every time.
Assumptions
• Skills in our roadmap, that remain "open problems", may be more
difficult to distribute to the scientific community than we think. Tra-
ditionally, an open problem is defined as-is, standalone, without
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dependencies. In our case, however, we define as an open prob-
lem issues that may have been solved already, but not in a gradual
and guided way. To find a solution (for an arbitrary problem in the
roadmap) that works in a gradual and guided way, we might need
to give to an external researcher our current AI implementation, so
that improvements could be made in order to solve the open prob-
lem.
• Similarly, solutions that will come from our research problems may
not be easy to integrate by others. Unless a common representa-
tion for solutions exists, arbitrary solutions might be impossible to
compare and combine.
• The assumption of eventual removal of reward/feedback at later
stages of the development of the AI system is currently lacking
any form of guarantees that will ensure that the AI will continue
its expected operation and not descend into chaos, or simply into
a failure-mode, unable to solve any meaningful tasks. Intrinsically
motivated methods for reinforcement learning investigate this prob-
lem to some degree65, but more insight is needed.65 Satinder Singh, Andrew G Barto, and
Nuttapong Chentanez. Intrinsically mo-
tivated reinforcement learning. NIPS, 17
(2):1281–1288, 2004 Problems
• Gradual learning is a very difficult problem that shares many of the
same issues that exist in transfer, lifelong and incremental learn-
ing66. Among others, these include problems related to the transfer66 Sinno J Pan and Qiang Yang. A Sur-
vey on Transfer Learning. IEEE Trans.
Knowl. Data Eng., 22(10):1345–1359, 2010;
Junhyuk Oh, Valliappa Chockalingam,
Satinder Singh, and Honglak Lee. Con-
trol of Memory, Active Perception, and
Action in Minecraft. arXiv:1605.09128,
2016; and Andrei A Rusu, Neil C Ra-
binowitz, Guillaume Desjardins, Hu-
bert Soyer, James Kirkpatrick, Koray
Kavukcuoglu, Razvan Pascanu, and Raia
Hadsell. Progressive Neural Networks.
arXiv:1606.04671, 2016
of existing knowledge within models as well as in between parts,
namely, what, when and how to transfer both learned and potential
knowledge in a practically feasible manner.
Limitations
• Without working theoretical formalizations of our framework, it
might be difficult to obtain various necessary quantitative measures,
such as task complexity measures, determination of optimal grad-
ual skill acquisition, evaluation criteria and others.
• Interplay between agent and curriculum development - there are
many questions and issues that should be addressed:
– Autonomous exploration - What if differently structured agents
discover features of the world / skills in different order?
– Impact of modifying a curriculum as we learn more about how
the agent learns
critical review 37
– Avoiding the "incestuous circle" if we modify the curriculum.
Will multiple agent development streams help here?
– Strive for a single optimal curricula, or multiple satisfactory ones?
Performance
• There are some potential drawbacks of gradual learning from the
computational efficiency point of view. For example, the fact that
we do not know the size of an architecture a-priori limits us in the
ability to efficiently optimize and exploit such a predefined space.
This could also result in inefficient "growing" of an architecture that
is unable to reuse parts of already learned knowledge that is not
rooted in a suitable part of the solution space.
Generality
• By imposing the necessity to acquire any skills that reduce the
search space of solutions, we are inherently biasing our AI. This
is beneficial when such bias has positive impact, for example in
terms of data efficiency, i.e. faster learning / convergence. However,
other undesirable biases might be introduced into the system. These
could affect the development of our AI further down the line. This
is another tradeoff that might be impossible to avoid completely,
thus better control over which biases are introduced is desirable.
• There is a tradeoff between the amount and types of intrinsic skills
(and therefore speed of initial learning) and universality of the re-
sulting architecture.
• This framework and the associated roadmaps are our way of ap-
proaching the challenge of tackling development of general AI. Our
thoughts and ideas might not be compatible enough with the ideas
of others. In this case cooperation and collaboration may be limited,
unless we adapt and adjust to some degree, based on feedback from
the community.

Next steps
In this section we suggest a number of near-term plans for general AI
development that we deem important and will undertake next. These
might not be the optimal set of next steps, however, they are a starting
point from which we can build upon. We believe these should include:
1. Framework and R&D Roadmap
(a) More research groups, institutes and companies should publish
their own frameworks and R&D roadmaps, in the spirit of what
we propose in our framework, to encourage innovation, openness
and progress
(b) Framework:
(i) Should be continually updated and refined
(ii) Act as an internal as well as external research trace
(iii) Increasingly provide multiple theoretical viewpoints on un-
derlying ideas
(c) Roadmap:
(i) Additional skills should be continually added to cover yet un-
mapped areas
(ii) Task theory should be developed to provide foundations for
curricula, including evaluation
2. Architecture Groups
(a) Collaborate with researchers in Curriculum Groups
(b) Successfully implement architectures that support "gradual accu-
mulation of skills"
(c) Test promising architectures on a subset of learning tasks speci-
fied in R&D roadmap
3. Curriculum Groups
(a) More learning tasks should be continually added (training and
testing)
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4. AI Roadmap Institute (Q1 2017)
(a) Publish first version of comparison of roadmaps
(b) Start collaborative process of adding more roadmaps to the com-
parison
(c) Raise awareness about AI roadmapping and ’big picture’ think-
ing in AI6767 Marek Rosa and Jan Feyereisl. Consoli-
dating the search for general AI. In NIPS
Workshop on Machine Intelligence, 2016 5. Open problems specified in our (or AI Roadmap Institute) roadmap
(a) Outsource implementation / solutions
6. Gradual learning competition (Launching Q1-Q2 2017)
Contributions
There is a significant lack of unified approaches to building general-
purpose intelligent machines. Comparable to the natural sciences68, 68 Heidi Ledford. How to solve the
world’s biggest problems. Nature, pages
1–12, 2015
most researchers, universities and institutes still operate within a very
narrow field of focus69, frequently without consideration for the ’big 69 Alan L Porter and Ismael Rafols. Is sci-
ence becoming more interdisciplinary?
Measuring and mapping six research
fields over time. Scientometrics, 81(3):
719–745, 2009
picture’.
We believe that our approach is one possible way of stepping out
of this cycle and provide a fresh, unified perspective on building ma-
chines that learn to think. We hope to achieve this in a number of ways,
each of which are equally relevant and essential for tackling different
aspects of the building process:
• Our framework provides a unified collection of principles, ideas,
definitions and formalizations of our thoughts on the process of
developing general AI. This allows us to consolidate all that we
believe is important to define as a basis on which we and possibly
others can build. This is an ongoing and open process and feedback
from the community will be invaluable for further refinement and
standardization. Ultimately, it could act as a common language
that everyone can understand, and provide a starting point for a
platform for further discussion and evolution of ideas relevant for
building general AI.
• Our roadmap is a principled approach to clearly outlining and defin-
ing a step-by-step guide for obtaining all skills that a human level
intelligent machine will eventually need to possess. This includes
their definitions, as well as the gradual order and way in which to
achieve them through curricula of our ’School for AI’.
• Our School for AI provides learning curricula - a principled, grad-
ual and guided way of teaching a machine. This approach differs
significantly from current approaches of narrowly focused, fixed
datasets. We believe that gradual and guided learning are essential
parts of data-efficient learning that are paramount to quick conver-
gence towards a level of intelligence that is above current standards.
• To compare and contrast existing approaches and roadmaps and
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foster more effective distillation of knowledge about the process of
building intelligent machines, our AI Roadmap Institute is a step
towards an impartial research organization advancing the search
for an optimal protocol for achieving general artificial intelligence.
• To tackle one of the most fundamental challenges in developing
human-level intelligent machines, we propose the creation of a grad-
ual learning competition. We believe, this monetary-driven stimu-
lus could provide a further boost for the community to push the
limits of our understanding of this challenging topic.
Using a language that is consonant with our principles, the above
are simply a set of skills for steering our search for general AI that
we believe are important and will help us achieve significantly faster
convergence towards developing truly intelligent machines.
APPENDIX
Proposed team structure
Our ideal team is organized into five smaller working groups: Re-
search Group, School Group, Software Engineers, Roadmapping Group
and AI Safety team.
• The research group’s focus is on the implementation of solutions
to research topics, mostly focusing on growing topologies, modular
networks, and the reuse of skills. Intrinsic skills are developed and
implemented as part of this group.
• The school group studies the skills that an AI needs to learn, and
designs learning tasks for efficient education. The group also works
on the R&D roadmap, mapping various curricula. This team will
teach the AI learned skills.
• The software engineers are responsible for the entire software in-
frastructure for both research and development. They handle devel-
oping novel frameworks and libraries as necessary and as required
by other teams, supporting significant novel forms of computation
and problem handling.
• The internal roadmapping group studies various roadmaps devel-
oped internally as well as by the wider community. It has a general
oversight of the landscape of the entire field of developing general
AI and of the overall internal research process. It investigates and
maps methods for combining and comparing new progress in the
field.
• The AI Safety team studies the safe path forward with our technol-
ogy, and the mitigation of threats to our team and humankind as
a whole. This team is creating an alliance of AI researchers com-
mitted to the safe development of AI and general AI, our futuristic
roadmap, and more.
Despite the need for close-knit collaboration among these groups,
some research problems and developmental stages can be outsourced
44 a framework for searching for general ai
or distributed among a number of collaborators. Both the School and
Safety groups are perfect examples of groups that can be extended to
included external collaborators, research groups and institutions, and
from which collaboration could foster stronger results.
Informal Definitions
Table A1 Definition
Framework A unified collection of principles, ideas, definitions and formalizations that are believed essential for devel-
oping human-level general Artificial Intelligence
This document is an example of a framework. It is our attempt at unifying all the concepts, defi-
nitions and processes that we believe are necessary for the successful development of an intelligent
machine.
Roadmap A principled approach for defining and outlining a step-by-step guide for obtaining all skills that a
human-level general AI will need to possess
A roadmap defines a partially ordered list of tasks that allow for an agent to learn or acquire, in
a gradual and guided way, skills that are related and of increasingly higher complexity. Some are
already solved problems in the AI community, while others are open problems. One example is our
R&D roadmap [62].
AI Roadmap Institute A platform for mutual understanding and collaboration within the AI landscape
An initiative to collate and study the field of AI from a holistic perspective, mapping progress
into common representations and allowing for easier overview (ideally visual), comparison and
improved efficiency and progress in development of AI, fostering collaboration throughout.
School for AI Our realization and a grounding of curricula defined in a roadmap
An optimized set of learning tasks, termed "curriculum" according to which an agent can learn
useful skills in a gradual and guided way. Feedback from agent allows continual refinement of
curriculum and allows for the search for an optimal trade-off between architectural and curriculum
complexity.
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Table A2 Definition
Intelligence A problem-solving tool in complex, dynamic and uncertain environments
Assuming that all problems can be posed as search and optimization problems, the goal of intelli-
gence is to find the best available solution, given time and resource constraints. This usually requires
narrowing the search space by the use of suitable skills.
Artificial Intelligence A program that is able to learn, adapt, be creative and solve problems
(system) Universal term encompassing both “narrow” (weak) and “general” (strong) AI, their difference
being in the universality of the underlying technology.
Narrow AI - able to solve only very limited set of specific problems
General AI - aims for a human-level ability to solve problems
Human-Level (AI) System performing at least at the same level as most humans
An ability of a machine to solve as many of the same tasks to at least the same level of accuracy as
most humans [Rajani, 2011].
Skill A mechanism for narrowing down solution search space
A skill is any mechanism that helps in the quest for solving a problem. From the point of view of
mathematical optimization, it can be thought of as any assumption, approximation or a heuristic
that reduces or simplifies the search space of all possible solutions to a given problem.
Intrinsic Skill A hard-coded ability that solves a general class of problems
Unlike learned skills, intrinsic skills are explicitly coded into an AI system by its creator. This
allows for a repertoire of minimal skill set that is necessary for the AI to progress and develop
further through gradual learning.
Learned Skill An ability learned from experience (from data)
Skills that are learned through the experience of solving tasks. The process of solving a task enables
an AI system to learn the necessary mappings between the input (domain of the problem) and the
output (solution of the task).
Learning Task A problem whose solution enables or helps verify the acquisition of a skill(s)
In a curriculum, each skill is assumed to be attainable and testable through the successful solution
of an associated learning task. e.g.
Skill - anomaly detection
Task - detection of a structure not conforming to the expected one
Curriculum A partially ordered list of learning milestones (skills and tasks)
A learning curriculum comprises of a partially ordered list of skills that an AI needs to acquire.
Measuring the quality of a solution of tasks associated with a skill in a curriculum allows for one
type of evaluation of the level of intelligence an AI system has acquired.
Gradual Learning Progressive learning of skills. Complex skills exploiting learned knowledge.
(Curriculum Learning) Learning of skills one by one, where complex skills are based on previously learned skills. Learning
curricula offer partially ordered lists of skills that are to be acquired in the predefined order. This
order is due to the skill’s increasing complexity and interdependence.
Guided Learning Directed acquisition of knowledge by an intelligent entity
Guided learning, akin to shaping in childhood development, allows for direct control of the direction
in which an AI system will gradually develop. Guidance allows for speeding up of the development
of an AI system due to intrinsic transfer of knowledge that is present in instructions passed from a
teacher to the AI system through guidance instructions.
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development of artificial general intelligence.
The process contains two major cycles. The 
first cycle, in the left part of the diagram, 
describes the design part of the process. The 
architecture of the agent is proposed and the 
curriculum that will be used for training the 
agent is proposed. After the proposals are 
ready, they are analyzed internally (within 
GoodAI). If the proposals represent a major 
update, then our friends and colleagues in the 
scientific community are invited to analyze the 
update too.
The second cycle shows the implementation 
and experimental part of the process. The 
proposed architectures and curricula are 
implemented and evaluated experimentally. 
During these evaluations, many small bugs 
are expected to be found and many small 
enhancements are expected to be added. 
Once the experiment part is over, we've either 
reached the goal of creating general AI, or we 
need to go back to the design phase and 
propose improvements to both the 
architecture and the curriculum.
General AI
Evaluate analytically 
(external)
Evaluate analytically 
(internal)
Design / improve 
curriculum roadmap
Design / improve 
architecture roadmap
Start
Discuss results (internal)
Implement / improve 
curriculum
Implement / improve 
architecture
Evaluate experimentally 
(internal)
Major update?
Really major update?
Did analysis confirm 
expectations?
Only small changes 
needed?
Human-level?
Yes
Yes
Yes
Yes
Yes
No
No
No
No
No
Agent Curriculum Roadmap : learned skills
Agent Architecture Roadmap : intrinsic properties / skills
HC
[Not supported by viewer]
Detection of similar layouts
Perform action when two same layouts appear
L
doc
L
Shape sorting
Pick matching shape
doc
HC
Copy action
Mimic teacher movement
- Analogy
doc
LChange type classification
Classify category of change (shrink, 
move, rotate, ...)
doc
L
Attention to motion
Focus area where movement occurs
doc
Change detection
Perform an action when any change appears
L
doc
HC
Position invariance
Discriminate black and white patterns 
(independent of position)
doc
L
Classification of a single shape
Detect up to 1 of n shapes
doc
SC
L
Classification of multiple shapes
Detect up to 2 of n shapes
doc
doc
L
Classification of partially 
occluded shapes
Detect up to one of n shapes, part of shape 
may be missing
doc
L
Alphabet letters 
classification
Classify alphabet letters
doc
L
Obey (single-step action)
Associate language input with a desired 
single step action
doc
Produce text / be silent
Learn when to speak and when not 
to speak (the agent either produces 
any text or is mute)
L
doc
Copy text
Copy text from input to output
L
doc
L
[Not supported by viewer]
Copy text from memory
Copy text from input at time t-k to 
output
L
doc
Reward replacement
Enforce/cease action by 
"good"/"bad" feedback
L
doc
L
Text to relative movement
Move according to teacher's 
direction commands
doc
Text to relative FOF 
movement
Move FOF according to teacher's 
direction commands
L
doc
Use hints
Use teacher's true/false hints 
to change behaviour [4]
L
doc
L
Distance estimation
Estimate distance to the center of the 
field of view
doc
L
Size estimation
Estimate size
doc
L
Focusing a color
Point to or focus a color hinted 
textually
doc
LFocusing a shape
Point to or focus a shape hinted 
textually
doc
Check
HC
- Gradual learning, compositional learning
Class composition
Discriminate between arbitrary categories of shapes
doc
LDetection of identical objects
Perform action when two identical objects 
appear
doc
HC
Colored shape classification
Discriminate arbitrary categories based on color 
and shape
- compositional learning
doc
[Not supported by viewer]
LMoving target
Navigate to moving target
doc
Detection of presence of an object
Detection of background vs. any non-trivial pattern 
that appears on the background
- generalization, pattern detection, 
gradual learning
doc
HC
L
2D Approach
Navigate to target
doc
L
Size invariance
Detect shape independent of size
doc
MH
L
Angle estimation
Estimate angle between an object and 
a vertical line
doc
[Not supported by viewer]H3
MH
L
Cardinality - basic counting
Count the (small) number of objects
doc
L
Classification of a single color
Discriminate between multiple colors
doc
L
Describe shape
Classify shape using text output
doc
L
Describe color
Classify color using text output
doc
L
Color/shape question
Classify color or shape according to a 
question
doc
L
Substitute visual (color) 
input
Classify color from textual input (same 
as single color classification problem)
Input: F: agent see red F: Agent see blue
Action: 1 1
Reward: 1 -1
doc
Text to absolute movement
Move to a location specified by teacher
L
doc
HCHierarchical sequence 
classification
Classify a sequence composed of 
subsequences (text)
- hierarchical sequences
doc
HC
- prediction (temporal)
Temportal prediction
Predict timeseries that resemble a 
known category
doc
L
Count object repetitions 
(spatial)
Count the number of most frequent objects
doc
L
Counting repetitions
Count the length of a sequence of 
same objects
doc
HC
- long-term sequences
Repeating a simple rhythm
Repeat rhythm suggested by an object 
appearing in input
doc
HC
- memory
Waiting before performing an action
Perform action with correct timing (punished if 
repeated too soon, rewarded otherwise)
doc
- analogy (imitation)
Copying a sequence of teacher's 
actions
Mimic teacher movement in a time interval
doc
HC
L
Pong (1 hit)
Learn to hit pong ball by mimicking 
teacher
Performing simple permutation 
with two single-digit numbers
Sort 2 single digit numbers
L
doc
Performing simple permutation 
with multiple single-digit numbers
Sort vector of single digit numbers
L
doc
Single digit BODMAS without 
parentheses
Evaluate simple BODMAS arithmetic expression 
with single digit numbers and no brackets
L
doc
Single digit BODMAS with 
parentheses
Evaluate simple BODMAS arithmetic expression 
with single digit numbers and brackets
L
doc
Multi digit BODMAS with parentheses
Evaluate BODMAS arithmetic expression with multi 
digit numbers and brackets
L
doc
HC
- pattern detection (temporal)
Temporal classification
Categorize timeseries based on their similarity
doc
Check
L
Rotation invariance
Detect shape independent of rotation
doc
HC
- actions, online learning
Attention to high-entropy regions
Agent's attention should turn to high-entropy 
regions. Agent outputs coordinates of the region.
doc
LObstacles within FOV
Reach target avoiding obstacles 
(inside FOV)
doc
[Not supported by viewer]
L
LConditional target
Pick and navigate to target based on 
a visible cue
docHidden target
Discriminate multiple targets and 
navigate to the right one
L
doc
L
Mirroring
Complex sequences of teacher's 
actions are repeated by the agent
doc
LEscaping a predator
Escape a predator moving in a 
pattern
doc
HC
- short-term memory
Obstacles
Reach target avoiding obstacles, 
target will disappear from FOV
docL
Multiple targets in sequence
Reach places in predefined order
doc
L
3D versions of the 2D
learning tasks
Learning tasks from the previous 
phase(s) adapted to 3D (3D 
invariance, lighting and material 
invariance, 3D shape recognition, 
navigation, ...)
doc
This is a work in progress (TODO) - 
this section will be elaborated by a 
roadmapping group.
One-word utterances
Words for salient, familiar, important 
things; things the agent can act on 
here and now
Dog Ball
Two-word utterances
Expressing common semantic relations 
(e.g. agent-action, action-object), 
understanding word order
Hit ball Ball hit Morphological inflections
Problems requiring understanding and 
producing inflections that modify word 
meaning, for example for number and 
tense
Dogs 
came
Hierarchical structure
Problems requiring understanding and 
producing sentences with noun 
phrases and verb produces
Big dog run 
home
Rich, syntactically correct 
sentences
Ability to understand and produce 
longer sentences with complex 
grammar; low error rate in production
Where will you be when 
general AI is created? 
Simple goals and planning
Achieving goals requiring more than 
one step of action (covered in the 
previous phases)
Novelty, curiosity, 
experimentation
- Intrinsic rewards,
- Simple experiments
- Multiple means to same end
Object permanence
Understanding that objects persist out 
of view
Abstract representation of 
events
Representing event categories like taking a 
bath Representation of 
sequences of events
Representing sequences like 
assembling a puzzle
Concepts and categories (not 
based on perceptual features)
- Forming categories like fish and dolphins
- Forming hierarchies of categories
Numerical abilities
Counting, understanding that size, color, 
etc. is irrelevant to number, telling which 
group contains more objects Causal reasoning
Understanding that causes precede 
effects
Logic and experiment
Abstract induction and deduction
Logical operations on 
mental representations
Can perform logical operations  on it?s 
mental representations, but initially 
only in the presence of actual objects
Understanding of reciprocity 
of relationships, seriation
There is a growing understanding of the 
reciprocity of relationships (knowing that 
3+1 is the same as 5-1) and seriation 
(arranging objects in order, e.g. size). Advanced abstract 
thinking
The agent can manipulate concepts, 
ideas and propositions
Reasoning based solely on 
verbal statements
The agent can receive and solve a 
complicated task using only text 
input/output channels. Hypothetical reasoning
The agent can consider what could be 
as well as what actually is
Advanced mirroring of 
humans
Building a mental model of a human 
being and of human society. Being 
able to understand a human based on 
her behaviour.
Advanced ethics
In-depth understanding of human 
society, human ethics and morale. 
Being able to reason about 
complicated ethical problems in a 
same or similar way that humans do.
Advanced studying 
techniques
Using any and all available learning 
materials intended for humans. Finding 
and using more efficient learning 
techniques that suit the agent.
Solving technical and 
scientific problems
Solving problems that require complex 
analytical, technical or scientific 
reasoning. Solving problems that 
require human interaction 
and soft skills
For example, serving a customer in a 
shop, providing technical support, but 
also advanced problems like taking 
care of a child.
General 
AI
Learning milestone.
A human check of agent's 
learned skills is done here
Start of 
learning of skills
Check
L
Digits classification
Classify MNIST digits
doc
L
Seaching for identical objects
Perform action when two identical objects appear
in a noisy environment
doc
L
- short/long-term memory
Escaping a maze
Reach target avoiding obstacles, 
target is at an unknown position
doc
Learning milestone.
A human check of agent's 
learned skills is done here
Learning milestone.
A human check of agent's 
learned skills is done here
Learning milestone.
A human check of agent's 
learned skills is done here
Learning milestone.
A human check of agent's 
learned skills is done here
STRATEGY
There are multiple strategies for creation of a curriculum that should teach an agent skills 
necessary for reaching the level of human-level AI. Three most obvious strategies are:
1. Decompose a target task (top-down development).
2. Start with primitive tasks, find incremental improvements (bottom-up development).
3. Take inspiration from existing development trajectories (biological evolution, human 
cognitive development, existing artificial systems).
QUALITY CRITERIA
The quality criteria shown below are a work in progress. We are trying to formalize their 
currently intuitive wording.
Learning tasks in the curriculum should be useful. A task (skill) is useful if it
1. has been defined (axiomatically, by the curriculum roadmap developer) as useful, or
2. can help the agent solve (acquire) a useful task (skill).
Learning tasks should not be redundant. A learning task is redundant if it is not useful or if 
it is similar to another learning task already in the curriculum. We assume two tasks A and 
B are similar if an extension of a hypothetical solver of task A for task B is trivial. Note that 
this definition of similarity depends on the learning capacity of the agent - for a more 
capable agent, more tasks will be similar.
The curriculum should not contain gaps. A gap exists between two learning tasks A and B 
if there is a task C such that C is useful for solving B and it is not similar to A.
Last but not least, the learning tasks in the curriculum should be defined with as much 
precision as possible. The tasks shown here are therefore accompanied by documents 
that explain the tasks in detail.
CU
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NThe learning tasks presented here expect a single agent with a single interface, which 
learns to solve the first learning task, then the next learning task and so on. The agent is 
not manipulated between the learning tasks. 
The learning tasks are generative. Instead of relying on a fixed dataset (with some 
exceptions, e.g. MNIST classification), they generate samples on the fly during the 
training.
The generative nature of the tasks means that the success criterion of the evaluation of 
agent's performance cannot be its accuracy on the whole dataset. Instead, we propose to 
track agent's performance on last n samples of the training for some task-specific n. Once 
agent's performance on this fixed window exceeds a given threshold, the learning task is 
declared to be solved. 
The time needed for solving a task is important of course - given unlimited time, even a 
randomly acting agent would solve any task under the above success criterion. Because 
of this, the researchers can limit the maximum number of samples a task will provide to 
the agent before the task is declared to be failed.
A very detailed account on task evaluation that we intend to draw inspiration from in the 
next iterations of the roadmap can be found in [5].
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This is the GoodAI Agent Development Roadmap, which consists of two major components: an architecture roadmap and a curriculum roadmap. The architecture roadmap describes 
how we intend to build and code a system capable of becoming of a general artificial intelligence (AI). The curriculum roadmap describes how we intend to teach and test this system to 
become a general AI. The architecture roadmap is currently a work in progress; this document shows a list of requirements on the architecture rather than a design plan of the architecture. 
The curriculum roadmap is described in more details below.
Most of this document is a visualization of a curriculum roadmap (curriculum) that contains learning tasks. Solving these tasks helps the agent accumulate skills in a gradual and guided 
way and eventually reach human level general AI. This curriculum roadmap is an example of a curriculum that we are developing to be used internally at GoodAI for prototyping and 
testing our architectures. It is not to be used as an optimal guide or a general recipe for achieving general AI. Its primary short-term purpose is to verify and test the graduality of the 
learning ability of an agent. Its primary long-term purpose is to teach the agent skills necessary for reaching general AI. This particular curriculum serves to test one concrete architecture. 
We expect that within a few months, the learning tasks and their order will change. Another group of researchers might prefer a different curriculum. 
This curriculum is currently loosely inspired by human developmental stages, such as proposed by Piaget [3]. Its learning purpose is the effective guidance through the problem solution 
search landscape. Gaps between tasks are designed to be small, yet effective, aiming to reach the target of general AI faster. 
There are two complementary documents to this roadmap. First, a framework document that describes the main principles and ideas that underlie our search for general AI [1]. Second, a 
"building curricula" document [2] (work in progress), which outlines how one should design, implement and test a curriculum as part of a process of developing general AI. Intrinsic 
properties shown in the first stage below are addressed in the architecture roadmap. Their implementation does not change in the curriculum roadmap phase.
Marek Rosa, Martin Poliak, Jan Feyereisl, Simon Andersson, Michal Vlasak, 
Martin Stransky, Orest Sota and The GoodAI Collective
marek.rosa@goodai.com, martin.poliak@goodai.com, jan.feyereisl@goodai.com,
simon.andersson@goodai.com, michal.vlasak@goodai.com, 
martin.stransky@goodai.com, orest.sota@goodai.com
 GoodAI, Prague, Czech Republic
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Simulated 2D Continuous 
Environment
Simulated 3D Continuous
Environment
Realistic artificial environments.
Online learning materials and tests 
intended for humans.
Real world videos / interaction.
Real world interaction.
Welcome to the
REAL WORLD
Admission Tests
An architecture-specific set of tests to preliminarily validate the presence of all necessary intrinsic properties. Failure of 
such tests signifies the inability to gradually learn and retain knowledge, necessary to progress through the below 
curriculum. Success of such tests means the intrinsic properties may be present, but a confirmation will come from a 
sucessful progress through the below curriculum.
Memory: Short, Long, 
Episodic, Semantic
The ability to retain information.
Short-term memory (STM): Memory of the recent past, relevant to the 
current state of the world.
Long-term memory (LTM): Memory of indefinite duration that constitutes 
the agent's model of the world. LTM includes episodic and semantic 
memory.
Episodic memory: Memory of sequences of agent states, including 
perceptions, rewards, and the agent's internal states.
Semantic memory: Memory of general facts, independent of the 
spatio-temporal context in which it was acquired
 Measure Uncertainity 
+ Confidence
The measure involves having a Confidence or Uncertainty score that 
represents the absolute or relative (=relative to the current context) level 
of knowledge about the world or a particular subject. This 
measure/estimate is supposed to be updated while interacting with the 
environment.
Perceptual 
Consistency
The ability to understand that some features of the world didn't actually 
change even if the perception seem to suggest otherwise because of 
changes in, for example, FOV, FOF, relative orientation, distance between 
the agent and the object or noise.
Gradual learning denotes the ability to acquire structured knowledge in a 
progressive fashion. It focuses on learning knowledge that can be acquired in an 
easier way when some specific previous knowledge is present. It can be seen as 
a combination of compositional, additive and online/incremental learning.
It is assumed that the training data is presented in several phases. Additionally, 
gradual learning should facilitate debugging because it is compatible with the 
human type of learning.
Gradual Learning
Compositional 
Learning
Compositional learning is the act of unifying two or more previously facts/pieces 
of knowledge in order to produce a new hypothesis which may help in the 
learning of the task at hand. In doing this, it creates heterarchies of knowledge 
with correct (relative to the input data) hypotheses built upon one another. 
Compositional learning is an important component of gradual learning
Online Learning
Online (or incremental) learning is a learning methodology wherein the learning 
examples arrive sequentially, and the learner adjusts its parameters after each 
example. This is contrary to batch learning which gives the agent a number of 
examples at the same time and averages their adjustments.
Additive Learning
Given two disparate tasks A and B, an additive learner is able to learn to perform 
task A, then task B without degradation of its accuracy on task A. In an 
incremental learning (or online learning) setting, an additive learner should be 
able to recognise which examples are relevant for the learning of new tasks such 
that they do not ?untrain? previously learned tasks for the sake of the new 
examples.
One-Shot 
Learning
The one-shot learning aims to learn information about the input data from one 
single instance of the training data (or from just a few), for instance by finding an 
analogy and then using transfer learning. It is assumed that there is some 
pre-training involved.
Learning to Learn
Learning to learn denotes the ability to create and improve an internal mechanism 
that allows learning and increases efficiency of learning. The ability is recursive - it 
can change and improve itself.
Generalization
The ability to extract a general rule or concept from specific cases / examples. The 
extracted rule or concept can then be correctly applied to cases not seen before.
Analogical 
Reasoning
Analogy: An analogy is a mapping between concepts in different domains that 
helps knowledge transfer.
Analogical reasoning is an ability to find, understand and use analogies.
Knowledge 
Transfer
The ability to take knowledge extracted from one domain and successfully apply it 
to other domains.
Take actions
The ability of the agent to affect the state of the environment (for example by 
activating actuators) to achieve its goals.
Guided Learning
Guided learning denotes the concept of a teacher that decreases the complexity 
of learning of the agent by choosing specific environments and specific goals and 
their particular order. The teacher chooses an order of environments and goals to 
narrow down the space to be explored by the agent during learning.
Puppet Learning
The type of learning consists of having a teacher (which can be a program or a 
human) take the correct actions on the behalf of the agent, in order to increase the 
speed of learning by having the agent experience the salient steps faster. A 
possible advantage here is that the teacher saves the agent time by avoiding many 
of the bad moves the agent would have initially chosen due to not having a clue 
about the environment, so the teacher can be seen as helping reduce the amount 
of examples that are needed to reach the optimal internal model.
Supervised 
Learning
The agent receives a set of labeled examples as training data and makes label 
predictions for previously unseen examples.
Unsupervised 
Learning
Unsupervised Learning is an ability to retrieve knowledge from input data. 
Unsupervised learning requires that some (hidden, implicit) objective function (e.g. short term prediction, discrimination, reconstruction) is imprinted in the 
learning rules of the unsupervised learner.
Reinforcement 
Learning
Reinforcement Learning (RL) denotes the ability of the agent to learn from the 
sparse consequences of its actions, rather than from being explicitly taught, and it 
assumes that the concept of reward (and maximizing future reward) is one of the 
main motivations of the agent. This makes it select its actions on basis of its past 
experiences (exploitation) and also by new choices (exploration). This process 
can also be seen as a form of trial and error learning.
Predictions
The ability to apply learned knowledge to forecast future state on multiple levels in 
the architecture in the succeeding time-steps or in some point in the future life of 
the agent. Multiple different states with different confidence may be predicted at 
the same time. Making a prediction is related to reconstruction of temporal 
patterns. A prediction can be seen as a special form of a hypothesis.
Pattern Detection
The ability to detect a regularity that repeats spatially or temporally in the training 
data.
Pattern 
Reconstruction
The ability to reconstruct a pattern given partial data. The reconstruction should 
fill the missing part of the data based on previously discovered regularities that 
repeat spatially or temporally in the training data.
Anomaly 
Detection
Given a known regularity (pattern) that repeats spatially or temporally in the 
training data, anomaly/novelty detection is an ability to detect irregularities that 
interfere with the pattern in the training data.
Altering 
Knowledge
Altering knowledge denotes the ability of the agent to change the current 
understanding of a particular subject when the environment (which can be seen 
as the training data) provides evidence against the agent?s current understanding 
of the subject in consideration. 
In other words, if an agent holds a belief (hypothesis) and this later proves to be 
wrong, it will alter or remove this hypothesis.
Behaviours 
Internal
Regularities and patterns in sequences of actions give emergence to behaviours. 
Internal behaviours map the internal state to the next internal activity. 
Behaviours 
External
Regularities and patterns in sequences of actions give emergence to behaviours. 
External behaviours map the internal state to the next action. 
Processing 
Sequences
Ability to efficiently process (receive, store, recall) knowledge in (long) sequences.
The distance between events in sequences is not fixed, it may vary and may be 
large.
The Agent Architecture Roadmap is a work in progress. Instead of a concrete guide, we are showing the list of requirements (intrinsic 
properties) that a viable architecture needs to meet.
We are inventing various prototypes of architectures and they are changing rapidly. It is too early to display them here.
K
EY
- The diagram below describes a curriculum for development of general AI, using a bottom-up approach. It shows learning tasks the AI has to solve on its way to general AI.
- On the vertical axis, the curriculum progresses from top (initial state) to bottom (fully developed). Lines connect learning tasks that depend on each other.
- The horizontal axis has no meaning and imposes no ordering. The learning tasks can be solved in any order unless there is a dependency between them.
- There is a box in the top part of the roadmap that lists intrinsic properties that need to be hardcoded into the general AI. 
- Some of the intrinsic properties are mandatory from the very beginning of the training, as defined by the requirements of the first learning task.
- The learning process expects the same agent instance throughout learning, with same inputs and outputs for all tasks. The environment for the agent may change, but not 
within a single learning phase. 
READING TIPS:
- Read from top to bottom. Learning tasks at the top are simpler, learning tasks further down are harder and require solutions to the simpler connected learning tasks as a prerequisite.
- The learning tasks listed in these curricula are compositional - the more complex a learning task is, the more it benefits from the solutions to simpler learning tasks.
- During training the agent is expected to accumulate skills that build on top of each other. 
= Useful learning task
Check = A manual (teacher-driven) test and also an automated 
check of the system. Allows ensuring that agent learns 
gradually, additively and generalizes meaningfully, rather than 
exploits curriculum in undesirable ways (can be inserted after 
any learning task.)
= An end of a large learning phase. 
Includes a human check of agent's performance.
= Architecture-specific learning task or a 
redundant learning task
= Useful language learning task Learning task nameTask description: we will teach the AI to solve 
this learning task and / or test if it can solve it.
learning task illustration
- Intrinsic properties tested for the first time 
dependencies on
previous learning tasks
HC = Learning task testing a hard-coded skill 
   or a part of a hard-coded intrinsic property
L = Learning task teaching a learned skill
Common / Shared Output
e.g. encoding of keyboard + mouse
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DISCONTINUOUS
2D WORLD 
CONTINUOUS
2D TOYWORLD
CONTINUOUS 
3D TOYWORLD
SPACE 
ENGINEERS
MEDIEVAL 
ENGINEERS
A simplistic discontinuous 2D environment.The transition 
between tasks can be discontinuous and arbitrary, which is 
more suitable for an initial evaluation/improvement of the 
agent and its intrinsic properties.
A simplistic continuous 2D environment, grounded within a 
common world. Unlike the previous world, where transition 
between tasks can be discontinuous and arbitrary, 
ToyWorld ensures continuity of perception, physical laws 
and any other phenomena present in any task.
A 3D version of ToyWorld, suitable for presenting the 3D 
versions of learning tasks previously taught in the 2D 
environment.
A complex high-resolution 3D world, mimicking the 
real-world to a significantly higher degree of accuracy than 
ToyWorld. Visually approaching photorealistic input, with 
advanced physics and complex interactions and scenarios. 
Instead of describing a particular architecture, below we outline a set of properties 
(intrinsic properties / skills) that we deem essential for an architecture to have before 
any meaningful learning can begin.
The order of intrinsic properties / skills is not given and may not be even possible.
The essential property of an architecture and its intrinsic properties / skills is the ability 
to gradually learn and acquire skills through curriculum learning.
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- An intrinsic property is a skill/ability that we believe needs to be hard-coded in the agent.
- During training, no intrinsic properties are added; they are all pre-programmed.
- In humans, intrinsic properties would correspond to the DNA - a set of predispositions for 
learning and development.
- The intrinsic properties are not clearly separated; at this point it is not possible to say where 
exactly one intrinsic property begins and another ends.
- The most important intrinsic property is Gradual Learning.
Gradual Learning and Guided Learning are necessary for a (gradual) 
accumulation of learned skills, where one skill builds on top of another. 
N
O
TE
S
GOALS, RESOURCES and TIME
An actor (agent) receives a goal from a higher level actor, and tries to accomplish that goal 
within provided resources, as fast as possible and with as little error (in goal) as possible.
When the actor doesn?t work on a specified goal, he is anticipating a future goal (based on 
his experience) and trying to prepare for time when actual goal arrives - by gaining more 
knowledge, resources, etc.
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I An implementation of a curriculum as a software suite gradually presenting consecutive tasks, evaluating agent's performance and providing feedback on agent's progress to a 
teacher /  to us developers. 
The school can be connected to different environments where agent's training can be 
tailored to its current capabilities.
INTRINSIC LEARNING SKILLS
INTRINSIC CORE SKILLS
Figure 5: Example Roadmap: best
viewed in color, on screen and with the
option to zoom in.
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