We propose a simple way to assess the quality of asymptotic approximations required for inference methods. Our assessment can detect problems when the asymptotic theory that justifies the inference method is invalid and/or the structure of the empirical application is far from "Asymptopia". Our assessment can be easily applied to a wide range of applications. We illustrate the use of our assessment for the case of stratified randomized experiments.
Introduction
The decision among different strategies for inference generally present important tradeoffs in terms of the assumptions under which different inference methods are valid, and the asymptotic approximations different methods rely on. As a concrete example, consider the decision about using a cluster robust variance estimator (CRVE). When we use CRVE, we allow errors to be correlated within cluster. However, inference based on CRVE is only asymptotically valid when the number of clusters -not the total number of observationsgoes to infinity. 1 This becomes even more subtle when we take into account that details such as variation in cluster sizes and the leverage of covariates directly impact the quality of such approximations (e.g., MacKinnon and Webb (2017) and Carter et al. (2017) ). Overall, it is not always obvious whether or not the asymptotic theory that an inference method relies on provides a reasonable approximation in a specific empirical application.
We propose a practical and very simple way to assess the quality of asymptotic approximations required for different inference methods in common empirical applications. The idea is to estimate the model under the null hypothesis, and generate simulations placing random draws of a random variable in place of the residuals. 2 For each simulation, we estimate the parameter of interest and conduct inference in the same way as we would do in the original data. Then we calculate the proportion of times in which the null would be rejected in a large number of simulations. By construction, the null hypothesis is valid given this sampling framework. Moreover, when we increase the number of simulations, this assessment converges in probability to the size of the test, conditional on the structure of the empirical application, and given the distribution of the errors assumed in the simulations.
Therefore, for an α-level test, we should expect a rejection rate of approximately α% in these simulations if the asymptotic theory that justifies the inference method provides a good ap-1 See, for example, Arellano (1987) , Carter et al. (2017) , Cameron and Miller (2015) , Hansen and Lee (2019) , Liang and Zeger (1986) , MacKinnon and Webb (2019b) , and Wooldridge (2003) .
2 Such random draws may simply be iid normal random variables. Another alternative is to sample with replacement from the distribution of the residuals. proximation given the structure of the empirical application. In contrast, we should expect significant distortions if such approximation is poor, meaning that the asymptotic theory is invalid and/or the structure of the empirical application is far from "Asymptopia". 3
While seemingly related to a bootstrap, the idea we propose is conceptually different.
Instead of trying to recover the distribution of the estimator using the bootstrap simulations, we use these simulations to assess whether an alternative inference procedure is reliable. To understand this difference, consider again the CRVE case. A cluster-residual bootstrap in this setting would provide valid asymptotic inference -when the number of clusters goes to infinity -under strong assumptions, including homoskedasticity. Instead of using, for example, the cluster-residual bootstrap simulations to recover the distribution of the estimator, our idea in this case would be to use these simulations to assess whether inference based on CRVE, which is asymptotically valid under weaker conditions, would be reliable in a given empirical application. Our assessment is also conceptually different from the idea of using bootstrap to calculate critical values, which would generally only be valid asymptotically. Rather, our idea is to inform about whether asymptotic approximations are reliable.
Importantly, this assessment is uninformative about the plausibility of assumptions on the structure of the errors that different inference methods rely on. If we consider again the CRVE case, the main assumption considered in the literature for such inference method is that errors can be correlated within clusters, but uncorrelated across clusters. 4 Our idea is to simulate a sampling framework such that the underlying assumptions for asymptotic validity of the inference method are valid. Therefore, by construction, this assessment would not inform about whether such assumptions are reasonable or not. Overall, we see this assessment as a first screening. If this assessment uncovers a rejection rate significantly larger 3 Leamer (2010) refers to "Asymptopia" as a place where "data are unlimited and estimates are consistent, where the laws of large numbers apply perfectly and where the full intricacies of the economy are completely revealed." 4 CRVE may also be asymptotically valid under alternative sets of assumptions. For example, Barrios et al. (2012) show that such procedure remains valid when there is between cluster correlations if the independent variable of interest is randomly assigned at the cluster level. than the level of the test, then this would be a strong indication that the inference method is not reliable for the specific empirical application, and the researcher should consider using an alternative inference method. However, if the assessment is close to α%, then this would not provide a definite indication that the inference method is reliable. In this case, the researcher would still have to justify that other assumptions/conditions that would not be captured by this assessment are reasonable for his/her empirical application.
We present this assessment in more details in Section 2, where we illustrate its use in stratified field experiments, with inference based on CRVE. In a recent paper, Chaisemartin and Ramirez-Cuellar (2019) consider the case of paired experiments where, for example, schools are matched into pairs, but data is at the student level. They show that CRVE at the school level can be severely downward biased, leading to substantial over-rejection under the null of no treatment effect. We show that our assessment would easily detect this problem. Therefore, if our assessment had been used in such applications, the problem with CRVE in this setting could have likely been uncovered decades earlier. Chaisemartin and Ramirez-Cuellar (2019) propose that standard errors should be clustered at the pair level in this setting. In this case, our assessment would indicate that the inference method is reliable when the number of clusters is large, but would detect a problem when there are only few clusters, so that the asymptotic approximation is poor. For this setting, Carter et al. (2017) derive an effective number of clusters statistic that is informative about how good the asymptotic approximation is. However, their assessment would not detect problems related to the estimation of the CRVE, which would be detected by our assessment. Moreover, our assessment is valid for a wider range of applications. We discuss in Section 3 alternative settings and other ways in which our assessment can be used. Section 4 concludes.
A simple way to assess inference methods
In order to make the exposition easier, we present our assessment in more detail for the case of a stratified field experiment, in which treatment effects are estimated using an OLS estimator with strata fixed effects, and inference is based on CRVE. The assessment we propose, however, is applicable to a much wider range of applications.
Consider a setting in which we have a total of N schools, and those schools are divided into S strata of G schools each, so N = G × S. For each strata, exactly half of the schools receive treatment, while the other half are assigned as controls. For simplicity, we assume that each school has n students. Let y igs be the outcome of student i, in school g, in strata s. We consider the model
where β is the treatment effect, which we assume for now is homogeneous, T g is an indicator variable for the treatment, and θ s are strata fixed effects. 5
A sensible approach in this setting is to estimate β using OLS regression of y igs on T g and strata fixed effects. It is well-known that one should take into account that the error term igs is likely correlated within schools. In this case, one could consider relying on CRVE at the school level. Chaisemartin and Ramirez-Cuellar (2019) show that inference based on CRVE at the school level in paired experiments (G = 2) using standard softwares can be severely downward biased, leading to over-rejection when the null is true. They recommend clustering at the strata level to solve this problem. In a general setting, in which G ≥ 2, we show that there is a trade-off between clustering at the school versus at the strata level. While clustering at the strata level corrects for this finite G problem, this means a fewer number of clusters to estimate the variance. We show that our assessment would detect the problem raised by Chaisemartin and Ramirez-Cuellar (2019) for the case of paired experiments. Moreover, it would be informative about which of the inference methods would be more reliable, if any, given the structure of the empirical application.
We first briefly review the results from Chaisemartin and Ramirez-Cuellar (2019), but for a setting with G ≥ 2. From Frisch-Waugh-Lovell theorem, it follows that the estimator for β considering an OLS regression of y igs on T g and strata fixed effects is the within estimator.
If we let I s1 (I s0 ) be the set of schools g in strata s that are treated (control), then the estimator with strata fixed effects is given bŷ
where¯ gs = 1 n n i=1 igs . Therefore, under standard assumptions on the errors, including uncorrelation across schools,
. If we have consistent estimators for σ 2 1 and σ 2 0 , then we can use those to provide asymptotically valid inference when S → ∞. Let
2 G I s1ˆ gs , whereˆ gs = 1 n n i=1ˆ igs , andˆ igs is the residual from the OLS regression. The problem raised by Chaisemartin and Ramirez-Cuellar (2019) for the case G = 2 is caused by the fact that, with fixed G,σ 2 1 will not be consistent for σ 2 1 when S → ∞.
The problem is that, for a treated school g in strata s,
The third and fourth terms in equation (4) comes from the fact that we are estimating the strata fixed effects, which generates an incidental parameter problem. In this case, we have that 
2×n−1 . Therefore, except for the case in which n = 1 (in which case cluster would not be necessary), the standard errors produced by such Stata command would be under-estimated, leading to over-rejection. This result for paired experiments was presented by Chaisemartin and Ramirez-Cuellar (2019) . Note that when G increases,σ 2 1 becomes closer to be consistent, and the Stata adjustment becomes closer to one, so that inference based on CRVE at the school level becomes asymptotically valid.
Chaisemartin and Ramirez-Cuellar (2019) suggest clustering at the strata level. This would work for any value of G (as S → ∞), because the CRVE in this case would estimate the variance of the linear combination of the errors 2 G g∈I s1¯ gs − 2 G g∈I s0¯ gs , which does not depend on the estimated fixed effects, so it circumvents the incidental parameter problem. The disadvantage in this case is that the asymptotic theory here relies on the number of strata going to infinity, implying that we need a large number of strata so that it becomes a good approximation.
Even if we consider a consistent estimator for the asymptotic variance, a test based on such standard errors would only be asymptotically valid when the number of clusters (S or N , depending on the level of the cluster) goes to infinity. Importantly, in more complex designs the number of clusters would not be the only relevant variable to determine whether such asymptotic approximation should be reliable. As explored by MacKinnon and Webb (2017) and Carter et al. (2017) , for example, such approximations become poorer when there are large variations in cluster sizes. See also the discussion from Conley and Taber (2011), Ferman and Pinto (2019) , and MacKinnon and Webb (2019a) for cases in which there is a large number of clusters, but there are only few treated clusters. Moreover, inclusion of covariates -in particular those that vary at the school level -effectively reduces the number of degrees of freedom for the estimation of the standard errors, implying that a larger number of clusters should be necessary so that such asymptotic approximations become reliable. This is related to the discussion on leverage, considered by Young (2018) .
Our assessment would be effective in determining whether, for this inference method, the asymptotic theory is correct and/or the number of clusters is large enough so that the asymptotic theory provides a reliable approximation. The idea is to estimate the model under the null, and then replace the residuals with another random variable. For example, we can simply consider random draws from iid N (0, 1) random variables. Alternatively, we could resample with replacement from the estimated residuals. Then we calculate the proportion of times such inference method would reject the null in a large number of simulations.
A step-by-step procedure to calculate our assessment is given by:
•
Step 1: estimate the model imposing the null hypothesis. In this example, we would estimate the OLS regression from equation (1) imposing that β = 0. We could also add covariates X igs in the regression.
•
Step 2: store the predicted values from the restricted regression in Step 1.
• Step 3: do B iterations of this step. In each step:
-Step 3.1: draw a random vector b from a chosen distribution, and put it in place of the residuals from Step 1. 6 In our example, we would generate y b igs by adding b igs to the predicted value of unit igs from Step 2.
-Step 3.2: estimate the unrestricted model with y b igs instead of y igs .
-Step 3.3: test the null hypothesis using the inference method that is being assessed. Store whether the null is rejected in this draw.
Step 4: our assessment for this inference method is given by the proportion of the B simulations in which the null is rejected.
Importantly, the data from the simulations in Step 3 is generated by a DGP such that the null hypothesis is valid, and that has the same empirical design -in this example, number of clusters, number of strata, number of observations, and covariates -as the real empirical application. The only difference may be in the distribution of the errors. By construction, when the number of simulations B goes to infinity, our assessment converges in probability to the size of a test based on such inference method, conditional on the empirical design, and given the distribution of the errors considered in the simulations. Note that, for this assessment, we can consider a number of simulations as large as we want. If we draw the errors from a distribution that satisfies the assumptions for asymptotic validity of the inference method, then we should expect a rejection rate close to α% for an α-level test if the test is asymptotically valid and such asymptotic theory provides a good approximation given the empirical design. In contrast, we should expect distortions in the assessment if the asymptotic theory is invalid and/or the asymptotic theory provides a poor approximation given the empirical design.
We present a simple Monte Carlo study to show that our assessment can be informative in this setting. We vary the total number of schools N ∈ {12, 20, 40, 100, 400}. In all cases, we set n = 10. In panel A of Table 1 , we consider the case in which schools are stratified in pairs. In column 1, we present our assessment if we consider for inference CRVE at the school level. We generate simulations with iid N (0, 1) random variables. When there are 12 schools, the assessment would detect an over-rejection of 23%. 7 This could reflect that the inference method is not asymptotically valid and/or the asymptotic approximation is poor given a research design with 12 schools divided in 6 strata. When we consider a setting with 400 schools, we still find a significant over-rejection, which is consistent with the theoretical result from Chaisemartin and Ramirez-Cuellar (2019) , showing that CRVE calculated in this Stata command is not asymptotically valid. Note that calculating the effective number of clusters as proposed by Carter et al. (2017) would not detect a problem, since the problem in this case is related to the way the CRVE is calculated.
In column 2 of Table 1 , we present our assessment when we consider inference based on CRVE at the strata level. In this case, we find over-rejection (10%) when there are 12 schools. However, when the number of schools increases, then our assessment becomes close to 5%. For example, it is 6% when there are 100 schools, and 5.11% when there are 400 schools. This is consistent with the fact that such inference procedure is asymptotically valid, but that 12 schools do not provide a large enough sample so that this asymptotic approximation becomes reliable.
In panel B, we consider a case in which the N schools are divided in S strata of G = 4 schools each. As expected, the assessment presents a lower over-rejection relative to the case of paired experiments when we consider CRVE at the school level. However, we still detect over-rejection even when N is very large. When we consider inference based on CRVE at the strata level, the assessment shows that such inference method is reliable when N is very large. However, it also detects a larger over-rejection for N ≤ 40 relative to the case with paired experiments. This is consistent with the intuition that, for a given N , the number of clusters is larger in paired experiments. Therefore, a larger N is necessary so that the asymptotic approximation becomes reliable when we consider G = 4. Finally, in panel C we present the case in which N schools are divided into S = 2 strata. In this case, our assessment detects that CRVE at the strata level becomes unreliable even when N is large, which is consistent with the fact that we have only two clusters to estimate the CRVE in this case. In contrast, our assessment suggests that inference based on CRVE at the school level is reliable in this case when we have N ≥ 40.
We also consider the case in which there are five school-level covariates in the model. For each (N, S, G) cell, we generate one single draw for such school-level covariates, and then proceed with the simulations to calculate our assessment conditional on this draw for the covariates. We present our assessments for the case with covariates in columns 3 and 4. In this case, the assessment detects that the inference methods that are asymptotically valid when N → ∞ (CRVE at the strata level in Panels A and B, and at the school level in Panel C) remain reliable when N is very large. However, it also detects that a larger N is necessary so that the inference methods remain reliable relative to the case without covariates. For example, when N = 20 in paired experiments, our assessment indicates an over-rejection of 7.4% for the case without covariates, but 27% for the case with covariates. As expected from the discussion above, our assessment detects a problem with the inference method regardless of the number of clusters when we consider an inference method that is not asymptotically valid (CRVE at the school level in Panels A and B, and at the strata level in Panel C).
The results presented in columns 3 and 4 from Table 1 are based on one single draw of the school-level covariates for each (N, S, G) cell. We consider now whether different draws of the covariates could lead to different assessments on the quality of the asymptotic approximation. For the setting (N, S, G) = (40, 20, 2), we consider the assessment for 100 different draws of the covariates. We present in Figure 1 the pdf of our assessment in this case. Our assessment indicates an over-rejection ranging from 10% to 16%, depending on the specific draw of the covariates. This variation in assessments is not simply generated by the fact that we are considering a finite number (10,000) of simulations in this case.
We can strongly reject the null hypothesis that the assessment is the same for all draws of covariates (p-value < 0.01). This shows that the number of schools and the number of school-level covariates are not sufficient to determine the finite-sample distortion we would have if we consider inference based on CRVE at the strata level. The particular draw of the school-level covariates will matter, as it would determine the amount of variation we still have for the treatment variable after we partial out the school-level covariates and the fixed effects. Our assessment will be informative about the specific empirical setting at hand, which includes the particular draw of the covariates. For the case of clustered standard errors, Carter et al. (2017) developed an effective number of clusters statistics. We present in Figure 2 .A the scatterplot of our assessment measure and the effective number of clusters.
The two measures are highly correlated (correlation coefficient of −0.75), showing that our assessment detects a more serious problem for inference exactly when the effective number of cluster is smaller. Importantly, the effective number of clusters proposed by Carter et al. (2017) does not detect a problem with standard errors clustered at the school level, which is detected by our assessment.
When we consider 100 draws of the covariates for the (N, S, G) = (400, 200, 2) scenario, then the assessment would be closer to 5%, and would be much less disperse (see Figure 1 ).
In this case, it would range from 5% to 6%, and we cannot reject the null that the assessment is the same for all draws of the covariates (p-value = 0.71). Therefore, most of the variation in the assessments in this setting comes from the fact that we consider only a finite number of simulations. While there is still variation across covariates draws, the number of effective clusters is always large, which implies that the assessment is close to 5% for all draws (see Figure 2 .B). This is consistent with the fact that a test based on CRVE at the strata level is asymptotically valid.
Importantly, as we consider by construction a distribution for the errors that satisfies the assumptions of the inference method, this assessment would obviously not detect violations of the inference method related to such specific assumptions. For example, in this setting, the assessment would be completely uninformative about the possibility of correlations across clusters. Moreover, the assessment provides the size of a test for a given distribution for the errors considered in the simulations. Of course, different choices for this distribution might potentially lead to different assessments, which would likely be different from the actual size of the test in the specific empirical application. We do not see that as a crucial problem for our assessment. Overall, this assessment should be considered as a first screening to evaluate whether an inference method is reliable. On the one hand, if we find large distortions when we consider simulations with, for example, simple iid N (0, 1) variables for the errors, then this should be a strong indicative that the inference method should not be used. Moreover, the fact that more complex structures for the errors could potentially give an assessment closer to α% should not provide a good excuse to rely on such inference method in this case.
On the other hand, if we do not find significant distortions, then we should still be aware that there may be potential problems with the inference method that would not be detected by such assessment.
In this particular example of stratified experiments, we assumed so far that treatment effect is homogeneous. If treatment effects are heterogeneous, then Abadie et al. (2017) and Bai et al. (2019) show that t-tests may be conservative. Importantly, if we consider a distribution for the errors as we did in our simulations, then our assessment would not be able to detect this problem with the inference method. This is because we are implicitly assuming homogeneous treatment effects in our simulations. Assuming other distributions for the errors would allow us to detect that the test may be conservative. However, we would not necessarily recommend that one should try our assessment with a wide variety of distributions for the errors. We stress that our assessment should be seen as a first screening for inference methods, and that it will generally not be able to detect all potential problems that inference methods may have.
3 Other applications and other ways to use the assessment While we present in Section 2 the ideas behind our assessment procedure in a specific setting with stratified field experiments, our assessment is applicable to a much wider range of applications. We present now a couple of other examples in which our assessment can be used.
Shift-share designs: Adao et al. (2010) propose an interesting way to estimate the standard errors in shift-share designs (e.g., Autor et al. (2013) ), that allows for states with similar shares to have correlated errors. They show that their standard errors are asymptotically valid when the number of sectors (shifters) goes to infinity, if the size of each sector becomes asymptotically negligible. However, it may not be trivial to determine whether such asymptotic theory -which depends not only on the number of sectors, but also on the relevance of each sector -provides a good approximation or not in a specific empirical application.
Differently from the case of clustered standard errors, there is no assessment -such as the number of effective clusters proposed by Carter et al. (2017) -to inform whether such asymptotic approximation is reliable in specific empirical applications. Our assessment can be informative about whether the inference method proposed by Adao et al. (2010) is reliable in this case.
Wild-cluster bootstrap: Canay et al. (2018) consider the properties of the wild bootstrap in an asymptotic framework such that the number of clusters is fixed, but the number of observations within clusters goes to infinity. They show that the method is asymptotically valid under assumptions on the errors and on the structure of the covariates, which include a kind of "cluster-homogeneity" assumption. In this setting, our assessment would be informative about whether the assumptions on the structure of the covariates -including such cluster-homogeneity assumption -are reasonable, although it would not be informative about the assumptions on the errors.
Matching estimators with few treated observations: Ferman (2019) considers the properties of matching estimators when the number of treated observations is small, but the number of control observations is large. He proposes two alternative inference methods based on the theory of randomization tests under approximate symmetry, that are asymptotically valid when the number of treated observations is fixed, and the number of control observations goes to infinity. One test is based on permutations, while the other one is based on sign changes. He shows that these tests may be too conservative if there are few group transformations. The number of group transformations will depend on the number of treated observations, the number of nearest neighbors used in the estimation, and the number of shared nearest neighbors across treated observations. If we consider a distribution for the outcome variable independent from the distribution of covariates, then these tests will al-ways have size lower or equal than α%. In this case, however, our assessment simulating such draws for the outcome variable (and holding constant the structure of the covariates) would be informative about whether these tests are conservative. Additionally, our assessment can be informative about whether the number of treated observations is large enough so that one could rely on the results from Abadie and Imbens (2006) for inference.
In addition to using our assessment to check whether different inference methods provide correct test size, our assessment can also be used to check the power of different tests against specific alternative hypotheses. In this case, one would first estimate the model imposing the alternative hypothesis, and then run simulations testing the null hypothesis. An important caveat is that, unless we consider in the simulations the true distribution for the errors, our assessment will generally not approximate the true power of the test against this alternative.
However, in a setting in which a researcher has more than one reliable method for inference, such assessment may be informative about which test should be used taking the power of the tests in our assessments into account.
Finally, in case our assessment detects a relevant over-rejection for a given inference method, it might be tempting to use the simulations to adjust the test so that it controls for size. For example, for the application considered in Section 2, one could use the B simulations to determine a new critical value so that the assessment would give a 5% rejection rate. We consider this strategy with caution. By construction, this strategy would generate a test with correct size if the distribution for the errors used in the simulations were correct. However, we will generally not be able to say anything about the true size of the test, as we have no guarantee that the distribution of the errors chosen for the simulations is the correct one. 8 In particular, it would not be possible to guarantee that the inference method in the empirical application would control for size even if we set the critical value so that it controls for size for a given distribution for the errors considered in the simulations.
Concluding remarks
We propose a simple way to assess whether inference methods are reliable in specific applications. Our assessment may detect whether the structure of empirical applications is well approximated by the asymptotic theory that justifies specific inference methods. If widely used by applied researchers, our assessment has the potential of substantially reducing the number of papers that are published based on misleading inference. As an example, the widespread use of our assessment could have prevented the large number of significant results that failed to prove significant in field experiments if we considered randomization tests, as uncovered by Young (2018) .
Our assessment can also detect cases in which the asymptotic theory is invalid. Therefore, we recommend that the use of our assessment should not be restricted to settings where the researcher believes the sample may not be large enough to justify the asymptotic approximation (e.g., when there are few clusters when we consider the use of CRVE). Rather, it should be used even when one has an arguably large sample, given that it can potentially detect problems in inference methods that remain even asymptotically. As an example, a widespread use of our procedure in paired experiments with a very large number of pairs could have detected the problem uncovered by Chaisemartin and Ramirez-Cuellar (2019) decades earlier, preventing a large numbers of published papers with misleading inference. Notes: this table presents the assessment of different inference methods in a stratified field experiment. We consider a 5% test. Treatment effect is estimated by OLS regression of the outcome variable on the treatment dummy and strata fixed effects for columns 1 and 2, and on the treatment dummy, strata fixed effects, and five school-level covariates in columns 3 and 4. Each line presents the assessment of the inference method for a given set (N, S, G), where each school has ten observations. Columns 1 and 3 consider the CRVE at the school level (Stata command areg command with the cluster(school) option), while columns 2 and 4 consider the CRVE at the strata level (Stata command xtreg with the fe option). For each cell, we fixed the covariates, and generate 10,000 simulations for the outcome variable from an iid normal distribution. We present in the table the proportion of simulations such that the null would be rejected for a given inference method. Columns 3 and 4 are derived based on a single realization of the five school-level covariates. Notes: This figure presents the pdf of the assessment for 100 different draws for the covariates. We calculate the assessment for the regression including fixed effects and covariates, with standard errors clustered at the strata level. For each of draw of the covariates, the assessment is calculated based on 10,000 simulations. We consider the scenarios (N, S, G) = (40, 20, 2) and (N, S, G) = (400, 200, 2). Notes: This figure presents scatterplots of our assessment and the effective number of clusters proposed by Carter et al. (2017) for 100 different draws for the covariates. We present information for standard errors clustered at the strata level and at the school level. We consider the scenarios (N, S, G) = (40, 20, 2) and (N, S, G) = (400, 200, 2).
