Let L, M be subspaces in IR n , dim L = l ≤ dim M = m. Then the principal angles between L and M ,
are given by,
where
are the corresponding pairs of principal vectors. We also define
cos θ i .
We study relations between the principal angles and the volume of a matrix A ∈ IR 
where 3) are the corresponding l pairs of principal vectors. Note that 4) and that if dim L = dim M = 1, θ 1 is the (nonobtuse) angle between the lines L and M . We also denote the product of principal sines, and the product of principal cosines, by sin{L, M } := sin θ 1 · · · sin θ l , (1.5) cos{L, M } := cos θ 1 · · · cos θ l , (1.6) Note that (1.5) and (1.6) are just notation, and not ordinary trigonometrical functions. In particular, sin
Principal angles were introduced by Afriat in his study [1] of the geometry of subspaces in IR n in terms of their orthogonal and oblique projectors. An important application of principal angles in Statistics is the canonical correlation theory of Hotelling [11] , see also [5] .
Principal angles and vectors generalize least squares solutions in the following sense: If dim L = 1, say L is the line spanned by the vector a, then the principal angle and vector between L and M are found by minimizing { a − y 2 : y ∈ M }.
Björck and Golub [3] used the singular value decomposition to compute the principal angles as follows:
be orthonormal bases for L and M respectively, and let 8) and
In this paper, we discuss some relations between principal angles and the matrix volume defined in [2] . In § 3, we express the principal cosines and principal sines in terms of the volume function. Principal angles allow us to "equalize" the Hadamard and Cauchy-Schwarz inequalities in § 4.
Preliminary results

Let IR
m×n r be the set of m × n matrices of rank r. The kdimensional volume of A ∈ IR m×n r , 0 < k ≤ r, is defined as
are the nonzero singular values of A. In particular, the rdimensional volume of A ∈ IR m×n r is called its volume, and denoted by vol A, [2] ,
or equivalently .
Principal angles and volume
The following lemma is used in the sequel.
Lemma 2 Let the columns of Q L ∈ IR n×l and Q M ∈ IR n×m be orthonormal bases for L and M respectively, and denote
Then the singular values of Q, in decreasing order, are
Proof. Since
Thus the eigenvalues of Q
n×m be orthonormal bases for L and M respectively, and denote
be the principal angles between L and M . Then
Proof. By Lemmas 1 and 2,
which, after some arithmetic calculations, prove (3.6) and (3.7). 2 The following theorem gives the analogous results in terms of the orthogonal projectors P L and P M on L and M respectively.
Theorem 2 Let P L and P M be the orthogonal projectors on L and M respectively,
and let
Thus U has orthonormal columns, and
The result follows from Theorem 1. 2 In applications to linear equations the subspaces are the null spaces of the coefficient matrices. Let
be two linear systems, with nonempty solution sets
Then the principal angles between S 1 and S 2 are the principal angles between L = N (A 1 ) and M = N (A 2 ). The respective projectors are
The following theorem suggests that instead of using P L and P M , we can use 
Hadamard and Cauchy-Schwarz equalities
Let a 1 , · · · , a m be a basis for M , and let L be 1-dimensional, say L =span{a} , where
where θ is the principal angle between a, M . For the general case, Afriat [1] gave the following "equalized" Hadamard inequality.
Lemma 3 Let
where sin{R(A 1 ), R(A 2 )} is the product of principal sines between R(A 1 ) and R(A 2 ), see (1.5). 2
In Lemma 3 the matrices A 1 , A 2 are of full column-rank. A further generalization of the Hadamard inequality is:
where the summation is over all n × (l + m) submatrices of rank l + m. Since every n × (l + m) submatrix of rank l + m has l columns A * J 1 from A 1 and m columns A * J 2 from A 2 , then
For a square matrix A, the above results imply:
2 ) be a square matrix, and
Now we "equalize" the Cauchy-Schwarz inequality.
where cos{R(B), R(C)} is the product of principal cosines between R(B) and R(C), see (1.6).
Proof. Let Q B and Q C be orthonormal bases for R(B) and R(C), respectively, so that,
This completes the proof.
2 Denote the set of strictly increasing sequences of k elements from 1, . . . , n, by An interesting interpretation of the determinants of maximal nonsingular submatrices is the following
for any J ∈ J (A). 
By Theorem 5 cos{R(A), IR
Note that for any I ∈ Q r,m , the ratio
of the choice of J ∈ J (A). 
and, by (4.7), where I c is the complement of I in {1, 2, . . . , m} . The equivalence of (4.9) and (4.10) is by cos{L, IR
see Theorem 3.
is the line spanned by (1, −2, 1) . The complement of I = {1, 2} is I c = {3}, and IR 
in agreement with (4.11) and Example 1.
where {C r (B), R(C r (C))} is the angle between the vector C r (B) and the subspace R(C r (C)).
Proof. Let the columns of E = (e 1 , · · · , e r ) and
be orthonormal bases for R(B) and R(C) respectively, and let
On the other hand, the columns of C r (E) and C r (F ) form orthonormal bases for C r (B) and R(C r (C)) respectively. Moreover, the singular value of C r (F )
By the same lemma,
We now use the above results (the equalized Hadamard and Cauchy-Schwarz inequalities) to equalize a determinantal inequality of Thompson.
Theorem 7
1 Let A ∈ IR kr×kr be partitioned as
(4.13)
Proof. We prove the case k = 2.
by Corollary 1. Now let
The general case k ≥ 2 is proved analogously. 2
Remark. If the denominator in (4.13) is zero, then the numerator is also zero. In this case, (4.13) is also valid if we let the ratio to be 1. Note that
and therefore
14)
The last equality follows from Theorem 6. If θ 1 , · · · , θ r are the principal angles between two subspaces L and M , then we always have
Thus from (4.14) and (4.15), we have
Therefore Theorem 7 implies the following inequalities of Davis [6] , Everitt [7] (k = 2) and Thompson [13] (k ≥ 2).
Corollary 4 Let a p.s.d. matrix A of order kr be partitioned as
Note that the class of range-Hermitian matrices includes normal matrices and nonsingular matrices. A good reference on range-Hermitian matrices is [12] . A characterization of range-Hermitian matrices follows. 
