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With increasingly complex engineering assets and tight economic requirements, asset reliability becomes more 
crucial in Engineering Asset Management (EAM). Improving the reliability of systems has always been a major 
aim of EAM. Reliability assessment using degradation data has become a significant approach to evaluate the 
reliability and safety of critical systems. Degradation data often provide more information than failure time data 
for assessing reliability and predicting the remnant life of systems. In general, degradation is the reduction in 
performance, reliability, and life span of assets. Many failure mechanisms can be traced to an underlying 
degradation process. Degradation phenomenon is a kind of stochastic process; therefore, it could be modelled in 
several approaches. Degradation modelling techniques have generated a great amount of research in reliability 
field. While degradation models play a significant role in reliability analysis, there are few review papers on that. 
This paper presents a review of the existing literature on commonly used degradation models in reliability 
analysis. The current research and developments in degradation models are reviewed and summarised in this 
paper. This study synthesises these models and classifies them in certain groups. Additionally, it attempts to 
identify the merits, limitations, and applications of each model. It provides potential applications of these 
degradation models in asset health and reliability prediction. 
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1 INTRODUCTION 
In current years, the research on prognostics and asset life prediction has enhanced in the field of Engineering Asset 
Management (EAM). One of essential tasks in EAM is the development of mathematical models that are capable to predict 
time-to-failure and the probability of failures to occur. In practical applications, an important requirement to estimate 
remaining useful life of assets is establishing their current state of degradation. Research shows that degradation measures 
often provide more information than failure time data to assess and predict the reliability of systems [1, 2]. In addition, 
degradation phenomenon is a kind of stochastic process; therefore, it could be modelled in several approaches. Hence, many 
prediction models have been developed regarding the concept of degradation. 
In general, degradation is the reduction in performance, reliability, and life span of assets. Most assets degrade as they age 
or deteriorate due to some factors that termed as covariates. Hence, reliability declines when assets degrade or deteriorate. 
Assets fail when their level of degradation reaches a specified failure threshold. However, what threshold should be and how it 
should be specified has not been made clear yet [3]. There are a number of literature and research on degradation modelling 
and reliability assessment using degradation data; however, few summary reviews on degradation models exist. Singpurwalla 
[4] reviews the degradation models with covariates when the environment is dynamic. Van Noortwijk [5] surveys the 
application of Gamma processes in maintenance, as well as reviews some degradation models in reliability. Meeker and 
Escobar [1] reviews several aspects of modelling for degradation data and the connections and differences between 
degradation models and failure time models. Ma [6] discusses the requirement for a new paradigm shift in condition 
monitoring research for modern EAM and reviews some degradation modelling techniques. 
This paper is a review of degradation models in reliability analysis. In this paper, degradation models are classified in 
certain groups. Comments on their merits and limitations are provided. Applications of each model are also presented. This 
review paper provides the potential applications of these models in asset health and reliability prediction. The reminder of this 
 paper is organised as follows. Section 2 classifies degradation models into two major groups and explains them in more details. 
It then discusses the merits and limitations of each model. Section 3 provides comments on the potential applications of these 
models. Section 4 presents the conclusion of this paper. 
2 DEGRADATION MODELS IN RELIABILITY ANALYSIS 
A variety of classification schemes for failure modes have been published. A failure can be produced by different causes 
that can be classified either as internal or external [7-12]. Internal failures occur due to the inner structure of systems (e.g. 
ageing and quality of materials). External failures often occur due to the environmental conditions in which systems operate 
(e.g. vibrations, humidity, and pollution). Generally, failures can be divided into two groups: 
 The failure that may be predicted by one or several condition monitoring indicators. This failure is referred to as a 
gradual failure. It also called soft (or degradation) failure. 
 The failure whose probability is completely random. The failure cannot be predicted by either condition monitoring 
indicators or by measuring the age of the asset. The asset ceases to function without any indication. This kind of 
failure is referred to as a sudden failure. It is also termed as hard failure. 
 
Many failure mechanisms can be traced to an underlying  degradation process [13]. In general, degradation process is the 
reduction in performance and reliability of assets. Figure 1 
illustrates the basic notion in degradation models. This notion is 
that assets fail when their levels of degradation hit a specified 
failure threshold [14]. There are two type of degradation: natural 
and forced degradation [15, 16]. Natural degradation is age or 
time-dependent. The term ageing refers to an internal process in 
systems where gradual degradation occurs, thus it brings the 
systems closer to failure. However, forced degradation that is 
external to systems, where its loading gradually increases                                                               
in response to increased demand so that a point is reached beyond 
which the systems can no longer safely carry the load. 
           Figure 1: The degradation process 𝐖(𝐭) 
 
Degradation models represent the underlying prognostics. There are different classifications for prognostic approaches in 
the literature [6, 17-27]. In general, these approaches can be classified into four main groups: experienced-based approaches, 
model-based approaches, knowledge-based approaches, and data-driven approaches. This paper does not attempt to review 
these approaches in detail as they are not the main focus of this paper. Amongst these approaches, model-based approaches and 
data-driven approaches are two typical approaches that can use degradation data for reliability assessment. Knowledge-based 
approaches can also be used in prognostics when combined with other approaches, e.g., with data-driven approaches. Table 1 
provides a discussion about the merits, limitations, and applications of some typical models amongst these three approaches. 
Experienced-based approaches are the simplest form of fault prognostics as they require less detailed information than 
other prognostic approaches. These approaches are based on the distribution of event records of a population of identical items. 
Many traditional reliability approaches such as Exponential, Weibull, and Log-Normal distributions have been used to model 
asset reliability. The most popular approach amongst them is the Weibull distribution due to its ability to conduct different 
types of behaviour including infant mortality and wear-out in the bathtub-tube curve [28]. In practical applications, 
experienced-based approaches can be implemented when historical repair and failure data are available. These approaches do 
not consider the failure indication (degradation) of an asset when predicting asset life. 
Model-based approaches usually use mathematical dynamic models for an asset being monitored. These approaches can 
fall into physics-based models and statistical models [19, 20, 29-31]. Crack growth modelling is a common physics-based 
model. In such critical systems as aircraft and industrial and manufacturing processes, defect (e.g. cracks and anomalies) 
initiation and propagation must be estimated for effective fault prognostic [32]. Statistical models are developed from collected 
input/output data and as such might not account for conditions that have not been recorded and thus not included into the 
models. A common statistical model is Kalman/particle filtering. It employs a state dynamic model and a measurement model 
by using Bayesian estimation technique to predict the posterior probability density function of the state, that is, to predict the 
time evolution of a fault or fatigue damage. It avoids the linearity and Gaussian noise assumption of Kalman filtering and 
provides a robust framework for long-term prognostics while accounting effectively for uncertainties. 
Knowledge-based approaches are suitable for solving problems usually solved by human specialists. Compared to model-
based approaches, these approaches require no models so it appears to be promising [20]. These approaches are employed 
where accurate mathematical models are difficult in real-world, or limitations of using model-based approaches become 
significant [refer to table 1]. Two typical examples of knowledge-based approaches are expert systems and fuzzy logic systems 
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 [20, 25]. Expert systems are one of the major playing fields of artificial intelligence and they have traditionally been used for 
fault diagnostics. Currently, expert systems begin to be used in the area of fault prognostics. The process of building expert 
systems includes knowledge acquisition, knowledge representation, verification and validation of prototypes. Rule-based 
expert systems are useful in encapsulating explicit knowledge from experts [25, 33]. Generally, rules are expressed in form IF 
condition and THEN consequence [34]. Fuzzy logic provides a robust mathematical framework for dealing with real-world 
imprecision and non-statistical uncertainty. Fuzzy logic can model system behaviour in the continuum mathematics of fuzzy 
sets rather than with traditional discrete values. Coupled with extensive simulation, it offers a reasonable compromise between 
rigorous analytical modelling and purely qualitative simulation. Generally, the application of fuzzy logic approach in 
prognostics is usually incorporated with other techniques such as expert systems or neural networks. 
Data-driven approaches are based upon statistical and learning techniques which come from the theory of pattern 
recognition. These range from multivariate statistical methods (e.g. static and dynamic principle components analysis, linear 
and quadratic discriminations, partial least squares, and canonical variate analysis) to black-box methods based on neural 
networks (e.g. probability neural networks, decision trees, multi-layer perceptrons, radial basis functions and learning vector 
quantization, graphical models (e.g. Bayesian networks, hidden Markov model), self organising feature maps, filters, 
autoregressive models) [20, 26]. Amongst them, Neural Networks (NNs) and Hidden Markov Models (HMMs) are two typical 
approaches, which are widely applied in prognostics [35, 36]. 
Table 1: Merits and limitations of prognostic approaches 
Merits Limitations 
Model-based approaches (i.e. physics-based models and statistical models) 
 Model-based approaches apply to prognostics in different 
ways (e.g. derive the explicit relationship between the 
condition variables and the lifetimes via mechanistic 
modelling) 
 These approaches provide a technically comprehensive 
method that has been used traditionally to understand 
component failure mode progression 
 These approaches provide a means to calculate the 
damage to critical components as a function of operating 
conditions 
 These approaches generally require less data than data-
driven approaches 
 By integrating physical and stochastic modelling 
techniques, the output model can be used to evaluate the 
distribution of remaining useful component life as a 
function of uncertainties in component strength/stress 
properties, loading 
 Physics-based models may be the most suitable approach 
for cost-justified applications in which accuracy 
outweighs most other factors 
 These approaches require a specific mechanistic 
knowledge and theory relevant to the monitored asset 
 Model-based approaches need much assumptions 
about system and its operating conditions 
 Physics-based models require the estimation of 
various physics parameters 
 Physics-based models might not be the most practical 
solution since the fault type in question is often unique 
from component to component and is hard to be 
identified without interrupting operation 
Knowledge-based approaches (e.g. expert systems and fuzzy logic systems) 
 These approaches are suitable for solving problems 
usually solved by human specialist 
 These approaches used where accurate mathematical 
models is usually difficult to build, as well as limitations 
of model-based approaches 
 These approaches require no models compared with 
model-based approaches 
 Expert systems are successfully applied to fault 
prognostic application 
 Expert systems can be applied in diagnosing and 
monitoring problems, selecting facilities configurations, 
planning for predictive maintenance and refurbishment, 
capturing and transferring expertise 
 Expert systems are able to continuously monitor the 
condition of a system and make expert decisions 
 Expert systems require less programming and training 
than neural networks 
 In the expert systems technique, both obtaining 
domain knowledge and converting it to rules are 
difficult and need certain skills 
 Expert systems cannot handle new situations not 
covered explicitly in its knowledge bases 
 In the expert systems technique, computational 
problems increase by dramatically increasing the 
number of rules 
 In the expert systems technique, it is simple to make 
changes to the knowledge base, as a result it is easy to 
introduce errors into the expert system 
 Since expert systems are modelled after actual human 
experts, there might be inherent flaws in the 
knowledge base of the expert system if the expert’s 
logic is flawed 
 In order for an expert system to be built , the situation 
must already have been dealt with and encountered by 
 Merits Limitations 
 Expert systems are automated built-in test systems, which 
make use of IF-THEN rules to make a decision, thus they 
can replace a human expert’s decision-making 
responsibility 
 Rule-based expert systems are useful in encapsulating 
explicit knowledge from experts 
 Expert systems can be built not only hard-and-fast IF-
THEN rules, but also fuzzy logic (uncertain/unclear IF-
THEN rules) 
 Fuzzy logic provides a very human-like and intuitive way 
of representing and reasoning with incomplete and 
inaccurate information 
 Fuzzy logic provides a robust mathematical framework 
for dealing with real-world imprecision and non-
statistical uncertainty 
 Fuzzy logic can model system behaviour in the 
continuum mathematics of fuzzy sets rather than with 
traditional discrete values, coupled with extensive 
simulation, thus offers a reasonable compromise between 
rigorous analytical modelling and purely qualitative 
simulation 
human experts 
 Expert systems normally do not incorporate economic 
analysis in their decisions 
 Fuzzy logic lacks capabilities of learning and have no 
memory 
 Fuzzy logic determines good membership functions; 
however, fuzzy rules are not always easy 
 Fuzzy logic cannot applied in prognostics without 
incorporating with other techniques such as expert 
systems or neural networks 
Data-driven approaches (e.g. Neural Networks (NNs) and Hidden Markov model (HMM)) 
 NNs have gained significant progress in the field of 
prognostics 
 Both static and dynamic NNs approaches are available 
 NNs make much fewer assumptions about the system and 
its operating conditions 
 NNs are processors that have the ability to acquire 
knowledge through a learning process and then store this 
knowledge by connectors or synaptic link 
 NNs are useful in condition monitoring due to they can 
learn the system’s normal operating conditions and 
determine if incoming signals are significantly different 
 NNs are useful approach when enough training data are 
available 
 NNs provide desired outputs directly if it using well-
established algorithms 
 NNs are useful approach when the condition monitoring 
process has some notable imprecision 
 NNs are adaptable and dynamic 
 NNs are highly nonlinear and in some cases are capable 
of producing better approximations than multiple 
regression 
 NNs are useful approach when hard-and-fast rules (such 
as those, which applied in expert systems) cannot easily 
be applied, so this neural network is Fuzzy Neural 
Networks (FNNs) 
  NNs perform at least as good as the best traditional 
statistical methods without requiring untenable 
distributional assumptions 
 NNs capture complex phenomenon without a priori 
knowledge 
 HMM has some distinct characteristics that are not 
possessed by some traditional methods 
 HMM reflects both the randomness of asset behaviours 
and reveals its hidden state change processes 
 HMM has a strong constructed theoretical basis and easy 
 NNs are difficult approaches for developers to fit 
domain knowledge into neural networks in practical 
applications 
 The main limitation of NNs is the lack of 
transparency, or rather the lack of documentation on 
how decisions are reached in a trained network 
 NNs are black box methods, so it is very difficult for 
developers to have physical explanations of NNs 
outputs 
 NNs approaches usually need simulation 
 There are no methods for training NNs that can 
magically create information that is not contained in 
the training data 
 Training data must be representative of all conditions 
of an asset in order for NNs to successfully be used in 
smart condition monitoring 
 NNs have longer training times compared to expert 
systems 
 A NNs decision engine has the ability to adapt with 
incoming signal inputs, so if the incoming signals are 
drifting, the NNs may adapt and view this drift as 
normal, when this drift is a sign of an out-of-control 
process, which referred to as over-fitting 
 In NNs approaches, when a drift is introduced into a 
variable, it impacts the estimate of a different 
variable. This can make NNs seem as if many signals 
are drifting, while just one signal is actually drifting 
 HMM is assumed that successive system behaviour 
observations are independent 
 In HMM, Markov assumption itself that the 
probability in a given state at time 𝑡 only depends on 
the state at time 𝑡 − 1 is clearly untenable in practical 
applications 
 HMM has difficulty in relating the defined health 
state change point to the actual defect progression 
 Merits Limitations 
to realise in software since it is often impractical to physically observe a 
defect in an operating unit 
 HMM does not present temporal structure adequately 
since its state durations follow an exponential 
distribution 
 HMM generates a single observation for each state 
The fundamental research about the life of an asset is to predict how much time is left before a failure occurs given the 
current asset condition and past operation profile. The time left before observing a failure is usually termed as Remaining 
Useful Life (RUL) [17]. In some industry applications, especially when a failure is catastrophic (e.g. in nuclear power plants, 
airplanes, bridges, dams), it would be more imperative to predict the chance that an asset operates without a failure up to some 
future time (e.g. next inspection time) or a specified failure threshold given the current asset condition and past operation 
profile. Degradation models are one of the suitable approaches to deal with this type of prediction. 
Reliability prediction based on degradation modelling can be an efficient method to evaluate reliability of systems when 
observations of failures are rare. Current research shows that there has been an increasing interest in application of degradation 
models in reliability prediction. Moreover, it illustrates that significant progress has been achieved in applications of 
degradation models in various industrial areas. Degradation models in reliability analysis can potentially be grouped as per 
Figure 2. Each model is discussed in the following sub-sections. 
 
Figure 2: Classification of degradation models in reliability analysis 
2.1 Normal Degradation Models 
In general, normal degradation models are utilised to estimate reliability from degradation data that are obtained at normal 
operating conditions. Normal degradation models can be classified into two major groups: degradation models with and 
without stress factors. Degradation models with stress factors (e.g. stress-strength interference model, cumulative 
damage/shock model, and diffusion process model) are those in which the degradation measure is a function of defined stress. 
However, degradation models without stress factor (e.g. general degradation path model, random process model, 
linear/nonlinear regression models, mixture model, and time series model) are those in which the degradation measure is not a 
function of defined stress and related reliability is estimated at fixed level of stress. 
2.1.1 General Degradation Path Model 
The fundamental notion under the general degradation path models is to limit the sample space of the degradation process 
and assume all sample functions admit the same functional form but with different parameters [37]. The general degradation 
path model fits the degradation observations by a regression model with random coefficients. Jiang and Jardine [38] and Zue et 
al. [9] present simple general degradation path models. Liao [37] asserts that both simple linear regression and nonlinear 
regression models are generally employed in degradation path modelling. Linear degradation is utilised in some simple wear 
processes such as automobile tire wear. However, degradation paths are often nonlinear functions of time and sometimes 
linearization is infeasible. Lu and Meeker [39] introduces a general nonlinear mixed-effects model and a two-stage approach to 
estimate model parameters, that are multivariate normally distributed. In addition, Lu and Meeker [39] develops a Monte Carlo 
simulation procedure to calculate an estimate of the distribution function of the time-to-failure. They propose a parametric 
bootstrap method to set confidence intervals [39, 40]. Lu and Meeker [1, 39] suppose the three following assumptions about 
the manner which the test and measurement should be conducted: 
1. Sample assets are randomly selected from a population or production process and random measurement errors are 
independent across time and assets 
2. Sample assets are tested in a particular homogenous environment such as the same constant temperature 
3. Measurement (or inspection) times are pre-specified, the same across all the test assets, and may or may not be 
equally spaced in time. This assumption is used for constructing confidence intervals for time to failure distribution 
via the bootstrap simulation technique 
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 In the general degradation path model, the observed degradation path 𝑦 is an asset’s actual degradation path 𝜂 , a non-
decreasing function of time that cannot be observed directly, plus measurement error   𝜀. 𝐷 is called threshold which denotes 
the critical level for the degradation path above which failure is assumed to have occurred. Time 𝑡 is real time while failure 
time 𝑇 is defined as the time when the actual path 𝜂 crosses the threshold level 𝐷. In addition, 𝑡𝑠 denotes the planned time to 
stop the experiment. 
For each asset in a random sample of size 𝑛 assets, it is assumed that degradation measurements are available for pre-
specified times 𝑡1, 𝑡2,… , 𝑡𝑠, generally, until 𝑦  crosses the pre-specified critical level 𝐷 or until time 𝑡𝑠 , whatever comes first. 
Based on [9, 10, 38, 39], a general degradation path model can be expressed as: 
𝑦𝑖𝑗 = 𝜂𝑖𝑗 + 𝜀𝑖𝑗 = 𝜂 𝑡𝑗 ; Φ, Θ𝑖 + 𝜀𝑖𝑗           𝑖 = 1,2, … , 𝑛 
𝜀𝑖𝑗 ≈ 𝑁 0, 𝜎𝜀
2          𝑗 = 1,2, … , 𝑚Θ𝑖 < 𝑚 
(1) 
Where 𝑡𝑗  is time of the 𝑗
𝑡𝑕  measurement or inspection; 𝜀𝑖𝑗  is the measurement error with constant variance 𝜎𝜀
2 ; 𝜂𝑖𝑗  is the 
actual path of the 𝑖𝑡𝑕  asset at time 𝑡𝑗  with unknown parameters as listed later; Φ is the vector of fixed-effect parameters, 
common for all assets; Θ𝑖  is the vector of the 𝑖
𝑡𝑕  asset random-effect parameters, representing resenting individual asset 
characteristics; Θ𝑖  and 𝜀𝑖𝑗  are independent of each other (𝑖 = 1,2, … , 𝑛; 𝑗 = 1,2, … , 𝑚Θ𝑖); 𝑚 is the total number of possible 
inspections in the experiment; and 𝑚Θ𝑖  is the total number of inspections on the 𝑖
𝑡𝑕  asset, a function of Θ𝑖  . It is assumed that 
Θ𝑖 = (𝑖 = 1,2, … , 𝑛) follows a multivariate distribution function 𝐺Θ(∙), which may depend on some unknown parameters that 
must be estimated from the data. The distribution function of 𝑇, the failure time, can be written as: 
𝑃𝑟 𝑇 ≤ 𝑡 = 𝐹𝑇 𝑡 = 𝐹𝑇 𝑡; Φ,  𝐺Θ ∙ , 𝐷, 𝜂  (2) 
Key merits 
 The general degradation path model is the simplest degradation model 
 The general degradation path model is directly related to statistical analysis of degradation data 
 All of the model parameters are randomised to model the random effects across samples [41] 
 Parameter estimation of the general nonlinear mixed-effects model is computationally simple compared with 
maximum likelihood estimation method 
 When the close-form expression of 𝐹𝑇(𝑡) cannot obtained easily, the Monte Carlo simulation method can be utilised 
in the general nonlinear mixed-effects model 
Key limitations 
 The fundamental assumption of general degradation path models about the sample space and sample function of the 
degradation process is restrictive when the patterns of some sample degradation paths are inconsistent with the others 
due to slight or intensive variations in the environment that an individual asset operates [37] 
 The assumptions of the general nonlinear mixed-effects model about test and measurement and degradation path are 
quite restrictive 
2.1.2 Random Process Model 
The random process model fits degradation measures at each observation time by a specific distribution with time-
dependent parameters [11]. The time-dependent parameter distribution model comes up naturally as the degradation measure is 
a random variable that distribution is a function of time. In this method, multiple degradation data at a certain time have to be 
collected and treated as scattered points without orientation [37]. 
The observations at 𝑡𝑖  are assumed to follow a 𝑆-normal distribution with 𝜇(𝑡𝑖) and 𝜎(𝑡𝑖). Linear regression is then used to 
find the equation for 𝜇(𝑡) and 𝜎(𝑡). If the degradation measure at time 𝑡 follows a two parameters Weibull distribution with 
constant shape parameter 𝛽  and time dependent scale parameter 𝜂 which can be expressed as [9]: 
𝜂 𝑡 = 𝑏𝑒𝑥𝑝(−𝑎𝑡) (3) 
Where, 𝑎 and 𝑏 are constants, 𝑋(𝑡) is degradation level at 𝑡, then for a given threshold level 𝐷, the reliability function can 
be described as: 
𝑅 𝑡 = 𝑃 𝑇 ≥ 𝑡 = 𝑃 𝑋 𝑡 > 𝐷0 = exp  
−𝐷0
𝛽
𝑏 𝑒𝑥𝑝(−𝑎𝑡)
  (4) 
Yang and Xue [11] models degradation data based on 𝑆-normal distribution with time dependent parameters and uses 
regression analysis model parameters. Zuo et al. [9] extends the idea to processes with general distributions. Similar to the 
Yang and Xue approaches for the 𝑆-normal random process, the reliability function is evaluated by: 
 𝑅 𝑡 = 𝑃𝑟 𝑋(𝑡) ≤ 𝐷 = 1 − exp   
𝐷
𝜂(𝑡)
 
𝛽(𝑡)
  (5) 
Key merit 
 This model is suitable for reliability estimation with no assumption about degradation paths 
Key limitations 
 This model does not work in practical applications, since there may not be multiple degradation observations at certain 
time points 
 In this model, multiple degradation data at a certain time have to be collected and treated as scattered points without 
orientation [9] 
 Due to this approach ignores the orientation of the degradation data and requires multiple observations; it might not be 
an appropriate model to predict remaining useful life of an individual asset 
 
The random process model requires the sufficient data points to estimate the parameters of the distribution of the 
degradation variable at a fixed time point; i.e. one has to acquire several degradation values at the same time point. However, 
in most real-life situations there may not be multiple degradation observations at some time points. Therefore, in these 
situations the random process model is not applicable. To overcome this limitation, the linear regression model was introduced 
as a new approach which each observation can be obtained at different time point [9]. Some advantages of this model are as 
follows: 
 This model conquers the limitations of the random process model 
 It is more flexible approach compared to the random process model, due to there is no requirement for multiple 
observations at each fixed time point 
 The requirement for sample size is removed [9] 
 The mathematical treatment is simple and straightforward 
 
Crk [42, 43] introduce the nonlinear regression model which a straight-line regression model can be generalized to: 
𝑌𝑖 = 𝑓 𝑋𝑖  , 𝜃 + 𝜀𝑖      𝑖 = 1,2, … , 𝑛 (6) 
Where, 𝑓(𝑋𝑖  , 𝜃) explains a function of the vector of regressor variables,𝑋, and the vector of 𝑝 model parameters, 𝜃 =
 𝜃1 , 𝜃2 , … , 𝜃𝑝 
𝑇
. A nonlinear regression model is the one in which at least one of its parameters appears nonlinearly. In other 
words, a nonlinear relationship occurs if at least one of the derivatives of 𝑌𝑖  with respect to the parameters 𝜃𝑖  is a function of at 
least one of the those parameters. 
2.1.3 Mixture Model for Hard and Soft Failures 
Zuo et al. [9] proposes the mixture model for both hard (catastrophic) and soft (degradation) failures. After degradation 
test, there are two observation samples: (1) catastrophic failures, (2) degradation observations. From the catastrophic failure 
sample, the appropriate cumulative density function(𝑐𝑑𝑓), 𝐹𝑐(𝑡) and a proportional function 𝑝(𝑦) will be found. Similarly, 
from the degradation measurement sample, one can find another appropriate 𝑐𝑑𝑓, 𝐹𝑑(𝑡) to describe the soft failures. Therefore, 
system failures involving potential catastrophic failures and degradation failures which can be modelled by: 
𝐹 𝑡 = 𝑝 𝑦 . 𝐹𝑐 𝑡 +  1 − 𝑝(𝑦)  . 𝐹𝑑(𝑡) (7) 
Where, 𝐹(𝑡) is 𝑐𝑑𝑓 of 𝑡, 𝑝(𝑦) is proportion of components failed catastrophically within specified 𝑦 (observed degradation 
value), 𝐹𝑐(𝑡) and 𝐹𝑑(𝑡) are respectively the catastrophic failure 𝑐𝑑𝑓 of 𝑡 and degradation failure 𝑐𝑑𝑓 of 𝑡 (lifetime). However, 
further research is required to analyse the properties of this mixture model for modelling both catastrophic and degradation 
failures. 
Key merit 
 It can be used to model both catastrophic and degradation failures 
Key limitation 
 Extremely limited testing 
2.1.4 Time Series Model 
Lu et al. [44] proposes a technique to predict individual system performance reliability in real-time considering multiple 
failure modes. This technique unlike conventional reliability modelling approaches, which yield statistical results that reflect 
reliability characteristics of the population, includes on-line multivariate monitoring and forecasting of selected performance 
measures and conditional performance reliability estimates. The performance measures across time are treated as multivariate 
 time series. The state-space approach is used to model the multivariate time series. The predicted mean vectors and covariance 
matrix of performance measures are applied to measure system reliability with respect to the conditional performance 
reliability. 
Recursive forecasting is performed by adopting Kalman filtering method. Lu et al. [44] develops a means to forecast and 
estimate the performance of an individual system in a dynamic environment in real-time. This model is practical in 
applications where critical operational conditions are required such as system maintenance, tool-replacement, and 
human/machine performance assessment. The concept of system performance reliability prediction with multiple performance 
measures and multiple failure modes can be briefly explained as follows. If 𝑓𝑡(𝑦1 , 𝑦2 , … , 𝑦𝑝) represents a joint probability 
density function of performance variables at time 𝑡. The overall system reliability considering all 𝑚 failure modes can be 
evaluated as [44]: 
𝑅 𝑡 = 1 − 𝐹 𝑡 = 1 −  …  𝑓𝑡 𝑦1 , 𝑦2 , … , 𝑦𝑝 𝑑𝑦1 𝑑𝑦2 …  𝑑𝑦𝑝
Ω
   (8) 
Where, Ω: Ω1 ∪ Ω2 ∪ …∪ Ω𝑚  . Ω𝑖  is the space determined by 𝑠𝑖 𝑦1 , 𝑦2 , … , 𝑦𝑝 > 0 . 
Key merits 
 This model applies to predict individual system performance reliability in a dynamic environment 
 This model includes on-line multivariate monitoring and forecasting of selected performance measures and conditional 
performance reliability estimates 
 This model is practical in applications where critical operational conditions are required such as system maintenance, 
tool-replacement, and human/machine performance assessment 
Key limitation 
 In the model, recursive forecasting is performed by adopting Kalman filtering technology; however, Kalman filtering 
technique has poor performance with high dimensional data [44] 
 
Most of the existing prognostics techniques use degradation observations to present the health of the monitored asset and 
then use approaches such as time series prediction or regression to estimate the asset’s future health [18]. For many application 
areas, it is becoming important to include elements of nonlinearity and non-Gaussianity so as to model accurately and 
underlying dynamics of physical systems. The state-space approach is convenient to handle multivariate data and 
nonlinear/non-Gaussian processes and it supplies an important advantage over traditional time series technique [45]. 
Arulampalam et al. [46] reviews both optimal and suboptimal Bayesian algorithm for nonlinear/non-Gaussian tracking 
problems, with a focus on particle filters. Particle filters are sequential Monte Carlo methods based on point mass 
representations of probability densities, which can apply to any state-space model. Particle filters generalise the traditional 
Kalman filtering approaches. 
2.1.5 Stress-Strength Interference Model 
The Stress-Strength Interference (SSI) model is an early and still popular representation of asset reliability. In this model, 
there is random dispersion in the stress, 𝑌, which results from applied loads. The dispersion in the stress realized can be 
modelled by a distribution function 𝐻𝑌(𝑦) . And  𝐺𝑋(𝑥) is random dispersion in inherent asset strength  𝑋  . Therefore, asset 
reliability corresponds to the event that strength exceeds stress can be described as [47]: 
𝑅 𝑡 = 𝑃𝑟 𝑋 > 𝑌 =   𝐻𝑌 𝑦 𝐺𝑋(𝑥) 𝑑𝑥 𝑑𝑦
+∞
𝑦
=   𝐻𝑌 𝑦 𝐺𝑋(𝑥) 𝑑𝑦 𝑑𝑥
𝑥
−∞
+∞
−∞
+∞
−∞
   (9) 
Xue and Yang [48] classifies the SSI models into three following groups: 
I. Deterministic Degradation: The degradation measure at time 𝑡 is described by a deterministic strength degradation 
function 𝑠(𝑡). Thus, the SSI reliability model with strength degradation can be expressed as: 
𝑅 𝑡 = exp  −𝛾 .  𝑅𝐿 𝑠 𝑡   𝑑𝑡
𝑡
0
    (10) 
Where, 𝛾 is intensity parameter of Poison process of loading force appearance,  𝑅𝐿  is 𝑆𝑓 of loading force, 𝐹𝑠(𝑠, 𝑡) is 𝑐𝑑𝑓 
of 𝑆(𝑡), and 𝑆(𝑡) strength which is a random process. 
II. Random Strength Degradation Process: The SSI reliability is: 
𝑅 𝑡 = 𝐸𝑠 𝑅(𝑡, 𝑆 𝑡 ) =  exp  − 𝑅𝐿 𝑆 𝑡  . 𝛾 𝑑𝑡
𝑡
0
 
+∞
−∞
𝑑𝐹(𝑠 𝑡 ) (11) 
 III. Upper and Lower Bounds: Suppose the loading force 𝐿 and strength 𝑆(𝑡) have 𝑆-normal distributions. Then, the upper 
& lower SSI reliability are: 
𝑅𝑈 𝑡 = exp  −𝛾 .  𝑔𝑎𝑢𝑓𝑐  𝑍𝑈 𝑡  𝑑𝑡
𝑡
0
  (12) 
𝑅𝐿 𝑡 = 𝑒𝑥𝑝  −𝛾 .  𝑔𝑎𝑢𝑓𝑐  𝑍𝐿 𝑡  𝑑𝑡
𝑡
0
  (13) 
 
𝑍𝑈(𝑡) and 𝑍𝐿(𝑡) are as follows: 
𝑍𝑈 𝑡 = (𝜇𝑆 − 𝜇𝐿)/𝜎𝐿          𝑍𝐿 𝑡 = (𝜇𝑆 − 𝜇𝐿)/𝜎𝑋 
Where, 𝑔𝑎𝑢𝑓𝑐 is 𝑐𝑑𝑓 of the standard 𝑆-Normal (Gaussian) distribution, and 𝜇𝑆(𝑡), 𝜎𝑆(𝑡) are mean and standard deviation 
of 𝑆(𝑡), and 𝜇𝐿 , 𝜎𝐿 are mean and standard deviation of the loading force [49]. 
Xue and Yang’s model [48] presents an improved SSI reliability model involving both stochastic loading and strength 
aging degradation; however, their model assumes a homogeneous Poisson loading process with 𝑆-normally distributed load 
amplitudes. Huang and Askin [50] asserts that there is no comprehensive research involving both stochastic loading and 
stochastic strength aging degradation in the existing literature. As a result, Huang and Askin [50] suggests the generalised SSI 
reliability model. This model is classified into two following groups: 
A. For deterministic strength aging degradation 
The generalised SSI reliability model can be expressed as: 
𝑅 𝑡 = exp  − 𝑃𝐹 𝜏 . 𝜆 𝜏  . 𝑑𝜏
𝑡
0
 = exp  −  1 − 𝐹𝐿 𝑆(𝜏, 𝐶)  
𝑡
0
 . 𝜆 𝜏 . 𝑑𝜏  (14) 
Clearly, the derived SSI reliability model for deterministic strength aging degradation belongs to the generalised 
exponential distribution family. Where, 𝑆(𝜏, 𝐶) is strength aging degradation model, as function of 𝑡  and 𝐶, 𝜆(𝑡) is intensity 
function of the loading process, 𝐹𝐿(𝑙) is 𝑐𝑑𝑓 of  𝐿, and 𝑃𝐹(𝑡) is failure probability given stochastic loading appear at time 𝑡. 
B. For stochastic strength aging degradation 
For a stochastic strength aging degradation, the vector, 𝐶 which is containing multiple random variables, in the strength 
aging degradation model 𝑆(𝑡,𝐶)  represents a random variable vector, and 𝑓𝑐(𝑐)  is multivariate joint probability density 
function (𝑝𝑑𝑓) of 𝐶1 , 𝐶2, … , 𝐶𝑀 . The generalised SSI reliability model under both stochastic loading and stochastic strength 
aging degradation is established from: 
                             𝑅 𝑡 =  𝑅 𝑡 𝑆 𝑡, 𝐶 = 𝑆(𝑡, 𝑐)    . 𝑓𝑐 𝑐 . 𝑑𝑐
𝑐
=  exp  −  1 − 𝐹𝐿 𝑆(𝜏, 𝑐)   . 𝜆 𝜏 . 𝑑𝜏
𝑡
0
 
𝑐
. 𝑓𝑐 𝑐 . 𝑑𝑐 
(15) 
Key merits 
 SSI model is popular for random dispersion stress (loads) 
 SSI model can applied to reliability estimation in wear-out, fatigue, crack growth with static or dynamic loading forces 
 SSI model can apply for any kind of strength aging degradation model 
 SSI model provides the sensitivity information during the reliability analysis 
 SSI model is traditionally used in structural engineering; however by better understanding about strength and stress, it 
can be applied in many other engineering disciplines for reliability analysis  
Key limitations 
 SSI model is only applied in a situation, which external loading is higher than item strength (or capacity) 
 SSI model gives only the reliability at one point of time and fails to provide an explicit interpretation of the reliability 
profile along time [41] 
 There is no comprehensive research involving SSI model for dynamic application 
2.1.6 Cumulative Damage/Shock Model 
The conceptual nature of the cumulative damage/shock model and SSI model is quite noticeable. In the SSI model, stress is 
treated as constant and strength as variable. However, in the cumulative damage/shock model, the strength (damage threshold) 
is constant quantity, and the stress (damage) is variable. Cumulative damage/shock model is based on the cumulative damage 
 theory for a degradation process exposed to discrete stresses (e.g. temperature cyclic and random shock) and also the state of 
process is assumed discrete. 
In the assumption of the cumulative damage/shock model, an asset is subjected to shocks that occur randomly in time. Each 
shock imparts a random quantity,𝑋𝑖 , of damage to the asset, which fails when a capacity or endurance threshold is exceeded. 
The most common assumption of this model is that the shocks occur according to a Poisson process with intensity 𝜆, and the 
amounts of damage per shock are independently and identically distributed based on some arbitrarily selected common 
distribution, which is 𝐺. If 𝑅(𝑡) shows the reliability over time, and 𝐾 is the number of shocks that happen over the interval 
[0, 𝑡], the reliability function based on the pre-specified threshold of 𝐷 is [47, 51]: 
𝑅 𝑡 =  𝑒−𝜆𝑡
(𝜆𝑡)𝑘
𝑘!
∞
𝑘=0
 𝐺𝑋
 𝑘 (𝐷) (16) 
Note that the sum is taken over all possible numbers of shocks, and the notation 𝐺𝑋
 𝑘 (𝑥) shows the 𝑘-fold convolution of 
𝐺𝑋(𝑥) and thus the sum of 𝑘 shock magnitudes, 𝑋. By convention, 𝐺𝑋
 0  𝑥 = 1 for all values of 𝑥 ≥ 0, and 𝐺𝑋
 1  𝑥 = 𝐺𝑋(𝑥) 
[47]. 
Key merits 
 The cumulative damage/shock model is widely applied in the field of asset life prediction such as; fatigue failures in 
aircraft fuselage 
 The cumulative damage/shock model is applied for a degradation process exposed to discrete stress 
 Generalisation of the cumulative damage/shock model are available, which is termed as diffusion process model [47, 
52] 
Key limitation 
 This model is only applied to discrete sample path 
2.1.7 Other Commonly-Used Degradation Models 
In contrast to the cumulative damage/shock model, the continuous-time models are appropriate for modelling continuous 
degradation process. Brownian motion (or Weiner process) and Gamma process models are such the models. Weiner process 
and Gamma process models employed to describe continuous degradation due to each degradation path underlying continuous-
time stochastic process. Current research shows that these two models as well as Markov models are widely applied as 
degradation modelling techniques. These three models are discussed in the section. 
Markov models play a significant role in the reliability estimation. In 1907, the Russian mathematician A.A Markov 
proposed a special sort of stochastic process whose future probability behaviour is uniquely determined by its present state, 
that is, with behaviour of non-hereditary or memory-less. 
The Markov Chain model is a stochastic process with a discrete state space and discrete time space. While the time (index 
parameter) space is continuous, it is referred as the Markov process model [53]. The Markov process model is a stochastic 
process with the property that, given the value of 𝑋(𝑡), the values of 𝑋(𝜏), where 𝜏 > 𝑡, are independent of the values of 𝑋(𝑢), 
 𝑢 < 𝑡. That is, the conditional distribution of the future𝑋(𝜏), given the present 𝑋(𝑡) and the past 𝑋(𝑢), 𝑢 < 𝑡, is independent 
of the past. In the Markov process model a system may stay in 𝑛 states, forming a so-called Markov chain [12]. These states 
are, for example, failed and not failed, they may be defined by 𝑛 stages of degradation [54]. The sojourn time in state 𝑖 is 
exponentially distributed with parameter 𝜆𝑖 . The transition probabilities 𝑝𝑖𝑗  to make a jump to state 𝑗 when leaving state 𝑖 are 
specified in a probability matrix 𝑃 and are independent of the history of the process [54, 55]. This property is called the 
Markov property and it is apart from the fact that the sojourn times are exponentially distributed, a second kind of lack-of-
memory property [54]. 
The conventional Markov process model has been developed to the semi-Markov process model and the hidden Markov 
(chain or process) model to tackle more general reliability analysis problems [5, 6, 8, 56]. Semi-Markov process is a model, 
which joints together the theory of renewal process and Markov chains. In this model, a 𝑛-state Markov chain is considered 
with the transition matrix 𝑃 [54, 57]. However, if the time spent in state 𝑖 is followed by a jump to state 𝑗, then this sojourn 
time has the probability density function 𝑓𝑖𝑗 (∙). The sojourn times are mutually independent [54]. 
Key merits 
 These models are able to model numerous system designs and failure scenario 
 They are suitable models for incomplete data sets 
 Computationally efficient when they are developed 
Key limitations 
 These models need large amount of data for training 
 These models assume a single monotonic, non-temporal failure degradation pattern 
 Continuous-time Markov processes with independent increments are such as the Brownian motion with drift that also 
termed as the Gaussian or Wiener process [5, 52]. The standard Brownian motion 𝑊(𝑡) is defined as a stochastic process 
model which the properties are [3, 37, 58-60]: 
a) 
 
𝑤 0 = 0 and 𝑊 𝑡 ∈ (−∞, +∞) 
b)  𝑊 𝑡 , 𝑡 ≥ 0  is a continuous process having stationary and independent increments, such as, random variables 
𝑊 𝑡𝑖 + 𝜏𝑖 − 𝑊(𝑡𝑖)  and 𝑊 𝑡𝑗 + 𝜏𝑗  − 𝑊(𝑡𝑗 )  are independent normally distributed for the non-overlapped time 
intervals (𝑡𝑖 , 𝑡𝑖 + 𝜏𝑖) and  𝑡𝑗 , 𝑡𝑗 + 𝜏𝑗   
c) For all 𝑡 > 0,  𝑊(𝑡) follows normal distribution with mean and variance  0, 𝑡   
 
The Brownian motion model has an additive effect on the degradation process in the form of below equation [37]: 
𝑋 𝑡 = 𝑋0 + 𝛼 𝑡 + 𝜎 𝑊(𝑡) (17) 
Where, 𝑋0 is the initial degradation value, 𝛼(𝑡) is the trend and 𝜎
2 is constant diffusion parameter. Since each increment is 
not necessarily positive, the reliability function is the same as that defined in the equation of the reliability function in the 
random process model. The linear form of the preceding equation, assuming 𝛼 𝑡 = 𝜇, has been researched widely in the fields 
of finance and reliability prediction. In the context of structural reliability, a characteristic feature of this process is that a 
structure’s resistance alternately increases and decreases, similar to the exchange value of a share [5]. 
Key merits 
 Explicit expressions are available when stress and strength are assumed to be independent Brownian motions with drift 
 Maximum likelihood and Bayesian estimation of parameters of Brownian stress-strength model are available 
Key limitation 
 This model is inadequate in modelling degradation which is monotone [61] 
 
The Gamma process model is introduced into the area of reliability at 1975. It has been increasingly used as a degradation 
process in maintenance optimisation models [62]. As degradation is generally uncertain and non-decreasing process, it can be 
regarded as a Gamma process [63]. The Gamma process is a stochastic process with independent non-negative increments 
having a Gamma distribution with identical scale parameter [64]. The Gamma process is a proper model for degradation 
occurring random in time. The Gamma process is suitable for describing gradual damage by continuous use. The Gamma 
process is expressed as follows [5, 33, 63, 65, 66]: 
𝐺𝑎 𝑥 𝑣, 𝑢 =
𝑢𝑣
Γ(𝑣)
 𝑥𝑣−1 exp −𝑢𝑥  𝐼 0,∞ (𝑥) (18) 
Where, 𝐼𝐴 𝑥 = 1 for 𝑥 ∈ 𝐴  and 𝐼𝐴 𝑥 = 0 for 𝑥 ∉ 𝐴, and Γ 𝑎 =  𝑧
𝑎−1𝑒−𝑧𝑑𝑧
∞
𝑧=0
 is a Gamma function for  𝑎 > 0. Let 
𝑣(𝑡) be a non-decreasing, right continuous, real-valued function for 𝑡 ≥ 0 with 𝑣(0) ≡ 0 . The Gamma process with shape 
function 𝑣 𝑡 > 0  and scale parameter 𝑢 > 0  is a continuous-time stochastic process  𝑋 𝑡 , 𝑡 ≥ 0  with the following 
properties [5]: 
i. 𝑋 0 = 0; with probability one  
ii.  𝑋 τ − 𝑋 𝑡 ~𝐺𝑎 𝑣 𝑡 − 𝑣 𝑡 , 𝑢  for all 𝜏 > 𝑡 ≥ 0 
iii.  𝑋 𝑡  has independent increments 
 
Here 𝑋(𝑡) denotes the degradation at time 𝑡, 𝑡 ≥ 0, and a component is said to fail when its deteriorating resistance (𝑟0), 
denoted by 𝑅 𝑡 = 𝑟0 − 𝑋(𝑡) drops below the stress 𝑠. 𝑇 is the time at which failure occurs. Thus, the cumulative distribution 
function of time to failure is [63]: 
                              𝐹 𝑡 = Pr 𝑇 ≤ 𝑡 = Pr 𝑋 𝑡 ≥ 𝑟0 − 𝑠 =   𝑓𝑋 𝑡  𝑥 𝑑𝑥 =  
Γ 𝑣 𝑡 ,  𝑟0 − 𝑠 𝑢 
Γ(𝑣 𝑡 )
∞
𝑥=𝑟0−𝑠
 (19) 
Where, Γ 𝑎, 𝑥 =  𝑡𝑎−1𝑒−𝑡  𝑑𝑡
∞
𝑡=𝑥
  is the incomplete Gamma function for 𝑥 ≥ 0 and 𝑎 > 0. Maximum likelihood method 
applies in order to estimate the parameters. 
Key merits 
 The mathematical calculations for modelling degradation through Gamma processes are relatively straightforward 
 The Gamma process is suited to model stochastic degradation for optimal maintenance (e.g. time-based preventive 
maintenance and condition-based preventive maintenance) 
 The Gamma process is also suitable for modelling the temporal variability of degradation 
 The Gamma process is suited for the stochastic modelling of monotonic and gradual degradation 
  The Gamma process is suitable to model gradual damage monotonically accumulating over time in sequence of tiny 
increments such as; wear, fatigue, corrosion, crack growth, creep, swell, and degradation health index 
 Maximum likelihood, method of moments, Bayesian updating, and expert judgement of the Gamma process model are 
available 
 Both the special case of Gamma process which termed as Levy process and the generalised Gamma process are 
available [4, 66]     
 Extended of the Gamma process model is available, which termed as the weighted Gamma process [5] 
Key limitations 
 This model is not suitable for modelling usage such as damage due to sporadic shocks [5, 63] 
 The Gamma process model is mainly applied to maintenance decision problems for single components rather than for 
systems 
 The Gamma process is not a suitable model for long-term prediction. It is a suitable model for component’s life in each 
maintenance cycle 
2.2 Accelerated Degradation Models 
Accelerated degradation models make inference about reliability at normal conditions using degradation data obtained at 
accelerated time or stress conditions. In real-life situations and industry applications, a degradation process may be very slow 
at normal stress level; as well as time-to-failure is comparatively high [14, 67]. Estimating the failure time distribution or long 
term performance of components of high reliability products is particularly difficult [10, 13, 68]. Therefore, to attain data 
quickly from a degradation test, it is often possible to employ the accelerated life test [69, 70]. This test is applied by 
increasing the level of acceleration variables, such as vibration amplitude, temperature, corrosive media, load, voltage, pressure 
[70, 71]. However, the accelerated life test is a costly approach. Accelerated degradation models consist of: physics-based 
models and the statistics-based models. 
 Physics-based models are: Arrhenius model, Eyring model, and Inverse Power model. Arrhenius model is used when the 
damaging mechanism is caused by temperature (especially for dielectrics, semi-conductors, battery cells, lubricant, plastic, 
etc). Eyring model is used for accelerated life tests with respect to the thermal and non-thermal variable. Inverse power model 
is widely used to analyse accelerated life test data of many electronic and mechanical components such as insulating fluids, 
capacitors, bearings, and spindles in order to estimate their service lives when the acceleration operating parameters are non-
thermal (e.g. speed, load, corrosive medium and vibration amplitude, etc). This model describes the damaging rate under a 
constant stress. 
This paper does not attempt to review the accelerated degradation models in details as they are already covered by the 
existing literature. Nelson [72] extensively describes both the physics-based models and statistics-based models. Furthermore, 
the statistical models with covariate (e.g. the accelerated failure time model) are reviewed in greater details by Gorjian et al. 
[73]. 
3 POTENTIAL APPLICATIONS 
In Section 2, the degradation models used in reliability analysis are presented. The merits and limitations of each model 
based on its underlying assumptions, and data requirements are discussed. The aim of this section is to tabulate this 
information in order to show potential applications of these degradation models. Table 2 presents the key notes about the 
circumstance and condition of choosing these models in asset health and reliability analysis. 
Table 2: Potential applications for the degradation models 
Model name Potential applications 
General degradation path 
model 
 This model is suitable to fit the degradation observations by both linear and non-
linear regression models 
 This model is suitable for sample assets which are tested in a particular homogenous 
environment 
Random process model  This model is suitable for reliability estimation with no assumption about 
degradation paths 
 This model is appropriate for multiple observations at certain time points 
Linear and nonlinear 
regression models 
 This model is more flexible than the above two models and is applied when 
observations are obtained at different time point 
Mixture model  This model is extremely limited testing, thus further research is needed to analyse 
the properties of this model for modelling both soft and hard failures 
 Time series model  This model is suitable for predicting individual system performance reliability with 
multiple performance measures in a dynamic environment 
SSI model  This model is appropriate for reliability estimation at random dispersion stress 
 This model is applied in a situation that external loading is higher than item strength 
 This model can be applied for any kind of strength aging degradation model 
Cumulative damage/ shock 
model 
 This models is applied for a degradation process exposed to discrete stress 
 The generalisation of this model can be applied for continuous sample paths 
Markov models  These models are the initial degradation models and applied widely in reliability 
analysis situations 
Weiner process model  This model is not suitable for modelling degradation which is monotone increasing; 
however, it can be effective to model the degradation process considering 
maintenance effects 
Gamma process model  This model is suitable for the stochastic modelling of monotonic and gradual 
degradation 
 This model can be applied to degradation process in maintenance optimisation 
models 
4 CONCLUSIONS 
Degradation is the reduction in performance, reliability, and life span of assets. Most assets degrade as they age or 
deteriorate as a result of some factors that termed as covariates. Many failure mechanisms can be traced to an underlying 
degradation process. Assets fail when their level of degradation reaches a specified failure threshold. However, what the 
threshold should be and how it should be defined has not been made clear. In real-life situations and industry applications an 
important requirement for estimating remaining useful life of assets is to establish their current state of degradation. 
Degradation measures often provide more information than failure time data to assess and predict the reliability of assets. 
Moreover, degradation is a type of stochastic process; as a result, it could be modelled in several approaches. This 
phenomenon has spawned a great amount of literature published in the field of asset life and reliability prediction. 
Some of these degradation models are reviewed in Section 2. The merits, limitations, and applications of each model in 
reliability analysis are discussed. By aggregating the information of merits and limitations of each model, this review paper 
provides the key notes about circumstances and conditions for choosing suitable degradation models in asset life and reliability 
analysis. This paper illustrates that preliminary studies on degradation models adopted simple probabilistic models such as 
general degradation path model or random process model that focused more on the statistics of cross-sectional degradation 
data. Afterwards, more sophisticated stochastic models such as cumulative damage/shock model, diffusion process model, 
Brownian motion model, and Markov models are applied in degradation modelling. In recent years, stochastic models with a 
rich probabilistic structure and simple methods for statistical inference such as Gamma process model are employed to model 
the degradation process. 
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