Abstract. We introduce an efficient extension of a recently introduced auto-validating rejection sampler that is capable of producing independent and identically distributed (IID) samples from a large class of target densities with locally Lipschitz arithmetical expressions. Our extension is restricted to target densities that are differentiable. We use the centered form, as opposed to the natural interval extension, to get tighter range enclosures of the differentiable multivariate target density using interval extended gradient differentiation arithmetic. By using the centered form we are able to sample one hundred times faster from the posterior density over the space of phylogenetic trees with four leaves (quartets).
Introduction
Obtaining independent and identical (IID) samples or realizations from a random vector T with probability density function f . , denoted T ∼ f . , is a basic problem in computational statistics. The density f . (t) : T ⊆ R d → [0, ∞) allows one to obtain P(T ∈ B) = B f . (t)dt, the probability that T belongs to any Borel set B. The density is absolutely continuous with respect to λ d , the product of d Lebesgue measures, i.e., f . λ d , and integrates to 1, i.e., T f . (t)dt = 1. A sampler is a randomized algorithm that transforms independent and identically distributed (IID) samples from M , the uniformly distributed random variable on the unit interval, to those from the desired random object, say the random vector T with density f . .
In Bayesian estimation, we want to draw IID samples from a target posterior density f . and more generally, in multivariate simulation, we want to draw IID samples from a random vector T with probability density f . . These samples allow insights into the nature of the random vector itself. They are often used to estimate an integral of interest about the random vector, say, E f . (h(T )) := T h(t)f . (t)dt, where h(t) : T → R is bounded and E f . (h 2 (T )) < ∞, using the estimator h n = n −1 n i=1 h(t i ), where t 1 , t 2 , . . . , t n are IID samples from T with density f . . For example, such integrals of interest can be the posterior mean given by T tf . (t)dt with h(t) = t, or the probability of an event A given by P(A) := T 1 1 A (t)f . (t)dt, with h(t) = 1 1 A (t), where 1 1 A (t) equals 1 if t ∈ A and 0 otherwise. Due to the strong law of large numbers our estimator h n converges to the desired E f . (h(T )) with probability 1 as the number of samples n approaches infinity. Furthermore, the condition E f . (h 2 (T )) < ∞ ensures the asymptotic normality of our estimator due to the central limit theorem and provides a straightforward calculation of a confidence interval.
In Bayesian phylogenetic estimation, we want to draw independent and identically distributed samples from a target posterior density on the space of phylogenetic trees. The standard approaches to sampling from the posterior density, especially over phylogenetic trees, rely on Markov chain Monte Carlo (MCMC) methods. Despite their asymptotic validity, it is nontrivial to guarantee that an MCMC algorithm has converged to stationarity [1] , and thus MCMC convergence diagnostics on phylogenetic tree spaces are heuristic and may lead to meaningless estimates [2] .
A more direct method for simulating IID samples from a random variable T with density f . (t) is the Rejection Sampler (RS) of von Neumann [3] . RS can produce IID samples from the target density f . (t) := f (t)/(N f ) by only evaluating the target shape f (t) -without knowing the normalising constant N f := T f (t)dt. Briefly, the idea behind RS is as follows: produce a point uniformly distributed in the (d + 1)-dimensional region under an envelope function that is strictly greater than or equal to the target shape and if this point is below the target shape then accept its first d coordinates in T as a sample from T , otherwise reject it and try again.
RS can produce samples from T ∼ f . according to Algorithm 1 when provided with (i) a fundamental sampler that can produce independent samples from the Uniform[0, 1] random variable M with density 1
over T from which independent samples can be drawn and finally (vi) f (t) and g(t) must be computable for any t ∈ T.
The random variable T , if generated by Algorithm 1, is distributed according to f . (e.g. [4] ). Let A( g) be the probability that a point proposed according to g gets accepted as an independent sample from f . through the envelope function g. Observe that the envelope-specific acceptance probability A( g) is the ratio of the integrals
and the probability distribution over the number of samples from g to obtain one sample from f . is geometrically distributed with mean 1/A( g) (e.g. [4] ). 
// draw a sample u from RV U with density The crucial step in RS is the construction of an envelope function g(t) that is not only greater than the target shape f (t) := N f f . (t) at every t ∈ T ⊆ R d , but also easy to normalise and draw samples from. Moreover, a practical and efficient envelope function has to be as close to the target shape as possible from above in order to ensure a sufficiently high acceptance probability.
Moore rejection sampler (MRS) of [5, 6] uses the natural interval extension of f over an adaptive partition of T to rigorously produce IID samples from the posterior distribution over phylogenetic tree spaces. Informally, MRS [5, 6] partitions the domain into boxes and uses interval analysis to rigorously enclose the range of the target shape in each box; then it uses as envelope the piecewise constant function given by the upper bound of the range in each box. More formally, the method employs the natural interval extension of the target posterior shape f (t) : T → R to produce rigorous enclosures of the range of f over each interval vector or box in an adaptive partition T := {t (1) , t (2) , . . . , t (|T|) } of the tree space T = ∪ i t (i) . This partition is adaptively constructed by a priority queue. The interval extended target shape maps boxes in T to intervals in R. This image interval provides an upper bound for the global maximum and a lower bound for the global minimum of f over each element of the partition of T. This information is used to construct an envelope as a simple function over the partition T. Using the Alias method [7] samples are proposed efficiently from this normalized piece-wise constant function envelope for von Neumann rejection sampling. Unlike many conventional samplers, each sample produced by MRS is equivalent to a computer-assisted proof that it is drawn from the desired target density.
An improved approach
Suppose our target shape f : T → R, with T ⊆ R d , is differentiable. Then the centered form [8, 9] (of first order) of f over a box x ∈ T is
where, c := mid (x) is the midpoint of the box x, f (x) is the natural interval extension of f over x and [∇f (x)] is the enclosure of the gradient of f over x. For any box x ⊆ T it is well known that the centered form encloses the range, i.e.,
and the range enclosure given by f c (x) is usually sharper than f (x) especially as x shrinks. Instead of using the natural interval extension f (x) to enclose f (x), the range of f over x, as done in [5, 6] , our new approach employs the centered form f c (x) to enclose the range of the target shape over each box x in the partition of T.
We use gradient differentiation arithmetic using interval-extended automatic differentiation (e.g. [10] ) to obtain [∇f (x)], the enclosure of the gradient of f over x. We use the implementation of this arithmetic in the grad ari module of C-XSC 2.0, a C++ class library for extended scientific computing [11] . Using the centered form to bound the range in MRS allows us to sample from the posterior density over the space of phylogenetic quartets 100 times faster than using the natural interval extension alone as in [5] . An open source C++ class library for MRS is available from www.math.canterbury.ac.nz/~r.sainudiin/codes/mrs under the terms of the GNU general public license (GPL).
Phylogenetic Estimation
In this section we briefly review phylogenetic estimation as we will apply our improved method to sample from challenging phylogenetic posterior densities. Introduction to phylogenetics can be found in [12] [13] [14] . Inferring the ancestral relationship among a set of extant (presently surviving) species based on their DNA sequences is a basic problem in phylogenetic estimation. A phylogenetic tree relates the extant species represented by its leaf nodes with ancestral species represented by its internal nodes. The topology or shape of the tree specifies the order of speciation or branching events. The length of an edge (branch length) connecting two nodes (species) in the phylogenetic tree represents the amount of evolutionary time (divergence) between the two species as measured by the differences in their DNA sequence due to mutation. One can obtain the likelihood of a particular phylogenetic tree that relates the extant species of interest at its leaves by superimposing a continuous time Markov chain model of DNA mutation along the lengths of the branches on that tree. During the likelihood computation, one needs to sum over all possible states of the DNA sequence at the unobserved ancestral nodes. In [5] MRS was used to draw IID posterior samples from small phylogenetic tree spaces of the same dimension (number of branches) based on primate DNA sequence data. In [6] this was generalized to the trans-dimensional setting where the number of branch length parameters are allowed to vary between models of phylogenetic trees. However, only the natural interval extension of the posterior density was used in [5] and [6] to obtain upper bounds for the range before Moore rejection sampling. Here, we will employ interval extended gradient differentiation arithmetic to obtain much tighter enclosures of the posterior density, which is the product of a uniform prior density and the likelihood function over phylogenetic trees.
Likelihood of a phylogenetic tree Let d denote a homologous set of sequences of length v with character set A = {a 1 , a 2 , . . . , a |A| } from n taxa. We think of d as an n × v matrix with entries from A. We are interested in estimating the branch lengths and topologies of the tree underlying our observed d. Let b k denote the number of branches and s k denote the number of nodes of a tree with a specific topology or branching order labeled by k. Thus, for a given topology label k, n labeled leaves and b k many branches, the labeled tree k t is the topology-labeled vector of branch lengths ( k t 1 , . . . , k t b k ) contained in the topology-labeled tree space k T, i.e.,
The tree space with |K| many topologies in the topology label set K can be defined as follows:
An explicit model of sequence evolution is prescribed in order to obtain the likelihood of observing data d at the leaf nodes as a function of the parameter k t ∈ K T for each topology label k ∈ K. Such a model prescribes P ai,aj (t), the probability of mutation from a character a i ∈ A to another character a j ∈ A in time t. Using such a transition probability we may compute q ( k t), the loglikelihood of the data d at site q ∈ {1, . . . , v} or the q-th column of d, via the postorder traversal over the labeled tree with branch lengths k t := ( k t 1 , k t 2 , . . . , k t b k ). This amounts to the sum-product Algorithm 2 [15] that associates with each node h ∈ {1, . . . , s k } of k t subtending many descendants, a partial likelihood
) ∈ R |A| , and specifies the length of the branch leading to its ancestor as k t h . Assuming independence across all v sites we obtain the likelihood function for the given data d, by multiplying the site-specific likelihoods
The maximum likelihood estimate is a point estimate (single best guess) of the unknown phylogenetic tree on the basis of the observed data d and it is 
(ii) transition probability Pa i ,a j (t) for any ai, aj ∈ A, (iii) stationary distribution π(ai) over each character ai ∈ A, (iv) site pattern or data d ,q at site q output : l d ,q ( k t), the likelihood at site q with pattern d ,q
initialize: For a leaf node h with observed character ai = d h,q at site q, set l (a i ) h = 1 and l (a j ) h = 0 for all j = i. For any internal node h, set l h := (1, 1, . . . , 1) .
recurse : compute l h for each sub-terminal node h, then those of their ancestors recursively to finally compute lr for the root node r to obtain the likelihood for site q,
For an internal node h with descendants s1, s2, . . . , s ,
The simplest probability models for character mutation are continuous time Markov chains with finite state space A. We introduce the simplest such model with just two characters as it is thought to well-represent the core problems in phylogenetic estimation (see for e.g. [16] ).
Posterior density of a tree The posterior density f . ( k t) conditional on data d at tree k t is the normalized product of the likelihood l d ( k t) and the prior density p( k t) over a given tree space
We assume a uniform prior density over a large box or a union of large boxes in a given tree space K T. Typically, the sides of the box giving the range of branch lengths, are extremely long, say, [0, 10] or [10 −10 , 10]. The branch lengths are measured in units of expected number of DNA substitutions per site and therefore the support of our uniform prior density over K T contains the biologically relevant branch lengths. If K T is a union of distinct topologies then we let our prior be an equally weighted finite mixture of uniform densities over large boxes in each topology. Naturally, other prior densities are possible especially in the presence of additional information. We choose flat priors for the convenient interpretation of the target posterior shape f (
be the likelihood function in the absence of prior information beyond a compact support specification.
Likelihood under Cavender-Farris-Neyman (CFN) model We now describe the simplest model for the evolution of binary sequences under a symmetric transition matrix over all branches of a tree. This model has been used by authors in various fields including molecular biology, information theory, operations research and statistical physics; for references see [17, 12] . This model is referred to as the Cavender-Farris-Neyman (CFN) model in molecular biology, although in other fields it has been referred to as 'the on-off machine', 'symmetric binary channel' and the 'symmetric two-state Poisson model'.
Under the CFN mutation model, only pyrimidines and purines, denoted respectively by Y := {C, T} and R := {A, G}, are distinguished as evolutionary states among the four nucleotides {A, G, C, T}, i.e. A = {Y, R}. Time t is measured by the expected number of substitutions in this homogeneous continuous time Markov chain with rate matrix:
and transition probability matrix P (t) = e Qt :
Thus, the probability that Y mutates to R, or vice versa, in time t is a(t) := (1−e −2t )/2. The stationary distribution is uniform on A, i.e. π(R) = π(Y) = 1/2. To get a concerete idea of the likelihood function let us consider the case when there are only three taxa. Consider the unrooted tree space with a single topology labeled 0 and three non-negative terminal branch lengths
as shown in Figure 1 (i). There are 2 3 = 8 possible site patterns, i.e. for each site q ∈ {1, 2, . . . , v}, the q-th column of the data d, denoted by d ,q , is one of eight possibilities, numbered 0, 1, . . . , 7 for convenience:
Given a multiple sequence alignment data d from 3 taxa at v homologous sites, i.e. d ∈ {Y, R} 3×v , Algorithm 2 can be used to compute the likelihood of any tree 0 t ∈ 0 T as follows:
where l i ( k t) is the likelihood of the the i-th site pattern as in (4) and c i is the count of sites with pattern i. In fact, l i ( k t) = P (i| k t) is the probability of observing site pattern i given topology label k and branch lengths t and similarly
. By using gradient differentiation arithmetic in Algorithm 2 we can obtain the enclosure of l d ( k t), the likelihood of a box k t in the tree space k T, using the centered form. When there are four taxa we have three unrooted topologies, each with five branch length parameters, as shown in Figure 1 (ii), (iii) and (iv). In this case there are sixteen site patterns and we can similarly obtain the likelihood for each topology using Algorithm 2. Fig. 1 . The only topology of the unrooted tree with three taxa is shown in (i) and the three unrooted trees on four taxa with five branch length parameters each are shown by (ii), (iii) and (iv), respectively.
Efficiency of MRS with Centered Form
For typical data sets on three taxa, including those in [6, Table 3 ], posterior samples of size 10 5 using a partition of size 10 3 can be obtained about 100 times faster by using the centered form as opposed to the natural interval extension of the likelihood function. This speed-up is particularly significant for typical data sets on four taxa as posterior samples of size 10 6 are available in about 30 − 150 minutes as opposed to a few days.
We were able to produce 10 7 posterior samples in under two hours for all of the synthetic data sets in [18] . These data sets are well-known in phylogenetics for producing multiple maxima. The matrix plot of the first 10 4 posterior samples in tree space 1 T is shown in Figure 2 
The likelihood function for this data is known to attain the maximum at two distinct points in 1 T. This is evident from the two clusters of posterior samples in the matrix plot of Figure 2 . 
Conclusion
In this paper, we use the centered form of the posterior density using gradient differentiation arithmetic to get tighter range enclosures and thereby increase the acceptance probability of the naive Moore rejection sampler [5, 6] that is only based on the natural interval extension of the posterior density. When we apply this centered form to produce IID samples from phylogenetic posterior densities over three and four taxa tree spaces we observe a hundred-fold speedup. Higherorder centered forms [9] in conjunction with constraint propagation [19] may further improve the sampler efficiency enough to produce IID posterior samples from five taxa phylogenetic trees with fifteen topologies in seven dimensions.
