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Abstract
Computational Vademecums for Lattice Materials
using algebraic PGD
Alberto Pedro Sibileau
This thesis is motivated by the materials by design concept. Focusing on struc-
tures, this states that the properties in a mechanical component are not only inherited
by its constituent material, but also by the shape in which this one is distributed in
space. This absolutely adds a new degree of freedom to the process of conceiving
new material properties. Although this notion has been developed for thousand of
years in architecture, at a bigger scale, its relevance has not been conceived until the
arrival of additive manufacturing technologies.
The materials by design approach is certainly multidisciplinary, from the study
of the shape, its representation in CAD, to the final manufacturing by 3D printing.
We here focus on the first one, by means of numerical simulations. These play an
important role, reinforcing our physical intuition in addressing the following problem:
which is the material structure at a small scale or meso-structure, that features some
prescribed properties at a global scale or material bulk.
We introduce the material meso-structure as a lattice model with a parametric
shape. The mechanical properties arising at the global scale are recovered by solving
an equilibrium problem. Naturally, this one acquires the parametric nature of the
lattice model. The main difficulty to handle the emerging mechanical properties of the
bulk parametrically, is that the computational complexity of numerical simulations
increases exponentially with the number of parameters.
To overcome this, we resort to the Proper Generalized Decomposition (PGD),
which provides explicit parametric solutions of our equilibrium problem. As a major
contribution, we obtain the parametric solutions of the algebraic equations arising
from different lattice structures using the same PGD framework. In this sense, the
algebraic PGD works as a non-intrusive solver, which is not limited to structural
problems but in general, any discrete form of a parametrized linear PDE. The intru-
sive part, however, remains in the construction of the algebraic equations, by taking
care of its parametric dependence in a separated manner. For our structural prob-
lems, we undertake this part following a systematic methodology, based on familiar
v
procedures for finite element programmers.
The parametric mechanical properties of 2D and 3D lattice materials are explic-
itly represented by the PGD solutions or computational vademecums. In particular,
we reproduce the response of orthotropic Poisson’s ratios in terms of the design pa-
rameters. Extreme negative values are identified, a feature that is relevant regarding
the outperforming of some auxetic (or negative Poisson’s ratios) properties compared
to conventional materials. Moreover, these computational vademecums could be fur-
ther exploited to tailor the material design through multi-objective and constraint
optimizations, providing an efficient tool to browse the parametric design space.
Finally, we extend our parametric analysis using geometrically nonlinear finite
elements to compute equilibrium, and the algebraic PGD a posteriori to interpolate
their response. This is achieved with very good accuracy, for engineering purposes,
at a considerably low number of modes. The nonlinear parametric framework surely
broadens the range of applications, and we highlight this in two distinctive situations.
First, we demonstrate its capability to describe the loading magnitude as an extra
parameter to the material properties behavior. Last but not least, we show its poten-
tial to perform buckling analysis of lattice structures, as a function of the geometric
parameters and the loading magnitude itself.
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The present work develops an application of a PGD-based reduced order model in
the parametric analysis of lattice materials. Within the computational mechanics
framework, it features a contribution that supplements the standard finite element
procedures with an efficient treatment of their parametric dimensions. From the
architectured materials point of view, it analyzes parametric structures capable of
exhibiting auxetic or negative Poisson’s ratio. In order to embrace this multidisci-
plinary character, we present in the following the background on which we base our
analysis and the motivations we found to propose our thesis objectives.
In section 1.1 we first describe the research trend that is bringing architecture
to materials, in a methodology that explores the materials meso-structure as a new
design variable in the search of novel properties. The emergence of additive manu-
facturing has certainly consolidate this design approach by building more complex
topologies. Section 1.2 highlights some of the achievements in terms of novel mate-
rial properties that have coined the term metamaterials. In particular, we focus our
attention in a type of mechanical metamaterials that show auxetic behavior.
The reader with expertise in metamaterials might skip sections 1.1 and 1.2 directly
to 1.3, where computational tools for materials design are presented. We introduce
homogenization theory, supporting the computation of effective properties (the ma-
terials forward problem), and the optimization approach to the materials inverse
problem. Due to the multiple queries required to attempt a numerical solution to
the latter, we identify the potential of applying a PGD-based reduced order model
to approach the parametric response of auxetic materials efficiently, through compu-
tational vademecums.
Finally, the thesis objectives and chapter organization is discussed in section 1.4.
1.1 Bringing architecture to materials
Material science is a very wide field of studies and research, where many sciences
converge. From the process where materials are conceived until they are actually
1
1. Introduction
manufactured, chemical processes occur, like change of phases, heat transfers and
mechanical plastic deformations take place. In addition, engineering practices require
different type of materials with diverse behavior. Naturally, this complexity can not
be approached in only one expertise and therefore different material science branches
like metallurgy, polymers, ceramics, composites and many others have evolved in
time. Even if the differences between these fields are broad, their material design
process shares a common goal, which is the modification of the material constituent
from a chemical point of view. As noted by Reis et al. (2015), this is the reason
why traditionally, the material design effort has been focused on the micro-scale - or
equivalently, the size of the material constituent building blocks.
On the other hand, material scientists and engineers have recently shifted their
attention to a new material design trend, where the focus is placed on the struc-
ture role at a mesoscopic scale. This term is defined by Reis et al. (2015) as an
intermediate scale between the material continuum at the macro-scale and the micro-
scale. The novelty here is that the material properties at the macro-scale, those of
practical interest for engineering applications, are function of a new variable, their
meso-structure, in addition to the constituent chemistry at micro-scale.
Along history, architecture and structural engineering have developed a deep
knowledge about how a solid body of a certain material responds differently to the
same load, depending on how this material is distributed in space. In fact, the rela-
tion between geometry and mechanical performance is appreciated in the evolution
of structures. In monuments, for example, a clearly contrast is observed from the
pyramids of Egypt to the Eiffel Tower. Schaedler and Carter (2016) provide another
example in a mechanical component like wheels, stating that from the ones made of
solid stone to those in modern bicycles, at least 95% of the material in the original
design has been just replaced by air.
The evolution of these structures has been driven by the same question: how could
the same fraction of material be placed in space such that it maximizes the relation
between load-bearing capability and self weight. It is worth mentioning here a historic
note about the Catalan architect Antoni Gaud́ı (1852-1926), who approached this
issue in his architecture designs using creative experiments. One of these models is
shown in Figure 1.1, and allowed the architect to extend a well known idea by his time
- that catenary arches posses an optimal structural performance - to more complex
designs involving superimposed arches. Even more impressive is to consider the ability
of these “hanging chains” to perform what we know today as parametric design, in
the sense that the optimal structural configuration was automatically updated while
the hanging strings length or their anchor positions were modified (Gómez-Moriana
(2012)).
There is a recent research tendency that is bringing architecture to materials. This
means that principles that has been long used, for example to increase mechanical
efficiency of structures, are being now applied at the material scale. Indeed, solid
materials that are found in nature are closely connected with this approach. Evolution
has sorted out that a higher ratio of stiffness or strength to density could be achieved
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(a) Gaud́ıs hanging strings model (b) Inside Sagrada Familia
Figure 1.1: “Hanging strings” naturally take a catenary shape, and Gaud́ı used mir-
rors below to visualize them downside-up as arches. Courtesy of KK Clark under
license CC BY SA.
if voids are properly added to the solid. Figure 1.2 shows an extreme example of this,
in a longitudinal cut of a bird’s bone. As described by Schaedler and Carter (2016),
this whole piece is made of a thin solid skin internally connected by a highly porous
core.
Figure 1.2: Bird wing’s bone cross section. Courtesy of OpenStax under license CC
BY 4.0.
The internal structure of bones evoke the idea of randomly distributed voids, and
some manufactured materials like foams have reproduced this kind of meso-structure.
On the other hand, the same concept of adding voids inside a solid can be retained,
but replacing the random distribution by an ordered repetition of a so-called “unit-
cell”. The unit-cell is tessellated in space into a bulk, which in turn becomes the
material at the macro-scale. This concept is illustrated in Figure 1.3 and becomes
the shared bond in a broad family of materials denominated as Architected materials.





Figure 1.3: Architected materials are built as tessellations of small-scale structures
into a bulk.
by straight elements conforming a truss. These type of architected materials are also
referred to as Lattice materials.
In this framework, material properties at the bulk can be modified by changing
the unit-cell architecture. This introduces a new degree of freedom to materials
design, allowing additional routes in the search of desirable properties. According to
their meso-structure and design variables, Schaedler and Carter (2016) suggested a
categorization of materials as shown in Table 1.1.
In the following, it is explained with an example, how unit-cells architecture influ-
ences the materials mechanical properties. Materials with a random meso-structure
like foams, hold cells whose deformation is dominated by bending. The reason behind
this is their open meso-structure, in the sense that cells are interconnected without
a triangulated pattern, see Figure 1.4b. In contrast, the deformation of closed unit-
cells in lattice materials, such as the octet truss shown in Figure 1.4b, is governed
by stretching. The distinction between these types of meso-structure is a key con-
cept when designing lightweight materials without compromising stiffness. As seen
in Figure 1.4a, the drop of stiffness at the macro-scale is higher in a foam compared
to an octet truss, for the same reduction in density. Further studies in architected
materials have been covered by Gibson and Ashby (1999); Guest (2000); Deshpande
et al. (2001a,b), analyzing how different mechanical properties are scaled with density
at the bulk.
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Table 1.1: Designing materials architecture. Adapted with permission of Annual
Reviews, from Schaedler and Carter (2016) via Copyright Clearance Center.










































Figure 1.4: Mechanical influence of the material cell architecture in the macro-scaling
between stiffness and density. Adapted with permission of Annual Reviews, from




Scientific and technical communities trend toward obtaining specific material prop-
erties at the macro-scale through the design of tailored unit-cells. The initial goal
was improving the materials performance, but it has already reached the point where
researchers seek beyond what nature seems to offer us. This explains the actual pop-
ularity in the material scientific community of the word “meta”, meaning beyond or
after in Greek.
Although metamaterials are introduced in this section separately, we will refer
to them generically as members of the broad family of architected materials. In this
work, we will focus on the mechanical response of metamaterials. However, about two
decades ago, the first metamaterial that attracted a lot of attention was the photonic
crystal, as presented by Sievenpiper et al. (1996), in relation to electromagnetic ma-
terial properties. For this historical reason, we will briefly present a categorization of
metamaterials in the following order, regarding first to electromagnetic, then thermal
and finally mechanical material properties.
1.2.1 Electromagnetic metamaterials
In this case, the manufactured unit-cell characteristic length is comparable with the
propagating electromagnetic wavelength, such that it can alter its scattering. Some
astonishing metamaterials have been discovered and manufactured in this field of
research, in the sense that their material properties are not found in nature. One
example of this are the materials with negative index of refraction, that change the
intuitive idea we have about electromagnetic phenomena occurring at the interface
between two phases. Figure 1.5 illustrates Snell’s law and the effect of negative index
of refraction or left-handed materials. An experimental setup that measures this













Figure 1.5: Sketch of refraction comparing a left-handed material (LHM) with a
conventional one (CM). Supposing that refraction indexes n2 > n1 > 0, the incident




Another fascinating topic that have raised interest in the physics community, also
related to electromagnetic metamaterial properties, is the invisibility cloak. This
term is referred to the idea in which the light could be redirected to avoid an object
and flow around it like a fluid, to return undisturbed to its original trajectory. From a
mathematical point of view, invisibility is ideally impossible, as derived by Nachman
(1988), from the uniqueness of the inverse-scattering wave problem. As explained by
Leonhardt (2006), due to the wave nature of light, only its propagation through empty
space is consistent with the scattering data of light in an empty space. However,
within the limits of geometrical optics, that is for objects that are much larger than the
light wavelength, Pendry et al. (2006) and Leonhardt (2006) described a theoretical
framework where a metamaterial could guide the light rays around an object, such
that they return to their original trajectory. This would create a cloaking device,
that is providing the covered object with an invisible appearance. Despite being
an appealing idea, manufacturing an invisibility cloak still presents a technological
challenge in three dimensions, as reported by Soukoulis and Wegener (2011). For
example, when many unit-cells of these photonic metamaterials are put together into
a 3D bulk, the light absorption (losses) is so high that actually turns these objects
into useless opaque materials.
1.2.2 Thermal Metamaterials
The theoretical framework supporting the invisibility cloak, applied in Maxwell’s
equations by Pendry et al. (2006) and Leonhardt (2006), was enforced into Fourier’s
heat equation by Guenneau et al. (2012), adopting the term thermal cloaking. This
study proofs that the time-dependent heat equation behaves in a form-invariant way
under a curvilinear coordinate transformation. In practice, this transformation can be
used to map a fictitious curved domain onto a metamaterial. In fact, the result can be
interpreted as a highly anisotropic and spatially inhomogeneous thermal conductivity,
such that the cloaking effect works.
(a) Metamaterial setup
(b) Cloaking experiment
Figure 1.6: Thermal cloaking experiment measured by infrared camera. Metamaterial
is machined from a 2 mm copper plate (black) filled after with polydimethylsiloxane
(white). Reproduced with permission from Schittny et al. (2013). Copyright (2013)
by the American Physical Society.
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Unlike thermal insulators, a thermal cloaking device not only isolates an object
from its surrounding but also does not perturb the heat flow. This comparison is
provided by Schittny et al. (2013), who constructed the metamaterial and the ex-
perimental setup shown in Figure 1.6, to support evidences of a material performing
thermal cloaking.
In general, thermal cloaking inspires the idea that heat flow can be tailored by
means of metamaterials. For example, in the works by Narayana and Sato (2012) and
Guenneau and Amra (2013), a design is proposed such that the heat fluxes are rotated
like a vortex. Therefore, in an experiment that prescribes hot and cold temperatures
as depicted in Figure 1.6b, a local heat flux in the center of the vortex is obtained
opposite to the global heat flowing from the hot to the cold. From the material
properties point of view, this effect is surprisingly explained as a local apparent
negative heat conductivity.
1.2.3 Mechanical Metamaterials
Following the previous discussion about metamaterials, the new question we can raise
is: could we design anisotropic materials such that we can control the propagation of
waves in an elastic media? The straightforward answer from a mathematical point of
view is not very optimistic, since it has been proved by Milton et al. (2006) that the
elastodynamics equation is not form-invariant under an arbitrary curvilinear coordi-
nate transformation. The reason behind it is given by the constitutive relation, which
has both non-zero bulk and shear modulus in an homogeneous isotropic elastic solid.
Thus, mechanical waves in an homogenous solid not only propagate longitudinally
(pressure waves, like sound propagates in air or water) but also transversely (shear
waves).
A simple explanation is provided by Kadic et al. (2013) that clarifies why the
general cloaking idea in elastodynamics does not work. Suppose that a pressure
wave is traveling in an homogeneous isotropic body, in absence of obstacles and
damping effects, this will stay forever as a longitudinal wave. In contrast, whenever
this pressure wave gets into an inhomogeneous and anisotropic solid, namely the
metamaterial designed for mechanical cloaking, the emerging waves will no longer be
only longitudinal but also shear waves will arise. The impossibility of recovering the
incident wave without perturbations inhibit the design of mechanical cloaking.
Despite this, there are feasible solutions to overcome the general impossibility
of forging the path where waves propagate in solids, and mechanical metamaterials
are a topic that attracts intense research efforts, as it has been addressed by Kadic
et al. (2013) and Christensen et al. (2015). One possibility that has been explored
is to reduce the generic 3D elastodynamics problem to particular geometries, for ex-
ample thin elastic plates described by Mindlin-Reissner theory (Reissner (1945) and
Mindlin (1951)). Under the thin plate assumption, and supposing the loads have a
much bigger wavelength than the plate thickness, Kadic et al. (2013) characterize
this as a flexural or bending wave problem, meaning that only displacements with
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a normal component to the plate propagate. Farhat et al. (2009) demonstrate that
the elastodynamics equations for bending waves propagating along an infinitely large
homogeneous plate is form-invariant upon a curvilinear coordinates transformation.
In practice, this transformation or mapping can be shaped into an heterogeneous
orthotropic metamaterial, namely the elastic cloak, which is appealing from the en-
gineering point of view at least for two reasons. First, Stenger et al. (2012) suggest
that manufacturing metamaterials with elastic cloaking is fairly inexpensive. Sec-
ondly, Brûlé et al. (2013) point out that elastic cloaking could be exploited in civil
engineering for the infrastructure protection against earthquakes. In particular, the
behavior of one type of seismic loads known as Rayleigh waves can be modeled under
the assumptions of flexural waves. Thus, the idea of scaling up an elastic cloak holds
in principle, providing that a design with the required heterogeneous anisotropy could
be achieved in the soil.
1.2.3.1 Auxetic (and anti-auxetic) metamaterials
Given that this work is focused in the study of auxetic metamaterials, we present in
the following a separated subsection discussing about their characteristics and why are
they considered relevant in the mechanical metamaterials research community. On
the other hand, anti-auxetic materials are out of the scope of this study. However,
we briefly introduce them since they are relevant to the elastic cloaking problem
previously described.
Auxetic and anti-auxetic metamaterials are located at two opposite extremes in
the ratio between bulk - B - and shear modulus - G - in isotropic solids, as categorized
by Milton (2002) in a map, depicted in Figure 1.7b. In isotropic media, the bulk and







whose plot is shown in Figure 1.7a. The values of the isotropic Poisson’s ratio are
restricted to the interval −1 < ν < 0.5, such that the elastic energy is positive under
all possible deformations. Most common isotropic solids have Poisson’s ratio around
ν ≈ 0.3, meaning that B and G are of the same order (see Figure 1.7a).
On one hand, the relation B/G becomes very high when ν → 0.5, which is the
case for fluids, rubber, and also for anti-auxetic materials, which are often referred to
as pentamode metamaterials. Originally proposed by Milton and Cherkaev (1995),
pentamodes are a type of isotropic lattice metamaterials that have been successfully
constructed, for example by Kadic et al. (2012) and Amendola et al. (2016), using
additive manufacturing. Their architecture is thought such that from the six inde-
pendent ways that an elastic solid can be deformed, five - or penta in Greek - can
be ideally performed with zero force (resisting only hydrostatic pressure). In prac-
tice, Kadic et al. (2012) report experimental tests showing ratios between modulus




































(b) A “Milton map” of B vs G
Figure 1.7: Isotropic Poisson’s ratio and the so-called “Milton map”, as reported in
Kadic et al. (2013).
A stable solid exhibiting a very high B/G >> 1 ratio allows only the propagation of
pressure waves, and elastodynamics could be simplified as a scalar problem. Thus,
as reported by Bückmann et al. (2014), pentamode metamaterials have opened the
path to design a 3D elastic cloak.
On the opposite limit, the relation B/G << 1 is very small when ν → −1. In
general, materials with negative-Poisson’s-ratio ν < 0 are called auxetics, and lie on
the horizontal axis of Figure 1.7b in the ideal case. According to Grima et al. (2015),
the term was taken from the Greek auxetos - meaning: “that may be increased” - and
proposed by Evans et al. (1991) to avoid the long phrase “negative-Poisson’s-ratio
materials”. We are accustomed to the fact that, when materials are stretched, they
become thinner in the transverse directions to loading, as depicted in Figure 1.8b.
However, auxetics get thicker when stretched, being this characteristic the one that
gave rise to its denomination (see Figure 1.8c).
The French mathematician Siméon Denis Poisson (1787-1840) was the first one to
introduce in Poisson (1811), an analysis of the shape and volume changes of a fluid
under an arbitrary loading. The interested reader in this historical note is referred to
Greaves et al. (2011). Today, the Poisson’s ratio - ν - is a fundamental characteristic of
an isotropic material, its effect is depicted in Figure 1.8, and formally is defined as the
negative of a transverse strain divided by the applied uniaxial strain. Although the
auxetic behavior ν < 0 is found in nature, for example Gatt et al. (2015) encountered
it in the human Achilles tendon, it is also a subject of dedicated research since the
early works of Evans and Alderson (2000) featuring auxetic properties outperforming
conventional materials. In the following, we describe two of them, being simple yet
functional.







ν > 0 (c) Isotropic
ν < 0
Figure 1.8: Characterization of the Poisson’s ratio effect in materials under uniaxial
stretch.
Figure 1.9: CAD of a smart fastening prototype featuring an helical auxetic pattern.
used in fasteners: the lateral contraction produced by compression eases the insertion
into a hole, while pulling out the fastener actually enhances its grip, since stretching
provokes lateral expansion. In addition, the helical pattern would help extraction if
torque is applied.
Auxetic materials naturally form dome shapes, effect that is known as synclastic
curvatures, while ordinary materials tend to conform themselves into saddle shapes
or anticlastic curvatures. As depicted in Figure 1.10, if a thick plate is subjected




(a) Saddle shape: ν > 0 (b) Dome shape: ν < 0
Figure 1.10: Poisson’s ratio effect in doubly curved shapes of thick plates under
bending.
Sandwich panels are very much used in aerospace industry because of their high
bending stiffness to density ratio. As shown in Figure 1.11, these are formed by
two face thin sheets and a thick hexagonal honeycomb core. For structures like
the airplane nose, manufacturing sandwich panels could be improved by placing an
auxetic honeycomb in the core (as originally proposed by Evans (1991)), instead of
the most common hexagonal honeycomb fabricated by Hexcel (1999).
face sheets
core
Figure 1.11: Structure of a sandwich panel.
1.3 Computational tools for architected materials
In this section, we will first introduce two topics, homogenization theory and de-
sign optimization, originally developed as independent issues and afterward exploited
jointly to approach the materials inverse problem in computational mechanics. Last
but not least, we present the perspectives of using reduced order models (ROM) for
the design of architected materials, which is a less established subject and constitutes
the main focus of this work.
Among these three topics, homogenization is the one at its highest stage of ma-
turity, then is chosen to be presented first. This theory supports the mathematical
background to prove that whenever we have a periodic architected material, as shown
in Figure 1.3, one can benefit from the study of only one unit-cell, and still predict how
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the bulk material will behave in the macro-scale. The material properties obtained
at the macro-scale using homogenization, are often referred to as effective properties.
In terms of the material design process, obtaining effective properties is the so-
called forward problem. By means of homogenization, the reduction of the computa-
tional effort in the forward problem is evident. On the other hand, the so-called in-
verse problem in material design is formulated like this: which is the meso-structure,
formed by some set of constituent materials (which could possibly include voids),
that features some prescribed effective material properties. The inverse problem is
definitely harder to solve, quoting experts in the field, Kadic et al. (2013) say: “there
is no general explicit analytical solution for this step” and Reis et al. (2015) state:
“this problem is generally ill-posed, and making progresses requires a combination
of computational strategies to strengthen our physical intuition”. In this sense, we
present an optimization framework, which is the mostly used approach to attempt a
numerical solution to the material design inverse problem.
As a general idea, design optimization or other numerical approaches to tackle
inverse problems, rely on solving multiple times an updated forward problem in a
smart procedure. Accordingly, the forward problem must be formulated as a para-
metric problem, such that each time it is solved, the design variables or parameters
are updated and allow us to compute afterward a different solution. In the design
of materials, the main difficulty of handling a parametric description of the meso-
structure and to determine its influence in the emerging properties of the bulk is
the multidimensional character of the problem. The computational complexity in-
creases exponentially with the number of parameters and hence the burden of the
inverse problem. A possible solution to affordably deal with the so-called curse of
dimensionality is using reduced order models (ROM).
1.3.1 Computing effective properties using homogenization
The basic idea of homogenization consists in the possibility of measuring effective con-
stitutive properties in a periodic material at the global scale, just by considering the
behavior of a repetitive cell at the local scale. Take for example a plane test specimen
of honeycomb, as shown in Figure 1.12, which is subjected to a state of homogeneous
stress Σ or strain E at the global scale, see Figure 1.12a. Experimental tests can be
done in order to measure the components of the homogeneous or effective constitutive
relation between Σ and E, given by C eff. If these tests are reproduced by numeri-
cal simulations, for example using finite elements, the computational cost is reduced
by performing analysis at a local scale only. In fact, as observe in Figure 1.12b, an
homogeneous state of strain in the global scale conforms into a periodic arrangement
of strain and stress fields at the local scale, ε and σ respectively. This justifies that
the computational analysis can be done on a single unit-cell. The interested reader is
referred to Anthoine (1995) and Michel et al. (1999) for a complete description of the







Figure 1.12: Sketch of a periodic material response at the local scale, when homoge-

















Figure 1.13: Unit-cell dimensions of a perfect honeycomb, as reported by Sigmund
(1994a).
Palencia (1980) and Benssousan et al. (2011) cover further technical aspects such as
functional settings, existence and uniqueness theorems and convergence properties.
For simplicity, we present here an overview of homogenization applied to a 2D
periodic material. The reader is referred to the work by Nguyen et al. (2011), for
an extended version approaching a 3D random composite. Nevertheless, as noted by
Hernández et al. (2014), the same theory in homogenization is used with different
terminologies, adopting representative volume element (RVE) to indicate a domain
showing statistical homogeneity in a random composite, whereas unit-cell is employed
to indicate a meso-structure displaying periodicity.
Implementing homogenization with finite elements is exactly as discretizing the
domain of a unit-cell, see the perfect honeycomb example in Figure 1.13, and solve
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(a) Load Case 1 = XX (b) Load Case 2 = Y Y (c) Load Case 3 = XY
Figure 1.14: Prescribed strains at the global scale used as unit-cell loading cases.
an equilibrium problem where:
 Periodic boundary conditions must be prescribed at the degrees of freedom
located in the unit-cell external boundary (marked in Figure 1.13 with dotted
lines).
 The generalized load in the unit-cell is given by a prescribed homogeneous strain
at the global scale. Figure 1.14 depicts three independent load cases in 2D, that
applied in the unit-cell, allow the recovery of all the effective material properties
at the global scale.
Once the unit-cell equilibrium problem is solved, subjected to the conditions
above, we obtain the displacements denoted by uXX , uY Y and uXY . As a post-
process, homogenization theory allows us to compute the material effective constitu-
tive tensor C eff, which in 2D Voigt notation is written
C eff =














K uJ , for I, J = 1, 2, 3. (1.2)
In the expression above, the following definitions hold for displacements: u1 ≡ uXX ,
u2 ≡ uY Y and u3 ≡ uXY , wh stands for the area occupied by the unit-cell (see Figure
1.13), and K is the unit-cell stiffness matrix obtained by finite element discretization.
It is worth noting that both left and right hand sides of equation (1.2) have physical
units of stress. On the left-hand side, there are components of the 2D constitutive
tensor, whereas on the right-hand side we have units of energy divided by area. Thus,
assuming plane elasticity, the latter corresponds to units of stress as well.
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1.3.2 The architected material inverse problem
The goal here is to briefly introduce the material design inverse problem, and stated
formally in an optimization framework, since it is the most frequent formulation found
in computational mechanics literature. Naturally, when applying this procedure to
the design of materials, the optimization problem must contain the embedded tools
capable of analyzing the material physical behavior. Typically, a unit-cell model is
used to reduce the computational cost, and this analysis is upscale using homoge-
nization theory, such that the material bulk or effective properties can be recovered.
This is known as an inverse homogenization approach and was first addressed by the
works of Sigmund (1994b, 1995).
The general optimization problem is stated below following the notation by Os-
anov and Guest (2016), where the unit-cell architecture is defined by the vector of





















where f is the objective or cost function, h are the equality constraints, g are the
inequality constraints, and all of them are function of the design variables ρ. In
our inverse homogenization problem, h contains at least the unit-cell equilibrium
equations, subjected the illustrated loads of previous subsection (see Figure 1.14).
The inequality constraints g typically bound minimum allowable magnitudes of the
design variables or the material effective properties. The objective function f can
be set for the material mass or some combination of effective properties. As pointed
out in a recent review by Osanov and Guest (2016), there are multiple alternatives to
define the functions in (1.3) but these must be meaningful for the architected material
design. In addition, it is remarked that either material symmetries or engineering
moduli can be prescribed in (1.3), by properly combining the effective constitutive
tensor coefficients (equations (1.1) and (1.2) from previous subsection).
Although it is out of the scope in this thesis, it is often differentiate in the literature
the numerical methods used to solve the problem established in (1.3). Whenever the
initial choice of the architecture drives the design, it is often referred to size or shape
optimization, whereas topology optimization indicates that the exploration of the
optimal design allows changes in the structural connectivities. A brief list is presented
in the following that accounts for non-usual mechanical performances obtained by
topology optimization: materials with zero or negative thermal expansion coefficients
by Sigmund and Torquato (1997) and by Hopkins et al. (2013), isotropic auxetic
materials in 3D by Andreassen et al. (2014), multifunctional materials (combined
optimization of stiffness and fluid permeability) for biomedical applications by Guest
and Prévost (2006) and Wang et al. (2016), and pentamode metamaterial for an
acoustic cloak by Gustavo Méndez et al. (2017).
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1.3.3 Perspectives of using reduced order models for the
design of architectured materials
In the past decade, reduced order models (ROM) have had a big development by
contributing to scale down the computational cost and data storage requirements of
simulations in many fields of applied science and engineering. Numerical methods
like finite elements (FE) are well established given their ability to approximate high-
fidelity solutions of partial differential equations (PDEs), the mathematical models
of many different physical phenomena. Whenever the same PDE has to be solved
for diverse inputs, it can be reformulated as a parametrized PDE. Different inputs
to a PDE can be considered as parameters, naturally one may think about material
properties, but it is also the case of boundary conditions, or geometrical parameters
that modify the domain where the PDE holds.
If a PDE solution by FE is a vector field of size N , any time we demand an
updated solution for a new set of parameters values, we are required to solve a full-
order system of N equations. We will first refer to a class of ROM known as Reduced
Basis (RB) and Proper Orthogonal Decomposition (POD) 1, that share the main
concept behind answering to the PDE multi-queries effectively. Instead of updating
the vector field of size N using FE, it is reconstructed by a linear combination of
m basis vectors. Supposing that m is a relatively low number compared to N , the
reconstruction implies solving a reduced system of m equations, at a much lower cost
than the full-order one. The transformation from the full-order system to the reduced
one is achieved through the so-called projection matrix, conformed by the m basis
vectors. These are nothing but different solutions of the full-order system, often
called snapshots, calculated at particular values of the parameters. Thus, one key
question in RB and POD methods is related to selecting carefully where to calculate
the snapshots and assessing properly the accuracy of the reduced basis through error
estimation. The reader is referred to the works by Prud’Homme et al. (2002) and
Rozza et al. (2007, 2013) for a comprehensive review on this topic and on goal-oriented
error estimation of RB applied to parametrized PDEs.
Another ROM technique that has grown attention in the last decade is the so-
called Proper Generalized Decomposition (PGD), see for example: Chinesta et al.
(2011) and Chinesta and Ladevèze (2014). In contrast with RB and POD, the PGD
does not base its approximation on snapshots, i.e. solutions of the PDE computed
at prescribed values of the parameters. Instead, the solution of a generalized PDE is
sought, where a number np of different parameters are considered as extra coordinates.
Now, the space where this solution belongs is not any more the size of the vector field
N but the product N
∏np
i=1 ni, where ni is the size of the vector field containing values
of a parameter µi, for i = 1, 2, . . . , np. This leads to the so-called curse of dimension-
ality, meaning that the computational cost of solving the parametrized PDE grows
exponentially with respect to the number of added parameters np. To avoid this,
1Depending on the field of application, POD may also appear as Singular Value Decomposition
(SVD), Principal Component Analysis (PCA) or Karhunen-Loève transform.
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PGD introduces the following approximation to the parametrized PDE solution: a
sum of terms containing a product of separated unknowns. The work by Chinesta
et al. (2010) proposes to compute sequentially each one of these terms (greedy al-
gorithm), using a fixed-point solver (alternated directions scheme) to deal with the
nonlinearities introduced by the product of unknowns. By reducing the complexity
of the parametrized PDE solution from exponential to linear, multidimensional prob-
lems have been efficiently approached by PGD, for example: in structural mechanics
(Bognet et al. (2012) and Vidal et al. (2013)), optimization of structures (Courard
et al. (2016)), computational fluid mechanics (Leblond and Allery (2014) and Dı́ez
et al. (2017)), and wave propagation in elastic media (Signorini et al. (2017)). In
addition, once the parametrized PDE solution - a.k.a. the computational vademecum
- has been built and stored at the offline phase, the solution for a prescribed value
of the parameters is evaluated just by a linear combination of terms at the online
stage. In contrast to RB, the PGD online step does not solve any reduced system,
making it suitable for applications like haptic rendering of soft biological tissues (Ni-
roomandi et al. (2013)), electrical power distribution (Garćıa-Blanco et al. (2018)),
among others requiring fast responses (Chinesta et al. (2013) and Modesto et al.
(2015)).
In a context closer to the interests of this work, the literature review shows a de-
voted research effort in ROM applied to the “Finite Element square method” (FE2).
This computational approach is focused on modeling the behavior of structures with-
out defining any constitutive law at the global scale. Instead, another model is done
at the local scale, where the material heterogeneities - and possible nonlinearities -
are described in a unit-cell or an RVE (representative volume element). The proce-
dure that links the two models is the following: at each point of the global scale,
start with a guessed strain that loads the unit-cell problem at the local scale, whose
solution retrieves back the stresses to the global scale. This procedure is addressed
iteratively until equilibrium at the global scale is reached, as explained by Feyel and
Chaboche (2000). Achieving the latter comes with high expenses, so the independent
unit-cell problems have been implemented in parallel, for example by Mosby and
Matouš (2015), but still remains the computational cost of exchanging information
between scales. Instead, using POD to approach the multiple queries to the unit-cell
problem in the framework of (FE2), we highlight the works by Yvonnet and He (2007)
and Hernández et al. (2014), where very significant computational time reductions
are obtained. In addition, the works by Lamari et al. (2010), El Halabi et al. (2013)
and Cremonesi et al. (2013) also report meaningful computational cost savings for
this multiscale approach in structural analysis, but using PGD-based models instead.
In the architected materials literature review, there are very few but promising
implementations of ROM, which is one of the motivations of the present thesis. In the
works by Ganapathysubramanian and Zabaras (2007) and Xia et al. (2013), a POD
image-based interpolation is presented to obtain an efficient parametrization of the
unit-cell meso-structure. With respect to design, a RB approach is used in Saa-Seoane
et al. (2012) to reduce the computational complexity of a metamaterial optimization
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for wave propagation. In the previous, RB allows to keep the discrete binary nature of
the unit-cell optimization problem (i.e. selecting either to place material or void in a
FE mesh), which is more robust than continuous gradient-based methods but comes
at a higher computational cost. Also in the context of topology optimization, the
work by Xia and Breitkopf (2014) presents a POD approach that admits an efficient
treatment of a two-scale problem: derive a structure with maximum stiffness for a
given weight at the macro-scale, using a fixed unit-cell architecture of a nonlinear
elastic constituent material.
A further step in the search of optimal structures is reported by Ferrer et al. (2016).
There, the two-scale algorithm also searches for an optimum unit-cell topology in the
design problem that maximizes structural stiffness for a given weight at the macro-
scale. The high computational cost of simultaneously optimizing a structure and
its material topology, is addressed by building a computational vademecum a priori.
This outputs the optimal unit-cell topology among a large set of the same weight,
taking as inputs the macroscopic stress state in 2D (parametrized with two parameters
only). Given that this material vademecum has been calculated using brute force,
we highlight the authors suggestion about using ROM to include more parameters,
as it would be needed in the case of representing a 3D stress state, variations of
the constituent material properites or ranges in the unit-cell weight (material volume
fraction).
The need to explore efficient routes to computational vademecums in the material
design problem is the key aspect that motivates the present research by means of a
PGD algebraic approach applied to parametric lattice structures.
1.4 Outline and objectives of this work
This work is based on parametric lattices structures, formulated with beam finite
elements. This is introduced and described in Chapter 2. In addition, a distinct
effort is committed to describe how the parametric input data must be decomposed
in a separated way, which is a requirement for the algebraic PGD solver.
The algebraic PGD solver is one distinguished objective of this thesis and is de-
veloped in Chapter 3. So far, many PGD solutions for parametric partial differential
equations have been proposed, however, none of them features an integrated approach
that could be used independently of the parametric PDE nature. Our approach stands
as a solver for any parametric system of algebraic equations, that could be used as
a black-box, provided that the input parametric data is given in a separated form.
In addition, it highlights how the different parametric problems inside this black-box
can be formulated independently such that they can be solved in parallel.
An application of the PGD algebraic solver for the solution of a 2D parametric
honeycomb is detailed in Chapter 4. The results show the PGD solution obtained for
a unit-cell model with homogenization, supporting the explicit parametric analysis of
effective mechanical properties, such as the negative orthotropic Poisson’s ratios.
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Chapter 5 shows the algebraic PGD solver applied to 3D parametric lattices.
First, the parametrization of a scaffold is introduced, with a particular emphasis
on the application of the Singular Value Decomposition (SVD) to handle the non-
separable input parametric data. In addition, an insight is provided on the accuracy
of the parametric 3D orthotropic Poisson’s ratios recovered by our PGD strategy.
Furthermore, the PGD solver is applied to a stent-like tubular structure capable of
exhibiting auxetic behavior. Finally, the same parametric stent is analyzed using
a geometrically nonlinear beam model in a commercial software. Although a fewer
number of parameters are considered to approach the multidimensional sampling, a
PGD response can be built a posteriori based on a least-squares approximation. This
explicit parametric response is certainly appealing since it is capable of evaluating
buckling, and the load magnitude as an extra parameter that modifies the material
effective properties. Being the ultimate goal to build this explicit parametric response
using PGD a priori, we state a possible route to exploit the algebraic PGD solver in
a nonlinear scheme.
A web application is presented in Chapter 6, which has been developed to exploit
the fast responses offered by the PGD online phase. This post-processing tool sup-
plies an interactive graphical interface to explore the PGD parametric responses in
lattice materials. In addition, the WebGL core combined with JavaScript admits a
versatile rendering tool qualify to work across multiple platforms (i.e. any modern
web browser).





In this chapter, the mechanical response at the macro-scale of an architected ma-
terial is studied. Its periodic structure is formed by the repetition of a unit-cell in
2D. The focus is set on an hexagonal unit-cell, frequently found in honeycomb ma-
terials (Hexcel (1999)). In addition, the unit-cell shape is parametrized, with the
particularity that an auxetic behavior could be achieved depending on the geometric
configurations (Almgren (1985)). Since we are dealing with a lattice structure, the
Euler-Bernoulli beam theory is chosen to describe the mechanical problem. In addi-
tion, we restrict the mechanical behavior to the linear elastic regime. The goal is to
solve the parametric structural problem by means of the PGD method, such that the
multidimensional space of parameters can be browsed in an efficient approach. In ad-
dition, the PGD provides an explicit parametric response that could be exploited to
efficiently solve an inverse problem, such as the design of tailored material properties
or multi-parameter identification. In such cases, multiple queries in the parametric
design space are needed to evaluate the arising mechanical responses, which in the
PGD framework can be obtained in real time.
2.1 2D parametric structural problem
2.1.1 Planar beam element
The Euler-Bernoulli beam theory proposes a continuous element with external loads
q as depicted in Figure 2.1 (Timoshenko and Goodier (1951)). The external loads
generate moments M , and internal shear forces V . These forces and moments gen-
erate a displacement field, which in the linear framework, is accounted only in the
transverse direction to the beam dotted-line of centroids.
The Euler-Bernoulli beam hypothesis is an idealization in which the kinematics
of a continuous solid is approximated by its line of centroids, provided that the solid
body cross-sections remain undeformed. In addition, a decoupled axial strain is added
to account for the extension or contraction produced by external axial forces. By this
simplification, the axial strain becomes independent of the shear forces and moments.
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Figure 2.1: Diagram of external loads q, internal forces V and moments M in a
differential element of Euler-Bernoulli beam.
In the 2D model, the beam’s line of centroids is completely defined by a displacement
uŷ and a curvature θẑ, and together with the axial displacement ux̂, they account
for a total of three degrees of freedom. The local beam axes defined in Figure 2.2 is












Figure 2.2: Planar beam element of length L. Local degrees of freedom denoted at
their tip points 1 and 2.
2.1.2 Unit-cell parameterization
In the numerical solutions to structural problems, one often considers different pa-
rameters that take a particular set of values. As long as the problem is well posed,
this leads to a unique solution valid for the determined set of parameters values.
In a parametrized problem instead, the parameters - previously defined as a par-
ticular set of values - are now left as variables, letting the solution be an expression
in terms of them. In case it is possible to obtain an analytical expression, then all the
possible solutions to the problem are written in a mathematical statement. This can
be evaluated for any set of values without need of solving the same problem many
times. However, even for small sized problems, the use of symbolic computation to
obtain analytical solutions becomes computationally inefficient, or even unfeasible.
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Alternatively, one can keep the parametric problem description but assigning ad-
missible intervals where each of the parameters range. If the parametric dependence
of the problem is separable, a PGD solver provides an explicit solution in the pa-
rameters. A detailed explanation is here presented about the process of building the
PGD solver input data separable in the parameters. With respect to the PGD solver
itself, this is comprehensively treated in Chapter 3.
The parametric structural problem is described for a periodic material with an
hexagonal unit-cell (Figure 2.3). Two different structures arising from the same
parametrization are shown as an example in Figures 2.3a and 2.3b (unit-cells depicted
in red). Moreover, the unit-cell geometry is detailed in Figure 2.3c. The mechanical
behavior is modeled by 8 beam elements in Figure 2.3d, which at the end it allows
us to characterize the material shape by means of the following parameters:
 a: the length of the obliquely oriented beams.
 b: the length of the horizontal beams.
 α: the angle of the obliquely oriented beams, with respect to the horizontal
axis.
 t: the beam elements thickness.
Thus, there are a total of np = 4 parameters, collected in a vector µ:
µ = [µ1 µ2 µ3 µ4]
T = [a b α t]T .
As explained in section 1.3.1, one can exploit the material periodicity and recover
its mechanical properties at the macro-scale, just by using a series of independent
problems on the unit-cell subjected to proper boundary conditions. In such case, the
unit-cell parametrization must take into account that:
1. t/2 is the thickness of the top and bottom horizontal beam elements (as shown
in Figure 2.3c).
2. b/2 is the length of the horizontal beam elements in blue (see Figure 2.3d).
In addition, the material structure parametrization has physical sense only for a
restricted parameters range. If we circumscribe the unit-cell into a rectangle, depicted
in Figure 2.3c with dotted lines, one must take into account that this rectangle width
- w - has to be larger than the horizontal elements length b. This leads to the
constraint:
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(a) α = 60◦









Figure 2.3: Parametrization of a periodic hexagonal honeycomb.
Besides, the intervals Ii, where the parameters µi range in our analysis, for i =
1, . . . , np, are chosen as follows:













In this manner, we assure that all the values in the multidimensional parametric space
formed by the Cartesian product I1 × I2 × I3 fulfill the constraint given by equation
(2.1). Following this approach, the algebraic PGD solver - Chapter 3 - builds the
parametric dependence as a product of separated 1D functions. The reader is referred
to the work by Zou et al. (2018) for an alternative approach of PGD with a constrained
parametric space. There, the mutually dependent parameters are collected into non-
separable (2D or 3D) spaces.
2.1.3 Finite Element formulation of planar beams
The discretization of the beams is done with a 2D element, which is classical in
structural mechanics (Cook et al., 2002, Chapter 2). Two nodes are located at the
beam tip points, each one associated to three degrees of freedom (Figure 2.2). Thus,
a generalized displacement vector collects the element degrees of freedom at the beam
local system of coordinates:
û = {u1x̂ u1ŷ θ1ẑ u2x̂ u2ŷ θ2ẑ}T ,
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and a generalized force vector gathers analogously:
f̂ = {N1x̂ V1ŷ M1ẑ N2x̂ V2ŷ M2ẑ}T ,
where N represents axial forces, which are always in the beam local x̂ direction, V
are shear forces, and M are bending moments. In the planar beam model, there is
only one bending curvature, depending on shear forces and moments in the beam
local ŷ and ẑ directions respectively. In the Bernoulli beam element, the relation
between vectors of generalized forces and displacements can be obtained in a closed-
form matrix, using a direct stiffness method (Cook et al., 2002, Chapter 2). In a
mathematical sense, the same result is obtained using a variational formulation with
some particular interpolation for the degrees of freedom, and integrating in space
(Cook et al., 2002, Chapter 4). In both cases, the stiffness matrix becomes
K̂e=

Xe 0 0 −Xe 0 0
0 Y1,e Y2,e 0 −Y1,e Y2,e
0 Y2,e 2Y3,e 0 −Y2,e Y3,e
−Xe 0 0 Xe 0 0
0 −Y1,e −Y2,e 0 Y1,e −Y2,e
0 Y2,e Y3,e 0 −Y2,e 2Y3,e
, (2.2)
where the superscript “ ̂ ” denotes the stiffness of an element “e” in its local
















In our parametric setup, we have that the beams cross-section area - Ae - and
centroidal moment of inertia along ẑ axis - Iẑ,e - are functions of the parameter “t”.
Note that the subscript “e” is kept to distinguish that, in the unit-cell model, some
elements must be defined with half-thickness t/2 (see Figure 2.3c). The beams length
Le is a function of either parameter “b” or parameter “a”, depending upon which
element “e” are we considering in the unit-cell model (see Figure 2.3d, and note in
blue the elements defined with half-length b/2). Finally, the beams Young’s modulus
Ee can be neglected for all our analysis, given that we focus on the unit-cell geometric
parametrization and therefore it is set unitary Ee = 1 for all elements in the structure.
The parametric dependence of the elemental matrix coefficients is indicated with
the following notation - Xe(µ), Y1,e(µ), Y2,e(µ) and Y3,e(µ) -, which implies that the
parametric elemental stiffness matrix itself is - K̂e(µ) -.
The elemental matrix K̂e(µ) can be mapped to the global coordinate system
(x, y, z) (Figure 2.3d) by a standard transformation (Cook et al., 2002, Chapter 2):
Ke(µ) = T
T
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The elemental matrices Λe(α) represent a plane rotation through an angle ϑe(α):
Λe(α) =
 cos (ϑe(α)) sin (ϑe(α)) 0− sin (ϑe(α)) cos (ϑe(α)) 0
0 0 1
 , (2.5)
and depending upon the element in the unit-cell, ϑe(α) becomes:
ϑe(α) =
{
π − α , for depicted elements in dark green, see Figure 2.3d ;
α , for depicted elements in light green, see Figure 2.3d .
(2.6)
Note that for the horizontal elements in Figure 2.3d, the global coordinate system
(x, y, z) coincides with the local one (x̂, ŷ, ẑ) in the beams, therefore the transforma-
tion in equation (2.4) becomes the identity.
2.2 Affine decomposition of input data
Once we have defined the structural parametrization and the finite element discretiza-
tion in our problem, the next goal is to build the discrete parametric mechanical
equilibrium:
K(µ) U(µ) = F(µ). (2.7)
The information of the parametric problem is condensed in the global stiffness matrix
K(µ) and the global forcing term F(µ), such that we will refer to them as the
parametric input data. In our case, input data represents the discrete form of a
mechanical equilibrium problem of a parametric structure, subjected to a loading
state that also depends on the parameters. However, equation (2.7) could represent
in general, the discrete form of any parametrized linear PDE.
Instead of solving the unknown U(µ) as the finite element solution for any partic-
ular value of the parameters, it will be approximated using an algebraic PGD solver
(Chapter 3). In this manner, the exponential growth of the computational cost, as-
sociated with the increasing number of parameters, can be prevented. The algebraic
PGD solver relies, however, on the affine decomposition - or in other words, sepa-
rability - of the parametric input data. We will here focus on the methodology to








but analogously, the procedure can also be used to obtain the separated form of the









2.2. Affine decomposition of input data
In order to approach the affine decomposition of the global stiffness matrix K(µ)
in (2.8), we will begin with (as usual in finite element procedures) an affine decom-








The elementary stiffness matrix Ke(µ) for our parametric structure has been
described by equation (2.4). From this equation, we observe that the affine decompo-
sition given by (2.10) implies the separability of K̂e(µ) - the beam element stiffness
matrix in its local system of coordinates -, provided that the transformation matrix
Te depends only on one parameter, “α”, so it is separable by definition. Thus, K̂e(µ)








Note that the element subscript “e” has been dropped out from the notation “nk̂”,
since the number of separated terms for K̂e(µ) results the same in all elements of our
parametric structure, as it will be explained below.
The decomposition stated in (2.11) is constructed by observing the functions:
Xe(µ) and Yj,e(µ), for j = 1, 2, 3, that provide the dependence of matrix K̂e on the
parameters, see equation (2.2). In fact, it is noticed from (2.3) that all these four
functions are a product of functions depending on one of the parameters only. This
implies that the proposition in (2.11) is feasible.
Let us assume that all beam elements in our honeycomb material have a rectan-
gular cross-section, with unitary width and thickness t. Then, for the set of oblique
elements “ e ∈ ob ”, i.e. those colored in Figure 2.3d in green, we use the following
notation to denote their physical properties:
Aob = t , Iẑ,ob = t
3/12 , Lob = a . (2.12)
Using the properties above, together with equations (2.2) and (2.3), we decompose







3/a2 + K̂4ob t
3/a3 . (2.13)
This expression is nothing but equation (2.11), with nk̂ = 4, and the parametric
functions Ofi,ob, for f = 1, . . . , nk̂ and i = 1, . . . , np, being the following:
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µi\f 1 2 3 4
µ1 1/a 1/a 1/a
2 1/a3
µ2 1 1 1 1
µ3 1 1 1 1
µ4 t t
3 t3 t3
Table 2.1: Parametric functions Ofi,ob in the hexagonal honeycomb cell.
In the table above, parametric functions depending on µ2 = b and µ3 = α remain
constant. This is natural, given that the oblique elements length is Lob = a, and
matrix K̂ob is defined locally, without considering its orientation in the global system.
Finally, equation (2.13) is completely described using the following matrices K̂fob, for
f = 1, . . . , nk̂ = 4:
K̂1ob =

1 0 0 −1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
−1 0 0 1 0 0
0 0 0 0 0 0







0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 1
2
0 0 0 0 0 0
0 0 0 0 0 0







0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 −1 0
0 0 0 0 0 0
0 0 −1 0 0 −1





0 0 0 0 0 0
0 1 0 0 −1 0
0 0 0 0 0 0
0 0 0 0 0 0
0 −1 0 0 1 0
0 0 0 0 0 0
 .
(2.14)
Eventually, notice that each term of the decomposition K̂fob
np∏
i=1
Ofi,ob, for f = 1, . . . , nk̂ =
4, describes one of the functions from equation (2.3), Xe(µ) and Yj,e(µ), for j = 1, 2, 3,
in the matrix order given by (2.2). In this case, we have considered beam properties
(equation (2.12)) for the set of oblique elements. For the remaining elements in the
honeycomb cell (see Figure 2.3d), the procedure is alike but taking into account other
beam properties properly.
So far, we have described in equation (2.14) and Table 2.1, the terms characterizing
the affine decomposition of the elemental local stiffness matrix K̂e. In order to provide
an affine decomposition for the elemental global stiffness matrix Ke, it remains to
consider the parametric dependence of the orientation angle α. For this purpose, we
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The number of terms nT = 3 is readily obtained by decomposition of rotation matrix
Λe(α), from equation (2.5), as follows:
Λe(α) =
0 0 00 0 0
0 0 1
+
1 0 00 1 0
0 0 0
 cos (ϑe(α))︸ ︷︷ ︸
L23,e
+
 0 1 0−1 0 0
0 0 0
 sin (ϑe(α))︸ ︷︷ ︸
L33,e
. (2.16)
We remark that ϑe(α) takes values (π − α) or (α) depending on the elements in the
honeycomb unit-cell, as defined in (2.6). This only changes the sign of the second
term in equation (2.16), according to cos(π − α) = − cos(α). Then, we can take out
the subscript “e” from the parametric functions in equation (2.15), becoming Lgi as
summarized below:
µi\g 1 2 3
µ1 1 1 1
µ2 1 1 1
µ3 1 cos(α) sin(α)
µ4 1 1 1
Table 2.2: Parametric functions Lgi in the hexagonal honeycomb cell.
Naturally, all functions that do not depend on parameter µ3 = α remain constant.
Finally, matrix T2e takes opposite signs, depending upon the elements in the unit-cell
(equation (2.6)).
Using the matrix decompositions in (2.11) and (2.15), the parametric dependence























Here, the dependence of the parametric functions on (µi) has been omitted in behalf
of a simplified notation. The equation above is a product of separated matrices,
whose result is a collection of terms describing the affine decomposition of Ke(µ).
This is written in equation (2.10), with a number of terms - nke - depending on the
element in the honeycomb structure.
In the simplest case, some elements have a fixed orientation, not depending on the
parametrization. We referred to these as the set of horizontal elements “ e ∈ hor ”
(those horizontally aligned in Figure 2.3d). Thus, local and global stiffness matrices
coincide: Khor(µ) = K̂hor(µ), implying that nk hor = nk̂ = 4. On the other hand, the
oblique elements have a parametrized orientation, so the number of separated terms
- nkob - results from the evaluation of (2.17).
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T nk̂. In our parametric structure, we have that nT = 3 and nk̂ = 4,
leading to nk
max
ob = 36. However, the n
2
T combinations of indexes {g, h}, for g, h =






i , ∀g 6= h. Thus,
taking the repeated parametric functions in the sum as a common factor, the number













2! (nT − 1)!
. (2.18)





, by analogy with the
binomial coefficient. The idea behind is simple, as it is shown in Table 2.3 for nT = 3:
it basically counts how many unordered pairs {g, h} are collected without repetitions,
for g, h = 1, . . . , nT.
g 1 1 1 2 2 3
h 1 2 3 2 3 3
Table 2.3: There is a total number nQ = 6 of multisets of length 2 on nT = 3,
representing the unique combinations of unordered pairs of summing indexes {g, h},
for g, h = 1, . . . , nT.





T nk̂ to nk
red
ob = nQ nk̂. In addition, we can define a one to
one relation “F” between the summing index d = 1, . . . , nkredob in equation (2.10) and
the multiple summing indexes from equation (2.17), being f = 1, . . . , nk̂ and the nQ
unrepeated-unordered pairs {g, h}, that is summarized by the following equations:
























i,e for i = 1, . . . , np (2.21)
In our problem, we have that nQ = 6 and nk̂ = 4, which gives nk
red
ob = 24 matrices
Kde computed as stated in (2.20). However, in practice, many of these terms result
in a null matrix. In our honeycomb material, after performing equation (2.20) for
d = 1, . . . , nk
red
ob , we end up collecting a final number of nk ob = 9 nonzero terms.
Once we have defined the affine decomposition for the elemental stiffness matrices
in the parametric structure, we can proceed to build the global one, also in a separated
form, specified in equation (2.8). For that purpose, we first note that the total number
of terms in the global separated stiffness matrix - nk - is given by the collection
of all the different parametric functions obtained for the elemental matrices. In
our honeycomb structure, this turns out to be the sum of nk hor = 4 and nk ob = 9
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distinctive parametric functions, collected for the different set of elements in the unit-
cell. Table 2.4 presents this group of parametric functions, Bki (µi), for k = 1, . . . , nk =
13 (see notation from equation (2.8)).
µi\k 1 2 3 4 5 6 7 8 9 10 11 12 13




























1 1 1 1 1 1 1 1 1
µ3 1 1 1 1 cos
2(α) sin(2α) sin2(α) 1 cos(α) sin(α) cos2(α) sin(2α) sin2(α)
µ4 t t
3 t3 t3 t t t t3 t3 t3 t3 t3 t3
Table 2.4: Global parametric functions Bki (µi) for the lattice structure.
It is observed from Table 2.4, that an ordering criteria has been set for the
k = 1, . . . , nk separated terms of the global stiffness matrix, K
k, each one of them




i . Now the methodology to
build each of the global matrices Kk follows pretty much the finite element pro-
cedures, with slight considerations that take into account the particularities of the
parametric affine decomposition. In Algorithm 1 it is sketched the standard FE loop,
together with some particular considerations that allow building separated matrices
Kk for our parametric honeycomb structure.
Data: FE connectivities, elType: element type, for e = 1, . . . , ne.
Parametric functions Bki , for k = 1, . . . , nk.
Result: Kk separated matrices, for k = 1, . . . , nk.
for e = 1 . . . ne do
switch elType do
case “e ∈ hor” do
• Compute K̂fe from (2.11), for f = 1, . . . , nk hor.
• Assign local K̂fe to global Kk for k = 1, . . . , nk hor.
end
case “e ∈ ob” do
• Compute Kde from (2.20), for d = 1, . . . , nk ob.




Build all sparse Kk, for k = 1, . . . , nk.
Algorithm 1: Adapted FE loop building the separated matrices Kk that provide
an affine decomposition of the parametric honeycomb stiffness.
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Figure 2.4 illustrates how does the data structure look for the affine decomposition
of the parametric stiffness matrix K(µ). It is presented as a Matlab© cell array
variable “Ksep”, for the hexagonal honeycomb material made of 15 × 15 periodic
repetitions of unit-cells, with a total number of DOF denoted by ndof = 2880 and
np = 4 parameters. For each term k = 1, . . . , nk, there is a sparse matrix K
k ∈
IRndof×ndof , and the complementary functions Bki , these latter evaluated at the 1D






















k = 1, . . . , nk
i = 1, . . . , np
spatial mesh (ndof) parameters mesh (nd,i)
Figure 2.4: Data structure of K(µ) affine decomposition in a Matlab© cell array
variable “Ksep”. Honeycomb material sheet with spatial mesh size: ndof = 2880 and
np = 4 number of parameters.
In the next chapter, it is presented an algebraic PGD solver, which has the ability
to take as inputs the stiffness matrix and force vector of a parametric structure -
derived in the particular separated fashion - and produce as output an explicit so-
lution in the multidimensional parametric space, avoiding the expensive calculations
required with standard numerical solvers (e.g: finite elements). In addition, consid-
ering the algebraic nature of the solver and the flexibility of its implementation, it
results very practical to treat different structural parametric problems, within the
limits of linear elasticity. The user working load is limited to boiling down the para-




An algebraic PGD solver for
parametric systems of linear
equations
3.1 Problem statement
Consider a system of linear equations that depends on np parameters, character-
ized by µi, for i = 1, 2, . . . , np, each ranging in a real interval Ii ⊂ IR. For
the sake of shortening the notation, the np parameters are collected in a vector
µ = [µ1 µ2 . . . µnp ]
T. Accordingly, µ ranges in the multidimensional parametric space
D = I1 × I2 × . . .× Inp ⊂ IRnp .
Typically, this linear system would be the result of a parametric partial differential
equation that has been discretized with finite elements. The unknowns of the para-
metric problem, e.g. displacements, are described by a vector U(µ). The number of
degrees of freedom of the problem is denoted by ndof and therefore for every value of
the parameters, U(µ) ∈ IRndof .
The parametric input data boils down to the stiffness matrix K(µ) ∈ IRndof×ndof
and the vector of nodal forces F(µ) ∈ IRndof . Thus, the equilibrium equation reads
K(µ) U(µ) = F(µ), (3.1)
that must be solved to obtain U(µ).
Equation (3.1) is stated in a parametric fashion, in the sense that input data K
and F depend on µ and therefore also the solution U depends on µ. Thus, all these
mathematical objects are fields taking values in the multidimensional parametric
space D. In the following, it is assumed that the parametric dependence of the
input data is regular enough to be square integrable, that is F(µ) ∈ [L2(D)]ndof and
K(µ) ∈ [L2(D)]ndof×ndof . Note that the parametric functional space L2(D) is also
expressed in terms of the sectional spaces L2(Ii), with i = 1, 2, . . . , np. Namely,
L2(D) = L2(I1)⊗L2(I2)⊗· · ·⊗L2(Inp), which means that freezing all the parameters
but one, the remaining functional dependence is square integrable.
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In order to devise a numerical solver, the parametric space is also discretized.
Finite-dimensional spaces Vi ⊂ L2(Ii), whose dimension is nd,i, for i = 1, 2, . . . , np,
are introduced to approximate each sectional parametric space. Accordingly, the
space where the discrete approximation to U(µ) lies is
[
V1 ⊗ V2 ⊗ · · · ⊗ Vnp
]ndof
, with





The total number of unknowns nFull increases dramatically when the number of pa-
rameters np is raised, producing the so-called curse of dimensionality. In other words,
the number of degrees of freedom in the full multidimensional problem, nFull, growths
exponentially with np.
Reduced Order Models (ROM) are a possible alternative to overcome this diffi-
culty. In particular, the Proper Generalized Decomposition (PGD) is a ROM based on
the idea of producing a separable approximation of the multidimensional unknowns,
such that the exponential computational complexity is reduced into a linear one.
Next section discusses the application of a PGD solver to the problem under
consideration.
3.2 Separable approximations
The PGD solver output will be an approximated form of the unknown U(µ) by a
separable approximation UnPGD(µ) with n terms, namely





















Each term, for m = 1, 2, . . . , n, is determined by a displacement vector um and a set
of parametric functions Gmi (µi), for i = 1, 2, . . . , np. Due to the similarity of (3.3) to a
modal decomposition, for example the one frequently used in linear elastodynamics,





i (µi) as the m
th parametric mode. In the following, in order to
alleviate the notation and where there is no ambiguity, the explicit dependence on µi
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In order to use PGD, the input data, K(µ) and F(µ), must also be expressed in















where nk and nf are the number of terms needed to express K and F in a separable
manner, Kk and f ` are the corresponding spatial modes and Bki (µi) and S
`
i (µi) are the
parametric functions. For the sake of simplifying the notation, also the dependence of
Bki and S
`
i on the parameters is omitted in the following. In the case where input data
can not be separated, a separable approximation has to be obtained as a pre-process.
See for example Zlotnik et al. (2015), for a discussion on the errors introduced by this
phase.
In the following, we will present a solution for equation (3.1), that is based on the
weighted residuals idea. Thus, we first introduce the residual of (3.1) as
R(U(µ)) := F(µ)−K(µ) U(µ). (3.6)







δU(µ)TR(U(µ)) dµnp . . . dµ2 dµ1 = 0 (3.7)
for all δU(µ) ∈ [L2(D)]ndof .
Note that no integration is performed in the physical space. The integrals involve
only the parametric space D. This is due to the algebraic nature of (3.1), which can
be seen as already discretized in space. The role of the space integration (energy
product) is played here by the scalar product of the residual (forces) and the test
function (parametric virtual displacements).
3.3 PGD algebraic solver
The PGD solver is based on discretizing and solving the integral form presented
in (3.7), using the separable approximations introduced in (3.3), (3.4) and (3.5).
Formulating the PGD also requires to introduce sectional norms. These are norms
defined only along each one of the independent parametric dimensions, which in turn
will allow us to measure the PGD modes in the multidimensional space.
3.3.1 Sectional norms
The standard norm in L2(Ii) is used to measure the parametric functions Gmi ∈ L2(Ii),
namely
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The choice for the sectional norm affecting the space (or physical) dimension, that is
the norm to measure the mth spatial mode um ∈ IRndof , is not as basic. The obvious
choice of selecting the Euclidean scalar product in IRndof would yield
‖um‖2 = [um]T um.
The Euclidean norm, however, does not take into account the nature of generalized
nodal displacements, that are, for example, the ones that mix displacements and
rotations, which are common in structural finite element formulations, such as beams,
plates or shells. In these cases, the euclidean norm lacks of physical meaning, and
a more suitable choice is using a structural mass matrix Mu with sound physical
rationale. The norm using Mu results in
‖um‖2 = [um]T Mu um. (3.9)

















where βm = ‖um‖
∏np
i=1 ‖Gmi ‖ is the amplitude of the mth mode of the PGD.
Note that βm provides a key information on the relative importance of the different
modes in the separable approximation and therefore, it is used as one of the criteria
to decide whether the number of terms, n, is sufficient to obtain a desirable accuracy.










U(µ)TMuU(µ) dµnp . . . dµ2 dµ1 , (3.12)
for any U(µ) ∈ [L2(D)]ndof .
3.3.2 Greedy strategy and rank-one approximation
The PGD methodology aims at solving numerically equation (3.7) by using an ap-
proximation of the form shown in (3.3). This is performed using a greedy strategy,
that is to compute the terms of the sum in (3.3) in a sequential approach. Thus, we
start computing U1PGD, and then, once U
1
PGD is available, we compute U
2
PGD, and so on.
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Each of the steps of the greedy algorithm, that is, updating some Un−1PGD into U
n
PGD,
consists in solving a rank-one approximation problem.







where the superscript n in un and Gni is omitted here to simplify the notation.
The problem consists now in finding u, G1, G2, . . . , Gnp such that U
n
PGD fulfills
(3.7). The complete unknown function u
∏np
i=1Gi is said to be of rank one because
it is built as the product of sectional functions. The problem at hand is nonlinear
(because the unknown functions are multiplying each other) but with a number of
degrees of freedom much lower than the original one. Recall that the discrete version
of the full linear problem has a number of degrees of freedom nFull given in (3.2).
Instead, with the PGD strategy, each rank-one approximation problem is nonlinear
but with a number of degrees of freedom nRankOne, given by:




Typically, due to the additive nature of nRankOne in terms of the sectional dimensions,
nRankOne  nFull holds and therefore the reduction of the dimension of the problem is
well worth the difficulties associated with the newly acquired nonlinear character.

































The test function δU(µ) in (3.7) has to be selected in accordance with the un-
knowns of the rank-one problem, which consists in introducing in equation (3.7), the
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where the explicit dependence on µ has been omitted in the notation.
That is, instead of taking an arbitrary δU ∈ [L2(D)]ndof as in (3.7), one must take
arbitrary δu ∈ IRndof and δGi ∈ L2(Ii), for i = 1, 2, . . . , np. Then, in the numerical
version, the finite-dimensional sectional spaces Vi replace L2(Ii).
The numerical strategy to deal with the nonlinearity of this problem is based
on the alternated directions idea, Ammar et al. (2010), which is also referred to as
fixed-point solver.
3.3.3 Alternated directions: fixed-point solver
The alternated directions strategy consists in successively solving each one of the
nonlinear problem unknowns, assuming that the rest of them are known, until all
these reach a stationary point.
3.3.3.1 Computing u
The first step consists in, assuming all Gi known, for i = 1, 2, . . . , np, compute u such
that R(UnPGD) satisfies equation (3.7). Since all Gi are known, δGi is taken to be zero,













Gi dµj = 0 ,
for all δu ∈ IRndof . Note that the notation has been shortened in a single multidi-




Ij instead of D because this notation is going to be
useful in the following. If the previous equation is fulfilled for all δu ∈ IRndof , it is








Gi dµi = 0.


















Gi dµi = 0.
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The expression R(Un−1PGD ) in the previous is expanded using the definition of the
residual in (3.15), and the separable expressions for K(µ) and F(µ) in (3.4) and (3.5)
respectively. All terms coming from R(Un−1PGD ) are known quantities, and taking them


































i Gi dµi︸ ︷︷ ︸
ck,m
um.






































i Gi dµi . (3.22)
3.3.3.2 Computing Gi, for i = 1, 2, . . . , np
The subsequent steps consist in computing one parametric function, say Gi, assuming
that u and the rest of the parametric modes Gj - for j = 1, 2, . . . , np and j 6= i - are
known. Thus, the corresponding variations δGj and δu are taken to be zero, and the
variation δU in (3.17) becomes
















 dµi = 0 , (3.23)
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which must hold for all δGi ∈ L2(Ii). In order to ease the reading, the range of j:
j = 1, 2, . . . , np and j 6= i is omitted, emphasizing only the fact that j 6= i. Note
that (3.23) is an equation for the unknown function Gi(µi), that appears explicitly

































where both the term in brackets in the left-hand side and the right-hand side of (3.25)
are computable functions in Ii. The expression for these functions is determined using
the definition of the residual R(Un−1PGD ) from (3.15) and the forms of the data given in























where the notation Gi(·) is used to stress that Gi(µi) takes values in the interval Ii,
as well as the computable functions dki (·), d̂`i(·) and d
k,m




























 Bki (·)Gmi (·) . (3.29)
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3.3.3.3 Convergence control and stopping criterion
For each term of the PGD solution, that is for each value of m = 1, 2, . . . , n, the fixed-
point solver iterations are expected to converge to the best rank-one approximation of
(UnPGD −Un−1PGD ), being Un−1PGD known and UnPGD unknown. This iterative algorithm (see
Appendix A) requires a stopping criterion to decide whether the current iteration is
acceptable or not. The stopping criterion is based on the stationarity of the solution:
the iteration is validated if the modification from the previous iteration is small
enough. Thus, assume that u and Gi, for i = 1, 2, . . . , np, characterize the previous
iteration and that after the fixed-point solver loop, the new approximation is given by
unew and Gnewi , for i = 1, 2, . . . , np. The stopping criterion is expressed in terms of the
difference between the two successive iterations, measured with the norms introduced
in section 3.3.1.

















where the global norm has been introduced in (3.12) and ηtol is a small user-prescribed
tolerance.
The computation of these norms is simplified by using the normalized spatial






























(Gnewi , Gi) , (3.31)










where all the sectional scalar products are denoted in a unified fashion by the bilinear
operator (·, ·). Note that, if the new iteration coincides with the previous one, this
expression vanishes because the amplitudes are equivalent and the scalar products of
identical and normalized spatial mode and parametric functions are equal to one.
In Appendix A, the fixed-point solver algorithm is detailed.
3.3.3.4 Remark on the algebraic PGD solver parallelization
It has been acknowledged in previous works that the fixed-point solver or alternate
directions, used for the linearization of (3.7), has the drawback of being non paralleliz-
able (Zou (2017)). In fact, what we observe is that each of the fixed-point iterations,
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implies solving a sequence of equations given by (3.19) and (3.26), this latter being
called once for each of the parameters µi, for i = 1, . . . , np. During this sequence,
one can use the values of the unknowns u and Gi, for i = 1, . . . , np, computed at the
previous iteration or the values of the unknowns unew and Gnewi , for i = 1, . . . , np, com-
puted at the current iteration. These strategies are analogous to the Jacobi Method
or the Gauss-Seidel Method respectively, two well known iterative approaches for the
solution of large linear systems (Black and Moore (2019)).
In this sense, we can apply any of the previous procedures to the PGD fixed-point
iterations, and depending on our problem decide upon the advantages or drawbacks
inherited by them. Typically, when performed in serial, the Jacobi-like approach is
slower and requires to store the unknowns twice (at previous and current iterations).
Nevertheless, it has the main advantage of being parallelizable, since equations (3.19)
and (3.26) are treated independently, becoming irrelevant the order in which they
are solved. On the other hand, the Gauss-Seidel-like approach is typically faster
to converge - when performed in serial - and the unknowns are only stored once.
However, serial computations can not be avoided and equations (3.19) and (3.26) can
not be solved simultaneously. Although it is out of the scope of the present work,
it is remarked that depending on the nature of the parametric problem, it might be
interesting to choose smartly between one of these two approaches.
3.3.4 PGD compression
The n terms of PGD solution UnPGD may contain redundant information. This is
associated with the greedy strategy employed to compute the successive terms, with
no enforcement of any orthogonality between the successive modes. Thus, the number
of terms in an optimal separable approximation required to achieve the same level of
accuracy as in UnPGD could be lower than n. This can be checked a posteriori in the 2D
case, where the Singular Value Decomposition (SVD) provides an optimal separation,
with the least number of terms. For parametric problems of higher dimensions, the
PGD lack of orthogonality still holds, but there is no optimal solution to compare
with, given that the High Order SVD - or HO-SVD - is no longer optimal (Kolda and
Bader (2009)).
In order to mitigate the effect of this phenomenon, a common practice in the PGD
codes is to implement the so-called PGD compression, see Modesto et al. (2015),
where it is referred to as “HO-PGD”. This compression consists in a least-squares
projection of UnPGD into the same approximation space, computed with the very same
PGD strategy, that is combining a greedy algorithm for the sequential terms and an
alternated directions scheme for each of the spatial modes and parametric functions.
In the context of the algebraic PGD solver for parametric linear systems of equa-
tions (3.1), the PGD compression is formulated as follows. Let UnPGD indicate the
raw PGD solution with n terms. Instead of solving the original equation (3.1) or
its integral counterpart (3.7), now the objective is obtaining Un̂com minimizing the
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least-squares functional J defined as
J (Un̂com) =
∥∥Un̂com −UnPGD∥∥2Glob . (3.32)









using a PGD approach to minimize (3.32) with the objective of getting a sufficiently
accurate approximation to UnPGD with n̂ n.
Again, the main idea of the PGD strategy is to formulate a rank-one approxi-
mation of the minimization problem of (3.32). Thus, let us briefly describe how to





Following the expansion in (3.31), the expression for J (Ucom) is reduced to its de-
pendence on the unknowns û, Ĝ1, . . . , Ĝnp and reads































Again the alternated directions scheme is used here. The first step assumes that
Ĝ1, . . . , Ĝnp are known to compute û. Note that the previous functional is quadratic
for û and therefore the sectional minimization problem results in solving a linear
system of equations for û. Indeed, for given values of Ĝ1, . . . , Ĝnp , the functional




































and minimizing J (û) requires solving ∂J (û)
∂û
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Note that matrix Mu cancels in both sides, and the solution of the linear system of
equations is provided by an explicit expression.
The iteration to compute mode Ĝi provided that û and Ĝj are available for j =




















































i (·) . (3.38)
Note that expressions (3.36) and (3.38) provide a very simple solver for each of the
alternated directions iteration. In the case of the subsequent terms of Un̂com, that
is for n̂ > 1, the expressions are very similar because one has to replace only UnPGD
by (UnPGD −Un̂−1com ). Therefore, the expressions (3.36) and (3.38) are not significantly
different, just slightly modified by a term involving a weighted sum of the n̂ − 1
previously computed terms. The reader is referred to Appendix B, where the complete
PGD compression scheme is detailed.
The stopping criterion in this case is identical to that presented in Section 3.3.3.3.
Again, what it is checked during the fixed-point solver iterations, is the stationarity
of the solution. In fact, the same expression as in equation (3.31) can be straightfor-
wardly used here taking û instead of u and Ĝi instead of Gi.
3.4 Proposed 2D problems for PGD solver
Next chapter presents results about two different problems based on the parametric
hexagonal honeycomb material. In one case, we model a parametric unit-cell and ap-
ply to it the homogenization theory. As a post-process, an explicit parametric effective
constitutive tensor can be recovered for the material properties at the macro-scale.
Moreover, a second problem is solved alternatively, using a tessellated structure made
of periodic unit-cell repetitions. The full structure is subjected to a uni-axial tensile
load in the horizontal and vertical directions. Finally, a comparison is made for some
relevant mechanical properties, between measurements done in the periodic structure
against the effective values recovered from the unit-cell with homogenization.
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Numerical solutions in 2D lattices
For all the structural elements, recall that Young’s modulus is set unitary: Ee = 1.
The beam cross-section is assumed to be rectangular with a unitary width, and a
thickness t. The parametric solutions are obtained using the PGD solver described
in Chapter 3. In the following, it is described the information related to the problem
boundary conditions, discretization of the parameters intervals and solver tolerances.
Regarding the latter, a further insight is given in the PGD solver scheme presented
in Appendix A.
Each of the parametric intervals Ii, for i = 1, ..., np = 4 is uniformly discretized
with a number of points nd,1 = nd,2 = 50, nd,3 = 91 and nd,4 = 50 respectively.
The loads in all the problems are enforced via prescribed displacements (no trac-
tions are applied on the boundary). In the analysis of the unit-cell, this includes
periodicity constraints according to homogenization theory. An arbitrary prescribed
PGD mode is introduced first such that it verifies the non-homogeneous Dirichlet
boundary conditions (nonzero prescribed displacements). Afterward, the PGD solver
is called to calculate the subsequent modes, where homogeneous essential conditions
are enforced using Lagrange Multipliers. In this way, the sum of all terms verifies
exactly the boundary conditions, whereas equilibrium is satisfied through a minimiza-
tion of the parametrized PDE residual in the PGD framework described in Chapter
3.
The nonlinear iterations of the PGD fixed-point solver are stopped using the
prescribed tolerance ηtol = 10
−6. In addition, the final number of terms in the PGD
expansion is controlled by a criterion based on the modal amplitudes reduction. That
means, the process computing PGD modes with amplitudes βm, for m = 1, 2, . . . , n,




where ζ = 10−3 or ζ = 10−4 are the tolerances typically used for the present struc-
tural problems. Once the PGD solution is obtained, a post-process called “PGD
compression” (Dı́ez et al. (2018)) is used to attempt a reduction of redundant PGD
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modes. It is expected that the PGD compressed solution maintains the accuracy of
the original one, but reduces the total number of modes. Despite a proper assessment
of the error introduced by the PGD approximation is not presented in the following,
the reader is referred to the works of Ammar et al. (2010); Ladevèze and Chamoin
(2011); Alfaro et al. (2015); Chamoin et al. (2017).
The 2D problems presented next are, in section 4.1, the parametric solution of the
honeycomb unit-cell model. Periodic boundary conditions (PBC) are prescribed for
three independent load cases, that allow to build up the effective material properties at
the bulk. The reader is referred to Michel et al. (1999) for the theoretical derivation of
PBC in the context of homogenization, and Theerakittayakorn and Nanakorn (2013)
for an insight in the implementation of PBC in structural beam models. Section
4.2 presents instead, the solution of the honeycomb parametric structure formed by
periodic translations of the unit-cell.
It is well known that the present unit-cell architecture could exhibit auxetic per-
formance depending on its parameters (Elipe and Lantada (2012)), therefore one of
the most relevant mechanical properties is the effective Poisson’s ratio. For both prob-
lems in the next sections, the Poisson’s ratio can be obtained in an explicit parametric
form. From the point of view of material design of auxetics, the PGD vademecum of
mechanical properties is valued for analysis, since it provides an efficient browser for
the parametric design space.
4.1 Unit-cell problem using homogenization
The goal here is to exploit the generalized solution of the parametric unit-cell to
extract the effective mechanical properties at the macro-scale. Following the ho-
mogenization theory, the planar unit-cell has to be subjected to periodic boundary
conditions, and loaded in the three independent cases described in Figure 1.14. In
addition, as explained in Appendix C, the solution of the parametric unit-cell can
be obtained analytically using a symbolic solver. Therefore, an insight on the PGD
solver convergence is also presented in the following.
The first results show the evolution of the PGD modal amplitudes, for the para-
metric unit-cell subjected to three loading cases, see Figure 4.1. It can be observed
that the maximum number of PGD modes computed, i.e. the stopping criteria for
the greedy algorithm, is set using ζ = 10−4. When the solution is post-processed with
PGD compression, this condition is notably reached with a reduction in the number
of modes, 38% and 26% for load cases XX and YY respectively. In all cases, it is
observed that the modal amplitudes decrease more smoothly in the PGD post-process
solution compared to the standard PGD greedy approach.
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PGD mode
























(b) Case Y Y
PGD mode












Figure 4.1: PGD modal amplitudes βm, m = 1, 2, . . . , n (with or without PGD
compression). Parametric unit-cell subjected to periodic loading cases.
In our problem, each of the PGD spatial modes are vectors containing generalized
displacements of the beam formulation. Their shape is depicted in Figures 4.2, 4.3 and
4.4, where two representative spatial modes are chosen, for the three unit-cell loading
cases: XX, Y Y and XY respectively. In contrast to Reduced Basis approaches, the
PGD spatial modes are not precisely FE solutions of the PDE at specific values of the
parameters. They constitute instead, together with their complementary parametric
functions, a term in the separated sum approximating the multidimensional solution
of a parametric PDE. In the problem we are solving, a particular value is chosen for
the parameters that modify the shape of the structure, in order to visualize the PGD
spatial modes. For this purpose, we set a = 0.6, b = 1.1 and α = 75◦, which results
in the undeformed configuration of the unit-cell represented in Figures 4.2, 4.3 and
4.4, using dashed-blue lines.
x
y
(a) ũ1 (b) ũ4
Figure 4.2: Unit-cell load case XX with PGD compression. Normalized spatial modes
1 and 4 scaled for illustration.
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x
y
(a) ũ1 (b) ũ2
Figure 4.3: Unit-cell load case Y Y with PGD compression. Normalized spatial modes





Figure 4.4: Unit-cell load case XY with PGD compression. Normalized spatial modes
1 and 4 scaled for illustration.
Naturally, the first spatial mode captures the essence of the unit-cell deformation
under periodic boundary conditions, subjected to the imposed load cases. However,
not all the features can be captured by the first mode, and some of them are very
distinguished and relevant for the resulting material effective properties at the macro-
scale. For this reason, it is necessary to introduce as well the normalized parametric
functions G̃mi , being i = 1, ..., np = 4, that complement the PGD spatial modes
presented before. In order to visualize the PGD mode significance, each parametric
function G̃mi is weighted by (β
m)
1
np , being βm the amplitude of mode m and np = 4
the number of parameters, see Figures 4.5, 4.6 and 4.7 for the unit-cell load cases
XX, Y Y and XY .
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(a) Weighted G̃m1 (a)
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(b) Weighted G̃m2 (b)
α [◦]



















(c) Weighted G̃m3 (α)
t




















(d) Weighted G̃m4 (t)
Figure 4.5: Unit-cell load case XX with PGD compression. Normalized parametric
functions weighted for illustration.
Some remarkable considerations from the explicit parametric functions obtained
by PGD are here reported. When observing the PGD spatial mode 2 shape in load
case Y Y (Figure 4.3b), deformations of the unit-cell in the horizontal direction are
present. These depend on parameter α by function G̃23, as detailed below in Figure
4.6c using a dashed-red line. The change of sign at α = 90◦ - from negative to positive
- commands the auxetic to non-auxetic behavior of the orthotropic effective Poisson’s
ratios. Further study on these properties is reported in subsection 4.1.2.
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(a) Weighted G̃m1 (a)
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(b) Weighted G̃m2 (b)
α [◦]




















(c) Weighted G̃m3 (α)
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(d) Weighted G̃m4 (t)
Figure 4.6: Unit-cell load case Y Y with PGD compression. Normalized parametric
functions weighted for illustration.
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(a) Weighted G̃m1 (a)
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(b) Weighted G̃m2 (b)
α [◦]


















(c) Weighted G̃m3 (α)
t



















(d) Weighted G̃m4 (t)
Figure 4.7: Unit-cell load case XY with PGD compression. Normalized parametric
functions weighted for illustration.
50
4.1. Unit-cell problem using homogenization
The influence of parameter “t” shows almost a constant performance, as observed
in Figures 4.5d, 4.6d and 4.7d for PGD mode 1 in all loading cases. This behavior is
related to the fact that all unit-cell load cases are built upon prescribed displacements
and not forces, therefore the change of stiffness associated to parameter “t” is mostly
not reflected in the first modes. This is also the case for parameter “b”, which does
not modify the first mode of load case Y Y , as seen in Figure 4.6b.
4.1.1 PGD solver performance
In order to compare how the added modes to the PGD solution conduct with respect
to FE solutions, computed at different values of the parameters, the following relative
error is defined:
ε FE(µ = µo) =
√
(UPGD −UFE)T M (UPGD −UFE)
UTFE M UFE
,
where UPGD(µ), UFE(µ) and M(µ) are respectively the solution computed with the
PGD solver, the one solved with FE and the unit-cell mass matrix. The dependence
on µ has been omitted to ease the notation in all these three, which are evaluated
for different sets of random values of the parameters (µ = µo), outlined in Table 4.1:
Set I II III IV V
b 1.31 1.47 1.21 1.09 1.01











t 0.19 0.03 0.14 0.10 0.08
Table 4.1: Unit-cell sets of parameters where PGD error is evaluated against finite
element solutions.
Figure 4.8 exposes the honeycomb unit-cell configurations for the five sets of
random values of the parameters summarized above.




Figure 4.8: Honeycomb unit-cell configurations given by the sets of random values of
the parameters.
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Figure 4.9 shows the evolution of error ε FE(µ = µo), computed for the unit-cell
load cases. The PGD vademecum of solutions, evaluated at particular values of the
parameters, shows excellent agreement when compared against FE solutions. Maxi-
mum errors below 2.5% in the L2 norm are obtained for all loading cases. Although
the same criterion has been used to stop the greedy computation of the modes, these
errors behave different depending on the load case, showing that in general, the load
case Y Y provides the minimum errors while XY the maximum. For all cases, errors
tend to decrease fast for the first modes, and as the number of computed modes in-
creases, the descend rate decays. Finally, the error trend of the PGD approximation
does not present a monotonic decay, when compared to the FE solutions individually.
PGD mode


































(b) Case Y Y
PGD mode

















Figure 4.9: Unit-cell load cases: relative error of PGD solution against FE computed
at different sets of parameters values.
However, the error of the PGD approximation can also be analyzed using a global
measure in the parametric space. By means of the solution U(µ) described in Ap-
pendix C, which is analytical in the parameters for each load case, a global relative




















∥∥U(µi1, µj2, µk3, µ`4)∥∥2
, (4.1)
where the indexes i, j, k and ` range over the uniformly distributed points in the
Cartesian (I1×I2×I3×I4) multidimensional domain. As expressed in the summation
limits above, a total of 14 points are used for parametric intervals I1, I2 and I4,
whereas 24 for interval I3. Note that the global norm is calculated in an analogous
way to the Frobenius norm of a matrix, extended here for the multidimensional
parametric space. In addition, the vector norms above are computed using the L2
norm such that ‖(·)‖2 = (·)T M(µ) (·), with M being properly evaluated at the










The results of the global relative PGD error convergence are shown in Figure 4.10
for the unit-cell load cases. Observing this Figure, the general trend indicates that
each added mode contributes to reduce the error of the PGD solutions against the
parametric analytical ones, when this one is measured in a global parametric norm.
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PGD mode




























(b) Case Y Y
PGD mode














Figure 4.10: Relative error of UnPGD(µ) in the unit-cell depending on the n number
of PGD modes, measured in a global parametric norm.
For the unit-cell, all load cases show a maximum error below 0.2%, an excellent
agreement with the parametric analytical solution for engineering purposes. However,
it is also noted that depending on the nature of the solution, the same stopping
criterion for the greedy algorithm - ζ = 10−4 - produces solutions with different
error in the global relative norm. Particularly, it is noticed that in load case XY , the
contribution of PGD modes to reduce the global error is notably decreased from mode
15 onwards. This suggests that further studies on PGD error indicators (Ammar et al.
(2010)) are important to propose efficient algorithms (Nouy (2010)) and constructing
adaptive PGD solutions (Chamoin et al. (2017)). With respect to PGD compression,
it is noted that for a certain number of modes, the global error is lower than the
original PGD solution, a fact that is especially appreciated for unit-cell load case
XX. However, when the compressed solutions reach the same greedy stopping criteria
ζ = 10−4, they show a slightly higher global error compared to the original ones.
4.1.2 Parametric effective properties with PGD
An interesting use of the PGD vademecum in the material design problem, is to ex-
ploit the unit-cell solutions to obtain explicit parametric material properties at the
macro-scale. The components of the effective constitutive tensor can be constructed
using the generalized displacement solutions of the parametric unit-cell problem, as
described by the homogenization theory in equations (1.1) and (1.2). For the current
problem, it can be shown that the effective mechanical properties result orthotropic
(see the analytic parametric solutions in Appendix C). Being the material sheet or-
thotropic, two different parametric Poisson’s ratios - νeff12 (µ) and ν
eff
21 (µ) - are obtained











4. Numerical solutions in 2D lattices
In order to compute (4.2), it can be seen from equations (1.1) and (1.2), that
the displacement solutions of the unit-cell problem, for load cases XX and YY, are
needed. For this purpose, we use the PGD compressed solutions of the unit-cell that
have 32 and 20 modes, see Figures 4.1a and 4.1b, when subjected to load cases XX
and YY respectively.
It is appreciated in Figures 4.11 and 4.12, the orthotropic Poisson’s ratios νeff12
and νeff21 respectively. These responses are displayed for the Cartesian parametric
domain given by I1× I3 (that is, under variations of parameters µ1 = a and µ3 = α).
In addition, for each of the response surfaces νeff12 (a, α) and ν
eff
21 (a, α), four different
snapshots are provided evaluating parameters µ2 = b and µ4 = t at the extremes of
their intervals (I2 and I4 accordingly).
For both Poisson’s ratios νeff12 and ν
eff
21 , it is observed from Figures 4.11 and 4.12 that
the unit-cell angle α rules the transition between positive to negative behavior, non-
auxetic to auxetic and vice versa, independently on other values of the parameters.
In addition, the extreme values of both Poisson’s ratios are greatly diminished when
the unit-cell beam thickness “t” is increased. This suggests that a proper mechanical
engineering design should trade-off between extreme values of Poisson’s ratio and the
material stiffness that results at the macro-scale.
With respect to parameter “b”, it is observed that while increasing this length
also increases the values of Poisson’s ratio νeff12 , the opposite performance is observed




21 noted in Fig-
ures 4.11 and 4.12 are well beyond the Poisson’s ratio limits for isotropic materials:
−1 < ν < 0.5. The possibility of obtaining a broader range of Poisson’s ratio by
design is a relevant physical property of orthotropic materials. Nevertheless, not any
spectrum of orthotropic Poisson’s ratios are necessarily thermodynamically consis-
tent, see the work by Lempriere (1968). In our particular case, where the material is
2D-orthotropic, the following two conditions must be satisfied at the same time: νeff12
and νeff21 must be of the same sign, and the inequality 1− νeff12 νeff21 > 0 must hold.
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(a) Case
(












b = 1.5; t = 15
)
Figure 4.11: νeff12 response in a× α for specified values of b and t.
(a) Case
(












b = 1.5; t = 15
)
Figure 4.12: νeff21 response in a× α for specified values of b and t.
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4.2 Periodic pattern of hexagonal honeycomb
cells
The PGD solver application is extended now to a lattice material structure made of
a periodic array of nhor × nver unit-cells. This material structure will be subjected
to uni-axial tensile loads in the horizontal - X - and the vertical - Y - directions.
Given the structural symmetry and the boundary conditions considered in both load
cases (see Figure 4.13), it is possible to reduce the model to one quarter of the
honeycomb sheet. The loads are applied by prescribing uniform displacements at the
edges sketched in Figure 4.13, such that a 10% strain is implemented in all cases.
Note that the load quantity is taken just as a reference for our linear model, given
that it can be proportionally scaled. However, the imposition of an equal strain
for the parametric material structure results in non-homogeneous Dirichlet boundary









h = 2 a sin(α) nver
10%h(µ)
(b) Y -direction load
Figure 4.13: Periodic 5× 5 array of honeycomb cells subjected to tensile loads.
Although the unit-cell model with homogenization is the standard approach for
measuring the effective mechanical properties at the macro-scale, from the practical
point of view, one may need to take into account the behavior of the full structure,
for example in the case of highly inhomogeneous structural loads, or when boundary
effects are important to take into account in the analysis. In our particular case, we
observe that the auxetic behavior can be directly perceived visually from the defor-
mation in the parametric full pattern, whereas in the unit-cell model is acknowledged
indirectly after computing the material effective properties.
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In the following, we analyze the PGD vademecum for the honeycomb sheet, sub-
jected to the two uni-axial loads in consideration. In Figure 4.14, it is shown the
evolution of the PGD modal amplitudes, comparing the direct output from the PGD
solver and the other one after performing PGD compression. As it has been observed
from numerical experiments, see for example the paper by Dı́ez et al. (2018), the
PGD compression is able to reduce the amount of modes in the original PGD solu-
tion, when the same criterion is used for stopping the greedy computation of new
terms. It is also observed that the decaying response of the modal amplitudes is
smoothed in the PGD compressed solution, for the two load cases detailed in Figure
4.14.
PGD mode






















(b) Uni-axial Y Y
Figure 4.14: PGD modal amplitudes βm, m = 1, 2, . . . , n (with or without PGD
compression). Honeycomb periodic structure subjected to uni-axial tensile loads.
In Figure 4.15, the first two spatial modes obtained with PGD compression in the
honeycomb periodic structure are shown for the two uni-axial loads. It is observed
that these two modes are very similar for both loads in X and Y directions, although
they have distinct physical meanings. For example, the spatial modes corresponding
to deformation across the transverse direction to the applied load are the second one
ũ2x for loading direction X whereas the first one ũ
1
y for loading direction Y . Thus,
these modes will contribute to the orthotropic Poisson’s ratio behavior, ν12 and ν21
respectively, of the present honeycomb sheet.
57
4. Numerical solutions in 2D lattices
(a) X load: ũ1x (b) X load: ũ2x
(c) Y load: ũ1y (d) Y load: ũ
2
y
Figure 4.15: Normalized spatial modes 1 and 2 scaled for illustration. PGD com-
pressed solution of the periodic honeycomb structure under uni-axial loads.
The parametric functions associated to these spatial modes give some insight on
the behavior of the orthotropic Poisson’s ratio. Noting for example the parametric
function G̃23(α) shown in a red dashed line in Figure 4.16c, it states that displacements
given by ũ2x become zero for parameter α = 90
◦, changing sign from positive, for
α < 90◦, to negative, for α > 90◦. This function shapes the auxetic to non-auxetic
behavior observed in the effective properties studied for νeff12 in Figure 4.11.
On the other hand, the orthotropic Poisson’s ratio ν21 of the modeled piece of
honeycomb is related to the first spatial mode - ũ1y - for the Y -direction load. In this
case, we should also observe that these displacements vanish when the parameter α
tends to 90◦, as observed from the parametric function G̃13(α) shown in Figure 4.17c
in blue, with positive and negative values for α < 90◦ and α > 90◦ respectively.
In addition, the explicit function G̃14(t), see Figure 4.17d in blue, shows how spatial
mode ũ1y decays as long as parameter “t” increases, an effect that has been observed
as well in Figure 4.12 for νeff21 .
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(a) Weighted G̃m1 (a)
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(b) Weighted G̃m2 (b)
α [◦]


















(c) Weighted G̃m3 (α)
t



















(d) Weighted G̃m4 (t)
Figure 4.16: Periodic honeycomb structure under X-direction tensile load with PGD
compression. Normalized parametric functions weighted for illustration.
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(a) Weighted G̃m1 (a)
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(b) Weighted G̃m2 (b)
α [◦]


















(c) Weighted G̃m3 (α)
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(d) Weighted G̃m4 (t)
Figure 4.17: Periodic honeycomb structure under Y -direction tensile load with PGD
compression. Normalized parametric functions weighted for illustration.
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In all these physical descriptions, it is important to note that a single mode only
contributes to a part of the mechanical response of the parametric structure, with
a significance weighted by the modal amplitude. However, the parametric behavior
is not comprehensively explained by a single mode. Instead, the precise response is
recovered by summing all the inputs from the PGD modes in a solution.
A measurement of the orthotropic Poisson’s ratios in the parametric material
sheet is done by averaging nodal displacements. For example, the PGD vademecum
resulting from the X-direction tensile load is used to measure vertical displacements
at the top and bottom edges of the honeycomb sheet (see Figure 4.18). Using the
average of Y deformation along the honeycomb width w0(µ), induced by a uniform
strain along X direction, an estimation of the parametric ν12(µ) is obtained. The
analogous idea is employed to estimate ν21(µ) in the honeycomb sheet, applying







Figure 4.18: Measurement of ν12 in the honeycomb structure subjected to uniform
load in X direction.
Figure 4.19 shows a comparison of the Poisson’s ratios estimated in the periodic
material sheet against the effective ones. Note that the errors evolution along the
increasing number of PGD modes are computed using a global norm in the multi-
dimensional parametric space (in correlation to the Frobenius-like norm specified in
equation (4.1)). For this purpose, the effective Poisson’s ratios are evaluated using
analytical expressions in the parameters (see the solutions described in Appendix C).
The results in Figure 4.19 are obtained running three different honeycomb sheet
patterns, made of 5×5, 10×10 and 15×15 repetitions of unit-cells in the horizontal and
vertical directions. The trends for both Poisson’s ratios confirm that the correlation
between mechanical properties measured in the periodic structure should become
closer to the homogenization response when the number of cells in the pattern is
increased. In this sense, we have two sources of error in the analysis. One it is
given by the actual PGD approximation, where accuracy is increased by enriching
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PGD mode












(a) ν12 global error
PGD mode












(b) ν21 global error
Figure 4.19: PGD modal evolution of relative error of Poisson’s ratios computed in
the full lattice material against the effective ones, measured in a global parametric
norm.
the solution with higher number of modes. In addition, even if accurate estimations
of the Poisson’s ratios in the periodic structure do not represent exactly the effective
values, they do approach them as long as the number of unit-cells modeled in the
honeycomb is increased.
Finally, it is remarked that all PGD solutions for the honeycomb periodic struc-
tures are computed using the same stopping criterion - ζ = 10−3 - for the greedy
algorithm, and post-processed with PGD compression to reduce the final number of
modes. However, as shown in Figure 4.19, the final number of modes changes upon





Application to 3D lattices and
nonlinear problems
In this chapter we present further models of parametric lattices structures that are
solved within the same framework of the algebraic PGD solver. The results show
the flexibility of the algebraic PGD approach, which in this case reduces the tasks
only to properly arranging the input data into tensor structures with a separated
representation of their parametric dependence. For this purpose, the beam model
presented before is extended to 3D, which in the context of linear theory, this is a
straightforward step. The 3D model is obtained basically by adding a new bending
plane, orthogonal and totally uncoupled to the mechanics of the 2D model. In addi-
tion, the orientation of the beam elements is done with an extended arrangement of
rotation matrices that no longer acts only on one plane but the complete 3D space,
and takes care of the newly introduced degrees of freedom.
The mechanical problems here presented are based on two different parametric
structures with relevant engineering applications. A parametric scaffold structure is
first introduced, based on the hexagonal honeycomb unit-cell, suitably systematized
in space as suggested by Yang et al. (2015). Engineered scaffolds exhibiting aux-
etic properties rise interest in biomedical applications (Soman et al. (2012)), since
a tunable Poisson’s ratio allows a better resembling of the native tissue’s elastic be-
havior (Timmins et al. (2010)). With respect to the structural parametrization, a
new parameter is introduced controlling the scaffold unit-cell depth in the third di-
mension. It is shown that the newly added constraints between parameters, ensuring
that the unit-cell geometry has physical connotation, introduce a function that no
longer depends on only one parameter. One possibility in these cases is to modify
the PGD approach of Chapter 3, which is uni-dimensional in all parametric spaces,
and treat some of them in a multidimensional approach, as proposed by Zou et al.
(2018). The advantage in these cases is that functions that are non separable in the
parameters can be treated, or constraint parameter spaces that are not Cartesian do-
mains can be fully explored, naturally at a higher computational cost. Our approach
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(a) Stent concept designs (b) 3D-printed prototypes
Figure 5.1: Auxetic stent-like structures.
is different, and in order to use the algebraic PGD solver without modifications, the
non-separable function is computed first for all the chosen values of the parameters,
and then a numerical separation is achieved by means of the SVD. This numerical
pre-processing is already a new approximation to the problem, in the sense that the
affine decomposition of input data, namely the parametric stiffness matrix and forcing
term are no longer exactly the ones of the original structural problem.
The other parametric lattice structure that is explored in the following, is based
on an identical parameterization of the honeycomb sheet previously characterized in
detailed, but wrapped into a cylindrical tubular structure that resembles that of a
medical stent, see Figure 5.1, a commonly used device in coronary heart interventions.
Studies show that the choice of auxetic tubular structures provides an enhanced
performance against kinking, suggesting that understanding the parametric response
would provide valuable information for the mechanical design of medical devices such
as angioplasty stents or annuloplasty rings (Karnessis and Burriesci (2013) and Scarpa
et al. (2008)).
The proper assessment of kinking or in general buckling phenomena is a key as-
pect in the design of structures such as columns in civil engineering, railway tracks
undergoing thermal expansion (also known as sun kinking) or pressure vessels sub-
jected to external pressure. A comprehensive study of this aspect is out of the scope
of the present work but we acknowledge it, on one hand, as a limitation of the para-
metric analysis within a linear beam model, and on the other hand as a motivation
to explore a possible development of the PGD algebraic solver for the solution of
nonlinear equations.
In particular with respect to lattice materials, as they are formed by slender
elements, buckling appears like a meaningful effect to be addressed by design. In
fact, Figure 5.2 shows a 3D-printed sample of a honeycomb sheet of dimensions
w = 107.25 mm and h = 84.44 mm, made of 11 × 15 hexagonal cells with an angle
α = 60◦ and subjected to a uniform vertical load. The test specimen has been built
and tested at the 3D@UniPV facilities, constructed with two materials using an Objet
260 Connex 3 printer. The honeycomb is fixed to the holds at the top and bottom
64
(a) 3D-printed sample
(b) FE out-of-plane displacements (mm)
Figure 5.2: Buckling effect observed in a honeycomb sheet subjected to a tensile
vertical load. Loaded strain is 9% for the 3D-printed sample and 10% for the FE
simulation.
extremes, which are made of a significantly stiffer material. Thus, the boundary
conditions at the test specimen are not only prescribed vertical displacements but
also fixed horizontal displacements at their bottom and top tips. When the specimen
is loaded, this induces compressive forces at the horizontal direction, which in turn
generate out-of-plane displacements in a typical buckling configuration as observed
from the photos in Figure 5.2a at a 9% of strain in the loading direction. This effect is
also observed in a finite element simulation performed using the commercial software
ADINA© R&D (2018), as shown in Figure 5.2b, where the pattern of out-of-plane
displacements triggered by buckling is depicted, for a 10% of applied strain in the
loading direction.
Moreover, buckling is not necessarily the only mechanical design issue that can
be addressed by geometrically nonlinear models in the context of lattice materials. A
more general argument is to answer how the effective material properties may change
with the applied loading magnitude. The parametric analysis of effective material
properties derived in previous chapters is valid in a context where the original and the
deformed configurations of the structure resemble. Thus, in applications where this
is arguable, it is of certain interest to evaluate the effective material properties also
as a function of the applied load. Our first approach to a parametric analysis of this
kind is presented in this chapter, where we use PGD to construct explicit parametric
responses a posteriori, that include the loading factor itself as a parameter. In this
case, PGD works as a least-squares approximation, in its particular separated form,
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of a finite element response that is built a priori using simply a multidimensional
sampling in the parameters space. Although in this particular case there is no gain in
terms of computational cost, the results are promising because for our geometrically
nonlinear parametric problem, the PGD response reflects very good accuracy without
an excessive amount of computed modes. In this sense, we believe that future work
could be built on a framework that uses the algebraic PGD solver inside an iterative
loop, such that the approximation to nonlinear parametric systems of equations could
be built a priori at a reduced cost.
5.1 Problem statement: 3D parametric lattices

















Figure 5.3: Local beam element system and nodal degrees of freedom.
It is here described the beam model used for the mechanical description of 3D lattice
structures, whose parametric equilibrium is afterward worked out using the algebraic
PGD solver. This model is a 3D version of the Euler-Bernoulli theory described in
Chapter 2. Two displacements, uŷ and uẑ, perpendicular to beam’s axis direction
x̂, and two rotations θẑ and θŷ, characterize the deformed beam’s line of centroids.
In addition, the axial displacement, ux̂, and the angle of twist, θx̂, complete the six
degrees of freedom, which are all functions only of the beam’s axial coordinate x̂, and
are measured with respect to the local beam axes (x̂, ŷ, ẑ), see Figure 5.3.
Both ux̂ and θx̂ are uncoupled to the bending deformations, that are decomposed
in two independent orthogonal planes x̂ ŷ and x̂ ẑ. In each of these planes, there works
a 2D bending problem exactly as described for the honeycomb, coupling displacement
uŷ and rotation θẑ in plane x̂ ŷ, and independently, displacement uẑ and rotation θŷ
in plane x̂ ẑ.
In the finite element formulation of Euler-Bernoulli beams, the displacements
uŷ and uẑ are interpolated using cubic polynomials, functions of x̂. Their coupled
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rotations, θẑ and θŷ respectively, are defined as their first derivatives with respect to
x̂, then quadratic polynomials interpolate them. Finally, ux̂ and θx̂ are interpolated
with linear polynomials. The reader is referred to Cook et al. (2002, Chapter 2) and
Cook et al. (2002, Chapter 4) for a detailed explanation on this topic.
5.1.2 Parametrization of a scaffold unit-cell
The parametric structure to be considered is the scaffold depicted in Figure 5.4a,
whose name has been coined by similar lattice structures applied, for example, in
tissue engineering (Soman et al. (2012), Lantada et al. (2015) and Wang et al. (2016)),
and orthopedic implants (Khanoki and Pasini (2012), Arabnejad et al. (2016) and
Arabnejad et al. (2017)). The periodic arrangement characterized in Figure 5.4a is
constituted by a pattern of 3× 3× 3 unit-cells, repeated in the three directions of a
rectangular system of coordinates. The replicated unit-cell is detailed in Figure 5.4b,
which has been trimmed from the periodic structure, as defined in homogenization
theory, by three pairs of orthogonal planes colored in transparent green, red and blue.
Precisely, note that the red and blue planes (and their opposite counterpart) must
be placed at half of the elements thickness “t”. These planes define the unit-cell
volume, which is a function of the parameters µ, and in particular we refer to the
unit-cell width wc(µ) as the length in x between opposite planes shaded in green, the
unit-cell height hc(µ) as the length in y between opposite planes shaded in red and
the unit-cell pitch pc(µ) as the length in z between opposite planes shaded in blue.
Furthermore, the 3D beam model is introduced to describe the mechanics of the
scaffold unit-cell, a step that is illustrated in Figure 5.4c. Note that the architecture
of the scaffold is based on a tessellation of the hexagonal honeycomb cell, which in
the xy planes, its frame is governed by the four parameters (a, b, α and t), proposed
in subsection 2.1.2. In addition, the configuration is completed with an arrangement
of hexagonal cells of the same topology, but placed in xz planes and shaped by two
added parameters:
 c: the length of the obliquely oriented beam elements in xz planes,
 θ: the angle of the oblique elements placed in xz planes, oriented with respect
to the x axis.
The first three parameters (a, b and α) are restricted to the inequality constraint
from equation (2.1):
b > 2 a cos(α) . (5.1)
In addition, there is an equality restrain to be considered:























Figure 5.4: Parametrization of a scaffold unit-cell.
a condition that basically ensures the interconnection of the orthogonally located
honeycomb cells at the points colored in magenta, in Figure 5.4c. From the equality
expressed in (5.2) we first observe that θ is not an independent parameter, since it can
be expressed as a function of parameters (a, α and c). Secondly, this function depends,
on one hand on alpha, and on the other hand on the ratio of lengths a/c. Thus, rather
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x
y
z(a) (α = 75◦; φ = 0.75) (b) (α = 75◦; φ = 1.3)
(c) (α = 105◦; φ = 0.75) (d) (α = 105◦; φ = 1.3)
Figure 5.5: Scaffold unit-cell geometry for characteristic values of parameters α and
φ, and fixed values of parameters a = 0.5 and b = 1.
Taking into account the previous, the total number of parameters is np = 5, which
are collected in the vector µ:
µ = [µ1 µ2 µ3 µ4 µ5]
T = [a b α φ t]T .
The parameters are chosen to range in the following intervals:














which are the same selected for the hexagonal honeycomb in subsection 2.1.2, plus
interval I4 for the newly introduced parameter φ. An illustration of the scaffold
parametric geometry is shown in Figure 5.5, for characteristic values of α and φ.
In the present case, it is assured that all the parameters values in the multidimen-
sional space formed by the Cartesian product I1 × I2 × I3 × I4 fulfill the constraints
given by equations (5.1) and (5.2). Then, input data assumes all parametric depen-
dence as a product of separated 1D functions, which is the approach of the algebraic
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PGD solver in Chapter 3. More details about handling the parametric input data are
presented in section 5.2.
5.1.3 Finite Element formulation of 3D beams
The 3D beam element locates two nodes at its vertices, where each of them is corre-
lated with six degrees of freedom, as sketched in Figure 5.3. The following ordering
criteria is taken for the generalized displacement vector, collecting the degrees of
freedom of a beam element, with respect to its local system of coordinates:
û = {u1x̂ u1ŷ u1ẑ θ1x̂ θ1ŷ θ1ẑ u2x̂ u2ŷ u2ẑ θ2x̂ θ2ŷ θ2ẑ}T . (5.4)
Likewise, a generalized force vector gathers:
f̂ = {N1x̂ V1ŷ V1ẑ T1x̂ M1ŷ M1ẑ N2x̂ V2ŷ V2ẑ T2x̂ M2ŷ M2ẑ}T , (5.5)
where N and T represent axial forces and torque - aligned with the beam local x̂
direction -, and V and M are shear forces and bending moments respectively - either
aligned with the beam local ŷ or ẑ directions -. The present 3D beam element uses
the Bernoulli hypothesis, in two perpendicular bending curvatures, one coupling shear
forces in ŷ and moments in ẑ, and in the same way but independently, another one
links shear forces in ẑ and moments in ŷ. The remaining degrees of freedom stay
uncoupled, in the local beam x̂ direction, assuming a uni-axial stress state given by
forces N , and a pure shear state given by torques T .
The elemental stiffness matrix K̂e relates the generalized force (5.5) and displace-
ment vectors (5.4). In structural mechanics, this matrix is typically derived using a
direct stiffness method (Cook et al., 2002, Chapter 2), and becomes:
K̂e =

Xe 0 0 0 0 0 −Xe 0 0 0 0 0
Y1,e 0 0 0 Y2,e 0 −Y1,e 0 0 0 Y2,e
Z1,e 0 −Z2,e 0 0 0 −Z1,e 0 −Z2,e 0
Se 0 0 0 0 0 −Se 0 0
2Z3,e 0 0 0 Z2,e 0 Z3,e 0
2Y3,e 0 −Y2,e 0 0 0 Y3,e
Xe 0 0 0 0 0
Y1,e 0 0 0 −Y2,e






From a mathematical point of view, the same matrix is obtained by integrating in
space a variational formulation, where the unknown displacements and rotations are
interpolated with polynomials of different degrees (Cook et al., 2002, Chapter 4).
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The superscript “ ̂ ” is marked above to denote the stiffness of a beam element
“e” given in its local coordinate system. The stiffness matrix components in (5.6),



















and a new property of the shape and size of the cross section Jt,e, the torsional
constant, has been introduced for the 3D beam. The terms Zj,e are defined equally





In our parametric scaffold, we have that the beams cross-section area, Ae, the
centroidal moments of inertia, Iẑ,e and Iŷ,e, and the torsional constant, Jt,e, are all
functions of the parameter “t”. Depending on the element in the scaffold unit-cell
model (Figure 5.4b), the previous beam properties may change, so it is distinguished
in the notation by the subscript “e”.
Beams length Le depends differently on the parameters, according to Figure 5.4c:
Le =

b ; for an element “e” oriented along x direction,
a ; for an element “e” obliquely oriented in xy planes,
φ a ; for an element “e” obliquely oriented in xz planes.
(5.8)
The beams cross-section is assumed square with side t (Figure 5.4a). However, the
unit-cell model considers that those elements contained in the boundary planes are
either rectangular or square with side t/2 (Figure 5.4b). Regarding to material prop-
erties, the beams Young’s modulus Ee and shear modulus Ge are not parametrized,
remaining constant for all elements in the structure, Ee = 1 and Ge = 0.385 (equally
to an isotropic material with unitary Young’s modulus and Poisson’s ratio ν = 0.3).
Given that all matrix coefficients from (5.7) depend on the parameters, the fol-
lowing notation is used: Xe(µ), Se(µ), Yj,e(µ) and Zj,e(µ), for j = 1, 2, 3. This also
implies - K̂e(µ) - that the elemental stiffness matrix also depends on the parame-
ters (see equation (5.6)). In addition, this matrix is expressed in its local coordinate
system (x̂, ŷ, ẑ), which can be arbitrarily oriented in space with respect to the global
coordinate system, as presented in Figure 5.6.
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Figure 5.6: Vector d expressed in components [dx̂ dŷ dẑ]
T or [dx dy dz]
T, either in the
coordinate system (x̂, ŷ, ẑ) or (x, y, z) respectively.
For example, a rotational coordinate transformation for the vector quantity d
(Figure 5.6), can be expressed in terms of the matrix Λ:
Λ =
`1 m1 n1`2 m2 n2
`3 m3 n3
 . (5.9)
Rearranging Λ in blocks, to account for displacements and rotations of the two-noded
beam, a transformation matrix is built to map the elemental matrix K̂e into the global
coordinate system (x, y, z) (Cook et al., 2002, Chapter 2):
Ke(µ) = T
T
e (µ) K̂e(µ) Te(µ); Te(µ) =

Λe(µ) 0 0 0
0 Λe(µ) 0 0
0 0 Λe(µ) 0
0 0 0 Λe(µ)
 . (5.10)
The transformation matrix Te is written in the parametric framework, since depend-
ing upon the element, Λe becomes a function of the angles α or θ (Figure 5.4c). For
elements oriented in xy planes, the rotation matrix is denoted by Λe,xy, and results:
Λe,xy(α) =




5.2. Affine decomposition of input data
In the case of elements oriented in xz planes, the rotation matrix is denoted by Λe,xz,
and becomes:
Λe,xz(θ) =
 cos (%e(θ)) 0 − sin (%e(θ))− sin (%e(θ)) 0 − cos (%e(θ))
0 1 0
 . (5.11)
The information about the angles ϑe(α) and %e(θ) can be distinguished from Figure
5.4c, depending on element “e”:
ϑe(α) =
{
π − α , for depicted elements in dark green ;





π − θ , for depicted elements in red ;
θ , for depicted elements in orange .
(5.13)
5.2 Affine decomposition of input data
The affine decomposition of input data refers to provide the algebraic PGD solver,
with the parametric dependence of the stiffness matrix and forcing term, in a sepa-
rated way (i.e. equations (3.4) and (3.5)). The 3D problems presented in the following
adopt in general the same procedure described for the 2D honeycomb in section 2.2.
Thus, only the particularities for the scaffold and the stent parametric structures are
specified.
5.2.1 Parametric scaffold
To begin with, we recall that the affine decomposition of the elemental stiffness ma-









With respect to their parametric dependence, we distinguish three types of ele-
ments:
– the horizontal elements, denoted by the set “ e ∈ hor ” (colored in black and
blue in Figure 5.4c).
– the oblique elements placed in xy planes, denoted by “ e ∈ xy ” (colored in
green in Figure 5.4c).
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– the oblique elements placed in xz planes, denoted by “ e ∈ xz ” (colored in
orange and red in Figure 5.4c).









The number of terms in the previous is always nk̂ = 4, independently of the element
type in the scaffold unit-cell. For example, for the set of oblique elements “ e ∈ xz ”,

































We observe that the parametric functions depend only in the type of elements, then we
use the notation Ofi,xz(µi) in equation (5.16). In addition, these parametric functions
are summarized in Table 5.1. For other type of elements in the scaffold unit-cell, the
procedure is alike but taking into account that the beams length depend differently
on the parameters (equation (5.8)).
µi\f 1 2 3 4
µ1 1/a 1/a 1/a
2 1/a3
µ2 1 1 1 1
µ3 1 1 1 1
µ4 1/φ 1/φ 1/φ
2 1/φ3
µ5 t
2 t4 t4 t4
Table 5.1: Parametric functions Ofi,xz(µi) in the scaffold structure.
On the other hand, the subscript “e” is kept in equation (5.16) for matrices
K̂fe,xz, indicating that these change within elements of the same type. This occurs,
for example, for elements placed at the unit-cell boundary, which are cut at half
thickness t/2.
So far, it remains to consider the parametric dependence of transformation matri-
ces Te(µ). This is the next step in order to reach the affine decomposition of Ke(µ)
(equation (5.14)). We distinguish first, the transformation matrices for the set of
oblique elements contained in xy planes, with this decomposition:
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Note that the subindex “e” is kept only in matrices Tge,xy and T
g
e,xz, given that the
parametric functions Lgi,xy and L
g
i,xz remain the same for all elements in their corre-
sponding sets.
The number of separated terms for Te,xy is nTxy = 3, which is obtained by decom-
position of the rotation matrix Λe,xy:
Λe,xy(α) =
0 0 00 0 0
0 0 1
+
1 0 00 1 0
0 0 0
 cos (ϑe(α))+
 0 1 0−1 0 0
0 0 0
 sin (ϑe(α)).
Depending on the elements (5.12), the angle ϑe(α) takes complementary values (π−α)
or α. This exception, cos(π−α) = − cos(α), is adopted by changing the sign of matrix
T2e,xy accordingly.
On the other hand, the rotation matrix Λe,xz is decomposed in a similar way:
Λe,xz(θ) =
0 0 00 0 0
0 1 0
+
1 0 00 0 −1
0 0 0
 cos (%e(θ))+
 0 0 −1−1 0 0
0 0 0
 sin (%e(θ)), (5.19)
where in this case, see equation (5.13), %e(θ) takes complementary values (π−θ) or θ,
and the sign of matrix T2e,xz is changed consistently. However, the orientation angle
θ is not an independent parameter of our analysis, but a function of µ3 = α and
µ4 = φ, as imposed by the unit-cell geometric constraint (5.2), and equation (5.3).
Using these two equations, cos(θ) can be replaced by




which is separable in the parameters α and φ. Using the trigonometric identity, and
the fact that sin(θ) is positive in all the parametric space of our study, this function
results
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µi\g 1 2 3
µ1 1 1 1
µ2 1 1 1
µ3 1 cos(α) sin(α)
µ4 1 1 1
µ5 1 1 1
(a) Lgi,xy
µi\g 1 2 3 . . . 2 + nsvd
µ1 1 1 1 . . . 1
µ2 1 1 1 . . . 1
µ3 1 cos(α) Ξ
1 . . . Ξnsvd
µ4 1 1/φ Ψ
1 . . . Ψnsvd
µ5 1 1 1 . . . 1
(b) Lgi,xz
Table 5.2: Functions Lgi,xy and L
g
i,xz describing the separated parametric dependence
of transformation matrices Te,xy(µ) and Te,xz(µ).
Certainly, sin(θ) is not separable in parameters α and φ. However, we propose a
separable approximation by means of the Singular Value Decomposition (SVD), which
is optimal for this case (i.e. a scalar function of two parameters). Appendix D
describes this procedure, such that the following approximation holds:
sin(θ) := f(α, φ) ≈
nsvd∑
`=1
ω` Ξ`(α) Ψ`(φ) . (5.21)
The previous implies that first, the function sin(θ) is computed using (5.20) at all
values of the parameters α ∈ I3 and φ ∈ I4, and then it is approximated by means of
a SVD decomposition of nsvd terms.
For each of the terms, ` = 1, . . . , nsvd, the SVD, see Appendix D, provides an
amplitude ω`, and two vectors containing the values of functions Ξ`(α) and Ψ`(φ), at
the 1D parametric meshes of size nd,3 and nd,4 (number of points chosen for intervals
I3 and I4 respectively). Having considered this, the number of separated terms for
Te,xz(µ) results from equations (5.19) and (5.21): nTxz = 2 + nsvd.
For our analysis, we use five SVD terms - nsvd = 5 - that in equation (5.21)
account for an approximation with a maximum relative error of 1.92e−5 in the whole
Cartesian domain I3 × I4 (the global relative error being 5.43e−7). The reader is
referred to Appendix D for further details about the SVD application.
Table 5.2 summarizes the parametric functions Lgi,xy and L
g
i,xz describing the affine
decomposition of Te,xy(µ) and Te,xz(µ) in equations (5.17) and (5.18). In one case,
the transformation depends only on parameter (α) while in the other it depends on
both (α, φ), the rest of the functions being naturally constant.
The parametric dependence of K̂e(µ), Te,xy(µ) and Te,xz(µ) has been described in
a separated way by equations (5.15), (5.17) and (5.18). In the following, we focus on
how we can use these descriptions, to recover the affine decomposition of Ke(µ). This
one is defined in equation (5.14), by means of nke number of terms, which depends
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on the parametric dependence of an element in the scaffold structure.
To begin with, we note that the set of horizontal elements - e ∈ hor - does not
have a parametric orientation. This implies that Khor(µ) = K̂hor(µ), the parametric
description of stiffness is readily obtained from (5.15), and the number of separated
terms corresponds to nk hor = nk̂ = 4. On the other hand, the set of oblique elements
contained in xy and xz planes have a parametrized orientation. The number of terms
involved in their parametric stiffness affine decomposition is higher, and the procedure
to evaluate them is discussed in the following.
We replace in equation (5.10), the separated expressions for K̂e(µ) (equation























The equation above is referred to as a product of separated matrices. The maximum






However, we note in advanced that many of the nk
max







i,xy. Precisely, this occurs once for each commutative
combination of indexes {g, h}, when g 6= h, for g, h = 1, . . . , nTxy . The reduced number
of terms is nk
red


















2! (nTxy − 1)!
. (5.23)
Given that nTxy = 3, it results that nQ xy = 6, which basically counts how many
unordered pairs {g, h} are built without repetitions, for g, h = 1, . . . , nTxy = 3.
In addition, we define a one to one relation “F” between the summing index
d = 1, . . . , nk
red
xy in equation (5.14) and the multiple summing indexes from equation
(5.22), being f = 1, . . . , nk̂ and the nQ xy unrepeated-unordered pairs {g, h}, that is
summarized by the following equations:
























i,xy for i = 1, . . . , np (5.26)
These equations actually provide the terms and parametric functions for the affine
decomposition of Ke,xy(µ).
Considering that nQ xy = 6 and nk̂ = 4, it results that nk
red
xy = 24. However,
after computing the separated matrices Kde,xy from (5.25), for d = 1, . . . , nk
red
xy = 24,
we recover that only nk xy = 13 of them are nonzero. Their associated parametric
functions Bdi,xy are summarized in Table 5.3.
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µ2 1 1 1 1 1 1 1 1 1 1 1 1 1
µ3 1 cos
2(α) sin(2α) sin2(α) cos2(α) sin(2α) sin2(α) cos(α) sin(α) 1 cos2(α) sin(2α) sin2(α)
µ4 1 1 1 1 1 1 1 1 1 1 1 1 1
µ5 t
4 t2 t2 t2 t4 t4 t4 t4 t4 t4 t4 t4 t4
Table 5.3: Parametric functions Bdi,xy describing stiffness of the oblique elements “
e ∈ xy ” in the scaffold, for d = 1, . . . , nk xy and i = 1, . . . , np.
Finally, the separated parametric stiffness matrix for the set of oblique elements
in xz, is obtained following the same procedure. To begin with, we write the product























The number of separated terms nk̂ = 4 remains the same, but for the present element
set “ e ∈ xz ” we have that nTxz = 2 + nsvd. Recall that nsvd is the number of modes
chosen for the SVD approximation in equation (5.21), and that for our analysis we
select nsvd = 5. Thus, we use equation (5.23) to determine that there are nQ xz = 28
unique combinations of unrepeated-unordered pairs {g, h}, for g, h = 1, . . . , nTxz = 7.
This in turn gives the number of separated terms nk
red
xz = nQ xz nk̂ = 112, and the
following equations that allow to compute the terms and parametric functions for the
affine decomposition of Ke,xz(µ):
























i,xz for i = 1, . . . , np (5.30)
Again, many separated terms from the total of nk
red
xz = 112 computed in equation
(5.29), result in a null matrix. In fact, we recover only nk xz = 71 of them that are
nonzero. It is remarkable that expressing the separated parametric dependence in the
least possible number of terms is relevant in the performance of the algebraic PGD
solver. This is observed in Appendix A, where nk determines the size of the loop in
the separated global stiffness matrices Kk, for k = 1, . . . , nk.
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In fact, once we know how to construct the affine decomposition for the elemen-
tal stiffness in the parametric scaffold, the procedure to build the following global








We recognize first that all the different parametric functions from the elemental stiff-
ness collected together define the set of parametric functions for the global structure,
namely Bki (µi) in equation (5.31). Therefore, the number of terms for the global
stiffness matrix is obtained by the sum: nk = nk hor + nk xy + nk xz = 88.
Each one of the separated matrices Kk is associated to one of the products∏np
i=1 B
k
i . The ordering criterion for the k = 1, . . . , nk separated terms, is built by
assigning first the parametric functions Ofi,hor, for f = 1, . . . , nk hor = 4, then placing
Bdi,xy from Table 5.3, for d = 1, . . . , nk xy = 13, and finally taking functions B
d
i,xz, for
d = 1, . . . , nk xz = 71.
The way in which matrices Kk are built is fairly adopted from finite element
procedures. With minor modifications, we can supplement finite elements with the
parametric dimension in a separated approach. The lay out is presented in Algorithm
2, where the standard FE loop is sketched along with the peculiarities that arrange the
affine decomposition of the parametric stiffness matrix, for our scaffold architecture.
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Data: FE connectivities, elType: element type, for e = 1, . . . , ne.
Parametric functions Bki , for k = 1, . . . , nk.
Result: Kk separated matrices, for k = 1, . . . , nk.
for e = 1 . . . ne do
switch elType do
case “e ∈ hor” do
• Compute K̂fe from (5.15), for f = 1, . . . , nk hor.
• Assign local K̂fe to global Kk for k = 1, . . . , nk hor.
end
case “e ∈ xy” do
• Compute Kde,xy from (5.25), for d = 1, . . . , nk xy.
• Assign local Kde,xy to global Kk for
k = (nk hor+1), . . . , (nk hor+nk xy).
end
case “e ∈ xz” do
• Compute Kde,xz from (5.29), for d = 1, . . . , nk xz.




Build all sparse Kk, for k = 1, . . . , nk.
Algorithm 2: Adapted FE loop building the matrices Kk that provide the para-
metric stiffness of the scaffold in a separated approach.
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5.2.2 Stent
We present in the following how the parametric stiffness of a stent-like structure can
be built in the separated form. The procedures are similar to those already explained,
with a particular application to the cylindrical lattice (Figure 5.7b). The initial setup
is the 2D hexagonal honeycomb (Figure 5.7a), whose structure is described by np = 4
parameters:
µ = [µ1 µ2 µ3 µ4]
T = [a b α t]T .
The final parametric structure becomes 3D by wrapping the honeycomb sheet into a
cylindrical shape (Figure 5.7b). Despite the figures present a periodic structure with
(nhor = 5) × (nver = 5) cell repetitions, the following procedure is general for any
nhor × nver structures of this type.
nhor
nver





Figure 5.7: Stent unwrap and wrap configurations.
We assume that the stent cross-section (Figure 5.8a) is always formed by a regular
polygon. The number of sides - ns - depends on the vertical number of cell repetitions
- nver - in the 2D setup, and the polygon circumradius - r0(µ) - depends on the
parameters:
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(b) Element local coordinates
Figure 5.8: Orientation of the stent oblique elements.
Two types of elements are identified with respect to their parametric dependence:
– the horizontal elements, “ e ∈ hor ”, colored in blue and orange (Figure 5.8b),
have lengths depending on parameter b and a fixed orientation.
– the obliquely aligned elements, “ e ∈ ob ”, colored in green (Figure 5.8b), have
lengths depending on parameter a and a parametrized orientation by α.
In addition, we assume that all beam elements in the parametric stent have a
circular cross-section of diameter “t”. This simplifies some treatments but it is def-
initely not a theoretical restriction to the following procedures. Material properties
are not parametrized, remaining Ee = 1 and Ge = 0.385 for all elements.
The separated elemental stiffness matrices, for the horizontally aligned elements,








given that the orientation is not parametrized, and the beams circular cross-section
properties stay unchanged under x-axis rotations. This separation is obtained with
nk̂ = 4 terms, as explained in previous problems (5.16).
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Regarding the obliquely aligned elements, their orientation is parametrized by α,
but also depends on another angle, as explained in the following. These elements are
placed at different planes in the stent cross-section (Figure 5.8a). The planes normal
is oriented by an angle φj, measured as a positive rotation along x axis (Figure 5.8a).
This angle is independent of the parameters µ, but depends on the vertical number







, for j = 1, 2, . . . , 2 nver . (5.34)
Therefore, the obliquely aligned elements in the stent are oriented by a transfor-
mation that accounts first, for a rotation about an angle φj along global x axis, then
followed by a rotation about an angle ϑe along the local axis ŷ (Figure 5.8b). This
transformation is described by the following product of rotation matrices:
Λe(α) =









1 0 00 cos(φj) sin(φj)
0 − sin(φj) cos(φj)
 , (5.35)
where the subindex “e” indicates that the angle ϑe(α) becomes:
ϑe(α) =
{
π − α , for dark green elements in Figure 5.8b ;
α , for light green elements in Figure 5.8b .
(5.36)
Matrix Λe from (5.35) is decompose in three terms, that result
Λe(α) =




1 0 00 0 0
0−sin(φj) cos(φj)
cos (ϑe(α))+
 0 −sin(φj) cos(φj)0 0 0
−1 0 0
sin (ϑe(α)).








Lgi (µi) . (5.38)
For all oblique elements, the number of terms - nT = 3 - and the parametric func-
tions - Lgi - do not change. Instead, according to the element orientation in the
circumferential direction, φj (5.34), the separated matrices, T
g
e, take different values
(5.37). In addition, depending on the element (5.36), matrix T2e changes its sign
correspondingly.
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The following steps are done in the same approach adopted for the previous prob-
lems. The product of separated matrices is obtain for the oblique elements “ e ∈ ob























where the absence of the sub-index “e” implies that all parametric functions and
matrices K̂fob are the same for all elements in the set. A reduced number of terms
nk
red
ob = nQ nk̂ = 24 result from (5.39), being nk̂ = 4 (5.16) and nQ = 6 (5.23). The








where the number of terms nkob is a priori unknown but is recovered after performing
the following computations for all the nk
red
ob = 24 separated matrices K
d
e:
























i,ob for i = 1, . . . , np (5.43)
As a result from the above, only nkob = 13 matrices computed from equation (5.42)
result non-null. The parametric functions associated to these terms are the same as
those reported in Table 5.3 for the set of elements “ e ∈ xy ” in the scaffold, thus are
not repeated here.
Once the parametric functions has been determined for all the elements, we can
proceed to build the global separated stiffness matrices in the stent-like structure.









where we recognize that the parametric functions Bki (µi) of the global structure are
just the collection of the particular ones obtained for the different set of elements in
the stent. Therefore, the total number of separated terms in equation (5.44) is given
by the sum: nk = nk̂+nk ob = 17. The ordering criteria for these terms is arbitrary, an
we choose to place first the parametric functions governing the horizontally aligned
elements, and then functions that govern the parametric behavior of the obliquely
aligned elements.
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The separated matrices Kk that complete the affine decomposition in equation
(5.44), are built following standard finite element procedures with slight considera-
tions, as presented in Algorithm 3. This methodology builds finite element equations
that supplement the parametric dimensions in a separated approach. Afterward, it
serves as input data for the algebraic PGD solver that approximates the multidimen-
sional solution at a reduced cost.
Data: FE connectivities, elType: element type, for e = 1, . . . , ne. Unit-cell
repetitions in 2D: nhor × nver. Parametric functions Bki , for
k = 1, . . . , nk.
Result: Kk separated matrices, for k = 1, . . . , nk.
for e = 1 . . . ne do
switch elType do
case “e ∈ hor” do
• Compute K̂fe from (5.33), for f = 1, . . . , nk̂.
• Assign local K̂fe to global Kk for k = 1, . . . , nk̂.
end
case “e ∈ ob” do
• Compute φj from (5.34).
• Compute Kde from (5.42), for d = 1, . . . , nk ob.




Build all sparse Kk, for k = 1, . . . , nk.
Algorithm 3: Adapted FE loop that builds the separated matrices Kk, providing
an affine decomposition of the parametric stiffness in the stent-like structure.
5.3 3D parametric lattice structures solved with
algebraic PGD
Once the affine decomposition of input data is defined, the algebraic PGD solver is
used to solve the structures described before. For the parametric scaffold, we present
a unit-cell problem with homogenization and a periodic structure made of 5× 5× 5
repetitions of cells in three orthogonal directions.
The effective orthotropic 3D constitutive tensor coefficients can be recovered at
the bulk using the unit-cell solutions with homogenization. We focus on the explicit
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parametric response of the orthotropic Poisson’s ratios, since this is the property of
interest in auxetic materials.
In addition, the parametric stent is solved for two load cases, either subjected to
internal pressure or axial loads. We use the generalized displacements solutions, to
compute two explicit parametric responses in the stent. In the axially loaded case,
we measure how the mean radius along the deformed cylinder changes with respect
to the applied deformation. In contrast, we measure how the cylinder length varies
when an internal pressure is applied to the stent.
The PGD solver tolerances are ηtol = 10
−6 for the alternated directions, and
ζ = 10−3 or ζ = 10−4 are the typical ones used for the greedy computation modes.
Regarding the 3D beam models, the cross-section property for torsion, Jt,e, is
always function of the parameter “t”, but it is modified according to the torsion theory
for prismatic structures (Timoshenko and Goodier, 1951, Chapter 11). Therefore, in
the scaffold problem it becomes either Jt(t) = 0.141 t
4 for square cross-sections or
Jt(t) = 0.029 t
4 for rectangular cross-sections (cut elements at unit-cell boundary).
In the stent problem, Jt(t) =
π t4
32
is simply the circular cross-section polar moment
of inertia.
5.3.1 Parametric scaffold
The scaffold unit-cell is subjected to Periodic Boundary Conditions (PBC) and six
load cases, as conceived by homogenization theory in 3D. These result in parametric
non-homogeneous Dirichlet boundary conditions that are prescribed in the first mode
or modes, depending on the number of terms needed. The remaining modes are solved
by the algebraic PGD solver, where homogeneous essential conditions are enforced.
Thus, the sum of all modes verify boundary conditions exactly, whereas equilibrium
is satisfied by minimizing the residual in a global parametric sense.
Given that the PBC are enforced by Lagrange Multipliers, special care must be
taken at the scaffold unit-cell boundary nodes, since they are all located at bound-
ary edges (dotted lines in Figure 5.9). Typically, imposition of PBC at rectangular
unit-cells are defined at their six boundary faces, those illustrated in Figure 5.9 in
red, green and blue, and their opposites. For points that are contained in these faces,
the resulting constraints are independent. This is no longer true for points that are
contained at their edges, because these share two faces. We follow the systematic ap-
proach explained by Li and Wongsto (2004) to avoid dependent boundary constraints,
which result in ill-conditioned systems.
In Figure 5.10, we present the evolution of the modal amplitudes that result from
the algebraic PGD solver, for the solution of the scaffold unit-cell load cases. The
stopping criteria for the Greedy computation of the modes is set with ζ = 10−4. We
observe that in general, the PGD compression applied to the solution does not reduce
the number of modes but presents a smoother evolution of modal amplitudes. In
addition, the first five modal amplitudes observed in Figures 5.10c, 5.10e and 5.10f in
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Figure 5.9: Scaffold unit-cell characterization.
blue, are related to the ω` modal amplitudes from the SVD approximation (5.21), for
` = 1, . . . , nsvd = 5. This happens for load cases ZZ, XZ and Y Z respectively, since
the SVD modes are needed to prescribe the parametric non-homogeneous essential
boundary conditions.
PGD mode
























(b) Case Y Y
PGD mode


















































(f) Case Y Z
Figure 5.10: PGD modal amplitudes βm, m = 1, 2, . . . , n (with or without PGD
compression). Parametric scaffold unit-cell model with homogenization.
Figure 5.11 collects the first two distinctive spatial modes, obtained using PGD
compression and plotted normalized, for the scaffold unit-cell under prescribed normal
strains. In order to represent their shape, we need to arbitrary select the unit-
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cell undeformed configuration, depicted in dashed-blue lines for: a = 0.4, b = 1,
α = 75◦ and φ = 1.3. Typically, the first mode in all cases describe the characteristic









(c) Y Y : ũ1




(e) ZZ : ũ1
(f) ZZ : ũ3
Figure 5.11: Scaffold unit-cell under normal strain load cases. Normalized spatial
modes with PGD compression scaled for illustration.
The remaining spatial modes in Figure 5.11 are ũ2 for load cases XX and Y Y ,
and ũ3 for case ZZ. These latter practically represent the same shape, despite a sign
change noted in Figure 5.11b for ũ2 in the XX load case. It does not seem accidental
that these similar modes appear under different normal strains, given that for all
load cases, the relation between degrees of freedom at opposite boundary faces of the
unit-cell is the same, once the essential boundary conditions are set homogeneous.
However, this does not mean that the parametric functions are the same for different
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normal strain load cases. For each of the spatial modes shown in Figure 5.11, there are
different functions providing the explicit parametric response. The reader is referred








(c) XZ : ũ1




(e) Y Z : ũ1 (f) Y Z : ũ3
Figure 5.12: Scaffold unit-cell under shear strain load cases. Normalized spatial
modes with PGD compression scaled for illustration.
In Figure 5.12 we also present the first two characteristic normalized spatial PGD
modes with compression, but for the prescribed shear strain loads applied to the
scaffold unit-cell. Again, the first mode in all cases take the distinctive deformation
of the imposed strains. The other spatial modes selected in Figure 5.12 are ũ2 for
load cases XY and XZ, and ũ3 for case Y Z. In contrast with the normal strain
cases, all spatial modes are clearly diverse between different shear strain cases. Also,
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it is noticeable that these configurations activate rotational degrees of freedom of the
beam elements in the lattice. The normalized parametric functions that correspond
to all the spatial modes depicted in Figure 5.12 are given in Appendix E.
Explicit parametric mechanical effective properties: We begin by recalling
which are the computations that provide the coefficients of the effective constitutive
tensor. In the context of PGD, we can recover all of them as a computational vademe-
cum, that is a sum of terms with an explicit parametric response. Then, we present
how these coefficients can be related to engineering moduli of interest, in our specific
case, the 3D orthotropic Poisson’s ratio. We finish showing some results and analysis
of the Poisson’s ratios computational vademecum, evaluated at different values of the
parametric space.
The effective constitutive tensor C eff(µ) is written for the particular case of a 3D

















33 0 0 0
0 0 0 Ceff44 0 0
0 0 0 0 Ceff55 0
0 0 0 0 0 Ceff66
 , (5.45)
where the dependency of the coefficients in the parameters µ have been omitted for
simplicity. This matrix is symmetric, and each one of its coefficients is calculated
according to the homogenization theory:





K(µ) uJ(µ), for I, J = 1, . . . , 6, (5.46)
where Vc(µ) = wc(µ)hc(µ)pc(µ) is the scaffold unit-cell volume (Figure 5.9). The
displacements in (5.46) are the PGD solutions for the unit-cell problem, using the
following definitions: u1 ≡ uXX , u2 ≡ uY Y , u3 ≡ uZZ , u4 ≡ uXY , u5 ≡ uXZ and
u6 ≡ uY Z . In addition, the stiffness matrix K(µ) must be used in its separated form,
as built for the algebraic PGD solver input. In the PGD approach, the result from
equation (5.46) is a new separated expression: the computational vademecum for each
of the material effective constitutive tensor components. Actually, the computation
of (5.46) is done by performing the product using the vectors and matrix in their
separated form. A similar procedure is followed to that explained, for example, for
equation (5.39) in the affine decomposition of input data.
The Poisson’s ratio for a 3D orthotropic material is typically recovered from the
material compliance - the inverse of the constitutive tensor - which takes the following
form in Voigt notation:
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S =

1/E1 −ν21/E2 −ν31/E3 0 0 0
−ν12/E1 1/E2 −ν32/E3 0 0 0
−ν13/E1 −ν23/E2 1/E3 0 0 0
0 0 0 1/G4 0 0
0 0 0 0 1/G5 0
0 0 0 0 0 1/G6
 , (5.47)
where by νij - for i, j = 1, 2, 3; ∀i 6= j - is denoted the Poisson’s ratio of a transverse
extensional strain in “j” direction, with respect to an axial strain in “i” direction
(Lempriere (1968)). In addition, Ei - for i = 1, 2, 3 - stands for the Young’s modulus
in the three orthogonal directions corresponding to load cases XX, Y Y and ZZ, while
Gj - for j = 4, 5, 6 - implies the shear modulus in three orthogonal planes XY , XZ
and Y Z. Poisson’s ratios are not symmetric in its indexes, but using the symmetry




















Therefore, using the relations above and the fact that the matrix in (5.47) is nothing
but the inverse of matrix in (5.45), the parametric orthotropic effective Poisson’s
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(5.49)
In order to compute the six Poisson’s ratios from (5.49), the three PGD solutions
of the unit-cell subjected to normal strains are needed. For these six quantities,
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we present in the following their response surfaces to variations in their parametric
domain.
Figures 5.13 and 5.14 show respectively Poisson’s ratios νeff12 and ν
eff
21 . For these
two, we select to shown their response in the parametric domain I1×I3, that is where
µ1 = a and µ3 = α range. We also provide four different snapshots of their response
νeff12 (a, α) and ν
eff
21 (a, α), by evaluating parameters µ2 = b and µ5 = t at their intervals
I2 and I5 extreme values.
The same is done for νeff13 and ν
eff





Figures 5.17 and 5.18. For these cases though, we show the response in the parametric
domain I3 × I4, that is where µ3 = α and µ4 = φ range. The four snapshots instead
are given by evaluating parameters µ1 = a and µ5 = t at their intervals I1 and I5
extreme values.
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(a) Case {b = 1; t = 150} (b) Case {b = 1; t =
1
5}
(c) Case {b = 1.5; t = 150} (d) Case {b = 1.5; t =
1
5}
Figure 5.13: νeff12 in a × α for specified values of b and t. Response for a scaffold
unit-cell with a fixed value of φ = 1.
(a) Case {b = 1; t = 150} (b) Case {b = 1; t =
1
5}
(c) Case {b = 1.5; t = 150} (d) Case {b = 1.5; t =
1
5}
Figure 5.14: νeff21 in a × α for specified values of b and t. Response for a scaffold
unit-cell with a fixed value of φ = 1.
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(a) Case {a = 0.3; t = 150} (b) Case {a = 0.3; t =
1
5}
(c) Case {a = 0.7; t = 150} (d) Case {a = 0.7; t =
1
5}
Figure 5.15: νeff13 in φ × α for specified values of a and t. Response for a scaffold
unit-cell with a fixed value of b = 1.
(a) Case {a = 0.3; t = 150} (b) Case {a = 0.3; t =
1
5}
(c) Case {a = 0.7; t = 150} (d) Case {a = 0.7; t =
1
5}
Figure 5.16: νeff31 in α × φ for specified values of a and t. Response for a scaffold
unit-cell with a fixed value of b = 1.
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(a) Case {a = 0.3; t = 150} (b) Case {a = 0.3; t =
1
5}
(c) Case {a = 0.7; t = 150} (d) Case {a = 0.7; t =
1
5}
Figure 5.17: νeff23 in α × φ for specified values of a and t. Response for a scaffold
unit-cell with a fixed value of b = 1.
(a) Case {a = 0.3; t = 150} (b) Case {a = 0.3; t =
1
5}
(c) Case {a = 0.7; t = 150} (d) Case {a = 0.7; t =
1
5}
Figure 5.18: νeff32 in α × φ for specified values of a and t. Response for a scaffold
unit-cell with a fixed value of b = 1.
95
5. Application to 3D lattices and nonlinear problems
In Figures 5.13 and 5.14 we observe the same behavior as in the 2D honeycomb, for
Poisson’s ratios νeff12 and ν
eff
21 respectively, where the unit-cell angle α is the parameter
that commands the transition between non-auxetic to auxetic performance and vice
versa. With respect to the snapshots, these show that whereas an increase in length
b magnifies the responses for Poisson’s ratio νeff12 , the opposite occurs for ν
eff
21 . In
addition, both Poisson’s ratios νeff12 and ν
eff
21 are noticeably reduced when increasing
the unit-cell beams thickness from its lowest t = 1/50 to its highest t = 1/5 values.
This suggests that when designing an auxetic material for an engineering application,
the inverse problem should approach a multi-objective or constrained optimization
that trades off between the extreme values of Poisson’s ratio and the effective material
stiffness at the macro-scale.
In Figures 5.15 and 5.16 we present the response surfaces for the Poisson’s ratios
νeff13 and ν
eff
31 . With respect to the previous analysis, we change the browsing parametric
space to α × φ. In fact, parameter φ works as the aspect ratio between the unit-cell
pitch pc(µ) and the other two dimensions, height hc(µ) and width wc(µ) (Figure
5.9). In general, there is an analogous behavior between the response of νeff13 and ν
eff
31
compared with νeff12 and ν
eff
21 . The snapshots also show that increasing the unit-cell
beams thickness certainly reduces the extreme values of Poisson’s ratios. In addition,
parameter a is evaluated at their extreme values, showing that at its highest value,
the responses of both νeff13 and ν
eff
31 increase. However, it is particularly observed that,
at the extremes of the range of α, and for the lowest values of φ, the response of νeff13
is dramatically amplified (see Figures 5.15a and 5.15c). We raise here the question
about the accuracy of the algebraic PGD solver to capture these peak values and
provide after some insight about it.
Regarding Poisson’s ratios νeff23 and ν
eff
32 , their results are shown in Figures 5.17
and 5.18, browsing the parametric space α× φ exactly as before. The peculiarity we
observe here with respect to the previous ones is that either for values of α < 90◦ or
α > 90◦, the behavior remains auxetic, and it also results symmetric along the range
of parameter α. The snapshots show the same tendency as before, with respect to a
decrease in the Poisson’s ratio when thickness t is increased, and a magnification of
the Poisson’s ratios values when comparing results for the lowest value of a in contrast
to those for the highest value of a. Moreover, it is observed that the response of νeff23
in Figures 5.17a and 5.17c is greatly magnified locally, at the interval extremes of
parameter α and for the lowest values of φ.
PGD accuracy at the extreme values of Poisson’s ratios: We here provide
an insight of some cases where we observe that the algebraic PGD solver fails to
provide an accurate result when computing extreme values of the effective Poisson’s
ratios in the scaffold. We focus on Poisson’s ratios νeff13 and ν
eff
23 since we have noticed
that their response is greatly amplified locally at two corners of the Cartesian space
α × φ, specifically at {α = 90◦ ± 45◦;φ = 0.75}. In addition, we detect that the
PGD response surfaces at these points are notably not smooth (see Figures 5.15a and
5.17a).
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We begin by evaluating the algebraic PGD solutions (generalized displacements)
at the prescribed set of parameters values shown in Table 5.4, where among them,
are the extreme points considered before. The relative errors of the PGD solutions
evaluated at these sets, compared against FE are shown in Figure 5.19. The results
comprise the three normal strain cases XX, Y Y and ZZ, which are the ones involved
in the calculation of the effective Poisson’s ratios (5.49). Indeed, we note that all
errors in Figure 5.19 are below 1%, which from the engineering point of view is an
excellent performance. Note that these PGD vademecums provide a solution for a
big number (exactly 568.75 millions) of different unit-cells in the present analysis.
Set I II III IV V VI VII VIII

















φ 0.75 2 0.75 2 0.75 2 0.75 2
Table 5.4: Scaffold sets of parameters (a,α,φ), where PGD against finite element
error is computed (Figure 5.19). The remaining parameters are constant at b = 1
and t = 0.11.
Set I Set II Set III Set IV SetV SetVI SetVII SetVIII
PGD mode






















(c) Case Y Y
PGD mode











Figure 5.19: Scaffold unit-cell under uni-axial traction loads: relative error of PGD
solution against FE computed at different sets of parameters values (Table 5.4).
On the other hand, we compute the relative error of the response surfaces of
Poisson’s ratios νeff13 (from Figure 5.15a) and ν
eff
23 (from Figure 5.17a) against FE. The
results, over the Cartesian domain I3× I4, are shown in Figure 5.20. A high increase
in the error is observe where extreme values of νeff13 and ν
eff
23 occur, reaching magnitudes
above 60% (Figures 5.20a) and 40% (Figure 5.20b) respectively.
Being the error in displacements low, the response of the Poisson’s ratios resulting
from equation (5.49), is likely to be sensitive to other sources of error, for some par-
ticular values of the parameters. In fact, the total error outcomming from equation
(5.49) is propagated from the displacements solutions - reported below 1% in Figure
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Figure 5.20: Relative error of Poisson’s ratios PGD response in α×φ against FE, for
a scaffold unit-cell with parameters values: {a = 0.3; b = 1; t = 1
50
}.
5.19 - together with that committed in the approximation of K(µ) - where the max-
imum error of the function approximated by 5 SVD terms is 1.92e−5 in the whole
parametric space α× φ - . These two sources of error, that are alone appreciated as
excellent from an engineering point of view, are certainly magnified at the extreme
values shown in Figure 5.20.
Scaffold made of a periodic arrangement of unit-cells: The unit-cell solution
errors presented in Figure 5.19 are very low compared to the peak errors reported in
Figure 5.20, at extreme values of the Poisson’s ratios νeff13 and ν
eff
23 . Therefore, one may
think what would actually happen if instead of using homogenization, we solve with
algebraic PGD, a scaffold made of periodic unit-cell repetitions, subjected to uni-axial
loads. In any case, previous results from section 4.2 have shown that Poisson’s ratios
computed by averaging displacements at orthogonal faces, do correspond very well
with the effective ones obtained by homogenization.
We consider a parametric scaffold made by 5 × 5 × 5 repetitions of the unit-cell
formerly described. Figure 5.21 shows one possible configuration of the parametric
problem, which actually holds 568.75 millions of different cases, given by the product∏np
i=1 nd,i.
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Figure 5.21: Parametric lattice scaffold made by a 5× 5× 5 unit-cells composition.
In Figure 5.22, we present the evolution of the modal amplitudes given by the
algebraic PGD solver, for the solution of the periodic scaffold subjected to three uni-
axial loads. The stopping criteria for the Greedy computation of the modes is set
with ζ = 10−3.
PGD mode


















(b) Case Y Y
PGD mode









Figure 5.22: PGD modal amplitudes βm, m = 1, 2, . . . , n (with or without PGD
compression). Parametric lattice scaffold subjected to uni-axial loads.
We focus on the accuracy of the algebraic PGD solver, compared to FE solutions.
Especially, we evaluate the scaffold explicit parametric displacements, at the values
where significant errors have been observed for the PGD effective Poisson’s ratios,
νeff13 and ν
eff
23 , computed using homogenization.
The analysis confirms that the algebraic PGD solver lacks of accuracy for the
displacements solutions of the periodic lattice, at the same critical points obtained
using homogenization. For example, we present in Figure 5.23 a comparison of the
generalized displacements obtained by the algebraic PGD against finite elements, for
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the periodic scaffold subjected to uni-axial XX displacements, and evaluated at the
set of parameters {a = 0.3; b = 1; α = 45◦; φ = 0.75; t = 1
50
}.
We observe from Figure 5.23 that the applied strain in x direction is notably
magnified in z direction, given that this set of parameters corresponds to the extreme
negative value of νeff13 in Figure 5.15a. However, when comparing Figures 5.23c and
5.23d from the PGD response against 5.23a and 5.23b computed by FE, the dis-
placements in z direction are markedly diminished. Precisely, the L2 relative error of
displacements between these two solutions results 53.6%, which is well related to the
corresponding one reported in Figure 5.20a for νeff13 .
y
z
(a) View yz FE
x
z
(b) View xz FE
(c) View yz PGD
(d) View xz PGD
Figure 5.23: Periodic scaffold subjected to XX displacements (5% equivalent strain),
comparing deformations using FE or PGD, for parameters {a = 0.3; b = 1; α =
45◦; φ = 0.75; t = 1
50
}
A similar case results in Figure 5.24 when comparing generalized displacements
for the same set of parameters, but imposing the periodic scaffold to uni-axial Y Y
displacements. For this applied strain, we focus on the magnification of strain in z
direction, in accordance to one of the extreme negative values of νeff23 in Figure 5.18a.
Again, we find that the PGD solution is considerably diminished when contrasting the
generalized displacements from Figures 5.24c and 5.24d against those obtained using
FE in 5.24a and 5.24b. Precisely, the L2 relative error between these two becomes
49.7%, in correlation with the corresponding one reported in Figure 5.20b for νeff23 .
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y
z
(a) View yz FE
x
z
(b) View xz FE
(c) View yz PGD
(d) View xz PGD
Figure 5.24: Periodic scaffold subjected to Y Y displacements (10% equivalent strain),
comparing deformations using FE or PGD, for parameters {a = 0.3; b = 1; α =
45◦; φ = 0.75; t = 1
50
}
We finally propose some ideas that could serve as guidelines for future tasks on
mitigating these cases. To begin with, it is true that the two points where we detect
big errors in Figures 5.20a and 5.20a coincide with those where we find the biggest
errors in the SVD approximation of input data (see Appendix D and Figure D.4b).
However, the input error in the approximation is very low, in fact the maximum
relative error for an entry in K(µ) evaluated at the set of values {a = 0.3; b = 1; α =
45◦; φ = 0.75; t = 1
50
} is only 1.32e− 6. This suggests that in this case, adding more
SVD modes to reduce the input error might not necessarily pay off the increased
computational effort in accuracy (a bigger number of SVD modes increases nk, which
makes the PGD solver loop in separated terms of K(µ) longer). Actually, a possible
remedy could be related to a richer parametric space, either by a local refinement or
assuming higher order approximating functions, as proposed by Zou (2017). Another
possible route would be to assume initially a more expensive approach by tiding
parameters (α, φ) into a 2D parametric problem (Zou et al. (2018)), expecting a
benefit in the final computational cost in terms of accuracy.
5.3.2 Parametric stent-like structure
We present in the following the results of a stent-like structure subjected to two
load cases, a uni-axial load and an internal pressure (see Figures 5.25a and 5.25b).
The parametrization behaves exactly as described for the planar honeycomb, with
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the particularity that here an array of (nhor = 5) × (nver = 10) cells is wrapped
into a cylindrical shape. We focus on the parametric mechanical behavior, which is
obtained after solving equilibrium by means of the algebraic PGD. In particular, we
present for the uni-axial case, νax-rad: the ratio between strains in the radial direction
against the applied deformation, and for the internal pressure load, νrad-ax: the ratio
between strains in the axial direction against the applied deformation. These two
mechanical properties serve in the comparison against the same parametric structure,









Figure 5.25: Stent-like structure under two different load cases.
In Figure 5.26 it is shown how the PGD modal amplitudes evolve, for the solution
of the parametric stent-like structure under the two loading conditions. The stopping
criteria for the Greedy computation of the modes is set with ζ = 10−3.
PGD mode























Figure 5.26: PGD modal amplitudes (with or without PGD compression), stent-like
structure under axial and radial loads.
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(a) Case {b = 1; t = 150} (b) Case {b = 1; t =
1
5}
(c) Case {b = 1.5; t = 150} (d) Case {b = 1.5; t =
1
5}
Figure 5.27: νax-rad in a× α for specified values of b and t in the stent-like structure.
Moreover, Figure 5.27 presents the parametric response of νax-rad in the space
of a × α, and taking different values of the remaining parameters b and t. The
computation is obtained using the PGD displacements solution. The nodal positions
of the deformed configuration are used to fit a value for the deformed radii, which is
average along different coordinates of the cylindrical axis. A similar behavior to that
of ν12 in the planar honeycomb is recovered.
Finally, Figure 5.28 presents the parametric response of νrad-ax in the same space
of parameters as described before. In the present case, all radial displacements are
imposed, and what is measured instead using the PGD solution is the distance be-
tween the cylinder tips. The observed performance is as expected, analogous to that
of ν21 analyzed in the planar honeycomb.
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(a) Case {b = 1; t = 150} (b) Case {b = 1; t =
1
5}
(c) Case {b = 1.5; t = 150} (d) Case {b = 1.5; t =
1
5}
Figure 5.28: νrad-ax in a× α for specified values of b and t in the stent-like structure.
In the following section, the parametric stent is solved using a nonlinear beam
formulation (Simo and Vu-Quoc (1988)), at multiple values of the parameters. The
explicit parametric response is recovered using PGD a posteriori, meaning that in-
stead of solving an equilibrium problem, it interpolates the multiple finite element
solutions in the particular separated form.
We focus in two aspects of interest in the application of lattices structures. On
one hand, we have observed how these structures can work as a mechanical amplifier
of the applied strain, for example the extreme values computed in Figure 5.28a.
This mechanisms are of relevant interest in applications like soft actuators (Miriyev
et al. (2017)). However, the fact that an applied strain is magnified in its transverse
directions, it could certainly imply a considerable modification of the structure’s
initial configuration. Whenever this condition is true, then the initially computed
mechanical properties are no longer true. We asses an example of this in the following,
and refer to as mechanical properties that depend on the applied loading magnitude
as an extra parameter. Last but not least, we also analyze that buckling is prompt
to show up in the stent-like structure subjected to axial loads. In addition, this effect
is more likely to appear in designs associated to auxetic extreme values.
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5.4 Multidimensional sampling of nonlinear
parametric formulations and a posteriori
separation using PGD
For the present analysis we use the free license of ADINA ADINA© R&D (2018),
a commercial finite element software. The aim is to run a finite element model that
considers large displacements (and small strains) of the same parametric stent-like
structure. This framework is usually referred to as geometrical nonlinearities. In
order to reduce the amount of finite element cases, the multidimensional space is
restricted to two parameters only, then µnl = [µ1 µ2]
T = [a α]T. Compared to the
linear model, the remaining parameters are fixed at b = 1.2 and t = 2/25. The
intervals and sampling points for µ1 and µ2 are kept the same as described before
for the PGD solver, then nd,1 = 50 and nd,2 = 91. The total number of cases to run
- 4550 - is considerably big, then we approach it with a scripting strategy written
in Matlab®. The parametric nodal coordinates of the stent initial configuration
are already known from the linear problem, and the two loading cases are applied
by prescribing displacements, in a series of incremental load steps for the nonlinear
solver, up to an equivalent of 10% strain.
The generalized displacements solution are recovered for each of the converged
configurations, at ten different load steps (corresponding to equivalent applied strains
from 1% to 10%). Given that a finite element displacement solution is known for each
of the prescribed values of the parameters, and for each of the load steps, a posteri-
ori PGD least square approximation (LS-PGD) can be launched. The algorithm is
based exactly on the same scheme used for PGD compression (see Appendix B), the
difference being now that the parametric data is a full multidimensional tensor, and
the LS-PGD provides as an output, a separable approximation of it. This becomes
the explicit parametric solution, which depends on the loading magnitude as an extra
parameter, and is typically less expensive in terms of storage. In fact, the number
of modes computed by the LS-PGD is shown in Figure 5.29, associated to a modal
amplitude decay of 10−3.
We begin with the LS-PGD approximation of the stent subjected to internal
pressure (radial loads). We observe from Figure 5.29b that the response decay much
faster than its counterpart subjected to axial loads, in fact a modal amplitude decay
of 10−3 is obtained by only 13 modes.
From the material design point of view, we present in Figure 5.30, νrad-ax, the ratio
between strains in the axial direction against the applied deformation. The novelty
here is that this material property depends on the loading magnitude as an extra
parameter. It is interesting to observe that the points in the parametric space a× α
that give rise to extreme values of νrad-ax for small deformations - 1% of applied strain
in Figure 5.30a - do not provide them any more as long as the structural configuration
is changed by effect of higher applied strains - 5% and 10% in Figures 5.30b and 5.30c
respectively - .
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PGD mode

















Figure 5.29: Modal amplitudes of the PGD least square approximation for the stent-
like structure solved using nonlinear finite elements, sampled at points of the para-
metric space a× α, and subjected to axial and radial loads.
(a) Loaded strain 1% (b) Loaded strain 5%
(c) Loaded strain 10%
Figure 5.30: νrad-ax in a× α for the PGD nonlinear solution of a stent-like structure,
given at different load magnitudes.
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(a) Loaded strain 1% (b) Loaded strain 5%
(c) Loaded strain 10%
Figure 5.31: νax-rad in a× α for the PGD nonlinear solution of a stent-like structure,
given at different load magnitudes.
With respect to the stent subjected to axial loads, in comparison to the radial
load case, we observe from the modal amplitudes in Figure 5.29a that the LS-PGD
approximation requires much more number of modes for the same decay. In fact,
this load case result more challenging from the structural point of view given that
is prompt to buckling, thus sudden modifications in the equilibrium configuration
appear when loading magnitude is increased. Recovering from the LS-PGD the ex-
plicit parametric performance νax-rad, that is the ratio between strains in the radial
direction against the applied deformation, it brings an insight as well on the paramet-
ric buckling behavior. Observing νax-rad for higher applied strains in Figures 5.31b
and 5.31c, compared to the smallest applied strain in 5.31a, we recover an unstable
front that pushes the lowest values of Poisson’s ratio up to zero, and grows with the
increased loading magnitude.
From the mechanical point of view, the lowest auxetic values of νax-rad implies
higher elongations in the radial direction with respect to the applied axial load. Given
that the structure is wrapped, the fact that the circumferential strain wants to grow
implies that compressive forces appear in the tangent direction to the cylindrical
shape. The lower the negative values of νax-rad are, the higher the magnitude of
this circumferential compression. These are the forces that induce local buckling
configurations in the auxetic stent-like structure.
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(a) View xy PGD linear
x
y
(b) View xy PGD nonlinear
Figure 5.32: Stent-like structure subjected to axial loads (8% equivalent strain),
comparing deformed configurations obtained by PGD and LS-PGD of a nonlinear
response affected by buckling. The set of parameters are: {a = 0.4; b = 1.2; α =
50◦; t = 2
25
}
Figure 5.32 shows a comparison between deformed configurations obtained by
PGD in the linear parametric framework and the LS-PGD approximation of the
nonlinear response. Observing in Figure 5.32b the local contractions of the stent
radius in the buckled shape, it explains how this configuration is reflected in values
of νax-rad tending to zero (Figure 5.31) - recall that νax-rad is based on the average
deformed radius along the cylinder axis -.
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PGD web app: displaying
parametric solutions online
In the previous chapters, different parametric lattice material structures have been
solved by means of a PGD approximation, such that the exponential cost associated
with the increasing number of parameters could be greatly reduced. The collection
of explicit parametric solutions, a.k.a. PGD vademecum, is formed by a tabulated
structure given by spatial modes: in our problem, vectors of generalized displace-
ments, coming along with associated parametric functions. Although each of these
spatial modes do not have a precise physical meaning, this can be recovered by eval-
uating their accompanying modal functions at desired values of the parameters and
performing a sum along all the terms in the PGD solution. Thus, the reconstruction
of the parametric PDE solution for a prescribed value of the parameters implies ac-
cessing the vademecum, which can be done in a fast way, and performing a sum along
PGD modes. In practice, it is commonly recognized that if these operations can be
done within a minimum bandwidth of 20-60 Hz, it enables real-time solutions with
a visual feedback. This is the inspiration behind developing a PGD post-processing
tool which could allow the user interpret in an interactive way a parametric lattice
structure response.
In this chapter, a post-processing solution for PGD is proposed and developed.
The PGD solver provides as a result a copious amount of data, which is not ready
to be visualized until properly post-processed, which can turn to be a tedious task,
unless there is a way to display all the parametric results interactively. Moreover,
the construction of a solution from the PGD vademecum for a prescribed value of
the parameters requires certain familiarization with the method itself. In this sense,
the PGD post-processing tool points to support a user without any PGD background
to visualize how a parametric material structure behaves. Finally, the use is not
restricted to parametric lattice structures, but can be potentially extended to any
kind of PGD solution.
The PGD post-processing tool is developed in a standard web-based fashion. A
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graphical interface is developed using a combination of HTML and CSS languages,
which provide operability in a user-friendly environment. This is powered with the
scripting language JavaScript, which has been used for years as a tool to provide
functionality and dynamic features in websites. The graphical part of the tool is
handled through WebGL (Web Graphics Library), which is included virtually in
all popular available web browsers. In order to use the WebGL API (Application
Programming Interface), an open source JavaScript library called “ three.js ” is
used, which is designed to take advantage of the WebGL framework to provide 2D
and 3D graphics without the need of adding third party add-ons.
The inception of the web application is a code, kindly provided by the AMB
group at the University of Zaragoza, for displaying real-time solutions of a cantilever
beam with a parametrized load position, using PGD (Cueto et al. (2016)). Moreover,
the contents of this chapter have been developed by Alonzo (2018), a project in
collaboration with the present thesis.
6.1 Program structure
The web application is organized by modules, such that distinct functionalities are
placed in different folders, and the graphical interface is provided by the web-page
(index.html file). Thus, by separating critical aspects of the application, it is in-
tended that the development and maintenance of the software is simplified. In this
section, the project structure is explained, which is constituted by:
| ca s e s /
| c s s /
| docs /
| j s /
| r e s o u r c e s /
|
| index . html
The aim of this structure is that any new PGD solution that is intended to be
post-processed could be added in the cases folder, while the others remain without
modifications. The core of the application is provided in folders css and js while
some additional data and information about the capabilities is kept in resources and
docs folders. In addition, the contents of the web-page are defined in the index.html
file, which is explained in the following.
6.1.1 Graphical interface
The graphical interface of the application is defined by the “Hypertext Markup Lan-
guage” (HTML) file index.html, which specifies which are the elements that are
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Figure 6.1: Main web-page graphical interface parts.
shown in the web-page, and the files contained inside the “Cascading Style Sheets”
css folder. The latter commands the layout and displaying style of the elements
within the web-page.
The stylish appearance of the graphical interface is shown in Figure 6.1, which is
divided in two parts:
Part A: Panel: it contains the labels of the precomputed PGD solutions that can be
used. It is fixed at the left-hand side of the screen and by clicking in the
different solutions, these are loaded into the working area, depicted with letter
B in Figure 6.1. In here, the user can further interact with the parametric PGD
solutions.
Part B: Working area: it is defined in the index.html file as an iframe, which is
an HTML element that admits content to import another resource into the
interface. This dynamic loading of content (or “embedded content”) allows
that each PGD solution is loaded into the iframe as a piece of HTML code,
instead of loading a complete new web-page on its own. In this way, a generic
interface is coded only once and loaded many times, avoiding the need of writing
a new interface for each new solution added. Thus, post-processing new PGD
solutions is simplified since the amount of files needed for the implementation
is reduced.
Once a PGD solution has been loaded into the working area, the graphical inter-
face looks like in Figure 6.2, displaying four distinct windows with particular purposes:
Window 1: Graphical PGD: the post-processed PGD solution (in our case, a deformed
lattice structure for a given value of the parameters) is depicted in the middle
of the working area. The screen can change the visualization of the deformed
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Figure 6.2: Different graphical interface windows for a PGD solution loaded into the
working area.
structure either by using a mouse or the fingers in a touch-screen device. This
allows the PGD solution being visible from different perspectives, accessed by
the user through rotation, translation and zooming operations. In addition, the
display of the PGD solution in this area works interactively with the control
bar, since every change made in the parameters intervals displayed in Window
2 is immediately updated here, supporting the visual feedback for real-time
simulations.
Window 2: Control bar: a set of values of the parameters involved in the PGD solution can
be modified here, which works as an input to modify the deformed structure
display in Window 1, without needing to reload the web-page. A detail of this
control bar is shown in Figure 6.3. Depending on the PGD solution loaded into
the working area, the control bar shows the appropriate parameters involved
in the problem formulation. In addition, these are some of the typical actions
that can be done through the control bar:
– Sliders: the natural and most common use is for ranging within the values
of the parameters, accordingly to the intervals limits and number of points
selected for the PGD solver. In addition, a slider also varies the deforma-
tion magnitude imposed to the parametric structure. This acts just as a
magnifying plotting factor for the linear PGD cases, but in the nonlinear
problems, it points to the particular parametric function that modifies the
PGD modes, depending upon the loading magnitude.
– Switches: they admit the use of “true or false” binary statements, such
as showing or hiding different solutions for comparison or selecting which







Figure 6.3: A detailed look at the Control bar.
– Action buttons: they are programmed to trigger either a re-centering op-
eration for the deformed structure view or to show the results controls.
The first one renders a new image of the deformed structure in the center
of the working area such that all rotations, translations or zooming opera-
tions are reset. The results control opens new elements in the control bar
associated to the PGD solution, such as modifying the loading magnitude
or activating the information panel below the working area - Window 4 -
that shows parametric material effective properties in real time.
Window 3: Stats bar: it assesses the rendering visual feedback by tracking the graphic
engine performance, measured in frames per second (FPS) at which the image
is updated. It works under an external library stats.js, whose developers are
also the ones involved in three.js.
Window 4: Results panel: it is opened by the action button “Show results” in the control
bar and has three reserved spaces. The first one on the left hand-side displays
the values of the effective Poisson’s ratio, which are computed in real time
depending upon the chosen values of the parameters in the control bar. The
space in the middle always displays the evolution of the modal amplitudes for
the chosen PGD solution, and the remaining one shows depending on the user’s
choice, either the PGD parametric functions or the response surface of a selected
Poisson’s ratio.
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6.1.2 Web application core
The application is based on the programming language JavaScript, allowing possible
execution in every modern web browser. The scripts (filename extensions “ *.js ”)
are organized such that those providing global functions are grouped inside the js
folder, meaning that every loaded PGD solution uses them. On the other hand, scripts
that support particular uses of a certain PGD solution are placed inside separated
folders, which are in turn sorted within the folder cases. In this way, particular
purposes do not affect the global functioning of the web application.
In addition, the js folder follows the structure
| j s /
| core /
| misc /
The core folder contains the following scripts:
 three.js is the main file of a JavaScript library and Application Program-
ming Interface (API) of identical name, whose documentation, examples and
forums, are found in threejs.org. It is focused on the creation of 3D computer
graphics, and manages its display through WebGL library, meaning that this
rendering process could be handled across different web browsers. The library
is published online, allowing modifications and redistribution under the MIT
license, a permissive free software license, and its main asset is providing an
easy way of defining geometries and their associated displaying properties.
 CanvasRenderer.js is a module of three.js designed for drawing 2D graphics,
and displaying them by means of Canvas 2D Context API. It is also used in
3D graphics since it features the possibility of exhibiting changes in line widths,
which is practical to show variations of the lattice material thickness. However,
it is acknowledged that the performance with 3D graphics is slower than the
WebGL renderer.
 OrbitControls.js is another module of three.js, controlling how the PGD
solution illustration (Window 1) is seen from a 3D space. In desktop computers,
it supports the usage of the mouse left button to let the camera orbit around
the displayed graphics, the right button to enable the camera panning, and the
scrolling wheel to do zooming. In portable devices, panning is admitted when
using three fingers while zooming is done with two, as usual.
 jQuery.js is a free and open-source JavaScript library using the MIT license,
which in fact is reported to be used by the 71.5% of the top ten thousand
websites, and being the most widely adopted JavaScript library for a large mar-
gin (Ltd (2019); Libscore (2019)). It is designed to manipulate the Document
Object Model (DOM), which is the tree-structure that represents the HTML
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elements of a web-page. Thus, it effectively reduces the amount of coding
needed to produce dynamic web-pages, by simplifying the finding operations of
an element in the DOM, the handling of events, the creation of animations and
eliminating incompatibilities between different web browsers.
 plotly.js is a JavaScript open source graphing library, enabling the creation
of sophisticated scientific charts and animations in a scalable vector format
(SVG), which gives compatibility across web browsers and publication of high-
quality exported images. It has a simple framework since it only takes data
and instructions, whereas the actual production of vector graphics is externally
done. This plain structure also facilitates the adoption of this library as a
browser-based graphing library for Python, R, or Matlab.
 math.js is an open source library that extends the JavaScript’s built-in Math
capabilities, allowing for example to work with matrices or high dimensional
arrays.
 dat.gui.min.js is a user platform that allows changing the value of variables
in JavaScript using a graphical interface. This replaces the need of making
modifications inside the code or having to provide continuously these values as
inputs. In the context of post-processing a PGD solution, it admits a modifi-
cation of the set of values of the parameters that triggers real-time changes in
the solution in an interactive way. The following process is required in order to
account for this feature:
– The parameters values can be changed using the sliders in the control bar,
while the variables associated to each of them are overwritten accordingly.
– A function is called each time a parameter value is modified, to refresh all
the graphics and results shown in the working area (Windows 1 and 4). For
this purpose, all data depending on the new values must be recomputed,
starting for example from the parametric structure coordinates matrix. In
addition, the PGD vademecum is evaluated by summing all the spatial
modes, weighted by the parametric functions contribution, whose arrays
must be properly accessed using the new pointers to the parameters values.
 loader.js is a function that loads the content of each PGD solution in the
iframe, which is the HTML element that displays the graphical results in the
working area (Part B). By “content” we mean the basic ingredients needed for
the PGD solution post-processing to properly work, constituted by: a basic
HTML structure, some functions coded in JavaScript, and data stored in files;
these latter also written in a proper JavaScript syntax. For this purpose, each
PGD solution - or link - in the side panel (Part A) is defined with a unique
ID (specified in index.html). When the links are clicked, the actual function
loader.js is called and inserts all the specified content into the iframe. It is
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worth noting that each PGD solution post-processing may need to load different
data files (among which there is always a PGD vademecum). Thus, the required
file names must be defined in the json.js file under the unique ID (this file,
written in the JavaScript Object Notation - JSON - format, is kept inside the
resources folder).
With respect to the misc folder, it contains the following:
 anim.js is the script that manages the interactive PGD graphical results, by
means of two functions:
– init() defines the main elements that the library three.js requires to
initialize the PGD solution rendering:
? The scene, holding the different geometries that create an image inside
the container.
? The container, being the physical part of the screen where the anima-
tion takes place. Technically, it is an HTML element that links the
web-page HTML code and the graphical elements produced by the
renderer.
? The renderer, working inside the container, is in charge of translating
the written orders in JavaScript into different graphical elements that
generates the visible image or the scene.
– animate() does the animation, which in practice means providing the scene
with a new image or frame at a frequency of 60 Hz, a number that might
get slower whenever the CPU/GPU usage increases. It is performed as
an infinite background loop, requesting the renderer for the execution of
a new image, which in fact is built using the actual set of values of the
parameters selected by the user in the control bar sliders.
 events.js is the script containing some functions which are not essential to the
PGD solution rendering but provide some useful functionalities. For example,
the possibility to recenter the displayed image to the original view, avoiding
the need of reloading, or an automatic adjustment of the image whenever the
web-browser window is resized, allowing to keep the same image view in the
working area.
6.1.3 Briefing: input of a PGD vademecum for interactive
post-processing
The goal here is to briefly present what are the ingredients needed to post-process a
PGD solution using the core of the web application explained before, and how these
two interact to produce the displayed graphics. Each one of the PGD solutions that
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appear in the web-page side panel (Part A) is identified with a unique ID, which is
referred to as caseName, for the sake of explanation in the following.
Each PGD solution must contain three basic ingredients to be post-processed,
being the caseName main file, the PGD vademecum file and the mesh file, which are
all coded in a JavaScript format.
The caseName main file
The generic name of the PGD solution is used to invoke the main JavaScript file as
caseName.js. The objective here is to define local functions that complement the
global functions used by the core. Thus, the local functions can be modified, added or
skipped depending on the specific purposes of the PGD solution to be post-processed.
Typically, the following functions are coded in the caseName.js file:
 createGUI() customizes the control bar that is displayed in the working area
(Window 2). This control bar contains, for example, the sliders that set the
parameters values. Thus, it is natural to define this function as local, given that
each PGD solution could contain different parameters (or different parameters
intervals). Other functionalities, boxes or buttons of the control bar are also
defined here.
 recreate() performs the update of the nodal coordinates at the deformed
configuration, depending upon the load magnitude and the values of the pa-
rameters. The computations are prompted by tracking if there are any changes
in the parameters or loading magnitude, set through the control bar sliders.
 results() loads the results panel (Window 4), and commands the display of
effective mechanical properties in real time.
The PGD vademecum file
In this file we provide the post-processing app with the explicit parametric solution
obtained by PGD. As described in Chapter 3, the PGD provides an approximation of
the problem solution by means of a separated representation. From the point of view
of the structure of this data, the particularity is that the PGD solution in the whole
multidimensional space is stored in a smart way, preventing the exponential memory
requirement for a problem with an increasing number of parameters. In addition,
reconstructing the solution for a particular set of values is limited to a weighted sum
of all the PGD spatial modes, making this computationally cheap operation suitable
for displaying parametric responses of a PDE in real time.
In our case, the PGD solver has been coded in Matlab, where cell arrays provide
an indexed data type storing arrays of numbers with different sizes. Recall from
equation (3.11) that the PGD solution is given by
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being the sum of all PGD modes from m = 1 to n, containing at each addend, the
product from i = 1 to np of all their corresponding parametric functions. In a Matlab
cell array, for example, such a solution could be stored as:
where Upgd is the tabulated solution accommodating one row for each of the n modes,
placing the normalized spatial modes ũm (column vectors of size ndof = 420) and
modal amplitudes βm at the first and last columns, and in between, the discrete
version of the normalized parametric functions G̃mi (·), taking values in the parameter’s
mesh of size nd,i (row vectors of size nd,i).
This data must be transferred to the web application to serve the PGD solution
post-processing, which in practice demands a translation into a JavaScript file (*.js).
Given that JavaScript does not support cell arrays in the Matlab fashion, multidi-
mensional arrays are defined instead to sidestep this issue. As an example, for a given
parameter i = 4, the modal functions G̃m4 (·) taking values in the parameter’s mesh
are written in a 2D array:
G4[m] [ j ] = [ [ G4ˆ1 1 , G4ˆ1 2 , . . . , G4ˆ1 nd,4 ] ,
... ,
... , . . . ,
...
[G4ˆn 1 , G4ˆn 2 , . . . , G4ˆn nd,4 ] ]
being j=1,2, . . . ,nd,4 a pointer to the discrete values of function G̃
m
4 (·), and m=1,2, . . . ,n
the index for the PGD modes. A 2D array that follows this format must be written
for each parameter involved in the PGD solution.
In addition, the parametric unit-cell stiffness matrix is provided to the web ap-
plication, since it is required for the material effective properties computations. The











In a Matlab cell array, for example, this data structure could be stored as:
In the multidimensional array format for JavaScript, the separated matrices Kk are
input as:
K[ k ] [ l ] [ j ] = [ [ [ Kˆ1 11 , Kˆ1 12 , . . . , Kˆ1 1ndof ] ,
... ,
... , . . . ,
...
[Kˆ1 ndof1 , Kˆ1 ndof2 , . . . , Kˆ1 ndofndof ] ]
... ,
... , . . . ,
...
... ,
... , . . . ,
...
[Kˆnk 11 , Kˆnk 12 , . . . , Kˆnk 1ndof ] ,
... ,
... , . . . ,
...
[Kˆnk ndof1, Kˆnk ndof2 , . . . , Kˆnk ndofndof ] ] ]
being l,m=1,2, . . . ,ndof the subindices for the matrix K
k elements, and k=1,2, . . . ,nk
the pointer to the stiffness matrix separated terms. Thus, a 3D array of size nk ×
ndof × ndof is composed.
The mesh file
As it is frequently done in finite element codes, here are provided the coordinates
and connectivities of the lattice structure. In addition, the notion of mesh must also
be extended to the parameters, meaning that their interval limits and the number of
equally distributed points therein must be here supplied as well. The idea of having
a mesh file releases all this data from the caseName main file, remaining simpler and
easier to modify. However, it is recommended to code both files side by side, given
that all variables required by the caseName main file are constructed in the mesh
file. In addition, there are variables that are used not only by the functions defined
for a PGD solution in the caseName file but also by some of the application core.
Therefore, special care must be taken by setting a naming convention that allows
compatibility across all of them, typically:
 NUM NODES: number of nodes in the parametric lattice structure.
 NUM ELEMS: number of elements in the parametric lattice structure.
 DIM3: boolean variable to set if the PGD solution is 2D or 3D (ndim = 2, 3).
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 CONNECT: connectivity matrix, defined as a 2D array in the JavaScript format.
 COORS: parametric coordinates matrix, which is constructed using the PGD
separated style, therefore becoming a 3D array of size nX × NUM NODES × ndim,
being nX the amount of terms in which the parametric coordinates matrix is
separated.
6.2 A PGD interactive post-processing example
PGD provides a vademecum of solutions whose spatial modes do not represent any
physical solution of the parametric problem but instead, the physical solution of the
problem can be reconstructed for any set of values of the parameters with minimal
computational resources. This however could result in a tedious task using conven-
tional packages for sophisticated scientific charts like Matlab©. Instead, capabilities
for real-time solutions can be provided by the current web application, where the
modifications of the parameters and animations are provided at the same time on the
screen, as shown below:
(a) µ = [0.5; 1.3; 60◦; 0.05] - Axial (b) µ = [0.5; 1.3; 105◦; 0.05] - Axial
(c) µ = [0.4; 1.1; 105◦; 0.03] - Radial (d) µ = [0.5; 1.2; 79◦; 0.03] - Radial
Figure 6.4: Interactive PGD solution of a parametric stent-like structure subjected
to axial and radial load cases. The set of values of the parameters is indicated using




7.1 Contributions of the present thesis
This work presents lattice material structures whose mechanical properties can be
tailored in term of their parameters values. We address this problem by means of an
algebraic PGD solver, that allows us to browse the parametric mechanical response
in an efficient way. In particular, we find extreme negative values of the materials
Poisson’s ratios, a feature that attracts our attention regarding the outperforming of
some auxetic properties compared to conventional materials.
The algebraic PGD solver is developed in Chapter 3. It is conceived in a way
that in principle, the solution of any parametric linear system of equations can be ap-
proached. In this sense, the distinctive contribution here is that different parametric
material structures can be treated with exactly the same solver. Moreover, its use is
not limited to structural problems but in general, any discrete form of a parametrized
linear PDE.
In order to exploit the versatility of the algebraic PGD solver approach as a black
box, there remains an intrusive part to be devised by the user. We refer to this part
as the affine decomposition of the solver input data. In practice, this means that
the discrete form resulting from the PDE (i.e. stiffness matrix and forcing term)
must express its parametric dependence in a separated fashion. We propose for our
structural problems, a systematic methodology to supplement finite elements with
the parametric dimension. In Chapter 2, these procedures are described for a 2D
parametric honeycomb and in Chapter 5 for a 3D scaffold and a stent-like structure.
The 2D parametric honeycomb is solved in Chapter 4, accounting for more than 11
millions of different configurations. Using the PGD vademecum, an explicit paramet-
ric response of the effective mechanical properties can be recovered for the unit-cell
problem with homogenization. The accuracy of the solver against finite elements is
assessed for random values of the parameters, achieving a maximum error of 2.5% in
the L2 norm among all load cases, with an average number of 35 PGD modes.
The parametrization of a 3D scaffold that considers more than 568 millions of con-
figurations is treated in Chapter 5, where a geometric constraint between parameters
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imposes a non-separable function between them. Therefore, a separable approxima-
tion for this function is constructed by means of the Singular Value Decomposition
(SVD). This step is incorporated in the systematic approach that builds the affine
decomposition of input data for the algebraic PGD solver. The error committed in
the SVD approximation is low, for example for 5 modes, a maximum relative error
below 2e−5 is retrieved in the whole 2D space of the related parameters. Despite this,
we note that the algebraic PGD solver lacks of accuracy, in particular when the re-
sponse is evaluated at some particular values of the parameters where extreme values
of the Poisson’s ratios occur at the material bulk. Some possibilities are suggested to
overcome this issue in future works.
A stent-like structure is parametrized in Chapter 5, based on the 2D honeycomb
wrapped into a cylindrical shape, thus the same number of diverse configurations
are treated (above 11 millions). The mechanical parametric response under axial
and pressure loads is determined using the algebraic PGD solver. This serves as a
comparison against another analysis, developed for the same structure, considering
fewer parameters but using geometrically nonlinear finite elements. In this case, we
exploit PGD as an interpolation method of the finite element response, providing an
explicit parametric solution with the loading magnitude as an extra parameter.
7.2 Concluding remarks
1. The spatial dimension of the problem (2D, 3D) is kept by the algebraic PGD
solver, and the parametric dimensions are treated separately. At each fixed-
point solver iteration, the system of equations for the spatial dimension (typi-
cally the size of the finite element mesh) and those for each of the parametric
ones can be solved in parallel.
2. The algebraic PGD solver is applied to different parametric structural prob-
lems. In this sense it works as a non-intrusive solver, where its parametric
input data takes the intrusive part. This requires to build the standard finite
elements equations but taking care of their parametric dependence in a sepa-
rated manner. We believe that this part can be done systematically, following
a proposed framework with familiar procedures for finite element programmers.
In addition, this could certainly ease the path for further research on algebraic
PGD.
3. An analytical solution in the parameters is constructed for the 2D unit-cell three
load cases, by means of symbolic computations. In this case, the algebraic PGD
solver accuracy is analyzed in a global parametric norm. In all cases, we observe
that every PGD mode contributes to reduce the global error, whose maximum




4. The PGD vademecum of mechanical properties shows extreme values of the
Poisson’s ratios in orthotropic materials for particular values of the geometric
parameters. The material in these cases actually works as a mechanical amplifier
in the transverse directions to the applied strain. In addition, the parametric
response shows that for an engineering application, these extreme values of the
Poisson’s ratios should be traded off with respect to the material stiffness at
the bulk.
5. Geometrically nonlinear behavior in a stent-like structure under two load cases
is recovered by a least-square PGD interpolation. The number of modes for
a ζ = 10−3 decay in amplitude are considerably low, 13 for the internal pres-
sure case and 57 for the axially loaded case, are built upon 4550 finite element
configurations run for each load case. The PGD vademecum shows mechanical
properties and buckling effects as an explicit function, not only of the geomet-
rical parameters but also the loading magnitude.
7.3 Future works
1. It has been shown that each new computed mode in the algebraic PGD solver
contributes to decrease the error in a global parametric sense. However, we
recognize two questions where further research efforts could be addressed. First,
an error estimation of the residual or some quantity of interest would provide a
precise criterion to stop the greedy computation of modes. In addition, different
routes to the residual minimization could improve the rate at which each mode
reduces the solution error.
2. The PGD vademecum of effective material properties shows a notable lack of
accuracy when evaluated at some of the extreme values of the Poisson’s ratios
in the scaffold. We identify this as a case where the parametric response gets
locally a sudden change with respect to the global behavior. A local refinement
in the parametric space or higher order approximating functions would surely
overcome this concern.
3. Regarding a material design with tailored properties, this thesis presents a
groundwork on top of which the PGD vademecum could be exploited for multi-
objective and constrained optimizations. In this context, the solutions and its
derivatives with respect to the parameters (sensitivities) are supplied as a trivial
post-process, for the whole multidimensional space.
4. The low number of modes retrieved in the PGD interpolation of the geomet-
rically nonlinear responses is promising to believe that a scheme where the
algebraic PGD solver is used inside an iterative loop, could successfully build
the approximation to nonlinear parametric systems of equations “on the fly”,
and at a reduced cost. The feasibility of this concept is subjected mainly to the
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affine decomposition of the residual (which now depends on the parametric so-
lution itself). In addition, the separable dependence on the parameters should
also extend to the tangent stiffness matrix if a full Newton-Raphson method is
sought.
5. In structural analysis, a standard procedure to asses buckling by means of a
linear model implies the solution of an eigenvalue problem. For this, the struc-
ture stiffness matrix is augmented with a so-called stress stiffness matrix, which
is a function of the initial configuration and the applied loads. The resulting
eigenvalues define a magnification factor at which the applied loads reach a
critical state (with their eigenvectors characterizing the shape of the buckled
structure). Adopting this framework to our parametric setting, and efficiently
solve the eigenvalue problem as a function of the geometric parameters, would
result in a highly valuable tool for the design of lattice structures and materials.
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linear elasticity based on parametrized microscale models using proper general-
ized decomposition. Computer Methods in Applied Mechanics and Engineering,
257:183–202.
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Appendix A
Algebraic PGD solver: Algorithm
135
Data: Kk, Bki , f
`, S`i and U
n−1
PGD (µ): u
m, Gmi , for m = 1, 2, . . . , n− 1,
k = 1, 2, . . . , nk, ` = 1, 2, . . . , nf
Result: u and Gi, for i = 1, 2, . . . , np
Initialize: tolerance ηtol; variables ε, ζ; initial guess u and Gi.
while ε > ζ do
Compute ũ = u‖u‖ , G̃i =
Gi
‖Gi‖ and β = ‖u‖
∏np
i=1 ‖Gi‖.








for i = 1 . . . np do



















i Gi dµi .
for i = 1 . . . np do




















S`i Gi dµi .




























for i = 1 . . . np do



















and βnew = ‖unew‖
∏np
i=1 ‖Gnewi ‖.









Update values u← unew ; Gi ← Gnewi ; β ← βnew and ζ = ηtolβnew
end






m, Gmi , for m = 1, 2, . . . , n
Un̂−1com : û
m̂, Ĝm̂i , for m̂ = 1, 2, . . . , (n̂− 1)
Result: û Ĝi, for i = 1, 2, . . . , np
Initialize: tolerance ηtol; variables ε, ζ; initial guess û and Ĝi.
while ε > ζ do






















































































for i = 1 . . . np do






























ε2 = (ψnew)2 + ψ2 − 2ψnewψ
(
(˜̂unew)T Mu ˜̂u) (∏npi=1 ∫Ii ˜̂Gnewi ˜̂Gi dµj).
Update values û← ûnew ; Ĝi ← Ĝnewi ; ψ ← ψnew and ζ = ηtolψnew
end





It is here explained that the systems of equations of the unit-cell in 2D using homog-
enization can be reduced by prescribing the periodic boundary conditions using the
Direct Method (Cook et al., 2002, Chapter 13). This transformation of the global
stiffness matrix and forcing terms into a reduced system allows the possibility of
solving the three load cases of homogenization in the 2D problem symbolically in
the parameters. Then, the generalized displacements of the unit-cell as function of
the parameters are obtained, which can be further post-processed to obtain the ef-
fective elastic properties as a function of the parameters. This analytical solutions
are evaluated for different values of the parameters and compared against the PGD
vademecum to provide an insight of the PGD solver convergence (measured in the
multidimensional parameters space).
Given the unit-cell global stiffness matrix built by Bernoulli beam elements, K(µ),
the equations
K(µ) U(µ) = 0 ,
C U(µ) = Q(µ) ,
contain equilibrium and periodicity conditions, given a specific load case in the unit-
cell. If the constraints are applied using a direct method (Cook et al., 2002, Chap-






− {Q(µ)} = {0} .





















Then, a reduced system can be expressed in terms of the released unknowns only:




FR(µ) = −ϕT K(µ) Q0(µ) .
While ∀µ ∈ D = I1 × I2 × . . . × Inp , K(µ) ∈ IR(ndof×ndof), KR(µ) ∈ IR(nR×nR). In
the unit-cell problem, ndof = 24 is reduced to nR = 13. Now the system can be solved
symbolically as functions of the parameters µ = [a b α t]T.



































































Figure C.1 shows a scaled solution UxxR (a = 0.5, b = 1, α = 60







Figure C.1: Scaled UxxR (µ) evaluated at (a = 0.5, b = 1, α = 60


























































Figure C.2 shows a scaled solution UyyR (µ) evaluated at µ=[a = 0.5, b = 1,







Figure C.2: Scaled UyyR (µ) evaluated at µ=[a = 0.5, b = 1, α = 60
◦, t = 1
40
].



























−a2 − 2ab− 4t2 +
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16t2a2 + a2b2 − 24t2 cos(α)ab+ 2ab3 + 4t2b2 − b2
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16t2a2 + 3a2b2 − 40t2 cos(α)ab+ 18ab3 + 12t2b2 − 3b2
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32t2a2 + 3a2b2 − 56t2 cos(α)ab+ 18ab3 + 12t2b2 − 3b2
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−a2 − 3ab− 4t2 +
(




8t2a2 + a2b2 − 16t2 cos(α)ab+ 5ab3 + 4t2b2 − b2 (a2 + 5ab− 4t2) cos(2α)
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Figure C.3 shows a scaled analytical solution UxyR (µ), evaluated at µ=[a = 0.5,







Figure C.3: Scaled UxyR (µ) evaluated at µ=[a = 0.5, b = 1, α = 60




At this point, it is worth mentioning that the parametric analytical solutions
have the size of a 2D unit-cell, reduced by its periodic constraints. For a full struc-
ture done by repetitions of unit-cells, the cost of obtaining such expressions becomes
computationally unfeasible.
Finally, the components of the effective elasticity matrix can be calculated from
homogenization theory (1.1) and (1.2), and are shown in equations (C.1) to (C.6).
It is noteworthy that, considering all elements in the unit-cell are made of the same
constituent material, all these results are proportional to E, the Young’s modulus.
However, this is taken as unitary for the present analysis and is omitted in the fol-
lowing expressions for the sake of clarity:
C eff11 (µ) = −
t csc(α)(a cos(α)− b) ((a2 − 4t2) cos(2α) + a2 + 4t2)
a (a3 + b (a2 − 4t2) cos(2α) + a2b+ 4t2b)
(C.1)
C eff22 (µ) = −
t sin(α) (a3 − a (a2 − 4t2) cos(2α) + 4at2 + 16t2b)
(a cos(α)− b) (a3 + b (a2 − 4t2) cos(2α) + a2b+ 4t2b)
(C.2)
C eff33 (µ) = −
16t3 sin(α)(a cos(α)− b)
−b2 (a2 + 5ab− 4t2) cos(2α) + 8a2t2 + a2b2 − 16 ab t2 cos(α) + 5ab3 + 4t2b2
(C.3)
C eff12 (µ) =
t (4t2 − a2) sin(2α)
a3 + b (a2 − 4t2) cos(2α) + a2b+ 4t2b
(C.4)
C eff13 (µ) = 0 (C.5)
C eff23 (µ) = 0 (C.6)
Using (C.1), (C.2) and (C.4) the orthotropic Poisson’s ratios can be calculated as





2 (a2 − 4t2) cos(α)(a cos(α)− b)






a (a2 − 4t2) sin(α) sin(2α)







In this Appendix, we explain the use of the SVD applied to approximate a para-
metric function describing the geometry of the scaffold, which is not separable in
their variables (the parameters α and φ). We recall the geometric constraint between
parameters in the scaffold structure and provide a brief explanation about the imple-
mented methodology. For further references and applications of the SVD, the reader
is referred to (Blum et al., 2019, Chapter 3).
D.1 Geometrical parameters constraint in the
scaffold structure
The geometric parametrization of the scaffold unit-cell (Figure D.1), implies a con-
straint in the orientation angle θ, such that









ensuring that the hexagonal honeycomb cells, placed at orthogonal planes, do inter-
connect at the points colored in magenta (Figure D.1). This implies that θ itself is
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a






Figure D.1: Scaffold unit-cell parameterization (µ = [a b α φ t]T).
not an independent parameter but a function of α, and the ratio between element
lengths defined as φ ≡ c/a.
The parametrized orientation of the elements red and orange (Figure D.1) depend












where sin(θ) takes always positive values in the unit-cell geometric parametrization.
The parametric stiffness matrix of the scaffold is described in terms of functions (D.1)
and (D.2). While in (D.1) there is a separable parametric dependence in α and φ, it
must be constructed for (D.2) by means of the SVD.
D.2 Application
The SVD is a numerical method that produces the factorization of any real matrix
M ∈ IRm×n into the product of three matrices:
M = U Σ VT,
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M U Σ VT=
(m× n) (m×m) (m× n) (n× n)
U UT = Im
V VT = In
Figure D.2: SVD factorization of A into the product of three matrices. Adapted from
Wiki Commons.
whose characterization is shown in Figure D.2. The SVD is useful in many tasks
(Blum et al. (2019, Chapter 3)), since for any “k” the SVD of M gives the best







where ui and vi are the columns of U and V respectively, and σii the diagonal
elements of Σ, placed in a descending order according to their magnitude, for 1 =
1, . . . , k. When k reaches the rank of M: min(m,n), equation (D.3) provides an exact
decomposition of the matrix, a.k.a. the singular value decomposition.
We want to approximate the scalar function sin(θ) (D.2) as a separable contribu-
tion of functions in their variables α and φ, as we have proposed in (5.21):
sin(θ) := f(α, φ) ≈
nsvd∑
`=1
ω` Ξ`(α) Ψ`(φ) . (D.4)
Despite their different notations, the similarity between equations (D.3) and (D.4) is
noticeable, and guides the following course of action:
1. Compute f(α, φ) in I3 × I4, at a discrete set of points values, and collect them
in a matrix M ∈ IRnd,3×nd,4 , where nd,i are the number of points chosen for the
interval Ii (1D parametric meshes).
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2. Use the SVD of M, where each of the columns of U: ui (D.3), corresponds to one
of the functions Ξ`(α) (D.4), evaluated at the nd,3 points of I3. Analogously, each
of the columns of V: vi, corresponds to one of the functions Ψ
`(φ), evaluated
at nd,4 points of I4.
3. Asses the accuracy of the approximation Mk against M by choosing nsvd (D.4),
i.e. the number of SVD terms to consider. For our problem, nsvd enlarges
(almost quadratically) the number of nk separated terms of the parametric
stiffness matrix, thus slowing down the algebraic PGD solver performance.
D.3 Results
The domain of f(α, φ), where the SVD is applied, is given by I3 × I4 = [45◦, 135◦]×
[0.75, 2]. The parameters mesh sizes are nd,3 = 91 and nd,4 = 50. Thus, the SVD
of M have 50 diagonal values of Σ, as shown in Figure D.3a. In addition, we
present the parametric functions Ξ`(α) (Figure D.3b) and Ψ`(φ) (Figure D.3c), for
` = 1, . . . , nsvd = 5. In order to visualized the significance of a SVD term, the





















































































Figure D.3: SVD evolution of modal amplitudes and parametric functions, these
latter shown for ` = 1, . . . , nsvd = 5.
In addition, Figure D.4a plots function f(α, φ) in the domain I3 × I4, and the
relative error committed by the SVD approximation with nsvd = 5 (Figure D.4b).
The maximum relative error reported is 1.92e−5, located at points nearby (α = 90◦±
45◦,φ = 0.75), Figure D.4b bottom left/right corners. Measuring instead the relative
error in an average sense of the whole domain, we recover 5.43e−7.
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(b) Relative error (log scale)
Figure D.4: Plot of the function f(α, φ) and relative error of an approximation with




Explicit parametric functions for
the scaffold unit-cell problem using
homogenization
We present in the following, the normalized functions G̃mi - being i = 1, ..., np = 5 -
that supply the parametric behavior of the PGD spatial modes introduced in Figures
5.11 and 5.12. These are shown for the six different load cases - in Figures E.1, E.2,
E.3, E.4, E.5 and E.6 for cases XX, Y Y , ZZ, XY , XZ and Y Z respectively - of the
scaffold unit-cell problem with homogenization. In order to visualize the PGD mode




βm the amplitude of mode m and np = 5 the number of parameters.
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(a) Weighted G̃m1 (a)
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(b) Weighted G̃m2 (b)
α [◦]




















(c) Weighted G̃m3 (α)
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(d) Weighted G̃m4 (φ)
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(e) Weighted G̃m5 (t)
Figure E.1: Scaffold unit-cell load case XX with PGD compression. Normalized
parametric functions weighted for illustration.
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(a) Weighted G̃m1 (a)
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(b) Weighted G̃m2 (b)
α [◦]




















(c) Weighted G̃m3 (α)
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(d) Weighted G̃m4 (φ)
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(e) Weighted G̃m5 (t)
Figure E.2: Scaffold unit-cell load case Y Y with PGD compression. Normalized
parametric functions weighted for illustration.
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(a) Weighted G̃m1 (a)
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(b) Weighted G̃m2 (b)
α [◦]




















(c) Weighted G̃m3 (α)
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(d) Weighted G̃m4 (φ)
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(e) Weighted G̃m5 (t)
Figure E.3: Scaffold unit-cell load case ZZ with PGD compression. Normalized
parametric functions weighted for illustration.
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(a) Weighted G̃m1 (a)
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(b) Weighted G̃m2 (b)
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(c) Weighted G̃m3 (α)
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(d) Weighted G̃m4 (φ)
t



















(e) Weighted G̃m5 (t)
Figure E.4: Scaffold unit-cell load case XY with PGD compression. Normalized
parametric functions weighted for illustration.
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(b) Weighted G̃m2 (b)
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(c) Weighted G̃m3 (α)
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(d) Weighted G̃m4 (φ)
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(e) Weighted G̃m5 (t)
Figure E.5: Scaffold unit-cell load case XZ with PGD compression. Normalized
parametric functions weighted for illustration.
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(b) Weighted G̃m2 (b)
α [◦]




















(c) Weighted G̃m3 (α)
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(d) Weighted G̃m4 (φ)
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(e) Weighted G̃m5 (t)
Figure E.6: Scaffold unit-cell load case Y Z with PGD compression. Normalized
parametric functions weighted for illustration.
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