In this paper we give an explicit construction of a system of parametric equations describing a discrete valuation over k((X1, .
and denote also by Φ its extension to the quotient fields. We have a k−isomorphism Φ −1 which, when composed with the usual order function on ∆ v ((t)), gives the valuation v. This is the situation we shall consider throughout this paper, and we will freely use it without new explicit references.
We shall use two basic transformations in order to find an element of value 1 and construct the residue field:
1. Monoidal transformation:
with v(X 2 ) > v(X 1 ).
Change of coordinates:
where L ⊂ σ(∆ v ) is an extension field of k.
For both transformations we have the following facts:
1. The transformations are one to one: In the case of the monoidal transformations this property is well known. In the other case it is a consequence of [6] (corollary 2, page 137).
2. New variables Y i lie in R v , so we can put (Φ σ,θ ) −1 (Y i ) = a ij t j .
3. Let ϕ : K n → ∆ v ((t)) be the restriction of (Φ σ,θ ) −1 to K n . Let us denote by ϕ ′ : L n = L((Y 1 , . . . , Y n )) → ∆ v ((t)) the natural extension of ϕ to the field L n . Then v = ν t •ϕ ′ |Kn , with ν t the usual order function over ∆ v ((t)). Therefore, if ϕ ′ is injective we can extend the valuation v to the field L n and the extension is v ′ = ν t • ϕ ′ .
From now on transformation will mean monoidal transformation, change of coordinates, variables interchanges or finite compositions of these.
1 Construction of an element of value 1 Lemma 1.1 Let α i = v(X i ) for all i = 1, . . . , n. By a finite number of monoidal transformations we can find n elements Y 1 , . . . , Y n ∈ K n such that v(Y i ) = α = gcd(α i ) for all i = 1, . . . , n.
Proof: We can suppose that v(X 1 ) = α 1 = min{α i |1 ≤ i ≤ n} and consider the following two steps:
Step 1.-If there exists n i ∈ Z such that α i = n i α 1 for all i = 2, . . . , n, then for each i we apply n i − 1 monoidal transformations
Step 2.-Assume there exists i, with 2 ≤ i ≤ n, such that v(X 1 ) = α 1 does not divide to v(X i ) = α i . We can suppose that i = 2 with no loss of generality and then α 2 = qα 1 + r. So we apply q times the monoidal transformation
where v(Y 2 ) = r > 0 and Y 2 is the element of minimum value.
As the values of the variables are greater than zero, in a finite number of steps 2 we come to the situation of step 1. In fact, this algorithm is equivalent to the "euclidean algorithm" to compute the greatest common divisor of α 1 , . . . , α n .
Theorem 1.2 We can construct an element of value 1 applying a finite number of monoidal transformations and changes of coordinates.
Proof: We call Y 1r , . . . , Y nr the elements found after r transformations.
We can suppose that we have applied the previous lemma to obtain Y 11 , . . . , Y n1 such that v(Y i1 ) = α for all i = 1, . . . , n. Let us prove that there exists
and so it suffices taking b i = a iα /a ij . The following two steps defines an algorithm to obtain an element of value 1:
Step 1.-We apply the coordinate change
With this transformation the values of the new variables are not equals to v(Y 12 ).
Step 2.-We apply lemma 1.1 to equalize the values of elements and go to step 1. Obviously, the minimum of the values of the elements does not increase, because the greater common divisor of the values does not exceed the minimum of the values. Moreover the first variable does not change.
If we obtain an element of value 1, and we are finished. We have to show that the algorithm produces an element of value 1 in a finite number of transformations. The only way for the process to be infinite is that, in step 2, the minimum of the values of the elements does not decrease. This means that, in step 1, the value of the first variable divides the values of the new variables.
The composition of steps 1 and 2 is the transformation
If we use steps 1 and 2 infinitely many times, we have an infinite sequence of transformations
Then we can obtain an infinite sequence of variables
So any sequence of partial sums of the series
have increasing values. Then these series converge to zero in R v , so
In this situation, the group of v is v(X 1 ) · Z (see [2] ) but as the group is assumed to be Z, v(Y 1 ) = 1.
with t, T 2 and T 3 variables over C. We are going to denote its extension to the quotient fields by Ψ as well. The composition of this injective homomorphism with the order function in t gives a discrete valuation of
If we apply the procedure given in this section we construct the follwing element of value 1:
where
Construction of the residue field
In this section we give a finite procedure to construct the residue field ∆ v of a discrete valuation of K n |k, as a transcendental extension of k.
Remark 2.1 Preliminary transformations. 1)
We can suppose that we have applied lemma
and then
If the residue of this element lies too in
If α divides to α 2 then α 2 = r 2 α with r 2 > r 1 and we can repeat this operation.
3) The above procedure is finite for some pair (i, j). We know ( [2] 
such that one of the following two situation occurs:
In case a), we make the transformation 
The proof of the following lemma is straightforward from ( 
2) In the algebraic case let us consider the next diagram:
be its minimal polynomial over F ′ . Let us take the polynomial
By Hensel's Lemma ([6], corollary 1, page 279) we know that there exists a ∈ R v
such that a is a simple root of f (X) y ϕ(a) = α + m v . As ϕσ = id, f (X) is the minimal polynomial of a, so we can extend σ :
Let us consider the set 
We know that there exists a k−section σ which extends σ 2 in the sense of the previous remark. 
where the elements {u 3j } s3 j=1 are algebraic over ∆ 2 and
In this situation, if n = 3 we can apply monoidal transformations to obtain elements with the same values. We will denote these elements again by
), is the usual order function, for analogy with the case n = 2 (theorem 2.3). 
6) (Situation 3) All the residues obtained are algebraic elements. Then we take
is an algebraic extension (i.e. the situation of remark 2.5 6)). So we have two possible situations concerning variable Y i : 1) There exists a transformation
where the elements u ij are algebraic over ∆ i−1 and
So we have the transcendental extension
2) All the elements u ij we have constructed are algebraic over ∆ i−1 , so we have the algebraic extension
In these remarks we have given an explicit construction of elements {Y 1 , . . . , Y n } such that they satisfy this important properties:
1. By reordering of elements, we can suppose that the first m elements give us all the transcendental residues over k, i.e. the residue of each Y i /Y 1 is transcendental over ∆ i−1 with i = 2, . . . , m. So the rest of variables Y m+1 , . . . , Y n are such that we enter in the procedure of remark 2.5 7).
2. With the usual notations, the algebraic extension
is infinite.
Theorem 2.7 The residue field of v is
and the transcendence degree of ∆ n over k is m − 1.
Proof: In this section we have given a construction by writing the elements Y i depending on Y 1 and some transcendental and algebraic residues. So we have constructed an application
This application is not injective in the general case, but we know that v = ν t • ϕ ′ |Kn . So the residue field of v is equal to the residue field of ν t , i.e. ∆ n . A straightforward consequence of this theorem is the following well-known result Corollary 2.8 The usual order function over K n has dimension n − 1, i.e. the transcendence degree of its residue field over k is n − 1.
Proof: Let ν be the usual order function over K n . All the residues X i /X 1 +m ν are transcendental over k(X 2 /X 1 + m ν , . . . , X i−1 /X 1 + m ν ): if this were not the case, there would exist u i ∈ σ(∆ ν ) such that ν(X i − u i X 1 ) > 1 and ν would not be an order function. So ∆ ν = k(X 2 /X 1 , . . . , X n /X 1 ).
We can summarize the constructions of this section in the following theorem wich generalize the results of [2, 3] (Thanks are due to Prof. Mark Spivakovsky for his helpful suggestions concerning the second part of this result).
Theorem 2.9 Let v be a discrete valuation of K n |k, then
, where L ⊂ σ(∆ v ) and the extended valuation of v over the field L ((Y 1 , . . . , Y n )) is the usual order function.
If the dimension of
is the usual order function.
Proof: We have the following map:
where m − 1 is de dimension of v. Let us prove the theorem:
1. In the case m = n, ϕ ′ (Y i ) = u i t for all i = 2, . . . , n. Let ν t be the usual order funtion over ∆ n ((t)). The homomorphism ϕ ′ is injective and the The restriction of this valuation to K n is a rank one discrete valuation, because the value of any element is in 0 × · · · × 0 × Z. In fact v ′ (f ) = (0, . . . , 0, v(f )) for all f ∈ K n , so v ′ "extends" v in this sense. Obviously v ′ |L((Y1,...,Ym)) is the usual order function.
For the case of valuations of dimension n − 1, we can combine corollary 2.8 and assertion 1 of the previous theorem: Corollary 2.10 Let v be a discrete valuation of K n |k. The following conditions are equivalent:
1) The transcendence degree of ∆ v over k is n − 1.
2) There exists a finite sequence of monoidal transformations and coordinates changes which take v into an order function.
Hence, by the transformation Remark 2.12 There exists discrete valuations of K n |k of dimension strictly smaller than n − 1. In [1] we have an example of a discrete valuation over K 3 |k of dimension 1, and [4] proves that there exist discrete valuations of K n |k of arbitrary dimension between 1 and n − 1. This proof is constructive. Therefore the proof of assertion 2 of theorem 2.9 gives us a method to construct valuations of any dimension.
