A general approach to improving simulation accuracy uses information about auxiliary control variables with known expected values to improve the estimation of unknown quantities. We analyze weighted Monte Carlo estimators that implement this idea by applying weights to independent replications. The weights are chosen to constrain the weighted averages of the control variables. We distinguish two cases (unbiased and biased) depending on whether the weighted averages of the controls are constrained to equal their expected values or some other values. In both cases, the number of constraints is usually smaller than the number of replications, so there may be many feasible weights. We select maximally uniform weights by minimizing a separable convex function of the weights subject to the control variable constraints. Estimators of this form arise (sometimes implicitly) in several settings, including at least two in finance: calibrating a model to market data (as in work of Avellaneda et al.) and calculating conditional expectations in order to price American options. We analyze properties of these estimators as the number of replications increases. We show that in the unbiased case, weighted Monte Carlo reduces variance and that all convex objective functions within a large class produce estimators that are very close to each other in a strong sense. In contrast, in the biased case the choice of objective function does matter. We show explicitly how the choice of objective determines the limit to which the estimator converges.
Introduction
One of the most fundamental ideas in stochastic simulation is that the accuracy of simulation estimates can often be improved by taking advantage of known properties of a simulated model. This principle underlies the method of control variables, which is among the most widely used variance reduction techniques. Weighted Monte Carlo provides another mechanism for using information about a model to improve accuracy. This paper analyzes the convergence of weighted Monte Carlo estimators and investigates their relation to more traditional control variable estimators.
In its simplest form, the method of linear control variables (LCV) relies on knowing the expectation of an auxiliary simulated random variable, called a control. The known expectation is compared with the estimated expectation obtained by simulation. The observed discrepancy between the two is then used to adjust estimates of other (unknown) quantities that are the primary focus of the simulation. The adjustment made is usually linear in the difference between the estimated and exact value of the expectation of the control variable.
The method of weighted Monte Carlo (WMC) also requires knowing the correct expectation of one or more control variables, but WMC forces the simulated and true values to agree, even over a finite number of replications. It accomplishes this by applying weights to the replications so that the weighted averages of simulated control variables match their true values. The same weights are then used in estimating unknown quantities. In practice, the number of controls is much smaller than the number of replications, so the constraints on the weighted averages of the controls do not determine a unique set of weights. If the replications are independent and identically distributed, it is natural to try to select weights that are as uniform as possible. This can be made precise by choosing weights that minimize a separable convex function, subject to the control variable constraints. This is the approach we analyze.
We distinguish two cases based on the constraints imposed on the control variables. In the unbiased case, the weighted average of each control is constrained to equal its expected value, whereas in the biased case it may be constrained to equal some other value. The purpose of WMC in the unbiased case is variance reduction: constraining weighted averages of the controls to their expected values should reduce the variability of other weighted averages calculated from the same replications.
In the biased case, the objective of WMC is not so much to improve precision given a simulated model, but rather to correct the model itself. In this respect, it differs fundamentally from techniques usually studied in the simulation literature. Estimators of this form have been advocated by Avellaneda et al. [2, 3] and also arise as a key step in the method of Broadie et al. [7] . (These applications are the primary motivation for this work; we discuss them in Section 2.) Whereas in the unbiased case the constraints become nonbinding as the number of replications grows (by the strong law of large numbers), they remain binding even in the limit for the biased case. Indeed, the key issue in the biased case is understanding to what value a WMC estimator converges, rather than whether or not it reduces variance.
Our main results for the two settings are as follows. In the unbiased case, we show that WMC does indeed reduce variance and that the variance reduction achieved is exactly the same as that achieved using an ordinary LCV estimator. Indeed, we show that for a large class of objective functions (used in selecting weights) the WMC estimator and LCV estimator are very close in a strong sense. As a step in establishing this we show that the LCV estimator is the WMC estimator for a quadratic penalty on the weights. These results for the unbiased case may be viewed as negative in the sense that they show that any advantage WMC estimators may have over LCV estimators must be limited to small samples.
For the biased case, we identify the limit to which WMC estimators converge. In contrast to the unbiased case, here the choice of objective function used to select weights does matter. 
the covariance matrix of (X, Y ), which we assume is nonsingular.
The sample meanȲ = (Y 1 +· · ·+Y n )/n converges to E[Y ] almost surely and is asymptotically normal,
"⇒" denoting convergence in distribution and N (a, b) denoting a normal random variable with mean a and variance b. The linear control variable (LCV) estimator iŝ
whereX is the sample mean of X 1 , . . . , X n andβ denotes the vector of coefficients in an ordinary least squares regression of Y 1 , . . . , Y n against X 1 , . . . , X n . (We take vectors to be column vectors by default and use " " for transpose.) More explicitly,
with
Because M converges to Σ X , it is invertible for all sufficiently large n.
The LCV estimator converges to E[Y ] almost surely and it satisfies (see, e.g., Nelson [17] )
Asymptotically (as n → ∞), linear controls never increase variance because 0 ≤ R 2 ≤ 1, and they produce strict variance reduction unless R 2 = 0. Now let h : → ∪ {+∞} be a strictly convex function and consider the optimization problem min
for some fixed c X ∈ d . The objective is strictly convex and the constraints are linear, so if there is a feasible solution with a finite objective function value then there is a unique optimal solution ω 1,n , . . . , ω n,n . This optimum defines the weighted Monte Carlo estimator
We investigate the convergence and asymptotic normality of this type of estimator.
It is convenient to allow h to take the value +∞. This allows us to include, for example, h(w) = − log(w) for all w ∈ through the convention that − log(w) = +∞ if w ≤ 0. This also allows us to require positive or nonnegative weights without adding constraints by making h infinite on (−∞, 0] or (−∞, 0). While allowing h(w) to be infinite for negative w is useful, there is little practical loss of generality in requiring that h be finite on (0, ∞), so we assume this holds. The set on which a convex function h is finite (its effective domain) is denoted by dom(h), so this condition states that (0, ∞) ⊆ dom(h).
If h does take infinite values, then we need to consider whether there is a finite feasible solution to (5)- (7) . Under the assumption that (0, ∞) ⊆ dom(h), a finite feasible solution exists so long as c X is in the relative interior of the convex hull of X 1 , . . . , X n , because c X is then a positive convex combination of these points (cf. Rockafellar [21] , p.50). This almost surely holds for all sufficiently large n if c X is in the interior of the support of X. If dom(h) also includes 0, then a finite feasible solution exists if c X is anywhere in the convex hull of
. . , X n , because it is then a (not necessarily positive) convex combination of these points.
The weights derived from (5)- (7) can be made more explicit by introducing the Lagrangian
with λ n ∈ and µ n ∈ d . If h is differentiable, the first-order conditions characterizing the optimum are
Because h is strictly convex, h is strictly increasing on dom(h) and has an inverse H. The optimal weights are then given by
with λ n , µ n chosen to ensure that the constraints (6) and (7) are satisfied. This is a general description of the solution of a separable convex minimization problem with linear equality constraints. The computational effort required to compute a solution depends on h. Three cases are of particular interest:
Quadratic objective: Not surprisingly, the case h(w) = w 2 /2 is particularly tractable. The optimal weights are ω i,n = α i,n with
where M is the d × d matrix defined in (3); see Proposition 1, below. The solution (9) requires that M be invertible, which holds for all sufficiently large n.
Empirical likelihood objective:
This case takes h(w) = − log w and produces weights of the form
with the Lagrange multipliers chosen to satisfy the constraints. The resulting WMC estimator arises as a nonparametric estimator of E[Y ] through the empirical likelihood method in Owen [18, 19] . This case is analyzed in the simulation setting by Szechtman and Glynn [25] , who also show that it is asymptotically equivalent to an LCV estimator. The application of empirical likelihood estimation to simulation is also considered in unpublished work by Jing Qin. The log objective is a special case of the Cressie-Read family studied in Baggerly [5] .
Entropy objective: Setting h(w) = w log w gives the ω i,n an interpretation as maximum entropy weights. The optimal weights are
which has the form of an exponential change of distribution. This case is put forward in Avellaneda et al. [2, 3] , where it is also given Bayesian and information-theoretic interpretations.
We follow the usual convention that 0 log 0 = 0. This objective is also a member of the CressieRead family.
An alternative formulation of the WMC optimization problem omits the factor 1/n from (6) and (7) . This version can be handled through an analysis that parallels the one we develop here, and the two problems are equivalent (their optimal weights differing only by a factor of
for some functions p, q and all aw and w in dom(h). To avoid redundancy we consider only the formulation in (6)- (7) . The quadratic objective, the empirical likelihood objective, and the entropy objective all satisfy (12) .
Weights chosen by minimizing a separable convex objective, as in (5) , are, in a sense, maximally uniform. This idea can be made precise through the majorization ordering, a partial order on vectors. (See, e.g., Marshall and Olkin [16] for a definition.) To say that one vector is majorized by another is to say that its elements are more uniform. As discussed in Marshall and Olkin [16] , for any convex h, the mapping from (
Schur convex and thus increasing in the majorization order. A solution to (5)- (7) is therefore a minimal element of the feasible set in the sense that it does not majorize any other feasible element. This makes precise the idea that the optimization problem (5)- (7) selects the most uniform weights consistent with the control variable constraints (7). This is intuitively appealing because in the absence of side information there is no reason to give some replications more weight than others. Different choices of h correspond to different ways of penalizing deviations from uniformity.
Applications
As noted in the Introduction, we distinguish two types of WMC estimators based on the control variable constraints (7) . In the unbiased case, c X = 0. Recall that we assume the controls have been centered so that E[X] = 0; taking c X = 0 therefore corresponds to constraining the sample weighted averages of the controls to equal their population means, and the purpose of the weights is variance reduction. In the biased case, c X = 0 and the weights are best viewed as attempting to correct a simulated model rather than reduce variance. We illustrate this idea with three examples arising in financial applications.
Example 1.
Model calibration. Avellaneda et al. [2, 3] suggest the use of weighted estimators in the pricing of derivative securities. In the setting they consider, the market prices of some actively traded securities are readily observable -these are the controls -and simulation is to be used to price less liquid securities. The simulation is based on a model of the dynamics of underlying assets. But because no model is perfect, the simulation-based price of a control security may differ from its market price, even in the limit of infinitely many replications. This in turn casts doubt on prices computed by simulation for securities for which no market price is available.
The problem, then, is to modify or adjust the simulated model to make it consistent with observed prices before trying to price a new security; this is the calibration step. Assuming the simulated model has been chosen carefully, it is natural to look for a minimal adjustment to the model in trying to match market prices. Avellaneda et al. propose calibrating the model by assigning weights to replications. In the framework of the optimization problem (5)- (7), the controls correspond to the securities for which market prices are observed. By taking c X to be the difference between the market price and the model price, the WMC estimator attempts to calibrate the model to the market. The premise of this approach is that the price estimatê Y wmc is more consistent with the market prices of the control securities than is the ordinary sample meanȲ . Avellaneda et al. advocate using the entropy objective in selecting weights (as do Stutzer [24] and Buchen and Kelly [8] in closely related applications), based in part on
Bayesian and information-theoretic interpretations. In Section 4.1 we illustrate this approach with a numerical example.
Example 2. Reducing discretization bias.
Many of the models commonly used to describe the dynamics of asset prices are based on diffusion processes. In practice, these are usually simulated through a discrete-time approximation and this introduces discretization bias in prices computed by simulation. The same issue arises in virtually all applications that require simulating diffusion processes.
In some cases, the expectation of a related function of the diffusion is available in closedform and offers a potential control variable. Sometimes, the control is more easily computed in the diffusion than in the simulated approximation. For example, the expected maximum of a standard Brownian motion over [0, T ] is 2T/π, whereas the expected maximum of an approximating normal random walk is not nearly so tractable. In cases where the control is tractable for both the discrete-time and continuous-time processes, one must choose between the two values. Using the diffusion value as the "true" value for a control changes both the mean and variance of other quantities estimated from a discrete-time simulation, whereas using the discrete-time value changes the variance but has a negligible effect on the mean (at least in large samples).
In the WMC formulation of (5)- (7), using the diffusion value as the "true" value for a control corresponds to taking c X equal to the difference between the diffusion and discrete-time values. In this case, the constraints (7) may be viewed as correcting (or attempting to correct) for known discretization error. An idea of this type is tested in Fu, Madan, and Wang [9] and found to be advantageous. They consider only the case of a linear control variable, but the idea can also be applied in the WMC formulation of (5)- (7).
Related estimators using biased control variables are analyzed by Schmeiser, Taaffe, and
Wang [22] , though not specifically focused on discretization error. In their setting, the simulated model is assumed correct and bias results from using a numerical approximation to E[X], whereas in this example and the previous one E[X] is assumed known but the simulated model has some error and the value of c X is intended to reduce the error.
Example 3. Approximating conditional expectations.
A European option can be exercised only at a fixed date, but an American option can be exercised at any time up to its expiration date.
Valuing an American option entails finding the optimal exercise policy, and this is usually formulated as a dynamic programming problem. This makes pricing American options by simulation a challenge.
In a discrete-time formulation of the problem, the holder of the option must choose at each step whether to exercise or to continue. The payoff upon exercise is usually specified explicitly, but the continuation value is given only as a conditional expectation -the expected value of continuing given the current state -and must be calculated. Computing conditional expectations at each exercise opportunity is the main obstacle in valuing American options by simulation.
Various methods have been proposed to address this problem; the approach in Broadie et al. [7] (and, less directly, that in Tsitsiklis and Van Roy [26] ) uses weights to estimate conditional expectations from paths generated unconditionally. We describe a simplified version of the problem. Suppose we know E[g(V )|U = u] for some other function g (vector-valued) and set
] to be consistent with our convention that the controls have mean 0.) By taking
] we force the weighted average of the X i to equal the conditional expectation of X given U = u. (Notice that the value of c X depends on u.) More explicitly, (7) becomes equivalent to
The premise of this method is that the weighted average of the Y i should then be closer to the conditional expectation of Y given U = u. This is exact if f is a linear combination of the components of g, and it should be a good approximation if f is nearly such a linear combination.
Variance Reduction in the Unbiased Case

Quadratic Case
In this section we investigate WMC estimators defined with c X = 0 (i.e., c X = E[X]) in the constraint (7) . We show that this type of estimator does indeed reduce variance, but that the estimator is nearly the same as the linear control variable (LCV) estimator. As a first step, we show that barring degeneracies in the controls, the LCV estimator is the WMC estimator produced by a quadratic objective. "Sufficiently large n" in the following result means large enough for M in (3) to be invertible.
Proposition 1
If h(w) = w 2 /2, thenŶ wmc =Ŷ cv for all sufficiently large n.
Proof. With the qualification that n be sufficiently large, we may assume that the matrix M in (3) is invertible. The function H (the inverse of h ) reduces to the identity so the first-order conditions yield ω i,n = λ n + µ n X i . Substituting these weights into the constraints (6)- (7) yields
These equations are solved by µ n = −M −1X and λ n = 1+X M −1X . With these substitutions we find that ω i,n indeed equals α i,n defined in (9) . It is also known (see, for example, Hesterberg and Nelson [12] or equation (7.10) of Rao and Toutenburg [20] in the regression setting) that with some algebraic rearrangement using (2), the linear control variable estimator (1) can be expressed as a weighted average,Ŷ
using the same α i,n . Thus, the two estimators coincide in this case. 2
It is worth noting that although they coincide, the two estimators in the proposition result from two distinct quadratic optimization problems. For the LCV estimator one selectsβ to minimize the sum of squared regression residuals, for the WMC estimator one minimizes the sum of squared weights subject to constraints. The first problem involves the Y i whereas the second does not.
General Convex Objective
Our analysis of general WMC estimators relies on properties of the Lagrange multipliers (λ n , µ n ). For this we digress briefly and consider constants (λ 0 , µ 0 ) defined by the equations
At this point, H could be arbitrary so long as these equations have a unique solution. Consider the problem of estimating (λ 0 , µ 0 ) from observations X 1 , . . . , X n . A natural approach would be to define estimators (λ n , µ n ) as roots to the sample counterparts of (13)- (14), given by
Estimators defined as roots of equations in this way are often called M -estimators (see, e.g., Huber [14] ); they include maximum likelihood estimators as a special case. There is a large literature showing that under various conditions such estimators are consistent and asymptotically normal in the sense that
for some (d + 1) × (d + 1) covariance matrix Σ L ; see, e.g, Hansen [11] , Heyde [13] , Huber [14] , or Serfling [23] .
In light of (8), equations (15)- (16) are precisely the equations defining the Lagrange multipliers (λ n , µ n ) through the constraints (6)- (7) in the unbiased case c X = 0. When H is the inverse of h and E[X] = 0, (13) and (14) are solved explicitly by (λ 0 , µ 0 ) = (h (1), 0). In Appendix B, we detail specific conditions ensuring (17) . As these are somewhat technical and as (17) is the typical case, we proceed under the assumption that it holds. (See Owen [18] for a specific analysis of the multipliers under the empirical likelihood objective.) Actually, we require a somewhat weaker property. To state it we need some notation: A sequence of random variables ξ n is O p (a n ) if for all > 0 there is a constant K such that P (|ξ n | ≥ Ka n ) < for all sufficiently large n. The sequence is o p (a n ) if P (|ξ n | ≥ a n ) → 0 for all > 0. We apply these symbols to random vectors if the properties hold componentwise.
Condition (A). (λ
, with (λ 0 , µ 0 ) the unique solution to (13)- (14) and, for all sufficiently large n, (λ n , µ n ) the unique solution to (15)- (16).
The next result verifies that the uniqueness imposed by Condition (A) is meaningful. We define a class of admissible objective functions h through the following properties:
, and h is strictly convex on dom(h);
(ii) h is continuously differentiable on dom(h) and h (1) < ∞.
Lemma 1 If Σ X is nonsingular and h satisfies properties (i)-(ii), then
solves (13)- (14) uniquely, and for all sufficiently large n, (15)- (16) are solved uniquely by some
Proof. That (h (1), 0) is a solution follows from H(h (1)) = 1 and E[X] = 0. Now suppose (λ 1 , µ 1 ) and (λ 2 , µ 2 ) both solve (13)- (14) . Because h is convex and continuously differentiable, H is strictly increasing and thus
The expected value of this product is zero, in view of (13)- (14), so the product must in fact be zero almost surely. But then H(λ 1 + µ 1 X) = H(λ 2 + µ 2 X), almost surely, which further implies λ 1 + µ 1 X = λ 2 + µ 2 X, almost surely, because H is strictly increasing. Rewriting this
and taking the variance of both sides we get (µ 2 − µ 1 ) Σ X (µ 2 − µ 1 ) = 0. This implies that (µ 2 − µ 1 ) = 0 because Σ X is positive definite, and this in turn implies (λ 1 − λ 2 ) = 0.
For all sufficiently large n, the relative interior of the convex hull of X 1 , . . . , X n contains the origin (= E[X]); this follows from the central limit theorem. Thus, for all sufficiently large n, (15)- (16) has at least one solution (λ n , µ n ). Also for all sufficiently large n, the matrix M in (3) is nonsingular. Uniqueness now follows through the argument used for (13)- (14), replacing expected values with averages over i = 1, . . . , n. 2
For our main result in the unbiased setting we strengthen (ii) above to the following condition:
(ii') h is three times continuously differentiable on dom(h) and 0 < h (1) < ∞.
We prove the following result in Appendix A.
Theorem 1 Suppose that h satisfies conditions (i) and (ii') and that
c X = 0 in (7). Suppose that E[ X 3 ] < ∞, E[|Y | 3 ] < ∞, that Σ X is
nonsingular and that Condition (A) holds. Then
This result makes precise the idea that the WMC and LCV estimators are very close. It also indicates that for a broad class of objective functions h, all WMC estimators are nearly the same when c X = 0. In particular, as a consequence of Theorem 1 we get a central limit theorem showing that WMC estimators achieve exactly the same variance reduction as the LCV estimator:
Corollary 1 Under the conditions of Theorem 1,
Proof. It follows from Theorem 1 that
The result now follows from (4) and Theorem 4.1 of Billingsley [6] (p.25). 2
In a different setting, Glynn and Whitt [10] show that a large class of nonlinear control variable estimators are asymptotically equivalent to linear control variable estimators. The estimators they consider are nonlinear functions of sample means and thus distinct from those considered here.
Numerical Example
To illustrate Theorem 1 we test WMC estimators in a standard option pricing problem. We apply the estimators to the pricing of a call option on the average level of an underlying asset -an Asian option. The price of the option is E[Y ] with
where the constants T , r, and K are the maturity, interest rate, and strike price. The random variableS is the average levelS
of the underlying asset S over a fixed set of dates 0 < t 1 < · · · < t m = T . See, e.g., Hull [15] for background.
We model the dynamics of the underlying asset using geometric Brownian motion. More explicitly, as in, e.g., Hull [15] , p.238, we have
where S(0) is a fixed initial price, σ is the asset's volatility, and W is a standard Brownian motion. To simulateS, it suffices to simulate S(t 1 ), . . . , S(t m ) and thus to simulate W at times t 1 , . . . , t m . This is accomplished by the recursion
with Z 1 , . . . , Z m independent standard normal random variables and W (0) = 0.
A consequence of (18) is that E[S(t i )] = S(0)e rt i ; this follows from the more basic identity E[exp(aZ)] = exp(a 2 /2) for the moment generating function of a standard normal random variable Z. We may therefore take the control variable X to be a vector of d = m components with ith component equal to
These are not necessarily the most effective controls for this problem, but our objective is to provide a simple illustration of the WMC estimators rather than to find the best way to price the option.
For the numerical tests we use S(0) = 50, r = 5%, σ = 0.20, K = 54 and T = 5 with time measured in years. We consider m = 1, 2, and 4, the case m = 1 corresponding to an ordinary European rather than Asian option. We compare WMC estimators based on the quadratic, empirical likelihood (log), and entropy objectives.
As a first illustration, we compare the weights calculated using the three objectives. We generate n = 1000 independent replications of (X i , Y i ) with m = 4 and solve the optimization problem (5)- (7), with c X = 0, for each of the three objective functions. In each case we get a sequence of n weights, ω 1,n , . . . , ω n,n . nates of each point in the scatter plots are the weights assigned to the same replication using two different objectives. In both panels of the figure, the weights under the two objectives are strikingly close to each other, especially near the limiting value of 1. This is an even stronger relation than the one in Theorem 1, which refers only to the averagesŶ wmc , and not to the individual weights themselves. From (9) we see that the quadratic weights are 1
the analysis in Appendix A suggests (heuristically) that the differences between the weights are O p (1/n), so that they are closer to each other (under different objectives) than they are to 1.
The figures are consistent with this suggestion because the points fall near the 45 • line.
Next we compare point estimates and variances of the three WMC estimators. We know from Theorem 1 and Corollary 1 that these should coincide at large n, so the main purpose of numerical tests is to see what happens in small samples. To estimate Var[Ŷ wmc ] at a sample size of n, we generate 100 batches, each of n independent replications. We solve the optimization problem for each batch to get a value ofŶ wmc for each batch. We then use the sample variance over the 100 batches as our estimate of Var[Ŷ wmc ]. Through batching, we avoid having to deal with the dependence between observations in a single sample of size n introduced by the weights. The same procedure can be used to compute confidence intervals.
Results for m = 1, 2, and 4 controls are displayed in Table 1 To solve the optimization problem under the log and entropy objectives we used nonlinear least squares to find Lagrange multipliers satisfying the first-order conditions (8) and (6)- (7) in the specific forms (10) and (11) . At small values of n, this sometimes required restarting at multiple initial values for the Lagrange multipliers to converge to the optimum. We found that the entropy objective took about twice as long as the quadratic objective, and the log objective took a bit more than twice as long as the entropy objective. However, we did not attempt to optimize our implementation of these calculations. Owen [19] discusses algorithmic issues for these types of problems.
Convergence in the Biased Case
We turn now to the biased case in which the weighted averages of the controls are constrained in (7) to equal some value c X = 0 different from E[X]. Recall from Section 2.2 that in this setting the weighting scheme is best viewed as a mechanism for adjusting or correcting a simulation model rather than reducing variance in an estimator based on a model. The most relevant issue in this case is therefore identifying the value to whichŶ wmc converges. We will see that, in contrast to the unbiased case, here the choice of convex function h does affect the limit.
We replace (13)- (14) with
and similarly define (λ n , µ n ) using (15)- (16) with 0 replaced by c X in (16). We replace Condition (A) with (19) and, for all sufficiently large n, (λ n , µ n ) uniquely solving (6), (7), and (8).
In the unbiased case (c X = 0) the existence of solutions is essentially automatic, but here it Our next result shows that, under appropriate conditions, the weighted Monte Carlo estimatorŶ wmc converges in probability to
and is asymptotically normal. For this we need some further notation. Define
We will require that these be finite. Also, set
we will require that this d × d matrix be finite and nonsingular. 
An expression for the limiting variance parameter σ 2 H is derived in the proof of Theorem 2. Though it involves quantities that would typically be unknown, it can be estimated from the simulated data. It differs from
the variance parameter that would apply to estimation of c Y using i.i.d. replications if λ and µ were known. In fact, we will show that
The first term on the right is asymptotically normal with variance σ 2 W , and this representation shows thatŶ wmc is asymptotically equivalent to applying the Lagrange multipliers as linear control variables to the first term. Expressions for the sensitivity of c Y to c X are derived in Avellaneda and Gamba [4] for general convex objectives h. These involve covariance terms weighted by H similar to (21) .
Like Theorem 2, these expressions show the effect of different choices of objective.
We now revisit the specific choices of h introduced in Section 2.1.
Quadratic objective. In this case, (19) can be solved explicitly to get λ = 1 and µ = Σ −1 X c X , with Σ X the covariance matrix of X, The WMC estimator converges to
Thus, c Y is the value fitted at c X by the least squares regression line. If
Entropy objective. Define the cumulant generating function of X by ψ X (θ) = log E[exp(θ X)], θ ∈ d , and let ∇ψ X denote its gradient. Then (19) reduces to solving ∇ψ X (−µ) = c X and then setting λ = ψ X (−µ) − 1. Define a new probability measure P −µ and expectation operator E −µ through the likelihood ratio exp(−µ X + ψ X (−µ)). In particular, this means that under the new measure, Y has distribution
with 1{·} the indicator of the event in braces. The WMC estimator converges to
Here the connection with importance sampling is explicit: c Y is the expected value of Y under an exponential change of measure defined by X, a standard transformation in importance sampling. (See, e.g, Asmussen [1] .) This value of c Y has an interpretation as the limit of
as the number of replications n increases; see Example 8 of Zabell [27] .
Empirical likelihood objective. In this case we get
assuming these expectations are well-defined and finite. The weight 1/(λ + µ X) could take negative values. This case emerges as an approximation to the previous one through the ap-
Numerical Example
We illustrate the use of biased WMC in an application to model calibration as suggested by Avellaneda et al. [2, 3] . (For numerical examples applying the method to estimate conditional expectations in pricing American options, see Broadie et al. [7] .) We consider the problem of adjusting an imperfect option pricing model to match a set of market prices and applying the adjusted model to value a different option for which no market price is available. The calibration aspect of this problem lies in ensuring consistency with the observed market prices.
We consider a simple option-pricing example that contains the essential features of more complex and more realistic problems that motivate the approach of Avellaneda et al. [2, 3] .
Our starting point is the Black-Scholes model (as in, e.g., Hull [15] ), but we suppose that the observed market prices of options are incompatible with this model. The goal is to price another option (for which no market price is available) in a way that is consistent with observed market prices. This requires imposing some adjustment or correction to a simulation of the Black-Scholes model. The observed market prices of options provide the WMC constraints.
In more detail, we consider options on an underlying asset initially at S(0) = 50. We assume an interest rate of r = 5% and a maturity of T = 5 years. We suppose that we observe the market prices of four call options at this maturity, differing in their strike prices; the strikes we use are Suppose the observed market prices of these four options are (q 1 , q 2 , q 3 , q 4 ) = (13.97, 9.93, 7.07, 5.15).
Suppose that simulation is to be used to price a "deep out-of-the-money" option with a strike price of K = 1.4e rT S(0) = 89.88, relative to the other options for which market prices are assumed known. The simulated model for the underlying asset price S is geometric Brownian motion, as in (18), with the same parameters as in Section 3.3. We set Y = e −rT max{0, S(T )−
K}.
The simulated model is incompatible with the observed market prices because the simulated model is consistent with the Black-Scholes formula but the market prices are not. Option prices In the approach of Avellaneda et al. [3] (and related methods of Stutzer [24] and Buchen and Kelly [8] ), we use weights to adjust the simulated model to match the market prices and then use the weighted value rather than E[Y ] as the price for the new option. Thus, we take the vector of controls X to have four components corresponding to the four given option prices;
the ith component of X is the difference
with p i the Black-Scholes price given above. (Substracting p i gives the control variable an expected value of 0.) For c X in the constraint (7), we take a vector of four components in which the ith component is the difference q i − p i between the market and model prices of the ith option. Constraining the weighted average of replications of X to equal c X may thus be interpreted as calibrating the simulation to the market prices.
In this discussion, we have subtracted the model prices p i in X and c X to be consistent with the formulation in (5)- (7) where we assume E[X] = 0. The expectations cancel, so in practice we omit the expectations from both X and c X . Indeed, it is not even necessary that the model prices p i be known. Table 2 shows results under the quadratic, log, and entropy objectives at various sample sizes n. For each n, we generate 500 batches and calculate the mean and standard error (SE) over these batches. The standard errors in the table are very similar for the three objectives, indicating that their variances are very close, though this is not guaranteed by Theorem 2. More importantly, the limiting means are appreciably different for the three objectives; a difference of more than 3% (as in the quadratic and log cases) could be financially as well as statistically significant.
The analysis in this paper does not provide grounds for prefering any one of the three price estimates in Table 2 over the others. It does however clarify the implications of the choice of objective function. The entropy objective has received particular attention, but a compelling reason for focusing on this case in practice remains to be established. The fact that it produces positive weights is appealing, as are some of its information-theoretic interpretations, but these features must be balanced against the computational advantage of the quadratic objective. 
Concluding Remarks
This article establishes two main results on the large sample properties of weighted Monte Carlo estimators. The two results address the biased and unbiased formulations of WMC estimators.
We have shown that in the unbiased case, a large class of WMC estimators are nearly identical to linear control variable estimators and thus achieve exactly the same variance reduction. In the biased case, we have identified the limit to which WMC estimators converge and shown that -in contrast to the unbiased case -here the choice of objective function affects the large sample properties. We have illustrated these ideas with applications and numerical examples.
Our main result for the unbiased case indicates that, at least in large samples, there is no advantage to considering WMC estimators other than the usual LCV estimator: the variance reduction achieved is the same, and the LCV estimator is computationally less demanding and its statistical properties are better understood. There may still be advantages to the WMC formulation of LCV estimators (as in the proof of Proposition 1). If, for example, the same controls are to be applied to estimating multiple quantities, the weights need to be computed just once. See also the application to quantile estimation in Hesterberg and Nelson [12] .
For the biased case, we have shown how the choice of objective function affects the model adjustment imposed through WMC: the inverse of the derivative of the objective appears in the limit of the WMC estimator as a type of weighting function. Our results do not provide a basis for prefering one objective to another without further criteria. Different choices of objective correspond to different ways of extrapolating from constraints on control variables (e.g., observed market prices) to quantities estimated by simulation (e.g., prices of securities for which no market value is available).
Our main result for the biased case reveals a link between weighted Monte Carlo and importance sampling, and this suggests a direction for further investigation. In some applications where one might want to use importance sampling, finding an appropriate change of distribution or the associated likelihood ratio may be difficult. A potential alternative is then to use weights determined through a constrained optimization problem in place of a genuine likelihood ratio. This in fact is the motivation for using weights in Broadie et al. [7] , but the technique may have broader applicability.
A Appendix: Convergence Proofs
A.1 Proof of Theorem 1
Recalling the first-order conditions (8) and the convergence of λ n to λ 0 and µ n to 0, we use a Taylor approximation to H to write the optimal weights as
for some 0 ≤ κ i,n ≤ 1. We use this and H(λ 0 ) = 1 to write the scaled difference between the two estimators as follows:
We analyze each of these terms through a series of lemmas, starting with the following useful result proved in Owen [18] , p.98: We will remove the δ i,n from (23) using the following lemma.
Lemma 3 For
with · denoting the usual Euclidean norm in the vector and matrix cases, absolute value in the scalar case.
in a neighborhood of λ 0 . Applying a Taylor approximation to H we get, for some
The inequality follows from
and the order symbols follow from Condition (A) and the strong law of large numbers. (Hölder's inequality and our moment conditions on X and Y ensure that E[ X i Z i ] < ∞ for each case of Z i .) The lemma will be proved once we show that
Again using (24) and applying the triangle inequality, the Cauchy-Schwarz inequality and Lemma 2, we find that
The continuity of H in a neighborhood of λ 0 implies that for any sufficiently small ε > 0 we may define a finite K by setting
which, by (26) , is less then ε for all sufficiently large n. This verifies (25) . 2
Combining (23) and Lemma 3, we arrive the representation
To deal with the first term in (27) , we strengthen part of Condition (A):
Proof. From the constraint (6) we get
But H(λ 0 ) = 1, so using Lemma 3 we get
and then by Condition (A) and the central limit theorem forX,
2
For the other Lagrange multiplier we have
Proof. From the constraint (7) we get
the last equality following from Lemma 3 and Condition (A). Using Lemma 4 this becomes
The matrix multiplying µ n in this expression is M . 2
We can now conclude the proof of the theorem by showing that (27) is O p (1). Using Lemma 4
and the strong law of large numbers we find that the first term in (27) is
Using Lemma 5 and the symmetry of M , the second term in (27) becomes
By adding all terms in (27) we therefore get
the last step following from the central limit theorem forX and the convergence of M −1 to
that we need to establish a joint central limit theorem for
λ n − λ and µ n − µ. We therefore focus on the Lagrange multipliers next.
Proof. The proof is very similar to those given for Lemmas 4 and 5 in the unbiased case. The first equation results from constraint (6) followed by Taylor expansion of H(λ n + µ n X i ) around 
and observe that each is an average of i.i.d. random elements. Some algebra yields
By the strong law of large numbers,
and
with probability 1. By the central limit theorem,
Because C H is nonsingular, the approximating matrices are nonsingular for all sufficiently large n. We may therefore solve the equations above to get
The components of the vector (W n , L n , U n ) are i.i.d. averages of functions of the (X i , Y i ), i = 1, . . . , n, with mean zero and finite second moments, so we have
with (W, L, U ) multivariate normal. This limiting random vector has mean zero and its covariance matrix is the covariance matrix of 
This limit is normal with mean zero and variance
B Appendix: Convergence of the Multipliers
This appendix provides sufficient conditions for the Lagrange multipliers (λ n , µ n ) to converge at rate O p (n −1/2 ); in fact, these conditions also imply that they are asymptotically normal.
The conditions are based on Hansen [11] . This appendix is self-contained in the sense that all required conditions are stated explicitly, even those introduced earlier in the paper. (a-ii) h is convex and twice continuously differentiable on dom(h), with 0 < h (1) < ∞; there exists a continuously differentiable function H on the range of h such that H(h (x)) = x for all x in dom(h).
(a-iii) There is a bounded open set S ⊂ d+1 such that (λ n , µ n ) ∈ S for all sufficiently large n, with probability 1. (a-vii) E[Df (λ * , µ * , X)] exists, is finite, and has full rank.
(a-viii) For every (λ, µ) ∈ S there is some δ > 0 for which E[ 2 (λ, µ, δ)] < ∞.
In the unbiased case c X = 0, condition (a-vii) simplifies to a full-rank requirement for Σ X , the covariance matrix of X, because in this case (λ * , µ * ) = (h (1), 0) and
More generally, the condition reduces to the requirement that the matrix C H in (21) 
Proof. Conditions (a-i)-(a-viii) imply the assumptions of Theorem 2.1 of Hansen [11] , establishing almost sure convergence, and they imply the assumptions of Theorem 3.1 of Hansen [11] ensuring asymptotic normality. 2
