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Abstract—An algorithm for the estimation of the moments
of linear single-input, single-output (SISO) systems and linear
time-delay SISO systems from input/output data is proposed.
It is proved that the estimate converges to the moments of
the system. The estimate is exploited to construct a family
of reduced order models. These models asymptotically match
the moments of the unknown system to be reduced. Con-
ditions to enforce additional properties, e.g. matching with
prescribed eigenvalues or matching with prescribed zeros, upon
the reduced order model are provided and discussed. The
computational complexity of the algorithm is analyzed and the
use of the algorithm is illustrated by a benchmark example.
I. INTRODUCTION
Most of today’s technology is based on the availability
of some kind of mathematical model of the physical object
which has to be built, analyzed or controlled. The advance-
ment of the computational power in the last forty years
has been followed by the increasing complexity of these
mathematical descriptions which have maintained the com-
putational needs at the top or over the available possibilities
[1]. Thus, the need to determine less complex yet mean-
ingful description (in a sense to be specified) is a problem
which remains central to the systems and control community.
This problem, called model reduction, consists in finding a
simplified mathematical model which maintains some key
properties of the original model. In the linear framework,
in which the concept of complexity has been understood as
the dimension of the state of the system, several techniques
have been developed. Among these techniques there are some
based on the singular value decomposition, see e.g. [2], [3],
[4] which make use of Hankel operators and [5], [6], [7], [8]
which make use of balanced realizations, and some based on
the Krylov projection matrices, see e.g. [9], [10], [11], [12],
[13], [14], [15], also called moment matching methods. For
additional detail on the model reduction techniques we refer
to the monograph [16] and references therein. One of the
drawbacks of the techniques based on moment matching is
the difficulty in enforcing or preserving important properties
of the system to be reduced. However, following the ideas in
[17] and [18], this problem has been alleviated. Moreover,
the new interpretation given in those papers led to further
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developments in the model reduction field, such as the ex-
tension of the model reduction theory to linear and nonlinear
time-delay systems [19], [20], see also [21], [22], [23], [24].
All these methods assume the knowledge of a representation
(e.g. the matrices A, B, C, D) of the system to be reduced.
This is the case, for example, when the model results from
the spatial discretization of a distributed parameter system,
as in some of the examples in [16]. However, in practice a
model of the system to be reduced is not always available.
In this paper, inspired by the learning algorithm given in
[25] to solve a model-free adaptive dynamic programming
problem (see also the references therein, e.g. [26], [27]),
we propose an on-line algorithm for the model reduction
of linear systems and linear time-delay systems from data.
Collecting, at a given sequence of time instants tk, time-
snapshots (which resemble the ones used to compute a proper
orthogonal decomposition (POD), see e.g. [28], [29], [30],
[31]) of the input and output of the system, an algorithm is
devised to define a family of reduced order models (in the
framework introduced in [18]) at each instant of the iteration
tk. The reduced order model asymptotically matches the mo-
ments of the unknown system to be reduced. This algorithm
has several advantages with respect to an identification plus
reduction technique: there is no need to identify the system,
which is expensive both in terms of computational power and
storage memory; since the reduced order model matches the
moments of the unknown system, it is not just the result of a
low-order identification but it actually retains some properties
of the larger system; finally, since the technique proposed
in [18] can be applied to nonlinear systems, the algorithm
developed in this paper has the potential to be exploited to
establish a theory of model reduction from data for nonlinear
systems.
The rest of the paper is organized as follows. In Sec-
tion II we recall the definition of moment and the model
reduction techniques developed in [18]. In Section III we
give a preliminary analysis to compute on-line estimates of
the moments of a system assuming the knowledge of the
matrices A, B, C: firstly by means of time-snapshots of
the input and the state of the system and subsequently, in
a more realistic scenario, by means of time-snapshots of
the input and the output. In Section IV these on-line esti-
mates are replaced by two approximations which converge
asymptotically to the moments of the system. A discussion
on the computational complexity associated to the evaluation
of these approximations is presented and a recursive least-
square estimation is given. A moment estimation algorithm
is provided and the convergence properties of the algorithm
are formally proved. In Sections V and VI we give a
family of reduced order models for linear systems and linear
time-delay systems, respectively. In Section VII we discuss
how several properties, such as matching with prescribed
eigenvalues or zeros, can be enforced in the present scenario.
In Section VIII an application of the method proposed in
the paper is presented using a benchmark system of order
n = 1006 [16], [32]. In particular it is shown how the
converging reduced order model approximates increasingly
better the system as the approximation of the moments
is improved. Finally Section IX contains some concluding
remarks and future directions of investigation.
Notation. We use standard notation. R≥0 denotes the set of
non-negative real numbers; C<0 denotes the set of complex
numbers with negative real part; C0 denotes the set of
complex numbers with zero real part. The symbol I denotes
the identity matrix and σ(A) denotes the spectrum of the
matrix A ∈ Rn×n. The symbol ⊗ indicates the Kronecker
product and ||A|| indicates the induced Euclidean matrix
norm. The vectorization of a matrix A ∈ Rn×m, denoted
by vec(A), is the nm × 1 vector obtained by stacking the
columns of the matrix A one on top of the other, namely
vec(A) = [a>1 , a
>
2 , . . . , a
>
m]
>, where ai ∈ Rn are the
column of A and the superscript > denotes the transpose.
Let s¯ ∈ C and A(s) ∈ Cn×n. Then s¯ /∈ σ(A(s)) means that
det(s¯I − A(s¯)) 6= 0. σ(A(s)) ⊂ C<0 means that for all s¯
such that det(s¯I −A(s¯)) = 0, s¯ ∈ C<0.
II. MODEL REDUCTION BY MOMENT MATCHING -
RECALLED
To render the paper self-contained in this section we recall
the notion of moment for linear systems as presented in [18].
Consider a linear, single-input, single-output, continuous-
time, system described by the equations
x˙ = Ax+Bu, y = Cx, (1)
with x(t) ∈ Rn, u(t) ∈ R, y(t) ∈ R, A ∈ Rn×n, B ∈
Rn×1 and C ∈ R1×n. Let W (s) = C(sI − A)−1B be the
associated transfer function and assume that (1) is minimal,
i.e. controllable and observable.
Definition 1: Let si ∈ C, with si 6∈ σ(A). The 0-moment
of system (1) at si is the complex number η0(si) = C(siI−
A)−1B. The k-moment of system (1) at si is the complex
number
ηk(si) =
(−1)k
k!
[
dk
dsk
(C(sI −A)−1B)
]
s=si
,
with k ≥ 1 integer.
In [18] (see also [33] and [14]), a characterization of
the moments of system (1) has been given in terms of the
solution of a Sylvester equation as follows.
Lemma 1: [18] Consider system (1), si ∈ C and suppose
si /∈ σ(A), for all i = 1, . . . , η. There exists a one-to-one
relation between the moments η0(s1), . . . , ηk1−1(s1), . . . ,
η0(sη), . . . , ηkη−1(sη) and the matrix CΠ, where Π is the
unique solution of the Sylvester equation
AΠ +BL = ΠS, (2)
with S ∈ Rν×ν any non-derogatory matrix with characteris-
tic polynomial
p(s) =
η∏
i=1
(s− si)ki , (3)
where ν =
η∑
i=1
ki, and L is such that the pair (L, S) is
observable.
In [18] it has also been noted that the moments of
system (1) are in one-to-one relation with the well-defined
steady-state response of the output of the interconnection
between a signal generator with dynamic matrix S and output
matrix L (with the properties described in Lemma 1) and
system (1). This interpretation of the notion of moment relies
upon the center manifold theory, it has the advantage that it
can be extended to nonlinear systems and it is of particular
interest for the aims of this paper.
Theorem 1: [18] Consider system (1), si ∈ C and suppose
si /∈ σ(A), for all i = 1, . . . , η, and σ(A) ∈ C<0. Let
S ∈ Rν×ν be any non-derogatory matrix with characteristic
polynomial (3). Consider the interconnection of system (1)
with the system
ω˙ = Sω, u = Lω, (4)
with L and ω(0) such that the triple (L, S, ω(0)) is minimal.
Then there exists a one-to-one relation between the moments
η0(s1), . . . , ηk1−1(s1), . . . , η0(sη), . . . , ηkη−1(sη) and the
steady-state response of the output y of such interconnected
system.
Finally, as shown in [18], the family of systems
ξ˙ = (S −GL)ξ +Gu, ψ = CΠξ, (5)
with G any matrix such that σ(S)∩ σ(S−GL) = ∅, contains
all the models of dimension ν interpolating the moments of
system (1) at the eigenvalues of the matrix S. Hence, we say
that system (5) is a model of (1) at S.
III. A PRELIMINARY ANALYSIS
In this and the following section we give an algorithm
to determine the moments of a linear system described by
the equation (1) without assuming any knowledge on the
matrices A, B and C. The aim of this section is to provide
a preliminary analysis to be used for the development of
an estimation algorithm. To this end we make the following
assumptions.
Assumption 1: The input u of system (1) is described by
the equations
ω˙ = Sω, u = Lω, (6)
with S such that σ(S) ∈ C0. In addition, assume that the
triple (L, S, ω(0)) is minimal, i.e. controllable and observ-
able.
Assumption 2: System (1) is asymptotically stable, i.e.
σ(A) ∈ C<0, and minimal.
Assumption 1 has a series of implications. The hypothesis
on the eigenvalues of S in reasonable since the contribution
of the negative eigenvalues of S to the response of the system
decays to zero. The minimality of the triple (L, S, ω(0)),
which in turn implies the observability of the pair (L, S),
guarantees that all the modes of S are present in the signals
ω and u and it can be seen as a condition of persistence
of excitation of order ν, see [34]. Note that the choice of
the particular structure (6) for the input u is limiting in
applications in which the input cannot be arbitrarily chosen.
We generalize the class of input in Section IV. Note that
the two assumptions imply that σ(A) ∩ σ(S) = ∅, which
in turn implies that equation (2) has a unique solution or,
equivalently, that the steady-state in Theorem 1 is well
defined and system (1) has a global invariant manifold
described by M = {(x, ω) ∈ Rn+ν : x = Πω}.
We now recall an expression of x in terms of the matrix Π
that has been derived in the proof of Theorem 1 in [18].
Exploiting the manifold M, it has been shown that the
equation
x(t) = Πω(t) + eAt(x(0)−Πω(0)) (7)
holds. This can be rewritten as
Πω(t)− eAtΠω(0) = x(t)− eAtx(0). (8)
Using the vectorization operator and the Kronecker product
on equation (8) yields
vec(Πω(t))− vec(eAtΠω(0)) = vec(x(t)− eAtx(0)),
and
(ω(t)> ⊗ I − ω(0)> ⊗ eAt) vec(Π) = vec(x(t)− eAtx(0)).
(9)
Let the time-snapshots Qk ∈ Rnp×nν and χk ∈ Rnp be
defined as
Qk =

ω(tk−p+1)> ⊗ I − ω(0)> ⊗ eAtk−p+1
...
ω(tk−1)> ⊗ I − ω(0)> ⊗ eAtk−1
ω(tk)
> ⊗ I − ω(0)> ⊗ eAtk
 ,
and
χk =

x(tk−p+1)− eAtk−p+1x(0)
...
x(tk−1)− eAtk−1x(0)
x(tk)− eAtkx(0)
 ,
respectively, where 0 ≤ t0 < t1 < · · · < tk−p < · · · <
tk < · · · < tq , with p > 0 and q ≥ p. Let T pk =
{tk−p+1, . . . , tk−1, tk} and Πk be an on-line estimate of the
matrix Π computed at T pk , namely computed at the time tk
using the last p instants of time ti. Computing equation (9)
at all elements of T pk yields
Qk vec(Πk) = χk. (10)
If the matrix Qk has full rank, we can compute Πk from the
last equation as
vec(Πk) = (Q
>
k Qk)
−1Q>k χk. (11)
Note that the selection of the set T pk can affect the quality
of the data and the rank of the matrix Qk. For this reason
we introduce the following technical assumption.
Assumption 3: The elements of T νk are such that
rank
([
ω(tk−ν+1) . . . ω(tk)
])
= ν for all k.
Lemma 2: Suppose Assumptions 1, 2 and 3 hold. If p =
ν, Qk is full rank.
Proof: Let x(0) 6= Πω(0) and consider the i-block
element of the matrix Qk, namely
ω(ti)
> ⊗ I − ω(0)> ⊗ eAti .
Note that the properties of the Kronecker product yield
ω(ti)
> ⊗ I − ω(0)> ⊗ eAti =
= ω(0)>eS
>ti ⊗ II − ω(0)>I ⊗ IeAti =
= (ω(0)> ⊗ I)(eS>ti ⊗ I)− (ω(0)> ⊗ I)(I ⊗ eAti) =
= (ω(0)> ⊗ I)(eS>ti ⊗ I − I ⊗ eAti).
Since σ(A) ∈ C<0 and σ(S) ∈ C0, the controllability of
(S, ω(0)) implies that the i-block element of the matrix Qk
is a n × nν matrix of rank n. Assumption 3 implies that ν
of these blocks are linearly independent for any ti > 0. As
a result Qk is a square full rank matrix.
Let x(0) = Πω(0). Since equation (9) reduces to
(ω(t)> ⊗ I) vec(Π) = vec(x(t)),
the i-block element of the matrix Qk is
(ω(0)> ⊗ I)(eS>ti ⊗ I).
Assumption 3 and the controllability of (S, ω(0)) guarantee
that ν of these blocks are linearly independent for any ti ≥ 0,
from which the claim follows.
Remark 1: Note that p cannot be less than ν. In fact, (11)
consists in nν (the number of entries of Πk) linear equations.
Remark 2: Since real data are affected by noise the as-
sumptions of Lemma 2 may not hold. In this case p can be
taken larger than nν and, as well-known from linear algebra
and remarked in [25] and [34], the solution of equation (11)
is the least squares solution of (10).
The discussion carried out so far has the drawback that
requires the information on the state of the system. In
practice, this is usually not the case and only the output
y may be available. In this case, define the time-snapshots
Rk ∈ Rw×nν and Υk ∈ Rw as
Rk =

(ω(0)> ⊗ C)(eS>tk−w+1 ⊗ I − I ⊗ eAtk−w+1)
...
(ω(0)> ⊗ C)(eS>tk−1 ⊗ I − I ⊗ eAtk−1)
(ω(0)> ⊗ C)(eS>tk ⊗ I − I ⊗ eAtk)
 ,
and
Υk =

y(tk−w+1)− CeAtk−w+1x(0)
...
y(tk−1)− CeAtk−1x(0)
y(tk)− CeAtkx(0)
 .
The same steps used to obtain equation (11) yield the on-line
estimate
vec(Πk) = (R
>
k Rk)
−1R>k Υk. (12)
Lemma 3: Suppose Assumptions 1, 2 and 3 hold. If w =
nν, Rk is full rank.
Proof: The proof is similar to the one of Lemma 2. Note
that this time also the minimality of (A,B,C) is needed.
IV. ON-LINE MODEL REDUCTION FROM DATA
Equation (11) contains terms which depend upon the
matrix A and the initial states x(0) and ω(0). However, we
note that given the stability hypothesis on the system, these
terms are exponentially decaying functions. Thus, let Π˜ be
such that
x(t) = Π˜ω(t) (13)
and define the time-snapshots Q˜k ∈ Rnp×nν and χ˜k ∈ Rnp
as
Q˜k=
[
ω(tk−p+1)⊗ I . . . ω(tk−1)⊗ I ω(tk)⊗ I
]>
and
χ˜k=
[
x(tk−p+1)> . . . x(tk−1)> x(tk)>
]>
.
Then
vec(Π˜k) = (Q˜
>
k Q˜k)
−1Q˜>k χ˜k, (14)
is an approximation of the on-line estimate Πk.
Remark 3: Equation (13) may remind the POD of the
collection {x(ti)}. However, the two concepts are quite
different. In fact, the POD of {x(ti)} is[
x(t0) . . . x(tq)
]
=
[
u(t0) . . . u(tq)
]︸ ︷︷ ︸
U
Γ
with Γ ∈ Rq×q and U∗U = I , where the superscript ∗
indicates the complex conjugate transpose. The POD is a
decomposition of the entire cloud of data {x(ti)} along the
vectors u(ti), called principal directions of {x(ti)} [16].
The dimensions of Γ are related to the number of samples,
whereas the dimensions of Π are related to the ones of the
system to be reduced and of the signal generator system. The
consequence is that Γ is built to describe the entire dynamics
of {x(ti)}, whereas Π is built to describe the steady-state
response of the system to be reduced. The result is that the
POD is usually used with Petrov-Galerkin projection for a
SVD-based approximation [29], [31], whereas this technique
is a moment matching method.
A similar discussion can be carried out for equation (12)
that contains also terms which depend upon the matrix C.
In this case note that equation (7) can be written as
y(t) = CΠω(t) + ε(t),
with ε(t) = CeAt(x(0)−Πω(0)) an exponentially decaying
signal. Thus, let C˜Π be such that
y(t) = C˜Πω(t),
and define the time-snapshots R˜k ∈ Rw×ν and Υ˜k ∈ Rw as
R˜k =
[
ω(tk−w+1) . . . ω(tk−1) ω(tk)
]>
and
Υ˜k =
[
y(tk−w+1) . . . y(tk−1) y(tk)
]>
.
Then
vec(C˜Πk) = (R˜
>
k R˜k)
−1R˜>k Υ˜k, (15)
is an approximation of the on-line estimate CΠk. Note that
if Assumption 3 holds and w = ν, R˜k is full rank.
Remark 4: The matrix R˜k is considerably smaller than
Rk since is not obtained from Kronecker products.
With equation (15) we are not able to retrieve the matrix
Π˜k, but only C˜Πk. However, as shown in equation (5), we
only need CΠ to compute the reduced order model, i.e. Π
is not explicitly required.
Remark 5: The larger contribution to the computational
complexity of determining C˜Πk from equation (15) comes
from the inversion of the matrix R˜>k R˜k. However, we note
that recursive algorithms can be implemented. In particular,
a combination of the Greville algorithm [35], [36] (to add
a new line) and the Cline algorithm [36], [37] (to remove
an old line) can be exploited to update recursively the
matrix (R˜>k R˜k)
−1R˜>k . Then the computational complexity of
solving equation (15) is O(νw), which with low-noise mea-
surements, i.e. when Assumption 3 holds, becomes O(ν2)
(note that ν  n). In comparison, the Arnoldi or Lanczos
procedure for the model reduction by moment matching have
a computational complexity of O(νn2) [16, Section 14.1] (or
O(ανn) for a sparse matrix A, with α the average number of
non-zero elements per row/column of A). In addition, note
that these procedures require a model to be reduced and thus
further expensive computation has to be considered for the
identification of the original system.
Equation (15) is a classic least-square estimation formula.
Adapting the discussion in [34] to the present scenario, in
which at each step we acquire a new measure and we discard
an old measure, it is easy to derive a recursive least-squares
estimation of C˜Πk. To this end, let
Φk = (R˜
>
k R˜k)
−1,
Ψk = (R˜
>
k−1R˜k−1 + ω(tk)ω(tk)
>)−1.
Then
C˜Πk = C˜Πk−1 + Φkω(tk)(y(tk)− ω(tk)>C˜Πk−1)
−Φkω(tk−w)(y(tk−w)− ω(tk−w)>C˜Πk−1),
(16)
with
Φk = Ψk −Ψkω(tk−w)×
×(I + ω(tk−w)>Ψkω(tk−w))−1ω(tk−w)>Ψk
(17)
and
Ψk = Φk−1 − Φk−1ω(tk)×
×(I + ω(tk)>Φk−1ω(tk))−1ω(tk)>Φk−1.
(18)
Note that for single-input, single-output systems the two
matrix inversions in the definition of Φk and Ψk are two
divisions. Equations (16)-(17)-(18) can be used to compute
a fast, on-line, estimate of C˜Πk, since the computation com-
plexity of updating (16) is O(1). Thus, the implementation
of equations (16)-(17)-(18) is preferred to equation (15).
The approximations Π˜k and C˜Πk can be computed with the
following algorithm.
Algorithm 1:
1) Set k = 0.
2) Let k = k+ 1. Construct the matrices Q˜k, χ˜k (or R˜k,
Υ˜k) and repeat Step 2 until the matrix Q˜k (or R˜k) is
full rank.
3) Solve equation (14) (or (15), or (16)).
4) Repeat Step 2 until
||Π˜k − Π˜k−1|| ≤ η
tk − tk−1 ,
or
||C˜Πk − C˜Πk−1|| ≤ η
tk − tk−1 ,
with η a small strictly positive number which has the
role of threshold.
We prove now that Πk is exactly Π, and that Π˜k and C˜Πk
converge to Π and CΠ, respectively.
Assumption 4: There exists a matrix Π¯ such that
lim
k→∞
Π˜k = Π¯.
Theorem 2: Suppose Assumptions 1, 2, 3 and 4 hold. Let
Π be the solution of equation (2). Then Πk computed by
equation (11) or (12) is equal to Π. Moreover, Π˜k and C˜Πk
converge to Π and CΠ, respectively.
Proof: To simplify the discussion we consider the case
of Πk from equation (11) and Π˜k from equation (14), which
contains all ingredients necessary for the other case. Let tk
be such that ω(tk) 6= 0 and note that such a tk always
exists. The matrix Πk defined in equation (11) is such that
the equations
x(tk) = Πkω(tk) + e
Atk(x(0)−Πkω(0)) (19)
and
x˙(t)|tk = ΠkSω(tk) +AeAtk(x(0)−Πkω(0)) (20)
hold. Consider the first equation of system (1) computed at
tk, namely
x˙(t)|tk = Ax(tk) +BLω(tk). (21)
Substituting equation (19) and (20) in equation (21) yields
ΠkSω(tk) +Ae
Atk(x(0)−Πkω(0)) =
A
(
Πkω(tk) + e
Atk(x(0)−Πω(0)))+BLω(tk),
from which
AΠk +BL = ΠkS
follows. Since σ(A) ∩ σ(S) = ∅, this last equation has a
unique solution, hence Πk = Π.
The matrix Π˜k defined in equation (14) is such that
x(tk) = Π˜kω(tk). (22)
Substituting equation (22) and (20) in equation (21) yields
ΠkSω(tk) +Ae
Atk(x(0)−Πkω(0)) =
AΠ˜kω(tk) +BLω(tk)
and since Πk = Π,(
AΠ˜k +BL−ΠS
)
ω(tk) = Ae
Atk(x(0)−Πω(0)),
from which, using equation (2) and Assumption 2,(
Π˜k −Π
)
ω(tk) = e
Atk(x(0)−Πω(0))
follows. By Assumption 1 there exists a sequence {tk}, with
lim
k→∞
tk = ∞, such that for any ti ∈ {tk}, ω(ti) 6= 0 and
Assumption 3 holds. By Assumption 2
lim
k→∞
(
Π˜k −Π
)
ω(tk) = lim
k→∞
eAtk(x(0)−Πω(0)) = 0.
and by Assumptions 3 and 4, lim
k→∞
(
Π¯−Π) = 0. It follows
that Π˜k converges asymptotically to Π.
Remark 6: It is not always possible to arbitrarily select
the input of the system to be reduced. For instance the input
signal may be composed by several unwanted frequencies.
Instead of system (6), consider the input described by the
equations
ω˙ = Sω, u = Lω + v,
with v(t) ∈ Rn an unknown signal. In this case equation (7)
(for the output y) is
y(t) = CΠω(t)+CeAt(x(0)−Πω(0))+
∫ t
0
eA(t−τ)Bv(τ)dτ,
which can be written as
y(t) = CΠω(t) + ε(t) + v(t),
with v(t) =
∫ t
0
eA(t−τ)Bv(τ)dτ and ε(t) = CeAt(x(0) −
Πω(0)). One can then apply the filtering techniques ex-
plained in [34, Chapter 11]: we filter out v from y and u
with a band-pass filter and apply the results of the paper to
the filtered yf and uf .
V. FAMILIES OF REDUCED ORDER MODELS
Using the approximations given by Algorithm 1 a reduced
order model of system (1) can be defined at each instant of
time tk.
Definition 2: Consider system (1) and the signal generator
(6). Suppose Assumptions 1, 2, 3 and 4 hold. Then the
system
ξ˙ = Fkξ +Gku,
φ = Hkξ,
(23)
with ξ(t) ∈ Rν , Fk ∈ Rν×ν , Gk ∈ Rν×1, Hk ∈ R1×ν , is a
model of system (1) at (6) at time tk, if there exists a unique
solution Pk of the equation
FkPk +GkL = PkS, (24)
such that
C˜Πk = HkPk, (25)
where C˜Πk is the solution of (15).
Remark 7: Select Pk = I , for all k ≥ 0. If σ(Fk) ∩
σ(S) = ∅ for all k ≥ 0, then the model
ξ˙ = (S −GkL)ξ +Gku,
φ = C˜Πkξ,
(26)
is a model of system (1) at (6) for all tk.
VI. LINEAR TIME-DELAY SYSTEMS
The results developed so far can be easily extended to
linear time-delay systems. In fact, consider a linear, single-
input, single-output, continuous-time, time-delay system de-
scribed by the equations
x˙(t) = A0x(t) +
µ∑
j=1
Ajx(t− τj) +Bu(t− τu),
y(t) = Cx(t),
(27)
with x(t) ∈ Rn, u(t) ∈ R, y(t) ∈ R, Aj ∈ Rn×n with
j = 0, . . . , µ, B ∈ Rn×1, C ∈ R1×n, τj ∈ R≥0 with j =
1, . . . , µ, τu ∈ R≥0. Let A¯(s) = A0 +
µ∑
j=1
e−sτjAj . As
established in [19], if si /∈ σ(A¯(s)) for all si ∈ σ(S), the
moments of system (27), namely
ηk(si) =
=
(−1)k
k!
 dk
dsk
(C(sI −A0 −
µ∑
j=1
e−sτjAj)−1e−sτuB)

s=si
,
are in one-to-one relation with the matrix CΠ, where Π is
the unique solution of the Sylvester-like equation
A0Π +
µ∑
j=1
AjΠe
−Sτj −ΠS = −BLe−Sτu . (28)
In [20] it has been shown that if in addition σ(A¯(s)) ⊂ C<0
then
y(t) = CΠω(t) + ε(t),
with ε(t) = CL−1{(sI − A¯(s))−1(x(0) − Πω(0))} an
exponentially decaying function. Thus, Theorem 2 holds for
the linear time-delay system (27) (the proof is a simple
exercise).
Definition 3: Consider system (27) and the signal gener-
ator (6). Assume σ(A¯(s)) ⊂ C<0, system (27) is minimal
and suppose Assumptions 1, 3 and 4 hold. Then the system
ξ˙(t) = F0,kξ(t) +
ρ∑
j=1
Fj,kξ(t− χj) +Gku(t− χu),
φ(t) = Hkξ(t),
(29)
with ξ(t) ∈ Rν , φ(t) ∈ R, Fj,k ∈ Rν×ν for j = 0, . . . , ρ ≥
0, χj ∈ R≥0 for j = 1, . . . , ρ, χu ∈ R≥0, Gk ∈ Rν×1 and
Hk ∈ R1×ν , is a model of system (27) at (6) at time tk, if
there exists a unique solution Pk of the equation
F0,kPk +
ρ∑
j=1
Fj,kPke
−Sχj − PkS = −GkLe−Sχu , (30)
such that
C˜Πk = HkPk, (31)
where C˜Πk is the solution of (15).
Remark 8: Let F¯k(s) = F0,k −
ρ∑
j=1
Fj,ke
−sχj and select
Pk = I for all k ≥ 0. If σ(F¯k(s))∩ σ(S) = ∅ for all k ≥ 0,
then the model
ξ˙(t) = (S −GkLe−Sχu −
ρ∑
j=1
Fj,ke
−Sχj )ξ(t)+
+
ρ∑
j=1
Fj,kξ(t− χj)+Gku(t− χu),
φ(t) = C˜Πkξ(t),
(32)
is a model of system (27) at (6) for all tk.
VII. PROPERTIES OF THE EXPONENTIALLY CONVERGING
MODELS
In [18], [19] the problem of enforcing additional properties
and constraints on the reduced order model has been studied.
In this section we briefly go through these properties to
determine if, and under which conditions, they hold for the
models (26) and (32).
A. Matching with prescribed eigenvalues
Consider system (26) and the problem of determining at
every k the matrix Gk such that σ(Fk) = {λ1,k, . . . , λν,k}
for some prescribed values λi,k. The solution of this problem
is well-known and consists in selecting Gk such that
σ(S −GkL) = σ(Fk).
This is possible for every k and for all λi,k 6∈ σ(S) and note
that Gk is independent from the estimate C˜Πk. Note also
that by observability of (L, S), Gk is unique at every k.
B. Matching with interpolation a 2ν points
Let Sa ∈ Rν×ν and Sb ∈ Rν×ν be two non-derogatory
matrices such that σ(Sa) ∩ σ(Sb) = ∅ and let La and Lb be
such that the pairs (La, Sa) and (Lb, Sb) are observable. Let
C˜Πk = C˜Πa,k be the unique solution of (15) with S = Sa
and let C˜Πk = C˜Πb,k be the unique solution of (15) with
S = Sb. Consider system (32) with ρ = 1 and the problem
of determining F1,k such that system (32) is a model of
system (27) at Sa and Sb at time tk. This problem is solved
selecting
F1,k = (Pb,kSb − SaPb,k +GkLaPb,k −GkLb)×
×(Pb,ke−Sbχ1 − e−Saχ1Pb,k)−1,
(33)
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Fig. 1. Bode plot of the system (solid line), of the reduced order model at tk = 90s (dotted line), of the reduced order model at tk = 110s (dash-dotted
line) and of the reduced order model at tk = 140s (dashed line). The circles indicate the interpolation points.
and Pb,k such that
C˜Πa,kPb,k = C˜Πb,k. (34)
This last condition may not be satisfied for all k. In fact, it is
easy to note that for some k, C˜Πa,k may be zero even though
the asymptotic value is not zero. Note that the observability
of the pairs (Sa, La) and (Sa, La) guarantees that (34) is
solvable for the asymptotic values of C˜Πa,k and C˜Πb,k.
Hence, there exists k¯  0 such that for all k ≥ k¯ equation
(34) has a solution.
C. Matching with prescribed relative degree, matching with
prescribed zeros, matching with compartmental constraints
These problems can be solved at each k as detailed in [18]
if and only if
rank
[
sI − S
C˜Πk
]
= n,
for all s ∈ σ(S) at k. Even though the asymptotic value of
C˜Πk satisfies this condition there is no guarantee that the
condition holds for all k. However, if the condition holds for
the asymptotic value, there exists k¯  0 such that for all
k ≥ k¯ equation (34) has a solution.
VIII. APPLICATION TO A SYSTEM OF ORDER n = 1006
In this section we apply Algorithm 1 to the example given
in [32] (see also [16]). The example is a single-input, single-
output system of order n = 1006. It is a theoretical test which
has a Bode plot with three peaks. The state space matrices
of system (1) are given by A = diag(A1, A2, A3, A4), with
A1 =
[ −1 100
−100 −1
]
, A2 =
[ −1 200
−200 −1
]
,
A3 =
[ −1 400
−400 −1
]
, A4 = diag(−1,−2, . . . ,−1000),
and B> = C = [ 10 . . . 10︸ ︷︷ ︸
6 times
1 . . . 1︸ ︷︷ ︸
1000 times
].
The matrices of the signal generator (6) has been selected
as S = diag(0, S1, S2, S3, S4, S5), with S1 = A1 + I , S2 =
1.68S1, S3 = 2S1, S4 = 3.6S1 and
S5 =
 12S1 I
0
1
2
S1
 ,
to interpolate the moments at 0 and close to the three
frequency peaks.
A reduced order model (26) at time tk has been constructed
assigning the eigenvalues of Fk. Fig. 1 shows the Bode
plot of the system (solid line), of the reduced order model
at tk = 90s (dotted line), of the reduced order model at
tk = 110s (dash-dotted line) and of the reduced order model
at tk = 140s (dashed line). Note that the frequencies of
interest, indicated with circles, are interpolated already at
tk = 90s. Fig. 2 shows the respective absolute errors between
the Bode plot of the system to be reduced and the Bode plot
of the reduced order model at tk = 90s (dotted line), of
the reduced order model at tk = 110s (dash-dotted line)
and of the reduced order model at tk = 140s (dashed line).
We see that the error between the reduced order model and
the system decreases as tk increases and that at tk = 140s
the frequency responses of the reduced order model and the
system match over a wide range of frequencies.
IX. CONCLUSION
An algorithm for the estimation of the moments of linear
SISO systems and linear time-delay SISO systems from in-
put/output data has been given. The computational complex-
ity of the algorithm has been discussed and a “fast” recursive
least-square algorithm has been given. It has been proved
that the estimates of the moments converge to the actual
moments of the system. The estimate has been exploited to
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Fig. 2. Absolute errors between the Bode plot of the system to be reduced
and the Bode plot of the reduced order model at tk = 90s (dotted line), of
the reduced order model at tk = 110s (dash-dotted line) and of the reduced
order model at tk = 140s (dashed line).
construct reduced order models which asymptotically match
the moments of the system to be reduced. The problem of
enforcing additional properties on the reduced order models
has been discussed and solved. A benchmark system of
order n = 1006 has been reduced to illustrate the use of
the algorithm. Future research will address the problem of
extending the algorithm to nonlinear systems and to test it
on specific applications.
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