This paper proposes the use of a global sensitivity analysis to evaluate the risk associated with a credit portfolio model. The main features of this approach are its ability to assess sensitivities in the presence of non-linearities and to rank the input factors with respect to their relevance for the output variable. The commonly used local sensitivity analysis which is nested in the global model cannot provide this information.
Introduction
The decision of the Basel Committee for Banking Supervision to allow banks to use their own internal credit risk models pointed out the need of an evaluation of such models. This is true both for policy makers and for banks. A crucial point in a credit risk model is the obligors' dependence. In this work we choose to model this linkage by following the latent variables approach where dependencies of individual obligors are modelled via dependencies of underlying latent variables (e.g. see Crouhy et al., 2000 for an industry version of such a model).
Objective of our study is to investigate the sensitivity of the risk of a portfolio with respect to different input factors. Local techniques have been used by Frey et al. (2001) and Kiesel and Kleinow (2002) . The main result obtained from these analyzes can be condensed to the fact that the copula is considerably contributing to the number of joint defaults for a given quantile of the default distribution. The authors of the above papers derive this conclusion by fixing all input variables and varying only the structural dependence (i.e. the copula) of the latent factors. Unfortunately, such an analysis does not account for non-linearities in the model and cannot assess the relative importance of the copula in comparison to the other factors, e.g. the default probabilities of the obligors in the portfolio or the correlation between obligors.
The aim of this paper is to evaluate a typical latent factor credit risk model more thoroughly. We do this via the application of global sensitivity analysis and show that this approach provides the risk manager with more information (factor ranking and interactions) and also more accurate information than the commonly applied local sensitivity analysis.
The paper is structured as follows: section 2 describes a typical latent factor model, section 3 introduces sensitivity analysis and the class of variance based measures . Section 4 presents the results and section 5 concludes.
The model
This section presents a so-called latent variables model (e.g. see Bluhm et al., 2003 and Frey et al., 2001) . The dependence of m obligors is modelled via the dependence of m underlying latent variables W = (W 1 , ..., W m ) . We assume that each W j (j = 1, .., m) is driven by one common factor Z and an idiosyncratic shock j as follows:
where a j (∈ (0, 1)) is the loading of obligor j to factor Z. We use the terms √ a j and 1 − a j to guarantee a constant variance of W j independent of the factor loading. The random variables Z and j are assumed to be independent and identically distributed with mean zero and variance one. The shape of the default distribution, that is the distribution of the number of joint defaults, strongly depends on the correlation among the obligors and on the type of their multivariate distribution. The correlation among the obligors is driven by the choice of the factor loadings a j ; the multivariate distribution is determined by the marginals and the copula which governs the statistical dependence among the obligors and models the occurrence of extreme joint events. Since we change both the marginals and the copula we will say in the following that we change the multivariate distribution and will not explicitly refer to the copula.
The correlated variables W j imply obligor default dependence as follows:
where Y j is equal to one if the obligor defaults and zero otherwise. The cut-off point D j for obligor j is calibrated to the probability of default π j as follows:
The joint default probability π ij for obligors i and j can then be written as:
This equation shows that correlation in default probabilities is introduced by the correlation of the underlying (latent) variables W i and W j .
We focus on the number of joint defaults and therefore abstract from factors such as the recovery rate or the exposure at default. The default distribution is obtained by Monte
Carlo simulation as described in Appendix A; the upper tail of this distribution is analyzed in order to investigate occurrences of extreme numbers of joint defaults.
The presentation of the model above displays the elements that potentially influence the number of joint defaults: the individual default probability π j of obligor j, the type of multivariate distribution W for the underlying latent variables and the factor loadings a j (j = 1, 2, . . . , m) that determine the degree of correlation among the obligors.
Sensitivity Analysis
A model represents a formal way to map some information and assumptions into inference.
Thus, in order to ensure a correct use of the model and place confidence in its predictions, it is essential to investigate the uncertainty affecting the output variable. We assume the model input to be a vector x = (x 1 , . . . , x k ), k being the number of input variables. Inputs can be factors, parameters or triggers and the vector x can be considered as a realization of a random vector X to which a probability density function (continuous or discrete) is assigned. This distribution reflects our imprecise knowledge of the values of the inputs.
In the same way the output y (which here is considered a scalar quantity but could also be a vector) can be regarded as a realization of a random variable Y . The relationship between the inputs and the output (i.e. the model) is represented through a mathematical function f , which maps the k-dimensional input space into the output space:
Sensitivity analysis (SA) is employed to assess the relative importance of the input factors in determining the uncertainty of the outcome. Very often, SA is conceived and defined as a local measure of the effect of a given input on the output (e.g. see Frey et al., 2001 and Kiesel and Kleinow, 2002) estimated by partial derivatives such as:
Hence, the result of the analysis is obtained by varying one input factor at a time, while holding all the others fixed at predetermined values.
However, the local analysis is only reliable if the function f is linear. Since we cannot derive the form of the function f for the latent factor model due to the underlying MonteCarlo simulation, we propose the use of a global approach. In contrast to local methods, the global approach is model-independent (reliable measures are obtained for any kind of model) and estimates the effect of a single factor while all the others are varied as well.
This allows investigating potential interactions between the factors. Moreover, within the global approach it is possible to rank the factors allowing the modeler to prioritize his efforts and obtain more reliable results. This setting is known in sensitivity analysis as "factor prioritization". The question addressed is "what factor, once fixed to its true albeit unknown value, would give the greatest reduction in the uncertainty of the output?". For a review of global SA the reader can refer to Saltelli et al. (2000 Saltelli et al. ( , 2004 .
In summary, our approach includes the estimation of non-linearities of the model and of the relative importance of different factors in determining the variability of the loss distribution. To compare our results with those already published in the literature by analysis.
The variance based sensitivity measures
Different global sensitivity techniques have been proposed in the literature. Among them, the class of the variance based measures play a major role because of its straightforward interpretation in terms of output variance and because of its desirable properties (Saltelli et al. (2004) , chapter 2).
The variance based measures are built on the Sobol' decomposition of the function f (X)
into summands of increasing dimensionality (Sobol', 1990 and 1993) :
where each term can be expressed using the mean operator E as follows:
and so on up to order k. Note that even to first order, the expansion (7) is not a linear su-
that for independent factors the decomposition in equation (7) is unique. It follows that the unconditional variance of the output V (Y ) can be written as:
where, for instance,
this decomposition by the output variance we obtain:
The terms
are called importance measures or first order sensitivity indices and can be used to rank the factors according to the amount of output variance removed when the true value x * i of a given factor X i is known (factor prioritization setting). Since we do not know what x * i is for each X i , the most reliable result is achieved by considering
is perfectly equivalent to focussing on the highest can be given to all interaction terms up to order k.
The Sobol' scheme allows to define a sensitivity measure ST i which estimates the total contribution to the variance of Y due to a certain input factor (Homma and Saltelli, 1996) .
This contribution includes its first order effect S i plus all the interactions of any order with other factors. The total index ST i is thus obtained as the sum of all the terms in equation (12) where at least one of the indices is equal to i. For instance, in the case of three input 1 Note that there can be interaction among the factors but no correlation among them.
factors the total index ST 1 is given by:
It can be demonstrated (Saltelli 2002 ) that the total order sensitivity index can be estimated as:
where ∼ 
Steps of the Analysis
The first step of the procedure is concerned with the choice of the output variables of interest since the sensitivity of the model severely depends on the choice of these variables (Saltelli et al. 2004 , Chapter 2). As we are interested in investigating the highest risk associated with a specified credit portfolio, we focus on extreme quantiles of the default distribution, i.e. the distribution of the number of joint defaults. In particular we analyze the higher quantiles of the distribution of the number of joint defaults (the 95%, 99% and 99.5% quantiles). These quantiles are investigated in three scenarios, corresponding to different types of portfolios, namely high, medium and low-rated portfolios with a time horizon of 1 year. The three scenarios are characterized by different ranges of the 1-year default probabilities of the obligors, as specified below. Following Moody's classification we include ratings from Aaa to B3. We view ratings from Aaa to A3 as high-rated (scenario 1), ratings from A3 to Ba3 as medium-rated (scenario 2) and ratings from Ba3 to B3 as low-rated (scenario 3). This classification is arbitrary to some degree and for presentation purposes only.
In a second step we choose the input factors and assign the corresponding variability.
In our experiment the three chosen factors are the following trigger parameters: reported by Gersbach and Lipponer (2000) . Note also that the (underlying) asset correlation is higher than the resulting default correlation (e.g. see Lucas, 2004 ).
3. A trigger factor, taking on three possible values with equal weights which determines in each scenario the m-dimensional vector π of default probabilities of the obligors.
For each scenario, three possible determinations of the vector π are randomly generated a priori under the assumption that the 1-year default probabilities are uniformly distributed as specified in table 1 (see Bluhm et al., 2003) .
Also in this case we assume that neither the average of the default probabilities nor the corresponding volatility are known in each scenario. Note that we do not follow Frey et al. (2001) and Kiesel and Kleinow (2002) , who assign a single value to describe the marginal default probabilities of different rating classes. On the contrary, in each scenarios we consider three possible ranges for the default probabilities. The three possible subclasses of each scenario aim to represent two types of uncertainties: (i) static errors in the default probability estimates (e.g. an obligor could be erroneously classified as A1 while it is A2) or (ii) time-varying default probabilities (e.g. an obligor initially A1-rated may after some time fall into A2).
Insert Table 1 upon here
Since in our case study only a discrete number of possible values for each input is considered, the estimates of the sensitivity indices do not require a Monte Carlo simulation.
In this particular case as only 27 possible combinations of inputs are possible the integrals in the definition of the indices reduce to simple sums and the terms in the decompositions (7) and (11) can be computed analytically.
Results
This section is structured as follows. In the first section we present the results of the local SA experiments and compare them with the existing literature. In the second part results of the global SA are presented. In both cases the Monte Carlo sample size to build the loss distribution is N = 10.000 and the portfolio consists of m = 1.000 obligors.
Local Sensitivity Analysis
Results obtained through local sensitivity analysis are presented in Table 2 . The table shows the number of joint defaults corresponding to the three fixed quantiles of the default distribution obtained by varying two factors (degree of correlation, multivariate distribution) for each determination of the vector of default probabilities and each of the three scenarios as defined above. Note that we do not estimate any derivative of the output with respect to the inputs but we just look at the variation in the number of joint defaults fixing two inputs and varying the third one. This is similar to the exercise undertaken by Frey et al. (2001) and Kiesel and Kleinow (2002) .
Insert Table 2 upon here
As an example, we first focus on the 99% quantile in Table 2 and on the higher rated portfolios in each scenario (namely AAA-A1 for Scenario 1, Baa1-Ba1 for Scenario 2 and Ba3-B1 for Scenario 3). For low correlations, the distribution of the underlying latent variables seems to matter considerably (number of joint defaults varies between 4 and 2 for high-rated portfolios, between 44 and 112 for medium-rated portfolios and between 238
and 400 for low-rated portfolios). The degree of correlation of the latent variables also matters for medium and low-rated portfolios, but it seems to be almost negligible for highrated obligors. Interestingly the relative differences are larger for Gaussian distributions (44 − 81 for medium-rated portfolios and 238 − 382 for low-rated portfolios) than for tdistributions (112 − 122 for medium-rated portfolios and 400 − 510 for low-rated portfolios).
If we then concentrate on the influence of changing the default probability vector we find that in all the cases the number of joint defaults increases with decreasing the rating but its effect varies considerably depending on the underlying multivariate distribution and on the scenario. For instance, in the second scenario the effect of changing the default probability vector is stronger for a Gaussian distribution (44 − 102) than for a t4-distribution (112 − 243). Note that results also differ significantly among the quantiles.
The numbers in Table 2 confirm the influence of the multivariate distribution (and consequently the copula) as found in Frey et al. (2001) and Kiesel et al. (2002) . However, the outcomes also underline the influence of the other two factors, in particular the degree of correlation.
Obviously, it is difficult to assess the relative importance of the different input variables by considering the variation of the number of joint defaults produced by changing one factor at a time. For example, if we consider the medium-rated portfolios, we see that the influence of the multivariate distribution is stronger for low degrees of correlation (44−112 for e.g. Baa1-Ba1) than for higher degrees of correlation (81 − 122 for e.g. Baa1-Ba3) but the relative importance of the factors remains unclear.
Finally it is worth noting that a comparison between our local results and the ones present in the literature can be performed just qualitatively. In fact a one-to-one correspondence between results can not be established as the ranges of variation for the input factors differ considerably. For instance, Kiesel and Kleinow (2002) choose for each of the three rating classes a single value of the marginal default probability rather than a range.
Their marginal default probabilities are equal to the upper bounds of the ranges chosen in the present work. Furthermore Kiesel and Kleinow model the change in the correlation by adding a second common factor rather than just changing the degree of correlation value.
Also Frey et al. (2001) use a slightly different approach as they consider the correlation among the obligors and the marginal default probabilities as a single factor: a couple of default probabilities and correlations is assigned to each rating class. In general, it can be stated that our analysis accounts for more credit risk scenarios than these studies.
Global Sensitivity Analysis
Results of the global sensitivity analysis are shown in Table 3 for each of the three scenarios defined above (high, medium and low-rated obligors). The first and total order sensitivity indices are listed for the three factors in correspondence to the three outputs.
Insert Table 3 upon here
Since the default distribution is obtained via Monte Carlo simulation, we have checked the reliability of our results by repeating the simulation and averaging the sensitivity indices over the simulations to compare them with the single run results. We have verified that the ranking of the factors does not change for any output variable in any scenario.
We primarily concentrate on the first order indices since they are the proper measure to rank factors in their order of importance in our setting (factor prioritization setting, see Section 3).
Results are very different depending on the scenarios determined by the rating of the obligors and also on the quantile of the default distribution. Hence, we discuss the results for each scenario starting with high-rated obligors (see Figure 1 ).
At the 95% quantile the type of multivariate distribution is most important (S Distr. = 0.682) but its influence strongly decreases when more extreme quantiles are considered.
The importance of the default probability of the obligors increases with higher quantiles and becomes the most important factor in the right tail of the default distribution (S Def.P rob. = 0.595). The degree of correlation among the obligors is the less important factor at all quantiles since it is responsible for less than 3.5% of the total output variability.
Insert Figure 1 upon here
For portfolios comprising only medium-rated obligors (see Figure 2) , the default probability explains almost all the output variance at the 95% quantile (S Def.P rob. = 0.920) but its influence decreases with higher quantiles. The degree of correlation and the type of multivariate distribution increase their relevance with higher quantiles. In particular, the importance of the multivariate distribution increases more than that of the degree of correlation, and it becomes the driving factor when extreme events are considered (S Distr. = 0.435).
Insert Figure 2 upon here
For low-rated portfolios (see Figure 3 ) the default probability is the most important factor (S Def.P rob. = 0.628), the correlation degree is second important and the distribution is the least important factor at the 95% quantile. The correlation strongly increases its relevance with higher quantiles, and it accounts for more than 44% of the total variance at quantile 99.5%. The default probability becomes the less important factor while the type of multivariate distribution increases up to S Distr. = 0.374.
Insert Figure 3 upon here
The importance of each factor with respect to each scenario and quantile can also be seen in Figure 4 . Note that fixing one scenario and one output the relative importance of the three factors is clearly quantified.
Insert Figure 4 upon here
Although our analysis is based on a model that does not explicitly account for rating changes, our findings help answering the question whether rating migrations should be included in the model or whether it is sufficient to focus on default or non-default states.
The importance of the rating changes depends on the type of the portfolio and the chosen quantile: the changes of the default probability are most important at lower quantiles for medium and low-rated portfolios and at higher quantiles for high rated obligors. Table 3 shows that the differences between ST i and S i are pronounced only for highrated obligors and increase at higher quantiles. The difference (ST i − S i ) explains the sum of all interactions of factor i with the others. For high rated portfolios interactions account for a maximum of 19% at the 99.5% quantile. For medium and low-rated portfolios interactions are almost negligible since for all the quantiles they explain a maximum 5% of the total variability in the number of joint defaults correspondent to the selected quantiles.
Following Section 3.1 we have also decomposed each output variable into summands of increasing dimensionality to investigate potential non-linearities or non-monotonicities of the model (for an example of the same type of analysis see e.g. Welch et al. (1992) ). Figure   5 plots the first order functions in decomposition (7), which give the effect associated to a fixed input acting independently upon the output. Each plot refers to a specified input Each line in a graph can be used to quantify the average variation in the number of joint defaults changing the selected input. For instance, if we choose the second scenario (second line of plots in figure 5 ) and the 99.5% quantile (circled dots) , the average change in the number of joint defaults obtained by increasing the default probability vector (e.g.
from Baa1-Ba1 to Baa1-Ba2) is about 80 (first plot). For the correlation degree this change is close to 50 joint defaults (e.g. from low to medium) (second plot) while a variation of the multivariate distribution has also an effect of about 80 (e.g. from t 4 to t 10 ) (third plot).
To obtain a complete decomposition of the outputs, we have also computed the values of the second order functions of each couple of factors in correspondence to each quantile and within each scenario. Since interactions do not play a major role in the present model, a discussion of these results is beyond our purpose. Appendix C briefly summarizes these results.
Conclusions
This paper has introduced the concept of global sensitivity analysis to evaluate credit risk models. We have considered a factor model to simulate the loss distribution, i.e. the distribution of the number of joint defaults, of a credit portfolio. We have analyzed the influence of three factors, namely the type of multivariate distribution of the latent factor, the degree of correlation among the obligors and the default probability of the obligors, on the volatility of some specified quantile in the right tail of the loss distribution.
In contrast to a local analysis, we have showed that a global approach allows to investigate non-linearities of the model and to provide information on the relative importance of the three factors on the output.
Our results have demonstrated that the model presents non-linearities only when highrated portfolios and high quantiles of the loss distribution are considered. Moreover, we have found that the influence of the three factors on the output can be rather different.
This depends both on the portfolio rating and on the risk the manager is considering, that is on the quantile of the default distribution. In particular, for the 99.5% quantile, the degree of correlation is the most important factor for low-rated portfolios, the type of multivariate distribution is most relevant for medium-rated obligors while the default probability explains most of the variance for high-rated portfolios. If the focus is on less extreme events (e.g. the 95% quantile), the type of multivariate distribution plays a major role for high-rated portfolios while the variance of medium and low-rated portfolios is mostly driven by the default probability. Figure 6: Evolution of three selected second order functions for high-rated portfolios.
