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ERROR ANALYSIS FOR AN ALE EVOLVING SURFACE FINITE ELEMENT METHOD
CHARLES M. ELLIOTT AND CHANDRASEKHAR VENKATARAMAN
ABSTRACT. We consider an arbitrary-Lagrangian-Eulerian evolving surface finite element method for the
numerical approximation of advection and diffusion of a conserved scalar quantity on a moving surface. We
describe the method, prove optimal order error bounds and present numerical simulations that agree with the
theoretical results.
1. INTRODUCTION
For each t ∈ [0, T ], T > 0, let Γ(t) be a smooth connected hypersurface in Rm+1,m = 1, 2, 3,
oriented by the normal vector field ν(·, t), with Γ0 := Γ(0). We assume that there exists a diffeomorphism
G(·, t) : Γ0 → Γ(t), satisfyingG ∈ C2([0, T ],C2(Γ0)). We set v(G(·, t), t) = ∂tG(·, t) withG(·, 0) =
I (the identity). Furthermore we assume that v(·, t) ∈ C2(Γ(t)). The given velocity field v = vν + vT
may contain both normal vν and tangential vT components, i.e., vν = v · νν and vT · ν = 0.
We focus on the following linear parabolic partial differential equation on Γ(t);
(1.1) ∂•vu+ u∇Γ(t) · v − ∆Γ(t)u = 0 on Γ(t),
where, ∇Γ(t) = ∇ − ∇ · νν denotes the surface gradient, ∆Γ(t) = ∇Γ(t) · ∇Γ(t) the Laplace Beltrami
operator and
∂•vu = ∂tu+ v · ∇u = ∂tu+ vν · ∇u+ vT · ∇Γ(t)u
is the material derivative with respect to the velocity field v. For simplicity we will assume that the
boundary of Γ(t) is empty and hence no boundary conditions are needed. The method is easily adapted
to surfaces with boundary. In the case that the surface has a boundary, under suitable assumptions (c.f.,
Remark 3.3), our analysis is valid for homogeneous Neumann boundary conditions, i.e.,
(1.2) ∇Γ(t)u · µ = 0 on ∂Γ(t),
where µ is the conormal to the boundary of the surface. The upshot is that the total mass is conserved
i.e., ddt
∫
Γ(t)
u = 0. Note that the case ν(x, t) being constant in space and time corresponds to the
n-dimensional hypersurface Γ(t) being flat. In this case (1.1) is a standard bulk PDE.
We expect that our results apply also to the case of Dirichlet boundary conditions however in this
setting one must also estimate the error due to boundary approximation which we neglect in this work.
The following variational formulation of (1.1) was derived in [1] and makes use of the transport
formula (A.1) and the integration by parts formula on the evolving surface [1, (2.2)] ;
(1.3)
d
dt
∫
Γ(t)
uϕ+
∫
Γ(t)
∇Γ(t)u · ∇Γ(t)ϕ =
∫
Γ(t)
u∂•vϕ,
where ϕ is a sufficiently smooth test function defined on the space-time surface
GT :=
⋃
t∈[0,T ]
Γ(t)× {t}.
In [1], a finite element approximation was proposed for (1.3) using piecewise linear finite elements on a
triangulated surface interpolating (at the nodes) Γ(t), the vertices of the triangulated surface were moved
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with the material velocity (of points on Γ(t)) v. In this work we adopt a similar setup, in that we propose a
finite element approximation using piecewise linear finite elements on a triangulated surface interpolating
(at the nodes) Γ(t), however we move the vertices of the triangulated surface with the velocity va =
v+aT , where aT is an arbitrary tangential velocity field (aT ·ν = 0). Furthermore we assume that va
satisfies the same smoothness assumptions as the material velocity v, i.e., there exits a diffeomorphism
G˜(·, t) : Γ0 → Γ(t), satisfying G˜ ∈ C2([0, T ],C2(Γ0)) with va(G˜(·, t), t) = ∂tG˜(·, t) and with
G˜(·, 0) = I (the identity) and va(·, t) ∈ C2(Γ(t)). We remark, that if Γ(t) has a boundary this
assumption implies that the arbitrary velocity aT has zero conormal component on the boundary, i.e., for
t ∈ [0, T ],
(1.4) (v − va) · µ = 0 on ∂Γ(t).
For a sufficiently smooth function f , we have that
∂•vaf = ∂tf + va · ∇f = ∂tf + vν · ∇f + (aT + vT ) · ∇Γ(t)f = ∂•vf + aT · ∇Γ(t)f.
Thus we may write the following equivalent variational formulation to (1.1), which will form the basis
for our finite element approximation
(1.5)
d
dt
∫
Γ(t)
uϕ+
∫
Γ(t)
∇Γ(t)u · ∇Γ(t)ϕ =
∫
Γ(t)
(
u∂•vaϕ− uaT · ∇Γ(t)ϕ
)
,
where ϕ is a sufficiently smooth test function defined on GT . We note that (1.5) may be thought of as
a weak formulation of an advection diffusion-equation on a surface with material velocity va, in which
the advection aT is governed by some external process other than material transport. Hence the results
we present are also an analysis of a numerical scheme for an advection diffusion equation on an evolving
surface with another source of advective transport other than that due to the material velocity.
The original (Lagrangian) evolving surface finite element method (ESFEM) was proposed and ana-
lysed in [1], where optimal error bounds were shown for the error in the energy norm in the semidiscrete
(space discrete) case. Optimal L2 error bounds for the semidiscrete case were shown in [2] and an optimal
error bound for the full discretisation was shown in [3]. High order Runge-Kutta time discretisations and
BDF timestepping schemes for the ESFEM were analysed in [4] and [5] respectively. There has also been
recent work on the analysis of ESFEM approximations of the Cahn-Hilliard equation on an evolving sur-
face [6], scalar conservation laws on evolving surfaces [7] and the wave equation on an evolving surface
[8]. For an overview of finite element methods for PDEs on fixed and evolving surfaces see [9]. Although
the analytical results have thus far focussed on the case where the discrete velocity is an interpolation of
the continuous material velocity, the Lagrangian setting, in many applications it proves computationally
efficient to consider a mesh velocity which is different to the interpolated material velocity. In partic-
ular it appears that the arbitrary tangential velocity, that we consider in this study can be chosen such
that beneficial mesh properties are observed in practice. This provides the motivation for this work in
which we analyse an ESFEM where the material velocity of the mesh is different to (the interpolant of)
the material velocity of the surface, i.e., an arbitrary Lagrangian-Eulerian ESFEM (ALE-ESFEM). We
refer to [10] for extensive computational investigations of the ALE-ESFEM that we analyse in this study.
For examples in the numerical simulation of mathematical models for cell motility and biomembranes,
where the ALE approach proves computationally more robust than the Lagrangian approach, we refer to
[11, 12, 13, 14].
Our main results are Theorems 4.3 and 5.4 where we show optimal order error bounds for the semi-
discrete (space discrete, time continuous) and fully discrete numerical schemes. The fully discrete bound
is proved for a second order backward difference time discretisation. An optimal error bound is also
stated for an implicit Euler time discretisation. While the fully discrete bound is proved independently of
the bound on the semidiscretisation, we believe that the analysis of the semidiscrete scheme may prove
a useful starting point for the analysis of other time discretisations. We also observe that, under suitable
assumptions on the evolution, the analysis holds for smooth flat surfaces, i.e, bulk domains with smooth
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boundary. Thus the analysis we present is also an analysis of ALE schemes for PDEs in evolving bulk
domains.
We report on numerical simulations of the fully discrete scheme that support our theoretical results
and illustrate that the arbitrary tangential velocity may be chosen such that the meshes generated during
the evolution are more suitable than in the Lagrangian case. Proposing a general recipe for choosing the
tangential velocity is a challenging task that is beyond the scope of this article and we do not address this
issue. Moreover the choice of the tangential velocity and what constitutes a good computational mesh is
likely to depend heavily on the specific application. We also investigate numerically the long time
behaviour of solutions to (1.1) with different initial data when the evolution of the surface is a periodic
function of time. Our numerical results indicate that in the example we consider the solution converges
to the same periodic solution for different initial data.
The original ESFEM was formulated for a surface with a smooth material velocity that had both normal
and tangential components [1]. Hence many of the results from the literature are applicable in the present
setting of a smooth arbitrary tangential velocity.
2. SETUP
We start by introducing an abstract notation in which we formulate the problem.
2.1. Definition (Bilinear forms). For ϕ,ψ ∈ H1 (Γ(t)),w ∈ C2 (Γ(t)) we define the following bilinear
forms
a (ϕ(·, t), ψ(·, t)) =
∫
Γ(t)
∇Γ(t)ϕ(·, t) · ∇Γ(t)ψ(·, t)
m (ϕ(·, t), ψ(·, t)) =
∫
Γ(t)
ϕ(·, t)ψ(·, t)
g (ϕ(·, t), ψ(·, t);w(·, t)) =
∫
Γ(t)
ϕ(·, t)ψ(·, t)∇Γ(t) ·w(·, t)
b (ϕ(·, t), ψ(·, t);w(·, t)) =
∫
Γ(t)
ϕ(·, t)∇Γ(t)ψ(·, t) ·w(·, t)
a˜ (ϕ(·, t), ϕ(·, t);va(·, t)) =
∫
Γ(t)
(∇Γ(t) · va(·, t)− 2DΓ(t)(va(·, t)))∇Γ(t)ϕ(·, t) · ∇Γ(t)ψ(·, t)
b˜ (ϕ(·, t), ψ(·, t);w(·, t);va(·, t)) =
∫
Γ(t)
∇Γ(t) · va(·, t)
(
ϕ(·, t)w(·, t) · ∇Γ(t)ψ(·, t)
)
−
∫
Γh(t)
ϕ(·, t)w(·, t) · BΓ(t)(va(·, t))∇Γ(t)ψ(·, t),
with the deformation tensors B(·)(·) and D(·)(·) as defined in Lemma A.1.
We may now write the equation (1.5) as
(2.1)
d
dt
m (u, ϕ) + a (u, ϕ) = m
(
u, ∂•vaϕ
)− b (u, ϕ;aT ) .
In [1] the authors showed existence of a weak solution to (1.3) and hence a weak solution exists to
the (reformulated) problem (1.5), furthermore for sufficiently smooth initial data the authors proved the
following estimate for the solution of (1.3) and hence of (1.5)
sup
t∈(0,T )
‖u(·, t)‖2L2(Γ(t)) +
∫ T
0
∥∥∇Γ(t)u∥∥2L2(Γ(t)) dt ≤ c ‖u0‖2L2(Γ0) ,(2.2) ∫ T
0
‖∂•vu‖2L2(Γ(t)) dt+ sup
t∈(0,T )
‖∇Γu‖L2(Γ) ≤ c ‖u0‖
2
H1(Γ0) .(2.3)
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We immediately conclude that as ∂•vau − ∂•vu = aT · ∇Γu the bound (2.3) holds with the material
derivative with respect to the material velocity replaced with the material derivative with respect to the
ALE-velocity. See [15, 16, 17] for further discussion on the well-posedness of the weak formulation of
the continuous problem.
3. SURFACE FINITE ELEMENT DISCRETISATION
3.1. Surface discretisation. The smooth surface Γ(t) is interpolated at nodes Xj(t) ∈ Γ(t) (j =
1, . . . , J) by a discrete evolving surface Γh(t). These nodes move with velocity dXj(t)/dt = va(Xj(t), t)
and hence the nodes of the discrete surface Γh(t) remain on the surface Γ(t) for all t ∈ [0, T ]. The discrete
surface,
Γh(t) =
⋃
K(t)∈Th(t)
K(t)
is the union of m-dimensional simplices K(t) that is assumed to form an admissible triangulation Th(t);
see [9, §4.1] for details. We assume that the maximum diameter of the simplices is bounded uniformly in
time and we denote this bound by h which we refer to as the mesh size.
We assume that for each point x on Γh(t) the exists a unique point p(x, t) on Γ(t) such that for
t ∈ [0, T ] (see [9, Lemma 2.8] for sufficient conditions such that this assumption holds)
(3.1) x = p(x, t) + d(x, t)ν(p(x, t), t),
where d is the oriented distance function to Γ(t) (see [9, §2.2] for details).
For a continuous function ηh defined on Γh(t) we define its lift ηlh onto Γ(t) by extending constantly
in the normal direction ν (to the continuous surface) as follows
(3.2) ηlh(p, t) = ηh(x(p, t), t) for p ∈ Γ(t),
where x(p, t) is defined by (3.1).
We assume that the triangulated and continuous surfaces are such that for each simplex K(t) ∈ Th(t)
there is a unique k(t) ⊂ Γ(t), whose edges are the unique projections of the edges of K(t) onto Γ(t).
The union of the k(t) induces an exact triangulation of Γ(t) with curved edges. We refer, for example, to
[9, §4.1] for further details.
We also find it convenient to introduce the discrete space-time surface
Gh,T :=
⋃
t∈[0,T ]
Γh(t)× {t}.
3.2. Definition (Surface finite element spaces). For each t ∈ [0, T ] we define the finite element spaces
together with their associated lifted finite element spaces
Sh(t) =
{
Φ ∈ C0 (Γh(t)) |Φ|K is linear affine for each K ∈ Th(t)
}
,
Slh(t) =
{
ϕ = Φl|Φ ∈ Sh(t)
}
.
Let χj(·, t) (j = 1, . . . , N ) be the nodal basis of Sh(t), so that, denoting by {Xj}Jj=1 the vertices of
Γh(t), χj(Xi(t), t) = δji. The discrete surface moves with the piecewise linear velocity V ah and by T
a
h
we denote the interpolant of the arbitrary tangential velocity aT
V ah(x, t) =
J∑
j=1
va(Xj(t), t)χj(x, t),(3.3)
T ah(x, t) =
J∑
j=1
aT (Xj(t), t)χj(x, t).(3.4)
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The discrete surface gradient is defined piecewise on each surface simplex K(t) ∈ Th(t) as
∇Γhg = ∇g −∇g · νhνh,
where νh denotes the normal to the discrete surface defined element wise.
We now relate the material velocity V ah of the triangulated surface Γh to the material velocity v
a
h of
the smooth triangulated surface. For each X(t) on Γh(t) there is a unique Y (t) = p(X(t), t) ∈ Γ(t)
with
d
dt
Y (t) = ∂tp(X(t), t) + V
a
h(X(t), t) · ∇p(X(t), t) =: vah(p(X(t), t), t),(3.5)
where p is as in (3.1). We note that vah is not the interpolant of the velocity va into the space Slh (c.f., [2,
Remark 4.4]). We denote by tah = (T
a
h)
l the lift of the velocity T ah to the smooth surface.
3.3. Remark (Surfaces with boundary). While the method is directly applicable to surfaces with bound-
ary, for the analysis we require the lift of the triangulated surface to be the smooth surface i.e., (Γh(t))l =
Γ(t). Thus in general we must allow the faces of elements on the boundary of the triangulated surface to
be curved. For the natural boundary conditions we consider it is possible to define a conforming piece-
wise linear finite element space on a triangulation with curved boundary elements, see for example [19],
assuming this setup and neglecting the variational crime committed in integrating over curved faces the
analysis we present in the subsequent sections remains valid. However as the surface is evolving a further
requirement is that the continuous material velocity v and the material velocity of the smooth triangulated
(lifted) surface vah must satisfy
(3.6) (v − vah) · µ = 0 on ∂Γ(t),
where µ is the conormal to the surface. If (3.6) does not hold, the additional error due to domain approx-
imation must also be estimated. We remark that this issue is not specific to the ALE scheme we consider
in this study and also arises if we take aT = 0, i.e., the Lagrangian setting.
We note that although restrictive the above assumptions are satisfied for some nontrivial examples
that are of interest in applications. In §6 we present two such examples. In Example 6.1, we present
an example of a moving surface with boundary where the lift of the polyhedral surface (with straight
boundary faces) is the smooth surface. In Example 6.4, we present an example where the surface is the
graph of a time dependent function over the unit disc. Here the boundary curve is fixed and the boundary
edges of elements on the boundary of the triangulated surface are curved such that the triangulation of the
boundary is exact.
3.4. Remark (ALE schemes for PDEs posed in bulk domains). As a special case of a surface with bound-
ary, the method is applicable to a moving domain in n (n = 1, 2, 3) dimensions, that is when Γ(t) is a flat
(i.e., the normal to the surface is constant) n dimensional hypersurface in Rn+1 with smooth boundary.
We note that the formulae for the discrete schemes (4.1), (5.1) and (5.63) are the same as in the case
of a curved hypersurface. Under suitable assumptions on the velocity at the boundary, the analysis we
present is valid in this setting. Specifically the analysis we present is valid for a flat three dimensional
surface with zero normal velocity but nonzero tangential (and conormal) velocity (subject to (3.6)). In
this case, as the domain is flat the geometric errors we estimate in the subsequent sections are zero (as
Γh(t) = (Γh(t))
l = Γ(t) since the lift is in the normal direction only). We note that this assumption
necessitates curved boundary elements in this case. Therefore, as a consequence of our analysis we get
an error estimate for an ALE scheme for a linear parabolic equation on an evolving three dimensional
bulk domain in which all of the analysis is all carried out on the physical domain.
3.5. Material derivatives. We introduce the normal time derivative ∂◦ on a surface moving with mater-
ial velocity v defined by
∂◦η := ∂tη + v · νν · ∇η,
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and define the space
H1 (GT ) := {η ∈ L2(GT ) |∇Γη ∈ L2(GT )| ∂◦η ∈ L2(GT )} .
We are now in a position to define material derivatives on the triangulated surfaces. Given the velocity
field V ah ∈ (Sh)m+1 and the associated velocity vah on Γ(t) we define discrete material derivatives
on Γh(t) and Γ(t) element wise as follows, for Φh(·, t) ∈ Sh(t) with ∂◦Φh|K(t) ∈ L2(K(t)) and
ϕ(·, t) ∈ H1 (GT ),
∂•h,V ahΦh|K(t) = (∂tΦh + V
a
h · ∇Φh) |K(t),(3.7)
∂•h,vahϕ|k(t) = (∂tϕ+ v
a
h · ∇ϕ) |k(t).(3.8)
We find it convenient to introduce the spaces
STh :=
{
Φh and ∂•V ahΦh ∈ C
0(Gh,T )|Φh(·, t) ∈ Sh(t), t ∈ [0, T ]
}
and
(STh )l :=
{
ϕh and ∂•vahϕh ∈ C
0(GT )|ϕh(·, t) ∈ Slh(t), t ∈ [0, T ]
}
.
The following transport property of the finite element basis functions was shown in [1, §5.2]
(3.9) ∂•h,V ahχj = 0, ∂
•
h,vah
χlj = 0,
which implies that for Φh =
∑
j Φj(t)χj(·, t) ∈ Sh(t) with ϕh = Φlh ∈ Slh(t)
(3.10) ∂•h,V ahΦh(·, t) =
J∑
j=1
(
d
dt
Φj(t)
)
χj(·, t), ∂•h,vahϕh(·, t) =
J∑
j=1
(
d
dt
Φj(t)
)
χj(·, t)l.
We now introduce the notation we need to formulate and analyse the fully discrete scheme. Let N
be a positive integer, we define the uniform timestep τ = T/N . For each n ∈ {0, . . . , N} we set
tn = nτ . We also occasionally use the same shorthand for time dependent objects, e.g., Γn := Γ(tn)
and Γnh := Γh(t
n),
(
T ha
)n
:= T ha(·, tn) etc. For a discrete time sequence fn, n ∈ {0, . . . , N} we
introduce the notation
(3.11) ∂τfn =
1
τ
(
fn+1 − fn) .
For n ∈ {0, . . . , N} we denote by Snh = Sh(tn) and by Sn,lh = Slh(tn). For j = {1, . . . , J}, we set
(3.12) χnj = χj(·, tn), χn,lj = χlj(·, tn)
and employ the notation
(3.13) Φnh =
J∑
j=1
Φnj χ
n
j ∈ Snh , ϕnh = Φn,l ∈ Sn,lh .
Following [3] we find it convenient to define for α = −1, 0, 1 and t ∈ [tn−1, tn+1]
Φn+αh (·, t) =
J∑
j=1
Φn+αj χj(·, t) ∈ Sh(t),(3.14)
ϕn+α
h
(·, t) = (Φn+αh (·, t))l ∈ Slh(t).(3.15)
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We now introduce a concept of material derivatives for time discrete functions as defined in [3]. Given
Φnh ∈ Snh and Φn+1h ∈ Sn+1h we define the time discrete material derivative as follows
(3.16) ∂•,τh,V ahΦ
n
h =
J∑
j=1
∂τΦ
n
j χ
n
j ∈ Snh , ∂•,τh,vahϕ
n
h =
J∑
j=1
∂τΦ
n
j χ
n,l
j ∈ Sn,lh .
The following observations are taken from [3, §2.2.3], for n ∈ 0, . . . , N − 1
(3.17) ∂•,τh,V ahχ
n
j = 0, ∂
•,τ
h,vah
χn,lj = 0.
On [tn−1, tn+1], for α = −1, 0, 1
(3.18) ∂•h,V ahΦ
n+α
h = 0, ∂
•
h,vah
ϕn+α
h
= 0,
which implies
(3.19) Φn+1h (·, tn) = Φnh + τ∂•,τh,V ahΦ
n
h, ϕ
n+1
h
(·, tn) = ϕnh + τ∂•,τh,vahϕ
n
h.
We will also make use of the following notation, for n ∈ {0 . . . , N − 1} given Φnh ∈ Snh and Φn+1h ∈
Sn+1h , with lifts ϕnh ∈ Sn,lh and ϕn+1h ∈ Sn+1,lh , we define ΦLh ∈ Sh(t) and ϕLh ∈ Slh(t), t ∈ [0, T ] such
that for t ∈ [tn, tn+1]
ΦLh (·, t) =
tn+1 − t
τ
Φnh(·, t) +
t− tn
τ
Φn+1h (·, t),(3.20)
ϕLh (·, t) =
tn+1 − t
τ
ϕn
h
(·, t) + t− t
n
τ
ϕn+1
h
(·, t).(3.21)
We note that (3.18) implies
∂•h,V ahΦ
L
h (·, t) =
1
τ
(
Φn+1h (·, t)− Φnh(·, t)
)
,(3.22)
∂•h,vahϕ
L
h (·, t) =
1
τ
(
ϕn+1
h
(·, t)− ϕn
h
(·, t)
)
.(3.23)
3.6. Definition (Discrete bilinear forms). We define the analogous bilinear forms to those defined in
Definition 2.1 as follows, for Φh ∈ Sh(t), Ψh ∈ Sh(t) andW h ∈ (Sh(t))m+1
ah (Φh(·, t),Ψh(·, t)) =
∫
Γh(t)
∇Γh(t)Φh(·, t) · ∇Γh(t)Ψh(·, t)
mh (Φh(·, t),Ψh(·, t)) =
∫
Γh(t)
Φh(·, t)Ψh(·, t)
gh (Φh(·, t),Ψh(·, t);W h(·, t)) =
∫
Γh(t)
Φh(·, t)Ψh(·, t)∇Γh(t) ·W h(·, t)
bh (Φh(·, t),Ψh(·, t);W h(·, t)) =
∫
Γh(t)
Φh(·, t)W h(·, t) · ∇Γh(t)Ψh(·, t)
a˜h (Φh(·, t),Ψh(·, t);V ah(·, t)) =∫
Γh(t)
(∇Γh · V ah(·, t)− 2DΓh(V ah(·, t)))∇Γh(t)Φh(·, t) · ∇Γh(t)Ψh(·, t)
b˜h (Φh(·, t),Ψh(·, t);W h(·, t);V ah(·, t)) =
∫
Γh(t)
∇Γh · V ah(·, t) (ΦW h(·, t) · ∇ΓhΨh(·, t))
−
∫
Γh(t)
Φ(·, t)W h(·, t) · BΓh(V ah(·, t))∇ΓhΨh(·, t),
with the deformation tensors B(·)(·) and D(·)(·) as defined in Lemma A.1.
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3.7. Transport formula. We recall some results proved in [2] and [3] that state (time continuous) trans-
port formulas on the triangulated surfaces and define an adequate notion of discrete in time transport
formulas and certain corollaries. The proofs of the transport formulas on the lifted surface (i.e., the
smooth surface) follow from the formula given in Lemma A.1, the corresponding proofs on the triangu-
lated surface Γh follow once we note that we may apply the same transport formula stated in Lemma A.1
(with the velocity of Γh replacing the velocity of Γ(t)) element by element.
We note the transport formula are shown for a triangulated surface with a material velocity that is the
interpolant of a velocity that has both normal and tangential components. Hence the formula may be
applied directly to the present setting where the velocity of the triangulated surface V ah is the interpolant
of the velocity va.
3.8. Lemma (Triangulated surface transport formula). Let Γh(t) be an evolving admissible triangulated
surface with material velocity V ah. Then for Φh,Ψh,W h ∈ STh × STh × (STh )m+1,
d
dt
mh (Φh,Ψh) = mh
(
∂•h,V ahΦh,Ψh
)
+mh
(
∂•h,V ahΨh,Φh
)
+ gh (Φh,Ψh;V
a
h)(3.24)
d
dt
ah (Φh,Ψh) = ah
(
∂•h,V ahΦh,Ψh
)
+ ah
(
∂•h,V ahΨh,Φh
)
+ a˜h (Φh,Ψh;V
a
h)(3.25)
d
dt
bh (Φh,Ψh;W h) = bh
(
∂•h,V ahΦh,Ψh;W h
)
+ bh
(
Φh, ∂
•
h,V ah
Ψh;W h
)
(3.26)
+ bh
(
Φh,Ψh; ∂
•
V ah
W h
)
+ b˜h (Φh,Ψh;W h;V
a
h) .
Let Γ(t) be an evolving surface made up of curved elements k(t) whose edges move with velocity vah.
Then for ϕ,ψ,w ∈ H1 (GT )×H1 (GT )× (C1 (GT ))m+1,
d
dt
m (ϕ,ψ) = m
(
∂•h,vahϕ,ψ
)
+m
(
ϕ, ∂•h,vahψ
)
+ g (ϕ,ψ;vah)(3.27)
d
dt
a (ϕ,ψ) = a
(
∂•h,vahϕ,ψ
)
+ a
(
ϕ, ∂•h,vahψ
)
+ a˜ (ϕ,ψ;vah)(3.28)
d
dt
b (ϕ,ψ;w) = b
(
∂•h,vahϕ,ψ;w
)
+ b
(
ϕ, ∂•h,vahψ;w
)
(3.29)
+ b
(
ϕ,ψ; ∂•h,vahw
)
+ b˜ (ϕ,ψ;w;vah) .
We find it convenient to introduce the following notation for Wh ∈ Sh(t) and wh ∈ H1 (Γ(t)), t ∈
[tn−1, tn+1] and for a given Φn+1h ∈ Sn+1h and corresponding lift ϕn+1h ∈ Sn+1,lh
L2,h
(
Wh,Φ
n+1
)
=
3
2τ
(
mh
(
Wh(·, tn+1),Φn+1h (·, tn+1)
)−mh (Wh(·, tn),Φn+1h (·, tn))
)(3.30)
− 1
2τ
(
mh
(
Wh(·, tn),Φn+1h (·, tn)
)−mh (Wh(·, tn−1),Φn+1h (·, tn−1))
)
,
L2
(
wh, ϕ
n+1
)
=
3
2τ
(
m
(
wh(·, tn+1), ϕn+1h (·, tn+1)
)
−m
(
wh(·, tn), ϕn+1h (·, tn)
))
(3.31)
− 1
2τ
(
m
(
wh(·, tn), ϕn+1h (·, tn)
)
−m
(
wh(·, tn−1), ϕn+1h (·, tn−1)
))
.
The following Lemma defines an adequate notion of discrete in time transport and follows easily from
the transport formula (3.24) and (3.18).
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3.9. Lemma (Discrete in time transport formula). For Wh ∈ Sh(t) and wh ∈ H1 (Γ(t)), t ∈ [tn, tn+1]
and for a given Φn+1h ∈ Sn+1h and corresponding lift ϕn+1h ∈ Sn+1,lh
L2,h
(
Wh,Φ
n+1
h
)
=(3.32)
3
2τ
∫ tn+1
tn
d
dt
mh
(
Wh(·, t),Φn+1h (·, t)
)
dt− 1
2τ
∫ tn
tn−1
d
dt
mh
(
Wh(·, t),Φn+1h (·, t)
)
dt
=
3
2τ
∫ tn+1
tn
mh
(
∂•h,V ahWh(·, t),Φ
n+1
h (·, t)
)
+ gh
(
Wh(·, t),Φn+1h (·, t);V ah(·, t)
)
dt
− 1
2τ
∫ tn
tn−1
mh
(
∂•h,V ahWh(·, t),Φ
n+1
h (·, t)
)
+ gh
(
Wh(·, t),Φn+1h (·, t);V ah(·, t)
)
dt
L2
(
wh, ϕ
n+1
h
)
=(3.33)
3
2τ
∫ tn+1
tn
d
dt
m
(
wh(·, t), ϕn+1h (·, t)
)
dt− 1
2τ
∫ tn
tn−1
d
dt
m
(
wh(·, t), ϕn+1h (·, t)
)
dt
=
3
2τ
∫ tn+1
tn
m
(
∂•h,vahwh(·, t), ϕ
n+1
h
(·, t)
)
+ g
(
wh(·, t), ϕn+1h (·, t);vah(·, t)
)
dt
− 1
2τ
∫ tn
tn−1
m
(
∂•h,vahwh(·, t), ϕ
n+1
h
(·, t)
)
+ g
(
wh(·, t), ϕn+1h (·, t);vah(·, t)
)
dt
For t ∈ [tn−1, tn+1] and τ ≤ τ0 the following bounds hold. The result was proved for t ∈ [tn, tn+1]
in [3, Lemma 3.6] . The proof may be extended for t ∈ [tn−1, tn+1] as ∂•h,V ahΦ
n+1
h = 0 and ∂
•
h,vah
ϕn+1
h
=
0, ∣∣mh (Φn+1h ,Φn+1h )−mh (Φn+1h (·, tn),Φn+1h (·, tn))∣∣ ≤ cτmh (Φn+1h ,Φn+1h ) ,(3.34)
and for t ∈ [tn−1, tn+1] and τ ≤ τ0
‖Φnh(·, t)‖L2(Γh(t)) ≤ c ‖Φnh‖L2(Γnh) ,
∥∥∥ϕn
h
(·, t)
∥∥∥
L2(Γ(t))
≤ c ‖ϕnh‖L2(Γn) ,(3.35) ∥∥∇Γh(t)Φnh(·, t)∥∥L2(Γh(t)) ≤ c∥∥∇ΓnhΦnh∥∥L2(Γnh) ,(3.36) ∥∥∥∇Γ(t)ϕnh(·, t)∥∥∥L2(Γ(t)) ≤ c ‖∇Γnϕnh‖L2(Γn) .
The following Lemma proves useful in the analysis of the fully discrete scheme.
3.10. Lemma. If ∂•h,V ahΦh = 0 and ∂
•
h,V ah
Ψh = 0 then∣∣∣mh (Φh(·, tk+1),Ψh(·, tk+1))−mh (Φh(·, tk),Ψh(·, tk)) ∣∣∣(3.37)
≤ c
∫ tk+1
tk
mh (Φh(·, t),Φh(·, t))1/2mh (Ψh(·, t),Ψh(·, t))1/2 dt∣∣∣ah (Φh(·, tk+1),Φh(·, tk+1))− ah (Φh(·, tk),Φh(·, tk)) ∣∣∣(3.38)
≤ c
∫ tk+1
tk
ah (Φh(·, t),Φh(·, t)) dt∣∣∣bh (Φh(·, tk+1),Ψh(·, tk+1);T ah(·, tk+1))− bh (Φh(·, tk),Ψh(·, tk);T ah(·, tk)) ∣∣∣(3.39)
≤ c
∫ tk+1
tk
mh (Φh(·, t),Φh(·, t))1/2 ah (Ψh(·, t),Ψh(·, t))1/2 dt,
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Proof . The first two estimates (3.37) and (3.38) are proved in [3, Lemma 3.7]. To prove (3.39) we use
the transport formula (3.26) which yields∣∣∣bh (Φh(·, tk+1),Φh(·, tk+1);T ah(·, tk+1))− bh (Φh(·, tk),Φh(·, tk);T ah(·, tk)) ∣∣∣
≤
∣∣∣∣∣
∫ tk+1
tk
bh
(
Φh(·, t),Ψh(·, t); ∂•V ah(·,t)T
a
h(·, t)
)
+ b˜h (Φh(·, t),Ψh(·, t);T ah(·, t);V ah(·, t)) dt
∣∣∣∣∣
≤ c
∫ tk+1
tk
‖Φh‖L2(Γh(t))
∥∥∇Γh(t)Ψh∥∥L2(Γh(t)) dt,
which is the desired estimate. 
4. SEMIDISCRETE ALE-ESFEM
4.1. Semidiscrete scheme. Given U0h ∈ Sh(0) find Uh ∈ STh such that Uh(·, 0) = U0h and for all
Φh ∈ STh and t ∈ (0, T ]
(4.1)
d
dt
mh (Uh,Φh) + ah (Uh,Φh) = mh
(
Uh, ∂
•
h,V ah
Φh
)
− bh (Uh,Φh;T ah) ,
By the transport property of the basis functions (3.9) we have the equivalent definition
(4.2)
d
dt
mh (Uh, χj) + ah (Uh, χj) = −bh (Uh, χj ;T ah) , Uh(·, 0) = U0h , for j = 1, . . . , J.
Thus a matrix vector formulation of the scheme is given α(0) find a coefficient vector α(t), t ∈ (0, T ]
such that
(4.3)
d
dt
(M(t)α(t)) + (S(t) +B(t))α(t) = 0,
where M(t),S(t) and B(t) are time dependent mass, stiffness and nonsymmetric matrices with coeffi-
cients given by
M(t)ij =
∫
Γh(t)
χi(·, t)χj(·, t), S(t)ij =
∫
Γh(t)
∇Γh(t)χi(·, t)∇Γh(t)χj(·, t),(4.4)
B(t)ij =
∫
Γh(t)
χi(·, t)T ah(·, t) · ∇Γh(t)χj(·, t).
Existence and uniqueness of the semidiscrete finite element solution follows easily as the mass matrix is
positive definite, the stiffness matrix is positive semidefinite and the nonsymmetric matrix is bounded.
4.2. Lemma (Stability of the semidiscrete scheme). The finite element solution Uh to (4.1) satisfies the
following bounds
sup
t∈[0,T ]
‖Uh‖2L2(Γh(t)) +
∫ T
0
∥∥∇Γh(s)Uh∥∥2L2(Γh(s)) ds ≤ c ‖Uh‖2L2(Γh(0)) ,(4.5)
sup
t∈[0,T ]
‖uh‖2L2(Γ(t)) +
∫ T
0
∥∥∇Γ(s)uh∥∥2L2(Γ(s)) ds ≤ c ‖uh‖2L2(Γ0) ,(4.6) ∫ T
0
∥∥∥∂•h,V ahUh∥∥∥2L2(Γh(s)) ds+ supt∈[0,T ] ∥∥∇Γh(t)Uh∥∥2L2(Γh(t)) ≤ c ‖Uh‖2H1(Γh(0)) ,(4.7) ∫ T
0
∥∥∥∂•h,vahuh∥∥∥2L2(Γ(s)) ds+ supt∈[0,T ]∥∥∇Γ(t)uh∥∥2L2(Γ(t)) ≤ c ‖uh‖2H1(Γ0) .(4.8)
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Proof . We start with (4.5), testing with Uh in (4.1) and applying the transport formula (3.24) as in
[1] yields
1
2
d
dt
mh (Uh, Uh) + ah (Uh, Uh) = −bh (Uh, Uh;T ah)−
1
2
gh (Uh, Uh;V
a
h) .
Using Young’s inequality to bound the first term on the right hand side and Cauchy-Schwarz on the second
term on the right, we conclude
1
2
d
dt
‖Uh‖2L2(Γh(t)) +
∥∥∇Γh(t)Uh∥∥2L2(Γh(t)) ≤ 12 ∥∥∇Γh(t)Uh∥∥2L2(Γh(t)) + c ‖Uh‖2L2(Γh(t)) .
A Gronwall argument implies the desired result.
For the proof of (4.7) we apply the transport formula (3.24) to rewrite (4.1) as
mh
(
∂•h,V ahUh,Φh
)
+ ah (Uh,Φh) = −gh (Uh,Φh;V ah)− bh (Uh,Φh;T ah) ,
testing with ∂•h,V ahUh gives∥∥∥∂•h,V ahUh∥∥∥2L2(Γh(t)) +ah
(
Uh, ∂
•
h,V ah
Uh
)
=(4.9)
− bh
(
Uh, ∂
•
h,V ah
Uh;T
a
h
)
− gh
(
Uh, ∂
•
h,V ah
Uh;V
a
h
)
.
From the transport formulae (3.25) and (3.26) and we have
(4.10) ah
(
Uh, ∂
•
h,V ah
Uh
)
=
1
2
(
d
dt
ah (Uh, Uh)− a˜h (Uh, Uh;V ah)
)
,
and
bh
(
Uh, ∂
•
h,V ah
Uh;T
a
h
)
=
d
dt
bh (Uh, Uh;T
a
h)− bh
(
∂•h,V ahUh, Uh;T
a
h
)
(4.11)
− bh
(
Uh, Uh; ∂
•
h,V ah
T ah
)
− b˜h (Uh, Uh;T ah;V ah) .
Using (4.10) and (4.11) in (4.9) gives∥∥∥∂•h,V ahUh∥∥∥2L2(Γh(t)) + 12 ddt ∥∥∇Γh(t)U∥∥2L2(Γh(t)) + ddt bh (Uh, Uh;T ah)(4.12)
=
1
2
a˜h (Uh, Uh;V
a
h) + bh
(
∂•h,V ahUh, Uh;T
a
h
)
+ bh
(
Uh, Uh; ∂
•
h,V ah
T ah
)
+ b˜h (Uh, Uh;T
a
h;V
a
h)− gh
(
Uh, ∂
•
h,V ah
Uh;V
a
h
)
.
The Cauchy-Schwarz inequality together with the smoothness of the velocity fields va,aT (and hence
V ah and T
a
h), yields the following estimates
a˜h (Uh, Uh;V
a
h) ≤ c
∥∥∇Γh(t)Uh∥∥2L2(Γh(t)) ,(4.13)
bh
(
∂•h,V ahUh, Uh;T
a
h
)
=
∫
Γh(t)
∂•h,V ahUhT
a
h · ∇Γh(t)Uh(4.14)
≤ c
∥∥∥∂•h,V ahUh∥∥∥L2(Γh(t)) ∥∥∇Γh(t)Uh∥∥L2(Γh(t))
bh
(
Uh, Uh; ∂
•
h,V ah
T ah
)
≤ c ‖Uh‖L2(Γh(t))
∥∥∇Γh(t)Uh∥∥L2(Γh(t))(4.15)
b˜h (Uh, Uh;T
a
h;V
a
h) ≤ c ‖Uh‖L2(Γh(t))
∥∥∇Γh(t)Uh∥∥L2(Γh(t))(4.16)
gh
(
Uh, ∂
•
h,V ah
Uh;V
a
h
)
≤ c ‖Uh‖L2(Γh(t))
∥∥∥∂•h,V ahUh∥∥∥L2(Γh(t))(4.17)
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Applying estimates (4.13)—(4.17) in (4.12) gives∥∥∥∂•h,V ahUh∥∥∥2L2(Γh(t)) + 12 ddt ∥∥∇Γh(t)U∥∥2L2(Γh(t)) + ddt bh (Uh, Uh;T ah)
≤c∥∥∇Γh(t)Uh∥∥2L2(Γh(t)) + c ‖Uh‖L2(Γh(t)) ∥∥∇Γh(t)Uh∥∥L2(Γh(t))
+ c
∥∥∥∂•h,V ahUh∥∥∥L2(Γh(t))
(
‖Uh‖L2(Γh(t)) +
∥∥∇Γh(t)Uh∥∥L2(Γh(t)))
Integrating in time and applying (weighted) Young’s inequalities to bound the third term on the left hand
side and the terms on the third line yields for t ∈ [0, T ],∫ t
0
∥∥∥∂•h,V ahUh∥∥∥2L2(Γh(s)) ds+ ∥∥∇Γh(t)U∥∥2L2(Γh(t))
≤ c ‖Uh‖2H1(Γh(0)) + c(ε)
(
‖Uh‖2L2(Γh(t)) +
∫ t
0
‖Uh‖2L2(Γh(s)) +
∥∥∇Γh(s)Uh∥∥2L2(Γh(s)) ds
)
,
the estimate (4.5) and a Gronwall argument completes the proof of (4.7).
Due to the equivalence of the L2 norm and the H1 seminorm on Γh and Γ(t) (c.f., [1]), the estimates
(4.5) and (4.7) imply the estimates (4.6) and (4.8) respectively. 
4.3. Theorem (Error bound for the semidiscrete scheme). Let u be a sufficiently smooth solution of
(1.1) and let the geometry be sufficiently regular. Furthermore let uh(t), t ∈ [0, T ] denote the lift of the
solution of the semidiscrete scheme (4.1). Furthermore, assume that initial data is sufficiently smooth and
approximation of the initial data is such that
(4.18)
∥∥∥u(·, 0)− Rh u(·, 0)∥∥∥
L2(Γ0)
+
∥∥∥Rh u(·, 0)− uh(·, 0)∥∥∥
L2(Γ0)
≤ ch2,
holds. Then for 0 < h ≤ h0 with h0 dependent on the data of the problem, the following error bound
holds
sup
t∈(0,T )
‖u(·, t)− uh(·, t)‖2L2(Γ(t)) + h2
∫ T
0
‖∇Γ (u(·, t)− uh(·, t))‖2L2(Γ(t)) dt(4.19)
≤ ch4 sup
t∈(0,T )
(
‖u‖2H2(Γ(t)) +
∥∥∂•vau∥∥2H2(Γ(t))) .
4.4. Error decomposition. It is convenient in the analysis to decompose the error as follows
(4.20) u− uh = ρ+ θ, ρ := u− Rh u, θ = Rh u− uh ∈ Slh,
with Rh the Ritz projection defined in (C.1).
4.5. Remark (Applicability of the Ritz projection error bounds). In Lemma C.1 we state estimates of
the error between a function and its Ritz projection for the case that the function has mean value zero.
We note that the solution u to (1.1) satisfies
∫
Γ(t)
u =
∫
Γ0
u0 and from the proof of [2, Thm. 6.1 and
Thm. 6.2] it is clear the bounds remain valid for a function that has a constant mean value (with the Ritz
projection defined by (C.1) with
∫
Γ
Rh u =
∫
Γ
u). More generally if we insert a source term f in the right
hand side of (1.1) then the conservation reads
∫
Γ(t)
u =
∫
Γ0
u0 +
∫ t
0
∫
Γ(s)
f(·, s)ds. Thus if the mean
value of f is smooth in time the bounds remain valid and without loss of generality we may assume the
mean value of f is zero.
We shall prove some preliminary Lemmas before proving the Theorem.
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4.6. Lemma (Semidiscrete error relation). We have the following error relation between the semidiscrete
solution and the Ritz projection. For ϕh ∈ (STh )l
(4.21)
d
dt
m (θ, ϕh) + a (θ, ϕh)−m
(
θ, ∂•h,vahϕh
)
+ b (θ, ϕh; t
a
h) = F2(ϕh)− F1(ϕh),
where
F1(ϕh) = m
(
∂•h,vahuh, ϕh
)
−mh
(
∂•h,V ahUh,Φh
)
+ a (uh, ϕh)− ah (Uh,Φh)(4.22)
− bh (Uh,Φh;T ah) + b (uh, ϕh; tah) + g (uh, ϕh;vah)− gh (Uh,Φh;V ah) ,
F2(ϕh) = m
(
−∂•h,vahρ, ϕh
)
− g (ρ, ϕh;vah)− b (ρ, ϕh; tah)(4.23)
+m
(
u, ∂•vaϕh − ∂•h,vahϕh
)
− b (u, ϕh;aT − tah) .
Proof . From the definition of the semidiscrete scheme (4.1) we have
d
dt
m (uh, ϕh) + a (uh, ϕh)−m
(
uh, ∂
•
h,vah
ϕh
)
+ b (uh, ϕh; t
a
h) =(4.24)
d
dt
m (uh, ϕh) + a (uh, ϕh)−m
(
uh, ∂
•
h,vah
ϕh
)
+ b (uh, ϕh; t
a
h)
− d
dt
mh (Uh,Φh)− ah (Uh,Φh) +mh
(
Uh, ∂
•
h,V ah
Φh
)
−bh (Uh,Φh;T ah)
= F1(ϕh),
where we have used the transport formulas (3.24) and (3.27) for the last step. Using the variational
formulation of the continuous equation (1.5) we have
d
dt
m
(
Rh u, ϕh
)
+ a
(
Rh u, ϕh
)
−m
(
Rh u, ∂•h,vahϕh
)
+ b
(
Rh u, ϕh; t
a
h
)
(4.25)
=
d
dt
m
(
Rh u, ϕh
)
+ a
(
Rh u, ϕh
)
−m
(
Rh u, ∂•h,vahϕh
)
+ b
(
Rh u, ϕh; t
a
h
)
− d
dt
m (u, ϕh)− a (u, ϕh) +m
(
u, ∂•vaϕh
)− b (u, ϕh;aT )
=
d
dt
m (−ρ, ϕh) +m
(
ρ, ∂•h,vahϕh
)
+m
(
u, ∂•vaϕh − ∂•h,vah
)
− b (ρ, ϕh; tah)− b (u, ϕh;aT − tah)
=F2(ϕh),
where we have used (C.1) in the second step and the transport theorem (3.27) in the final step. Subtracting
(4.24) from (4.25) yields the desired error relation. 
We estimate the two terms on the right hand side of (4.21) as follows. From Lemma B.3 we have
|F1(ϕh)| ≤ch2
(∥∥∥∂•h,vahuh∥∥∥L2(Γ(t)) ‖ϕh‖L2(Γ(t)) + ∥∥∇Γ(t)uh∥∥L2(Γ(t)) ∥∥∇Γ(t)ϕh∥∥L2(Γ(t))(4.26)
+ ‖uh‖L2(Γ(t))
∥∥∇Γ(t)ϕh∥∥L2(Γ(t)) + ‖uh‖H1(Γ(t)) ‖ϕh‖H1(Γ(t)) ).
We apply Young’s inequality to conclude that with  > 0 a positive constant of our choice
|F1(ϕh)| ≤c()h4
(∥∥∥∂•h,vahuh∥∥∥2L2(Γ(t)) + ‖uh‖2H1(Γ(t))
)
+ c() ‖ϕh‖2L2(Γ(t)) + 
∥∥∇Γ(t)ϕh∥∥2L2(Γ(t))
(4.27)
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For the term F2 on the right hand side of (4.21), we have
|F2(ϕh)| ≤
∣∣∣m(−∂•h,vahρ, ϕh)∣∣∣+ |g (ρ, ϕh;vah)|+ |b (ρ, ϕh; tah)|(4.28)
+
∣∣∣m(u, ∂•vaϕh − ∂•h,vahϕh)∣∣∣+ |b (u, ϕh;aT − tah)|
:= |I|+ |II|+ |III|+ |IV |+ |V | .
Using (C.3) we have
(4.29) |I| ≤
∥∥∥∂•h,vahρ∥∥∥L2(Γ(t)) ‖ϕh‖L2(Γ(t)) ≤ ch2
(
‖u‖H2(Γ(t)) +
∥∥∂•vau∥∥H2(Γ(t))) ‖ϕh‖L2(Γ(t)) .
We estimate the second and third terms with (C.2) as follows
(4.30) |II| ≤ c ‖ρ‖L2(Γ(t)) ‖ϕh‖L2(Γ(t)) ≤ ch2 ‖u‖H2(Γ(t)) ‖ϕh‖L2(Γ(t)) ,
(4.31) |III| ≤ c ‖ρ‖L2(Γ(t))
∥∥∇Γ(t)ϕh∥∥L2(Γ(t)) ≤ ch2 ‖u‖H2(Γ(t)) ∥∥∇Γ(t)ϕh∥∥L2(Γ(t)) .
For the next term we use (B.4) to conclude
(4.32) |IV | ≤ ‖u‖L2(Γ(t))
∥∥∥∂•vaϕh − ∂•h,vahϕh∥∥∥L2(Γ(t)) ≤ ch2 ‖u‖L2(Γ(t)) ‖ϕh‖H1(Γ(t)) .
Finally for the last term we apply (B.3) which yields
(4.33) |V | ≤ ch2 ‖u‖L2(Γ(t))
∥∥∇Γ(t)ϕh∥∥L2(Γ(t)) .
Combining the estimates (4.29)-(4.33) we have
|F2(ϕh)| ≤ch2
((
‖u‖H2(Γ(t)) +
∥∥∂•vau∥∥H2(Γ(t))) ‖ϕh‖L2(Γ(t)) +(4.34)
(
‖u‖L2(Γ(t)) + ‖u‖H2(Γ(t))
)∥∥∇Γ(t)ϕh∥∥L2(Γ(t)) + ‖u‖L2(Γ(t)) ‖ϕh‖H1(Γ(t))
)
.
We apply Young’s inequality to conclude that with  > 0 a positive constant of our choice
(4.35) |F2(ϕh)| ≤ c()h4
(
‖u‖2H2(Γ(t)) +
∥∥∂•vau∥∥2H2(Γ(t)))+c() ‖ϕh‖2L2(Γ(t))+ ∥∥∇Γ(t)ϕh∥∥2L2(Γ(t)) .
Proof of Theorem 4.3 We test with θ in the error relation (4.21) which gives
(4.36)
d
dt
m (θ, θ) + a (θ, θ)−m
(
θ, ∂•h,vahθ
)
+ b (θ, θ; tah) = F2(θ)− F1(θ).
Applying the transport formula (3.27) we have
(4.37)
1
2
d
dt
m (θ, θ) + a (θ, θ) = F2(θ)− F1(θ)− g (θ, θ;vah)− b (θ, θ; tah) .
Using a weighted Young’s inequality to deal with the last term on the right hand side and application
of the estimates (4.27) and (4.35) and gives
1
2
d
dt
‖θ‖2L2(Γ(t)) + (1− )
∥∥∇Γ(t)θ∥∥2L2(Γ(t)) ≤ c() ‖θ‖2L2(Γ(t))(4.38)
+ c()h4
(∥∥∥∂•h,vahuh∥∥∥2L2(Γ(t)) + ‖uh‖2H1(Γ(t)) + ‖u‖2H2(Γ(t)) + ∥∥∂•vau∥∥2H2(Γ(t))
)
,
with  > 0 a positive constant of our choice. A Gronwall argument, the stability estimates in Lemma
4.2, the error decomposition (4.20) and the estimates on the error in the Ritz projection (C.2) complete
the proof. 
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5. FULLY DISCRETE ALE-ESFEM
We consider a second order time discretisation of the semidiscrete scheme (4.1) based on a (second
order backward differentiation formula) BDF2 time discretisation defined as follows;
5.1. Fully discrete BDF2 ALE-ESFEM scheme. GivenU0h ∈ S0h andU1h ∈ S1h findUn+1h ∈ Sn+1h , n ∈
{1, . . . , N − 1} such that for all Φn+1h ∈ Sn+1h and for n ∈ {1, . . . , N − 1}
(5.1) L2,h
(
ULh ,Φ
n+1
h
)
+ ah
(
Un+1h ,Φ
n+1
h
)
= −bh
(
Un+1h ,Φ
n+1
h ; (T
a
h)
n+1
)
,
where we have used the notation introduced in (3.20). For the basis functions we note that by definition
for α = −1, 0, 1,
(5.2) χn+1
j
(·, tn+α) = χn+αj ∈ Sn+αh .
Therefore the matrix vector formulation of the scheme (5.1) is for n = {1, . . . , N − 1} given Un,Un−1
find a coefficient vector Un+1
(5.3)
(
3
2
Mn+1 + τ
(
Sn+1 +Bn+1
))
Un+1 = 2MnUn − 1
2
Mn−1Un−1,
where Mn = M(tn),Sn = S(tn) and Bn = B(tn) are time dependent mass, stiffness and nonsym-
metric matrices (see (4.4)).
5.2. Proposition (Solvability of the fully discrete scheme). For τ < τ0, where τ0 depends on the data of
the problem and the arbitrary tangential velocity aT , and for each n ∈ {2, . . . , N}, the finite element
solution Unh to the scheme (5.1) exists and is unique.
Proof . Using Young’s inequality we have for Φnh ∈ Snh
(5.4) |bh (Φnh,Φnh; (T ah)n)| ≤ c()mh (Φnh,Φnh) + ah (Φnh,Φnh) .
Hence for the scheme (5.1) we have for all  > 0
3
2
mh (Φ
n
h,Φ
n
h) + τ (ah (Φ
n
h,Φ
n
h) + bh (Φ
n
h,Φ
n
h; (T
a
h)
n))(5.5)
≥ (3
2
− c()τ)mh (Φnh,Φnh) + τ(1− )ah (Φnh,Φnh) ,
hence for τ ≤ τ0, the system matrix An =
(
3
2M
n + τ (Sn +Bn)
)
, n = 2, . . . , N is positive definite.

We now prove the fully discrete analogues to the stability bounds of Lemma 4.2. We make use of the
following result from [4, Lemma 4.1] that provides basic estimates. There is a constant µ (independent
of the discretisation parameters τ, h and the length of the time interval T ) such that for all α,β ∈ RJ , for
τ ≤ τ0, for k, j = −1, 0, 1, j ≥ k and for n ∈ {1, . . . , N − 1} we have
(5.6)
(
Mn+j −Mn+k
)
α · β ≤ µ(j − k)τ
(
Mn+kα ·α
) 1
2
(
Mn+kβ · β
) 1
2
.
5.3. Lemma (Stability of the fully discrete scheme (5.1)). Assume the starting value for the scheme
satisfies the bound ∥∥U1h∥∥2L2(Γ1h) ≤ c∥∥U0h∥∥2L2(Γ0h) ,(5.7)
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then the fully discrete solution Unh , n = 2, . . . , N of the BDF2 scheme (5.1) satisfies the following bounds
for τ ≤ τ0, where τ0 depends on the data of the problem and the arbitrary tangential velocity aT ,
‖Unh ‖2L2(Γnh) + τ
n∑
i=2
∥∥∥∇ΓihU ih∥∥∥2L2(Γih) ≤ c∥∥U0h∥∥2L2(Γ0h) ,(5.8)
‖unh‖2L2(Γn) + τ
n∑
i=2
∥∥∇Γiuih∥∥2L2(Γi) ≤ c∥∥u0h∥∥2L2(Γ0) .(5.9)
Furthermore if, along with (5.7), we assume the starting values satisfy the bound
(5.10) τ
∥∥∥∂•h,V ahULh (·, t1 − 0)∥∥∥2L2(Γ2h) +
∥∥∥∇Γ1hU1h∥∥∥2L2(Γ1h) ≤ c
(∥∥U0h∥∥2L2(Γ0h) + ∥∥∥∇Γ0hU0h∥∥∥2L2(Γ0h)
)
,
then for n ∈ {2, . . . , N}, we have the stability bounds
τ
n−1∑
i=1
∥∥∥∂•h,V ahULh (·, ti+1 − 0)∥∥∥2L2(Γih) + ∥∥∇ΓnhUnh ∥∥2L2(Γnh) ≤ c∥∥U0h∥∥2H1(Γ0h) ,(5.11)
τ
n−1∑
i=1
∥∥∥∂•h,vahuLh (·, ti+1 − 0)∥∥∥2L2(Γi) + ‖∇Γnunh‖2L2(Γn) ≤c∥∥u0h∥∥2H1(Γ0) .(5.12)
Proof . We begin with the proof of (5.8). We work with the matrix vector form of the scheme (5.3) and
we multiply by a vector Un+1 which gives
3
2τ
Mn+1Un+1 ·Un+1 − 2
τ
MnUn ·Un+1(5.13)
+
1
2τ
Mn−1Un−1 ·Un+1 + (Sn+1 +Bn+1)Un+1 ·Un+1 = 0.
We first note that a calculation yields for α,β,κ ∈ RJ
(
3
2
α− 2β + 1
2
κ
)
·α = 1
4
(
|α|2 − |β|2 + |2α− β|2 − |2β − κ|2
)
+
1
4
|α− 2β + κ|2 .(5.14)
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Using this result we see that
3
2
Mn+1Un+1 ·Un+1 − 2MnUn ·Un+1 + 1
2
Mn−1Un−1 ·Un+1(5.15)
=
3
2
(
Mn+1 −Mn)Un+1 ·Un+1 + 1
2
(
Mn−1 −Mn)Un−1 ·Un+1
+
1
4
(
MnUn+1 ·Un+1 −MnUn ·Un
+Mn
(
2Un+1 −Un) · (2Un+1 −Un)−Mn (2Un −Un−1) · (2Un −Un−1)
+Mn
(
Un+1 − 2Un +Un−1) · (Un+1 − 2Un +Un−1))
=
1
4
Mn+1Un+1 ·Un+1 − 1
4
MnUn ·Un
+
1
4
Mn
(
2Un+1 −Un) · (2Un+1 −Un)
− 1
4
Mn−1
(
2Un −Un−1) · (2Un −Un−1)
+
1
4
Mn
(
Un+1 − 2Un +Un−1) · (Un+1 − 2Un +Un−1)
+
5
4
(
Mn+1 −Mn)Un+1 ·Un+1 + 1
2
(
Mn−1 −Mn)Un−1 ·Un+1
+
1
4
(
Mn−1 −Mn) (2Un −Un−1) · (2Un −Un−1) .
The last three terms on the right hand side may be estimated as follows. Using (3.34)
5
4
(
Mn+1 −Mn)Un+1 ·Un+1 = 5
4
(
mh
(
Un+1h , U
n+1
h
)−mh (Un+1h (·, tn), Un+1h (·, tn)))(5.16)
≥ −cτ ∥∥Un+1h ∥∥2L2(Γn+1h ) .
Using (5.6), Young’s inequality and (3.35) we have
1
2
(
Mn−1 −Mn)Un−1 ·Un+1(5.17)
≥ −µ
2
τ
(
mh
(
Un+1h (·, tn−1), Un+1h (·, tn−1)
)
+
∥∥Un−1h ∥∥2L2(Γn−1h ))
≥ −cτ
(∥∥Un+1h ∥∥2L2(Γn+1h ) + ∥∥Un−1h ∥∥2L2(Γn−1h )) .
For the third term we use (5.6) to conclude
1
4
(
Mn−1 −Mn) (2Un −Un−1) · (2Un −Un−1) ≥(5.18)
− cτmh
(
2Unh(·, tn−1)− Un−1h , 2Unh(·, tn−1)− Un−1h
)
.
Applying (5.15)—(5.18) in (5.13) and reverting to the bilinear forms, we arrive at
1
4
∂τ
(
mh (U
n
h , U
n
h ) +mh
(
2Unh(·, tn−1)− Un−1h , 2Unh(·, tn−1)− Un−1h
) )
(5.19)
+(1− )
∥∥∥∇Γn+1h Un+1h ∥∥∥2L2(Γn+1h ) ≤ c
(
c()
∥∥Un+1h ∥∥2L2(Γn+1h ) + ∥∥Un−1h ∥∥2L2(Γn−1h )
+mh
(
2Unh(·, tn−1)− Un−1h , 2Unh(·, tn−1)− Un−1h
) )
,
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where we have used Young’s inequality to bound the non-symmetric term and  > 0 is a positive constant
of our choice. Summing over n and multiplying by τ gives (where we have suppressed the dependence
of the constants on )
1
4
(∥∥Ukh∥∥2L2(Γkh) +mh (2Ukh(·, tk−1)− Uk−1h , 2Ukh(·, tk−1)− Uk−1h ))(5.20)
+τ
k∑
i=2
∥∥∥∇ΓihU ih∥∥∥2L2(Γih) ≤ cτ
k∑
i=0
∥∥U ih∥∥2L2(Γih)
+ cτ
k∑
i=1
mh
(
2U ih(·, ti−1)− U i−1h , 2U ih(·, ti−1)− U i−1h
)
+
1
4
(∥∥U1h∥∥2L2(Γ1h) +mh (2U1h(·, t0)− U0h , 2U1h(·, t0)− U0h) ).
With the assumptions on the starting values, a discrete Gronwall argument completes the proof. The
estimate (5.9) follows by the usual norm equivalence.
In order to show the bound (5.11), we recall the following basic identity given in [18, pg. 1653], given
vectors α,β,κ ∈ RJ ,
3
2
α · (α− β)− 2β · (α− β) + 1
2
κ · (α− β) =(5.21)
|α− β|2 + 1
4
(
|α− β|2 − |β − κ|2 + |α− 2β + κ|2
)
.
We work with the matrix vector form of the scheme (5.3), multiplying with Un+1 − Un and using
(5.21) we have
1
τ
(
Mn
(
Un+1 −Un) · (Un+1 −Un)+ 1
4
(
Mn
(
Un+1 −Un) · (Un+1 −Un)(5.22)
−Mn (Un −Un−1) · (Un −Un−1)
+Mn
(
Un+1 − 2Un +Un−1) · (Un+1 − 2Un +Un−1) ))
+
(
Sn+1 +Bn+1
)
Un+1 · (Un+1 −Un)+ 1
2τ
(
Mn−1 −Mn)Un−1 · (Un+1 −Un)
+
3
2τ
(
Mn+1 −Mn)Un+1 · (Un+1 −Un) = 0.
Dropping a positive term and rearranging gives
Mn+1
(
Un+1 −Un) · (Un+1 −Un)+ τ
4
∂τ
(
Mn
(
Un −Un−1) · (Un −Un−1))(5.23)
+
τ
2
(
Sn+1Un+1 ·Un+1 − SnUn ·Un)+ τ (Bn+1Un+1 ·Un+1 −BnUn ·Un)
≤ −τ
2
Sn+1(Un+1 −Un) · (Un+1 −Un) + τ
2
(
Sn+1 − Sn)Un ·Un
+ τBn+1
(
Un+1 −Un) ·Un + τ (Bn+1 −Bn)Un ·Un
+
1
2
(
Mn −Mn−1)Un−1 · (Un+1 −Un)− 3
2
(
Mn+1 −Mn)Un+1 · (Un+1 −Un)
+
5
4
(
Mn+1 −Mn) (Un+1 −Un) · (Un+1 −Un) .
:= I + II + III + IV + V + V I + V II.
ERROR ANALYSIS FOR AN ALE EVOLVING SURFACE FINITE ELEMENT METHOD 19
For the first two terms on the right hand side of (5.23) we proceed as in [3, Proof of Lemma 4.1] using
(3.38) and (3.36) we get the following bound,
I + II = −τ
3
2
ah
(
∂•h,V ahU
L
h (·, tn+1 − 0), ∂•h,V ahU
L
h (·, tn+1 − 0)
)
(5.24)
+
τ
2
(
ah
(
Unh(·, tn+1), Unh(·, tn+1)
)− ah (Unh , Unh ))
≤ cτ2 ∥∥∇ΓnhUnh ∥∥2L2(Γnh) .
For the third term on the right hand side of (5.23), we have
III ≤∣∣τ2bh (∂•h,V ahULh (·, tn+1 − 0), Unh(·, tn+1); (T ah)n+1) ∣∣(5.25)
≤cτ2
∥∥∥∂•h,V ahULh (·, tn+1 − 0)∥∥∥L2(Γn+1h )
∥∥∥∇Γn+1h Unh(·, tn+1)∥∥∥L2(Γn+1h )
≤τ2
∥∥∥∂•h,V ahULh (·, tn+1 − 0)∥∥∥2L2(Γn+1h ) + c()τ2 ∥∥∇ΓnhUnh ∥∥2L2(Γnh) .
where  is a positive constant of our choice and we have used Young’s inequality and (3.36) in the last
step. For the fourth term on the right hand side of (5.23), we have using (3.39), (3.35) and (3.36)
IV ≤ ∣∣τ (bh (Unh(·, tn+1), Unh(·, tn+1); (T ah)n+1))− (bh (Uhn, Uhn; (T ah)n))∣∣(5.26)
≤cτ2 ‖Unh ‖L2(Γnh)
∥∥∇ΓnhUnh ∥∥L2(Γnh) .
For the fifth term using (5.6) we
(5.27) V ≤ µτ (Mn−1 (Un+1 −Un) · (Un+1 −Un))1/2 ∥∥Un−1h ∥∥L2(Γn−1h ) .
For the sixth term we use (3.34) and (3.37) to give for all  > 0,
V I =
3τ
2
(
mh
(
Un+1h , ∂
•
h,V ah
ULh (·, tn+1 − 0)
)
−mh
(
Un+1h (·, tn), ∂•h,V ahU
L
h (·, tn + 0)
))
(5.28)
≤ c()τ2 ∥∥Un+1h ∥∥L2(Γn+1h ) + τ2 ∥∥∥∂•h,V ahULh (·, tn+1 − 0)∥∥∥2L2(Γn+1h ) .
For the seventh term we apply (3.34) to obtain
(5.29) V II ≤ cτMn+1 (Un+1 −Un) · (Un+1 −Un) = cτ3 ∥∥∥∂•h,V ahULh (·, tn+1 − 0)∥∥∥2L2(Γn+1h ) .
Writing (5.23) in terms of the bilinear forms, applying the estimates (5.24)—(5.29) and summing gives,
n∑
i=2
τ2
∥∥∥∂•h,V ahULh (·, ti − 0)∥∥∥2L2(Γih) + τ ∥∥∇ΓnhUnh ∥∥L2(Γnh) ≤ cτ2
∥∥∥∂•h,V ahULh (·, t1 − 0)∥∥∥2L2(Γ1h)(5.30)
+ cτ
∥∥∥∇Γ1hU1h∥∥∥L2(Γ1h) + cτ2
n∑
i=0
∥∥U ih∥∥2L2(Γih) + cτ2
n∑
i=2
∥∥∥∇ΓihU ih∥∥∥2L2(Γih) .
Dividing by τ , applying the stability bound (5.8) and the assumptions on the starting data (5.7) and (5.10)
completes the proof of (5.11). As usual the equivalence of norms yields (5.12). 
5.4. Theorem (Error bound for the fully discrete scheme (5.1)). Let u be a sufficiently smooth solution
of (1.1), let the geometry be sufficiently regular and let uih, (i = 0, . . . , N) denote the lift of the solution
of the BDF2 fully discrete scheme (5.1). Furthermore, assume that initial data is sufficiently smooth and
the initial approximations for the scheme are such that
(5.31)
∥∥∥u(·, 0)− Rh u(·, 0)∥∥∥
L2(Γ0)
+
∥∥∥Rh u(·, 0)− u0h∥∥∥
L2(Γ0)
≤ ch2,
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and
(5.32)
∥∥∥u(·, t1)− Rh u(·, t1)∥∥∥
L2(Γ(t1))
+
∥∥∥Rh u(·, t1)− u1h∥∥∥
L2(Γ(t1))
≤ c(h2 + τ2),
hold. Furthermore, assume the starting values satisfy the stability assumptions (5.7) and (5.10). Then
for 0 < h ≤ h0, 0 < τ ≤ τ0, with h0 dependent on the data of the problem and τ0 dependent on
the data of the problem and the arbitrary tangential velocity aT , the following error bound holds. For
n ∈ {2, . . . , N} the solution of the fully discrete BDF2 scheme satisfies
‖u(·, tn)− unh‖2L2(Γn) +c1h2τ
n∑
i=2
∥∥∥∇Γih (u(·, ti)− uih)∥∥∥2L2(Γi)(5.33)
≤c (h4 + τ4)( sup
s∈[0,T ]
‖u‖2H2(Γ(s))
+
∫ T
0
‖u‖2H2(Γ(t)) +
∥∥∂•vau∥∥2H2(Γ(t)) + ∥∥∂•va(∂•vau)∥∥2H1(Γ(t)) dt
)
.
We follow a similar strategy to that employed in the semidiscrete case to prove the theorem. We
decompose the error as in §4.4 setting
(5.34) u(·, tn)−unh = ρn+θn, ρn = ρ(·, tn) = u(·, tn)−Rh u(·, tn), θn = Rh u(·, tn)−unh ∈ Slh,
with Rh the Ritz projection defined in (C.1) and unh the lift of the solution to the fully discrete scheme at
time tn.
From the scheme (5.1) on the interval [tn−1, tn+1] we have
L2
(
uLh , ϕ
n+1
h
)
+ a
(
un+1h , ϕ
n+1
h
)
+ b
(
un+1h , ϕ
n+1
h ; (t
a
h)
n+1
)
(5.35)
=L2
(
uLh , ϕ
n+1
h
)− L2,h (ULh ,Φn+1h )+ a (un+1h , ϕn+1h )− ah (Un+1h ,Φn+1h )
+ b
(
un+1h , ϕ
n+1
h ; (t
a
h)
n+1
)− bh (Un+1h ,Φn+1h ; (T ah)n+1)
:=H1(ϕ
n+1
h ).
From the definition of the Ritz projection (C.1) we have
L2
(
Rh u, ϕn+1h
)
+ a
(
Rh un+1, ϕn+1h
)
+ b
(
Rh un+1, ϕn+1h ; (t
a
h)
n+1
)
(5.36)
= −L2
(
ρ, ϕn+1h
)
+ L2
(
u, ϕn+1h
)
+ a
(
un+1, ϕn+1h
)
+ b
(
Rh un+1, ϕn+1h ; (t
a
h)
n+1
)
:= H2(ϕ
n+1
h ).
Taking the difference of (5.36) and (5.35) we arrive at the error relation between the fully discrete solution
and the Ritz projection, for ϕn+1h = (Φ
n+1)l ∈ Sn+1,lh
(5.37) L2
(
θL, ϕn+1h
)
+ a
(
θn+1, ϕn+1h
)
+ b
(
θn+1, ϕn+1h ; (t
a
h)
n+1
)
= H2(ϕ
n+1
h )−H1(ϕn+1h ).
5.5. Lemma. For H1 defined in (5.35) and for all  > 0, we have the estimate
∣∣H1(ϕn+1h )∣∣ ≤c()τ h4
∫ tn+1
tn−1
∥∥uLh∥∥2H1(Γ(t)) + ∥∥∥∂•vahuLh∥∥∥2L2(Γ(t)) dt(5.38)
+ c()h4
∥∥un+1h ∥∥2H1(Γn+1) + c∥∥ϕn+1h ∥∥2L2(Γn+1) + ∥∥∇Γn+1ϕn+1h ∥∥2L2(Γn+1)
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Proof . From the definition of H1 (5.35) we have∣∣H1(ϕn+1h )∣∣ ≤ ∣∣L2 (ULh , ϕn+1h )− L2,h (ULh ,Φn+1h )∣∣+ ∣∣a (un+1h , ϕn+1h )− ah (Un+1h ,Φn+1h )∣∣(5.39)
+
∣∣b (un+1h , ϕn+1h ; (tah)n+1)− bh (Un+1h ,Φn+1h ; (T ah)n+1)∣∣
:= I + II + III.
For the first term, we follow [3, Proof of Lemma 4.3], using the transport formulas (3.32) and (3.33)
together with (B.8) and (B.10) we have
I =≤ c
τ
∣∣∣∣∣
∫ tn+1
tn−1
mh
(
∂•h,V ahU
L
h (·, t),Φn+1h (·, t)
)
+ gh
(
ULh (·, t),Φn+1h (·, t);V ah(·, t)
)
(5.40)
−m
(
∂•h,vahu
L
h (·, t), ϕn+1h (·, t)
)
+ g
(
uLh (·, t), ϕn+1h (·, t);vah(·, t)
)
dt
∣∣∣∣∣.
≤ch
2
τ
∫ tn+1
tn−1
(∥∥∥∂•h,vahuLh∥∥∥L2(Γ(t))
∥∥∥ϕn+1
h
∥∥∥
L2(Γ(t))
+
∥∥uLh∥∥H1(Γ(t)) ∥∥∥ϕn+1h ∥∥∥H1(Γ(t))
)
dt
≤∥∥∇Γn+1ϕn+1h ∥∥2L2(Γn+1) + c∥∥ϕn+1h ∥∥2L2(Γn+1)
+
c()
τ
h4
∫ tn+1
tn−1
∥∥∥∂•h,vahuLh∥∥∥2L2(Γ(t)) + ∥∥uLh∥∥2H1(Γ(t)) dt
where  is a positive constant of our choice. Using (B.9) we conclude that for all  > 0
II ≤ ch2 ∥∥∇Γn+1ϕn+1h ∥∥L2(Γn+1) ∥∥∇Γn+1un+1h ∥∥L2(Γn+1)(5.41)
≤ c()h4 ∥∥∇Γn+1un+1h ∥∥2L2(Γn+1) + ∥∥∇Γn+1ϕn+1h ∥∥2L2(Γn+1)
Using (B.11) we have for all  > 0
III ≤ ch2 ∥∥un+1h ∥∥L2(Γn+1) ∥∥∇Γn+1ϕn+1h ∥∥L2(Γn+1)(5.42)
≤ c()h4 ∥∥un+1h ∥∥2L2(Γn+1) + ∥∥∇Γn+1ϕn+1h ∥∥2L2(Γn+1) .
Applying the estimates (5.40)—(5.42) in (5.39) completes the proof of the Lemma. 
5.6. Lemma. For H2 defined in (5.36) and for all  > 0, we have the estimate
∣∣H2(ϕn+1h )∣∣ ≤ cτ h4
∫ tn+1
tn−1
‖u‖2H2(Γ(t)) +
∥∥∂•vau∥∥2H2(Γ(t)) dt(5.43)
+ cτ3
∫ tn+1
tn−1
‖u‖2H2(Γ(t)) +
∥∥∂•vau∥∥2H2(Γ(t)) + ∥∥∂•va(∂•vau)∥∥2H1(Γ(t)) dt
+ ch4 ‖u‖2H2(Γn+1) + c
∥∥ϕn+1h ∥∥2L2(Γn+1) +  ∥∥∇Γn+1ϕn+1h ∥∥2L2(Γn+1)
Proof . We set
(5.44) σ(t) =
{
3
2τ t ∈ [tn, tn+1]
− 12τ t ∈ [tn−1, tn].
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We start by noting that using the transport formula (3.33),
∣∣L2 (ρ, ϕn+1h )∣∣ =
∣∣∣∣∣
∫ tn+1
tn−1
σ(t)
(
m
(
∂•h,vahρ(·, t), ϕ
n+1
h
(·, t)
)
+ g
(
ρ(·, t), ϕn+1
h
(·, t);vah
)
dt
)∣∣∣∣∣
(5.45)
≤ c
τ
∫ tn+1
tn−1
(∥∥∥∂•h,vahρ(·, t)∥∥∥L2(Γ(t)) + ‖ρ(·, t)‖L2(Γ(t))
)∥∥∥ϕn+1
h
(·, t)
∥∥∥
L2(Γ(t))
dt.
Young’s inequality, (3.35), (C.2) and (C.3), yield the estimate
∣∣L2 (ρ, ϕn+1h )∣∣(5.46)
≤ch
4
τ
∫ tn+1
tn−1
(∥∥∂•vau(·, t)∥∥2H2(Γ(t)) + ‖u(·, t)‖2H2(Γ(t)) )dt+ ∥∥ϕhn+1∥∥2L2(Γn+1) .
Integrating in time the variational form (2.1) over the interval [tn, tn+1] with ϕ = ϕn+1
h
we have
m
(
un+1, ϕn+1
h
(·, tn+1)
)
−m
(
un, ϕn+1
h
(·, tn)
)
+
∫ tn+1
tn
a
(
u(·, t), ϕn+1
h
(·, t)
)
dt(5.47)
=
∫ tn+1
tn
− b
(
u(·, t), ϕn+1
h
(·, t);aT
)
+m
(
u(·, t), ∂•vaϕn+1h (·, t)
)
dt.
Similarly integrating in time the variational form (2.1) over the interval [tn−1, tn+1] with ϕ = ϕn+1
h
we
have
m
(
un+1, ϕn+1
h
(·, tn+1)
)
−m
(
un−1, ϕn+1
h
(·, tn−1)
)
+
∫ tn+1
tn−1
a
(
u(·, t), ϕn+1
h
(·, t)
)
dt(5.48)
=
∫ tn+1
tn−1
− b
(
u(·, t), ϕn+1
h
(·, t);aT
)
+m
(
u(·, t), ∂•vaϕn+1h (·, t)
)
dt.
From the definition (3.31), we observe that
L2
(
u, ϕn+1
)
=
2
τ
(
m
(
un+1, ϕn+1
h
(·, tn+1)
)
−m
(
un, ϕn+1
h
(·, tn)
))
(5.49)
− 1
2τ
(
m
(
un+1, ϕn+1
h
(·, tn+1)
)
−m
(
un−1, ϕn+1
h
(·, tn−1)
))
=
∫ tn+1
tn−1
σ(t)
(
m
(
u(·, t), ∂•vaϕn+1h (·, t)
)
− a
(
u(·, t), ϕn+1
h
(·, t)
)
− b
(
u(·, t), ϕn+1
h
(·, t);aT (·, t)
))
dt,
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with σ as defined in (5.44). Thus we have
L2
(
u, ϕn+1h
)
+ a
(
un+1, ϕn+1h
)
+ b
(
Rh un+1, ϕn+1h ; (t
a
h)
n+1
)
=(5.50) (
b
(
Rh un+1, ϕn+1h ; (t
a
h)
n+1
)
− b (un+1, ϕn+1h ;an+1T ))
+
(
b
(
un+1, ϕn+1h ;a
n+1
T
)− ∫ tn+1
tn−1
σ(t)b
(
u(·, t), ϕn+1
h
(·, t);aT (·, t)
)
dt
)
+
(
a
(
un+1, ϕn+1h
)− ∫ tn+1
tn−1
σ(t)a
(
u(·, t), ϕn+1
h
(·, t)
)
dt
)
+
∫ tn+1
tn−1
σ(t)m
(
u(·, t), ∂•vaϕn+1h (·, t)
)
:= I + II + III + IV
The first term on the right of (5.50) is estimated as follows, we have
|I| ≤ ∣∣−b (ρn+1, ϕn+1h ; (tah)n+1)∣∣+ ∣∣b (un+1, ϕn+1h ; (tah)n+1 − an+1T )∣∣(5.51)
For the first term on the right hand side of (5.51) we use (C.2) to see that for all  > 0
(5.52)
∣∣−b (ρn+1, ϕn+1h ; (tah)n+1)∣∣ ≤ c()h4 ‖u‖2H2(Γn+1) + ∥∥∇Γn+1ϕn+1h ∥∥2L2(Γn+1) .
For the next term on the right hand side of (5.51) we apply (B.3) and observe that for all  > 0
(5.53)
∣∣b (un+1, ϕn+1h ; (tah)n+1 − an+1T )∣∣ ≤ c()h4 ‖u‖2L2(Γn+1) + ∥∥∇Γn+1ϕn+1h ∥∥2L2(Γn+1) .
Thus we have
(5.54) |I| ≤ c()h4 ‖u‖2H2(Γn+1) + 
∥∥∇Γn+1ϕn+1h ∥∥2L2(Γn+1) ,
for all  > 0. For the second term on the right of (5.50) we have
|II| ≤1
τ
(∫ tn+1
tn
(tn+1 − t)(tn+1 − 3t− 4tn)
∣∣∣∣ d2dt2 b(u(·, t), ϕn+1h (·, t);aT (·, t))
∣∣∣∣dt(5.55)
+
∫ tn
tn−1
(t− tn−1)2
∣∣∣∣ d2dt2 b(u(·, t), ϕn+1h (·, t);aT (·, t))
∣∣∣∣dt
)
.
The estimate (A.6) and the fact that ∂•h,vahϕ
n+1
h
= 0 yield
|II| ≤ τ
∫ tn+1
tn−1
(
‖u‖L2(Γ(t))(5.56)
+
∥∥∥∂•h,vahu∥∥∥L2(Γ(t)) +
∥∥∥∂•h,vah(∂•h,vahu)∥∥∥L2(Γ(t))
)∥∥∥∇Γ(t)ϕn+1h ∥∥∥L2(Γ(t)) dt.
Young’s inequality and (3.36) give for all  > 0,
|II| ≤c()τ3
∫ tn+1
tn−1
(
‖u‖2L2(Γ(t)) +
∥∥∥∂•h,vahu∥∥∥2L2(Γ(t)) +
∥∥∥∂•h,vah(∂•h,vahu)∥∥∥2L2(Γ(t))
)
dt(5.57)
+ 
∥∥∇Γn+1ϕhn+1∥∥2L2(Γn+1) .
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The third term on the right of (5.50) is estimated in the same way using (A.5) and (3.36) to give for all
 > 0,
|III| ≤ c()τ3
∫ tn+1
tn−1
(∥∥∥∇Γ(t)∂•h,vah(∂•h,vahu)∥∥∥2L2(Γ(t)) +
∥∥∥∇Γ(t)∂•h,vahu∥∥∥2L2(Γ(t))(5.58)
+
∥∥∇Γ(t)u∥∥2L2(Γh(t)) )dt+ ∥∥∇Γn+1ϕhn+1∥∥2L2(Γn+1) .
The fourth term on the right of (5.50) may be estimated using (B.4) together with the fact that ∂•h,vahϕ
n+1
h
=
0 which gives for all  > 0,
(5.59) |IV | ≤ c()
τ
h4
∫ tn+1
tn
‖u‖2L2(Γ(t)) dt+ 
∥∥∇Γn+1ϕhn+1∥∥2L2(Γn+1) .
The estimates (5.46), (5.54), (5.57), (5.58) and (5.59) together with the estimates (B.6) and (B.7) com-
pletes the proof of the Lemma. 
We may now finally complete the proof of Theorem 5.4.
Proof of Theorem 5.4 With the error decomposition of (5.34) and the estimates on the Ritz projection
error C.2 it remains to bound θ. With the same argument as used in the proof of Lemma 5.3, i.e., (5.13)—
(5.18) and the usual estimation of the non-symmetric term using Young’s inequality, we have
1
4
∂τ
(
m (θn, θn) +m
(
2θn(·, tn−1)− θn−1, 2θn(·, tn−1)− θn−1) )(5.60)
+(1− )∥∥∇Γn+1θn+1∥∥2L2(Γn+1) ≤ ∣∣H1(θn+1)∣∣+ ∣∣H2(θn+1)∣∣+ c(c()∥∥θn+1∥∥2L2(Γn+1)
+ ‖θn‖2L2(Γn) +m
(
2θn(·, tn−1)− θn−1, 2θn(·, tn−1)− θn−1) ),
for  a positive constant of our choice. Inserting the bounds from Lemmas 5.5 and 5.6 we obtain
1
4
∂τ
(
m (θn, θn) +m
(
2θn(·, tn−1)− θn−1, 2θn(·, tn−1)− θn−1) )(5.61)
+(1− )∥∥∇Γn+1θn+1∥∥2L2(Γn+1) ≤ c(∥∥θn+1∥∥2L2(Γn+1) + ‖θn‖2L2(Γn)
+m
(
2θn(·, tn−1)− θn−1, 2θn(·, tn−1)− θn−1) )
+
c
τ
h4
∫ tn+1
tn−1
‖u‖2H2(Γ(t)) +
∥∥∂•vau∥∥2H2(Γ(t)) + ∥∥uLh∥∥2H1(Γ(t)) + ∥∥∥∂•vahuLh∥∥∥2L2(Γ(t)) dt
+ cτ3
∫ tn+1
tn−1
‖u‖2H2(Γ(t)) +
∥∥∂•vau∥∥2H2(Γ(t)) + ∥∥∂•va(∂•vau)∥∥2H1(Γ(t)) dt
+ ch4 ‖u‖2H2(Γn+1) + ch4
∥∥un+1h ∥∥2H1(Γn+1) ,
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where we have suppressed the dependence of the constants on . Summing over time, multiplying by τ
and choosing  > 0 suitably yields (where we have dropped a positive term), for n ∈ {2, . . . , N}
‖θn‖2L2(Γn) + c1τ
n∑
k=2
∥∥∇Γkθk∥∥2L2(Γk) ≤ ∥∥θ1∥∥2L2(Γ1) + cτ n∑
i=1
∥∥θi∥∥2
L2(Γi)
(5.62)
+m
(
2θ1(·, t0)− θ0, 2θ1(·, t0)− θ0)
+ ch4
∫ tn
0
‖u‖2H2(Γ(t)) +
∥∥∂•vau∥∥2H2(Γ(t)) + ∥∥uLh∥∥2H1(Γ(t)) + ∥∥∥∂•vahuLh∥∥∥2L2(Γ(t)) dt
+ cτ4
∫ tn
0
‖u‖2H2(Γ(t)) +
∥∥∂•vau∥∥2H2(Γ(t)) + ∥∥∂•va(∂•vau)∥∥2H1(Γ(t)) dt
+ cτh4
n∑
i=2
(
‖u‖2H2(Γi) + ch4
∥∥uih∥∥2H1(Γi)) .
A discrete Gronwall argument together with the stability bounds of Lemmas 4.2 5.3 and the assumptions
on the approximation of the initial data and starting values complete the proof. 
5.7. Fully discrete BDF1 ALE-ESFEM scheme. We could also have considered an implicit Euler time
discretisation of the semidiscrete scheme (4.1) as follows. Given U0h ∈ S0h find Un+1h ∈ Sn+1h , n ∈
{0, . . . , N − 1} such that for all Φn+1h ∈ Sn+1h and for n ∈ {0, . . . , N − 1}
(5.63)
1
τ
(
mh
(
Un+1h ,Φh
n+1
)−mh (Unh ,Φn+1h (·, tn)))+ah (Un+1h ,Φn+1h ) = −bh (Un+1h ,Φn+1h ; (T ah)n+1) .
Using the ideas in the analysis presented above it is a relatively straight forward extension of [3] to show
the following error bound.
5.8. Corollary (Error bound for an implicit Euler time discretisation). Let u be a sufficiently smooth
solution of (1.1) and let the geometry be sufficiently regular. Furthermore let uih, (i = 0, . . . , N) denote
the lift of the solution of the implicit Euler fully discrete scheme (5.63). Furthermore, assume that initial
data is sufficiently smooth and that the approximation of the initial data is such that
(5.64)
∥∥∥u(·, 0)− Rh u(·, 0)∥∥∥
L2(Γ0)
+
∥∥∥Rh u(·, 0)− u0h∥∥∥
L2(Γ0)
≤ ch2,
holds. Then for 0 < h ≤ h0, 0 < τ ≤ τ0 (with h0 dependent on the data of the problem and τ0 dependent
on the data of the problem and the arbitrary tangential velocity aT ) the following error bound holds.
For n ∈ {0, . . . , N}
‖u(·, tn)− unh‖2L2(Γn) + c1h2τ
n∑
i=1
∥∥∥∇Γih (u(·, ti)− uih)∥∥∥2L2(Γi)(5.65)
≤ c (h4 + τ2) sup
t∈[0,T ]
(
‖u‖2H2(Γ(t)) +
∥∥∂•vau∥∥2H2(Γ(t))) .
6. NUMERICAL EXPERIMENTS
We report on numerical simulations that support our theoretical results and illustrate that, for certain
material velocities, the arbitrary tangential velocity may be chosen such that the meshes generated during
the evolution are more suitable for computation than in the Lagrangian case. We also report on an ex-
periment in which we investigate numerically the long time behaviour of solutions to (1.1) with different
initial data when the evolution of the surface is a periodic function of time. The code for the simulations
made use of the finite element library ALBERTA [20] and for the visualisation we used PARAVIEW [21].
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In many of the examples the velocity fields and the suitable right hand sides (in the case of benchmark
examples) were computed using MapleTM.
For each of the simulations, an initial triangulation Γ0h is obtained by first defining a coarse macro
triangulation that interpolates at the vertices the continuous surface and subsequently refining and pro-
jecting the new nodes onto the continuous surface. The vertices are then advected with the velocity va
(c.f. §1). In practice it is often the case that this velocity must be determined by solving an ODE, through-
out the above analysis we have assumed this ODE is solved exactly and hence that the vertices lie on the
continuous surface at all times.
6.1. Example (Benchmarking experiments). We define the level set function
(6.1) d(x, t) =
x21
a(t)
+ x22 + x
2
3 − 1,
and consider the surface
(6.2) Γ(t) =
{
x ∈ R3 |d(x, t) = 0, x3 ≥ 0
}
.
The surface is the surface of a hemiellipsoid with time dependent axis. We set a(t) = 1 + 0.25 sin(t)
and we assume that the material velocity of the surface v has zero tangential component. Therefore the
material velocity of the surface is given by [1]
(6.3) v =
−∂td
|∇d|
∇d
|∇d| = vν,
with
(6.4) v(x, t) =
−∂td(x, t)
|∇d(x, t)| and ν(x, t) =
∇d(x, t)
|∇d(x, t)| for x ∈ Γ(t), t ∈ [0, T ],
where d is given by (6.1).
We consider a time interval [0, 2] and insert a suitable right hand side in (1.1) such that the exact
solution is u(x, t) = sin(t)x1x2, i.e., we compute a right hand side for (1.1) from the equation
(6.5) f = ∂tu+ v∇u+ u∇Γ(t) · v − ∆Γ(t)u.
To investigate the performance of the proposed BDF2-ALE ESFEM scheme we report on two nu-
merical experiments. First we consider the Lagrangian scheme i.e., aT = 0. Secondly we consider an
evolution in which the arbitrary tangential velocity is nonzero. The velocity is defined as follows;
(6.6) va1 (x, t) =
0.25 cos(t)
2(1 + 0.25 sin(t))1/2
x0, v
a
2 (x, t) = v
a
3 (x, t) = 0, x0 ∈ Γ0.
The arbitrary tangential velocity is then determined by aT = va − v where va and v are defined by
(6.6) and (6.3) respectively. We note that va · µ = 0 as the conormal to the boundary of Γ(t) is given by
(0, 0,−1)T .
We remark that for this example, the continuous surface and the choice of the arbitrary velocity va are
such that the lift (c.f., (3.2)) of the triangulated surface (with straight boundary faces) is the continuous
surface in both the Lagrangian and the ALE case. This holds as the normal to the continuous surface
ν(x, t) is a vector in the plane x3 = 0 and the boundary curves ∂Γ(t) and ∂Γh(t) (in both the Lagrangian
and ALE case) are curves in the plane x3 = 0. Thus the assumptions of Remark 3.3 are satisfied and the
preceding analysis is applicable.
6.2. Definition. Experimental order of convergence (EOC) For a series of triangulations {Ti}i=0,...,N we
denote by {ei}i=0,...,N the error and by hi the mesh size of Ti. The EOC is given by
(6.7) EOC(ei,i+1, hi,i+1) = ln(ei+1/ei)/ ln(hi+1/hi).
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In Tables 1 and 2 we report on the mesh size at the final time together with the errors and EOCs in
equivalent norms to the norms appearing in Theorem 5.4 for the two numerical simulations considered in
Example 6.1. Specifically we lift the continuous solution onto the discrete surface (the inverse of the lift
defined in (3.2)) and measure the errors in the following norm and seminorm
L∞(L2) := sup
n∈[2,...,N ]
∥∥u(·, tn)−l − Unh ∥∥L2(Γnh)
L2
(
H1
)
:=
N∑
i=2
(
τ
∥∥∥∇Γih (u(·, ti)−l − U ih)∥∥∥2L2(Γih)
)1/2
The EOCs were computed using the mesh size at the final time and the timestep was coupled to the initial
mesh size. The starting values for the scheme were taken to be the interpolant of the exact solution. We
observe that the EOCs support the error bounds of Theorem 5.4 and that for this example the errors with
the Lagrangian and ALE schemes are similar in magnitude. We remark that in all the computations the
integrals have been evaluated using numerical quadrature of a sufficiently high order such that the effects
of quadrature are negligible in the evaluation of the convergence rates.
h L∞(L2) EOC L2
(
H1
)
EOC
0.88146 0.07772 - 0.63634 -
0.47668 0.02087 2.13842 0.36133 0.92064
0.24445 0.00546 2.00845 0.18755 0.98184
0.12307 0.00140 1.97958 0.09480 0.99420
0.06165 0.00036 1.96828 0.04754 0.99823
TABLE 1. Errors and EOC in the L∞ (0, T ; L2) seminorm and the L2
(
0, T ; H1
)
norm
for Example 6.1 with the Lagrangian scheme (aT = 0).
h L∞(L2) EOC L2
(
H1
)
EOC
0.85679 0.07876 - 0.63090 -
0.44695 0.02134 2.00683 0.35151 0.89884
0.22693 0.00560 1.97379 0.18173 0.97332
0.11415 0.00143 1.98248 0.09177 0.99437
0.05722 0.00036 1.98228 0.04601 0.99973
TABLE 2. Errors and EOC in the L∞ (0, T ; L2) norm and the L2
(
0, T ; H1
)
seminorm
for Example 6.1 with the velocity defined by (6.6) which includes a nonzero arbitrary
tangential component aT .
6.3. Example (Comparison of the Lagrangian and ALE schemes). We define the level set function
(6.8) d(x, t) =
x21
a(t)2
+G(x22) +G
(
x23
L(t)2
)
− 1,
where a(t) = 0.1 + 0.01 sin(2pit), L(t) = 1 + 0.3 sin(4pit) and G(s) = 31.25s(s− 0.36)(s− 0.95).
We consider the surface
(6.9) Γ(t) =
{
x ∈ R3 |d(x, t) = 0} .
28 CHARLES M. ELLIOTT AND CHANDRASEKHAR VENKATARAMAN
To compare the Lagrangian and the ALE numerical schemes we first consider a numerical scheme where
the nodes are moved with the material velocity, which we assume is the normal velocity. For this Lag-
rangian scheme we approximate the nodal velocity by solving the ODE (6.3) at each node numerically
with d as in (6.8). Secondly we consider an evolution of the form proposed in [10] where the arbitrary tan-
gential velocity is nonzero. The evolution is defined as follows; for each node (Xj(t), Yj(t), Zj(t))T :=
Xj , j = 1, . . . , J , given nodesXj(0), j = 1, . . . , J on Γ0, we set
(6.10) Xj(t) = Xj(0)
a(t)
a(0)
, Yj(t) = Yj(0) and Zj(t) = Zj(0)
L(t)
L(0)
, t ∈ [0, T ].
Thus d(Xj(t), t) = 0, j = 1, . . . , J, t ∈ [0, T ]. In this case at a vertex Xj , j = 1, . . . , J , the arbitrary
tangential velocity aT (Xj , t) is given by aT (Xj , t) = ddtXj(t)− v(Xj(t), t). We note that the value
of aT at the vertices is sufficient to define the tangential velocity that enters the scheme T ah (c.f., (3.4)).
We insert a suitable right hand side for (1.1) by computing an f (as in Example 6.1) such that the exact
solution is u(x, t) = cos(pit)x1x2x3 and consider a time interval [0, 1].
We used CGAL [22] to generate an initial triangulation Γ0h of Γ
0. The mesh had 15991 vertices (the
righthand mesh at t = 1 in Figure 1 is identical to the initial mesh). We used the same initial triangulation
for both schemes. We considered a time interval corresponding to a single period of the evolution, i.e.,
[0, 1] and selected a timestep of 10−3 and used a BDF2 time discretisation, i.e., the scheme (5.1). The
starting values for the scheme were taken to be the interpolant of the exact solution.
Figure 1 shows snapshots of the meshes obtained with the two different velocities. We clearly observe
that moving the vertices of the mesh with the velocity with a nonzero tangential component generates
meshes that appear much more suitable for computation than the meshes obtained when the vertices are
moved with the material velocity. Figure 2 shows the interpolant of the error, i.e., the Figure shows plots
of the function enh ∈ Sh(tn) with nodal values given by enh(Xj) = |(Uh(Xj))n − u(Xj , tn)| , j =
1, . . . , J . We observe that the ALE scheme has a significantly smaller error than the Lagrangian scheme.
6.4. Example (Simulation on a surface with changing conormal). We compute on a graph Γ(t) above the
unit disc which is given by the following parameterisation
(6.11) x(θ, t) =
(
θ1, θ2, 2 sin(2pit)(1− θ21 − θ22)
)
, θ = (θ1, θ2)
T ∈ B1(0), t ∈ [0, 0.25].
Defining the height of the graph
(6.12) z(θ, t) = 2 sin(2pit)(1− θ21 − θ22), θ = (θ1, θ2)T ∈ B1(0), t ∈ [0, 0.25],
we set the material velocity to be the normal velocity of the graph which is given by
(6.13) v(θ, t) =
−∂tz(θ, t)
(
(∇z(θ, t))T ,−1)T )
1 + |∇z(θ, t)|2 , θ ∈ B1(0), t ∈ [0, 0.25].
We will again compare a Lagrangian and ALE scheme. For the ALE scheme we define the arbitrary
velocity
(6.14) va1(θ, t) = 0,v
a
2(θ, t) = 0,v
a
3(θ, t) = ∂tz(θ, t) θ ∈ B1(0), t ∈ [0, 0.25].
The arbitrary tangential velocity is then determined by aT = va − v.
For this example we define the initial triangulation Γ0h (which is used for both schemes) with curved
boundary faces in such a way that the initial triangulation is an exact triangulation of the unit disc, i.e.,
Γ0h = Γ
0. We also note that as the the velocity fields v and va, defined by (6.13) and (6.14) respectively,
are zero on the boundary, the triangulation of the boundary remains exact for all times.
In Figure 3 we show some snapshots of the evolution of the same initial triangulation using the Lag-
rangian and ALE velocities, we have used a coarse initial triangulation so that the individual elements are
clearly visible. For this example the ALE velocity clearly yields a mesh more suitable for computation.
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We consider the following equation on the surface (6.11);
(6.15) ∂•vu+ u∇Γ(t) · v − ∆Γ(t)u = 10 sin
(
2pix23
)
on Γ(t), t ∈ [0, 0.25],
with natural boundary conditions of the form (1.2). We take the initial data u(x, 0) = 0. We selected
a timestep of 10−5. We employed the BDF1 (implicit Euler) scheme (5.63) to compute the discrete
solutions.
Figure 4 shows the computed to solution to (6.15) at the final time on successive refinements of the
mesh with the ALE and Lagrangian schemes. We observe good agreement between the solutions with
the coarser and finer meshes in the ALE case and qualitative agreement between these solutions and the
solution with Lagrangian scheme on the finest mesh (although even with the finest mesh the resolution
of the surface is poor in the Lagrangian case). On the coarser meshes the Lagrangian scheme does not
adequately resolve the surface and the source term and hence generates qualitatively different solutions
to the fine mesh Lagrangian and (all three) ALE simulations.
6.5. Example ( Long time Lagrangian simulations on a surface with periodic evolution ). We consider a
surface
(6.16) Γ(t) =
{
x ∈ R3
∣∣∣∣ x21a(t)2 + x22b(t)2 + x23c(t)2 − 1 = 0
}
,
with a(t) = 1− 0.1 sin(pit), b(t) = 1− 0.2 sin(pit) and c(t) = 1 + 0.1 sin(pit). The surface is therefore
an ellipsoid with time dependent axes and the initial surface at t = 0 is the surface of the unit sphere. We
assume the material velocity of the surface is the normal velocity. We consider (1.1) posed on the surface
with four different initial conditions
u1(x, 0) = 1 x ∈ Γ0,(6.17)
u2(x, 0) = 1 + sin(2pix1) x ∈ Γ0,(6.18)
u3(x, 0) = 1 + 4 sin(8pix1) + 3 cos(6pix2) + 2 sin(8pix3) x ∈ Γ0,(6.19)
u4(x, 0) = 1 + 8 sin(16pix1) + 7 cos(14pix2) + 6 sin(24pix3) x ∈ Γ0.(6.20)
We used the Lagrangian BDF1 scheme (5.63) to simulate the equation on a triangulation of the sphere
with 16386 vertices and selected a timestep of 10−4. We approximated the initial data for the numerical
method as follows
Uh,1(x, 0) = 1 x ∈ Γ0h,(6.21)
Uh,2(x, 0) = I˜hu2(x, 0) +
∫
Γ0h
(
1− I˜hu2(·, 0)
)
x ∈ Γ0h,(6.22)
Uh,3(x, 0) = I˜hu3(x, 0) +
∫
Γ0h
(
1− I˜hu3(·, 0)
)
x ∈ Γ0h,(6.23)
Uh,4(x, 0) = I˜hu4(x, 0) +
∫
Γ0h
(
1− I˜hu4(·, 0)
)
x ∈ Γ0h,(6.24)
where I˜h : C(Γ0) → Sh(0) denotes the linear Lagrange interpolation operator. The approximations of
the initial conditions for the numerical scheme were chosen such that the initial approximations have the
same total mass. We note that the approximations of the the initial conditions satisfy (5.31).
Figure 5 shows plots of the initial conditions (6.22), (6.23) and (6.24) on the discrete surface. Figure
6 shows snapshots of the discrete solution for the case of constant initial data (6.21) we observe that the
numerical solution appears to converge rapidly to a periodic function. We wish to investigate numerically
the effect of the initial data on this periodic solution, to this end we compute the numerical solution with
the initial conditions (6.22), (6.23) and (6.24) and compare these numerical solutions to that obtained
with constant initial data. Figure 7 shows the L2(Γh(t)) norm of the difference between the numerical
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solutions with the non-constant initial data and the numerical solution with the constant initial data versus
time. It appears that the numerical solutions converge to the same periodic solution for all four different
initial conditions.
APPENDIX A. TRANSPORT FORMULA
The following transport formula play a fundamental role in the formulation and analysis of the numer-
ical method.
A.1. Lemma (Transport formula). Let M(t) be a smoothly evolving surface with material velocity v,
let f and g be sufficiently smooth functions and w a sufficiently smooth vector field such that all the
following quantities exist. Then
d
dt
∫
M(t)
f =
∫
M(t)
∂•vf + f∇Γ · v,(A.1)
d
dt
∫
M(t)
fw · ∇Γg =
∫
M(t)
(∂•vfw · ∇Γg + f∂•vw · ∇Γg + fw · ∇Γ∂•vg)(A.2)
+
∫
M(t)
∇Γ · v (fw · ∇Γg)−
∫
M(t)
fw · BΓ(v)∇Γg
d
dt
∫
M(t)
∇Γf · ∇Γg =
∫
M(t)
(∇Γ∂•vf · ∇Γg +∇Γ∂•vg · ∇Γf)(A.3)
+
∫
M(t)
(∇Γ · v − 2DΓ(v))∇Γf · ∇Γg,
with the deformation tensors defined by
BΓ(vij) = (∇Γ)ivj −
m+1∑
l=1
νlνi(∇Γ)jvl and DΓ(vij) = 1
2
((∇Γ)ivj + (∇Γ)jvi) ,
respectively.
Proof . Proofs of (A.1) and (A.3) are given in [1]. The proof of (A.2) is as follows, (for further details
see the proof of (A.3) in [1, Appendix]) we have
d
dt
∫
M(t)
fw · ∇Γg =
∫
M(t)
∂•v (fw · ∇Γg) +∇Γ · v (fw · ∇Γg)(A.4)
=
∫
M(t)
(
∂•vf (w · ∇Γg) + f (∂•vw) · ∇Γg + fw · (∂•v∇Γg) +∇Γ · v (fw · ∇Γg)
)
.
Finally, application of the following result from [7, Lemma 2.6]
∂•v∇Γ(t)g = ∇Γ(t)∂•vg − BΓ(v)∇Γ(t)g,
in (A.4) completes the proof of the Lemma. 
For the analysis of the second order scheme we note that repeated application of the transport formula
together with the smoothness of the velocity yields the following bounds, see [4, Lemma 9.1] for
a similar discussion. Let Γ be a smoothly evolving surface with material velocity v, let f and g be
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sufficiently smooth functions and w a sufficiently smooth vector and further assume ∂•vg = 0 then∣∣∣∣ d2dt2
∫
Γ
∇Γf · ∇Γg
∣∣∣∣ ≤ ∣∣∣∣∫
Γ
∇Γ∂•v(∂•vf) · ∇Γg
∣∣∣∣(A.5)
+ c
(∣∣∣∣∫
Γ
∇Γ∂•vf · ∇Γg
∣∣∣∣+ ∣∣∣∣∫
Γ
∇Γf · ∇Γg
∣∣∣∣) ,∣∣∣∣ d2dt2
∫
Γ
fw · ∇Γg
∣∣∣∣ ≤ ∣∣∣∣∫
Γ
∂•v(∂
•
vf)w · ∇Γg
∣∣∣∣(A.6)
+ c
(∣∣∣∣∫
Γ
∂•vfw · ∇Γg
∣∣∣∣+ ∣∣∣∣∫
Γ
fw · ∇Γg
∣∣∣∣) .
APPENDIX B. APPROXIMATION RESULTS
For a function η ∈ C0(Γ(t)) we denote by Ihη ∈ Slh the lift of the linear Lagrange interpolant of
I˜hη ∈ Sh, i.e., Ihη = (I˜hη)l. The following Lemma was shown in [23].
B.1. Lemma (Interpolation bounds). For an η ∈ H2 Γ(t) there exists a unique Ihη ∈ Slh(t) such that
(B.1) ‖η − Ihη‖L2(Γ(t)) + h
∥∥∇Γ(t)(η − Ihη)∥∥L2(Γ(t)) ≤ ch2 ‖η‖H2(Γ(t)) .
The following results provide estimates for the difference between the continuous velocity (here we
mean the velocity that includes the arbitrary tangential motion and not the material velocity) and the
discrete velocity of the smooth surface together with an estimate on the material derivative.
B.2. Lemma. Velocity and material derivative estimates∣∣∣∂•h,vah (va − vah)∣∣∣+ h ∣∣∣∇Γ(t)∂•h,vah (va − vah)∣∣∣ ≤ ch2 on Γ(B.2)
‖aT − tah‖L2(Γ(t)) + h
∥∥∇Γ(t) (aT − tah)∥∥L2(Γ(t)) ≤ ch2 ‖aT ‖H2(Γ(t)) .(B.3) ∥∥∥∂•vaz − ∂•h,vahz∥∥∥L2(Γ(t)) ≤ ch2 ‖z‖H1(Γ(t))(B.4) ∥∥∥∇Γ(t) (∂•vaz − ∂•h,vahz)∥∥∥L2(Γ(t)) ≤ ch ‖z‖H2(Γ(t))(B.5) ∥∥∥∂•va∂•vaz − ∂•vah∂•h,vahz∥∥∥L2(Γ(t)) ≤ ch2 ‖∂•vz‖H1(Γ(t))(B.6) ∥∥∥∇Γ(t) (∂•va∂•vaz − ∂•vah∂•h,vahz)∥∥∥L2(Γ(t)) ≤ ch ‖∂•vz‖H2(Γ(t)) .(B.7)
Proof . The estimate (B.2) is shown in [8, Lemma 7.3], (B.3) follows from Lemma B.1 and the fact that
T ah is the interpolant of the arbitrary tangential velocity and t
a
h is its lift. Estimates (B.4) and (B.5) are
shown in [2, Cor. 5.7]. The estimates (B.6) and (B.7) follow easily from (B.2), (B.4) and (B.5). 
We now state some results on the error due to the approximation of the surface
B.3. Lemma (Geometric perturbation errors). For any (Ψh(·, t),Φh(·, t)) ∈ Sh(t)× Sh(t) with corres-
ponding lifts (ψh(·, t), ϕh(·, t)) ∈ Slh(t)× Slh(t), the following bounds hold:
|m (ψh, ϕh)−mh (Ψh,Φh)| ≤ ch2 ‖ψh‖L2(Γ(t)) ‖ϕh‖L2(Γ(t))(B.8)
|a (ψh, ϕh)− ah (Ψh,Φh)| ≤ ch2
∥∥∇Γ(t)ψh∥∥L2(Γ(t)) ∥∥∇Γ(t)ϕh∥∥L2(Γ(t))(B.9)
|g (ψh, ϕh;vah)− gh (Ψh,Φh;V ah)| ≤ ch2 ‖ψh‖H1(Γ(t)) ‖ϕh‖H1(Γ(t))(B.10)
|b (ψh, ϕh; tah)− bh (Ψh,Φh;T ah)| ≤ ch2 ‖ψh‖L2(Γ(t))
∥∥∇Γ(t)ϕh∥∥L2(Γ(t)) ,(B.11)
with V ah,T
a
h,v
a
h and t
a
h as defined in §3.
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Proof . A proof of (B.8), (B.9) and (B.10) is given in [2, Lemma 5.5]. We now prove (B.11). We start
by introducing some notation. We denote by δh the quotient between the discrete and smooth surface
measures which satisfies [1, Lemma 5.1]
(B.12) sup
t∈(0,T )
sup
Γh(t)
|1− δh| ≤ ch2
We introduce P ,P h the projections onto the tangent planes of Γ(t) and Γh respectively. We denote by
H the Weingarten map (Hij = ∂xjνi).
|b (ψh, ϕh; tah)− bh (Ψh,Φh;T ah)| =
∣∣∣∣∣
∫
Γ(t)
ψht
a
h · ∇Γ(t)ϕh −
∫
Γh(t)
ΨhT
a
h · ∇Γh(t)Φh
∣∣∣∣∣(B.13)
From [1] we have
(B.14) ∇Γhη = Bh∇Γηl,
whereBh = P h(I − dH). We have with p,x as in (3.1),
T ah(x, ·) · ∇ΓhΦh(x, ·) = P hT ah(x, ·) · ∇ΓhΦh(x, ·)(B.15)
= P ht
a
h(p, ·) · P h(I − dH)P∇Γϕh(p, ·)
= P ht
a
h(p, ·) · P hP (I − dH)∇Γϕh(p, ·)
= (I − dH)PP htah(p, ·) · ∇Γϕh(p, ·)
=Qhtah(p, ·) · ∇Γϕh(p, ·)
where the last equality definesQh. We denote the lifted version byQlh Thus we may write (B.13) as
|b (ψh, ϕh; tah)− bh (Ψh,Φh;T ah)| =
∣∣∣∣∣
∫
Γ(t)
ψht
a
h · ∇Γ(t)ϕh −
∫
Γ(t)
1
δlh
ψhQlhtah · ∇Γ(t)ϕh
∣∣∣∣∣(B.16)
≤
∣∣∣∣∣
∫
Γ(t)
ψh(I −Qlh)Ptah · ∇Γ(t)ϕh
∣∣∣∣∣+ ch2,
where we have used (B.12). We now apply the following result from [1, Lem 5.1]
(B.17) sup
t∈(0,T )
sup
Γh(t)
|(I −Qh)P | ≤ ch2,
which yields the desired bound. 
APPENDIX C. RITZ PROJECTION ESTIMATES
It proves helpful in the analysis to introduce the Ritz projection Rh : H1(Γ)→ Slh defined as follows:
for z ∈ H1(Γ) with ∫
Γ
z = 0,
(C.1) a
(
Rh z, ϕh
)
= a (z, ϕh) ∀ϕh ∈ Slh,
with
∫
Γ
Rh z = 0.
C.1. Lemma (Ritz projection estimates). We recall the following estimates proved in [2, Thm. 6.1 and
Thm. 6.2] that hold for the mesh-size h sufficiently small∥∥∥z − Rh z∥∥∥
L2(Γ)
+ h
∥∥∥∇Γ (z − Rh z)∥∥∥
L2(Γ)
≤ ch2 ‖z‖H2(Γ) .(C.2) ∥∥∥∂•h,vah (z − Rh z)∥∥∥L2(Γ) + h
∥∥∥∇Γ∂•h,vah (z − Rh z)∥∥∥L2(Γ) ≤(C.3)
ch2
(
‖z‖H2(Γ) +
∥∥∂•vaz∥∥H2(Γ)) .
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FIGURE 1. Meshes obtained for Example 6.3 with an approximation of the Lag-
rangian (zero tangential) velocity (lefthand column) and with the ALE velocity (6.10)
(righthand column).
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FIGURE 2. Snapshots of the interpolant of the error using the two different schemes
for Example 6.3, the left hand column corresponds to the Lagrangian scheme and the
righthand column corresponds to the ALE scheme.
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FIGURE 3. Snapshots of the meshes obtained in Example 6.4 on moving the vertices
with the Lagrangian (6.13) and ALE velocities (6.14), left and right hand meshes in
each subfigure respectively, starting with the same initial triangulation with 545 ver-
tices. We observe that moving the vertices with the Lagrangian velocity leads to a
mesh that resolves the surface poorly at the final time.
FIGURE 4. Snapshots of the computed solution for Example 6.4 at the end time t =
0.25 (slightly tilted). Each subfigure shows the results of the Lagrangian (left) and ALE
schemes (right) starting with the same initial triangulations for both schemes.
FIGURE 5. Initial conditions (6.22), (6.23) and (6.24) for the simulations of Example 6.5.
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FIGURE 6. Snapshots of the numerical solution of Example 6.5 with constant initial
data (6.21).
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FIGURE 7. The L2(Γh(t)) norm of the difference between numerical solution with
constant initial data (6.21) and the numerical solutions corresponding to the initial con-
ditions (6.22), (6.23) and (6.24) (blue, red and black lines respectively).
