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I. Pendahuluan 
Data mining yang telah dikembangkan sejak tahun 1990 mempunyai potensial yang besar untuk menemukan 
informasi-informasi atau pola dari informasi yang belum diketahui. Ini dikarenakan banyaknya data akurat yang 
tercatat pada bidang kesehatan tetapi data-data tersebut belum terlalu diolah oleh expert. Data mining dapat 
digunakan menggali informasi dari data-data yang belum diolah tersebut. Metode data mining dapat 
diklasifikasikan berdasarkan cara pengerjaannya yaitu supervised learning, unsupervised learning dan semi-
supervised learning. Data mining pada umumnya dapat diklasifikasikan sebagai deskripsi dan prediksi. Proses 
deskripsi bertujuan untuk menemukan pola yang dapat dipahami manusia dan asosiasi, sedangkan metode 
prediksi bertujuan untuk meramalkan suatu hal [1]. 
Kehamilan adalah kondisi ketika seorang wanita mengandung embryo didalam rahimnya. Pada masa 
kehamilan, ibu dan anak menghadapi banyak resiko kesehatan karena pada masa kehamilan, sang ibu menjadi 
lebih sensitif dan rapuh. Komplikasi dari kehamilan dan proses mengandung merupakan penyebab kedua dari 
kematian pada gadis berumur 15-19 di dunia [2]. Pada tahun 2015, diperkirakan sebanyak 303 ribu wanita 
meninggal dikarenakan permasalahan terkait dengan kehamilan dan 2,7 juta bayi meninggal pada usia 28 hari 
pertama dan 2,6 juta bayi meninggal stillbirth, yaitu meninggal di janin atau selama persalinan [3]. 
Data mining telah banyak diaplikasikan pada bidang kesehatan, termasuk pada masalah kehamilan dan 
persalinan. Pada bidang kesehatan, banyak dilakukan metode Supervised Learning, karena kebanyakan data dari 
kesehatan telah dilengkapi dengan label, dan dibutuhkan data training untuk menentukan hasil dari proses 
tersebut. Salah satu teknik data mining yang banyak digunakan dalam bidang ini adalah teknik prediksi. Salah 
satu metode yang terkenal adalah Naïve Bayesian. Pada pengklasifikasian penyakit kandungan, Naïve Bayesian 
Classifier dengan Laplacian Smoothing memiliki tingkat akurasi lebih tinggi daripada Learning Vector 
Quantization. [4] Naïve Bayesian telah terbukti dapat bekerja dengan sangat baik pada bidang kesehatan [5], 
[6]. Karena induksi datanya cepat, metode ini kerap digunakan sebagai algoritma pendasar dalam studi 
komparatif [1]. Naïve Bayesian dikenal lebih mudah dipahami daripada algoritma lain, seperti Neural Networks 
dan Support Vector Machine [7]. 
Decision tree adalah metode data mining yang digambarkan dengan nodes, branches, dan leaves, dimana 
penentuan kedudukan nodes dipengaruhi oleh hasil test yang dilakukan. Decision tree dapat digunakan untuk 
metode klasifikasi [8], [9] dan prediksi [1], [10], [11]. Decision tree juga telah terbuki bekerja dengan baik pada 
bidang kesehatan [1], [12]. Decision tree mudah ditafsirkan, bahkan oleh masyarakat awam dan mudah untuk 
diikuti. Metode ini dapat mengatasi nilai yang hilang dan bisa menggabungkan data heterogen menjadi sebuah 
model [12]. Selain metode-metode tersebut, terdapat pula metode Support Vector Machine [13], Artificial 
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Keakuratan data yang digunakan pada bidang kesehatan dituntut untuk 
memiliki tingkat akurasi yang tinggi. Oleh karena itu banyaknya data pada 
bidang kesehatan ini perlu diimbangi dengan pemrosesan data yang sesuai 
salah satunya dengan menggunakan data mining. Data mining dapat 
digunakan untuk menggali informasi-informasi dari banyaknya data yang 
telah ada. Pada penelitian terdahulu khususnya pada masalah kehamilan dan 
persalinan, beberapa metode data mining telah diaplikasikan.. Dalam data 
mining, terdapat metode prediksi yang juga kerap digunakan untuk menggali 
dapat di bidang kehamilan dan persalinan. Pada paper ini, akan dijelaskan 
kelebihan dan kelemahan metode-metode prediksi yang sering digunakan 
pada masalah kehamilan dan persalinan. 
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Neural Network [14], [15] dan K-Nearest Neighbor [16] yang juga sering digunakan oleh peneliti pada bidang 
ini. 
Tujuan dari paper ini adalah untuk mengkaji ulang kondisi seni pada metode prediksi data mining yang 
digunakan pada masalah kehamilan dan persalinan serta untuk menampilkan kelebihan dan kekurangan dari 
berbagai algoritma untuk dijadikan perbandingan. Paper ini berisi tentang peninjauan teknik prediksi, 
perbandingan antar metode, dan menyimpulkan algoritma prediksi yang efisien untuk masalah kehamilan dan 
persalinan. 
II. Tinjauan Teknik-Teknik Prediksi 
Pada bidang kesehatan, data mining digunakan untuk analisis dan prediksi dari bermacam-macam penyakit 
[1], [13], [17]–[20]. Secara luas, metode data mining dapat diklasifikasikan berdasarkan apa yang dihasilkan 
seperti, deskripsi dan visualisasi; asosiasi dan klastering; dan klasifikasi dan estimasi, yang termasuk dalam 
model prediktif [21]. Data mining dibagi menjadi dua kategori, yaitu kategori prediksi yang terdiri dari 
klasifikasi, regresi dan times series dan kategori knowledge discovery yang terdiri dari deteksi deviasi, klastering, 
aturan asosiasi, penyimpulan, visualisasi dan text mining[5]. Metode prediksi adalah metode yang digunakan 
untuk memprediksi label apa yang akan diberikan pada data. Metode prediksi data mining bekerja sama seperti 
seorang manusia menganalisa data, perbedaannya adalah Metode prediksi data mining dapat digunakan pada 
sebuah dataset yang banyak, namun manusia hanya dapat menganalisa dataset yang kecil [22], [23]. Metode ini 
belajar dari data training untuk menemukan informasi, kemudian mengaplikasikannya pada data testing 
sehingga disebut ‘prediksi’. 
Langkah-langkah yang dilakukan dalam metode prediksi data mining terdiri dari tiga tahap, yaitu data 
processing, prediction dan deployment. Pada tahap data processing mengumpulkan data, kemudian dilakukan 
pemeriksaan preliminary pada kualitas data, kemudian dilakukan pemeriksaan apakah ada hal-hal seperti 
relationships, korelasi, atau interaksi kuat antar atribut. Jika ada, maka dilakukan train set, pembagian data dan 
tes validasi. Jika tidak ada, maka dilakukan pengukuran kembali. Kemudian, pada tahap prediction, dilakukan 
metode prediksi, kemudian ditentukan apakah diperlukan pengukuran kembali, jika iya, maka kembali ke tahap 
selanjutnya. Apabila tidak, validasi model, kemudian membandingkan model sehingga menghasilkan model 
final. Selanjutnya pada tahap deployment, model final tersebut diaplikasikan ke masalah yang ada [23]. Seperti 
yang telah disebutkan, terdapat banyak metode prediksi yang diajukan pada literatur ini sebagai pada Gambar 
1. Metode-metode tersebut dipakai untuk memecahkan masalah kehamilan dan persalinan. 
 
Gambar. 1. Algoritma Prediksi yang Diajukan 
A. Decision Tree 
Decision tree adalah sebuah model yang direpresentasikan sebagai sebuah pohon, dimana nodes-nya 
merupakan atribut dari data dan rules-nya dituliskan pada cabang-cabangnya, sehingga terlihat seperti flowchart. 
Sebuah binary decision tree memisahkan data (parent node) menjadi dua subset (child nodes) dengan 
menghitung feature terbaik yang ditentukan oleh sebuah kriteria yang dipilih. Dua subset yang terpilih itu 
menjadi parent nodes yang baru dan dibagi lagi menjadi dua child nodes. Pemecahan ini akan dilanjutkan sampai 
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semua observasi terklasifikasikan [12]. Algoritma yang digunakan untuk decision tree pada masalah kehamilan 
dan persalinan adalah C4.5 [8], [9], [24], [25] dan C5.0 [9][14]. Berikut adalah algoritma dasar untuk 
menginduksi sebuah pohon keputusan dari data training [26]. 
1. Buat sebuah node N; 
2. IF data di D sama dengan pada C, THEN 
3. RETURN N sebagai leaf node yang dilabeli kelas C; 
4. IF attribute_list kosong THEN 
5. RETURN N sebagai leaf node yang dilabeli kelas D //majority voting 
6. APLLY Attribute_selection_method(D, attribute_list)  
7. Labeli node N dengan splitting_criterion; 
8. IF splitting_atribute adalah nilai diskrit AND 
multiway split diperbolehkan THEN 
9. attribute_list <- attribute_list – splitting_attribute 
10. FOR EACH output j dari splitting_criterion 
11. jadikan Dj menjadi data di D outcome; 
12. IF D, kosong, maka 
13. attach sebuah leaf yang dilabeli majority class di D ke node N; 




Selanjutnya adalah pemodelan dengan decision tree. Berikut adalah permodelan decision tree dengan 
menggunakan berbagai macam algoritma. 
1) C4.5 
Algoritma C4.5 dikenalkan pada tahun 1993 oleh Ross Quinlan, yang juga mengenalkan algoritma ID3 pada 
kita [27]. Algoritma C4.5 ini merupakan pengembangan dari algoritma ID# yang sangat sensitive pada fitur 
dengan jumlah nilai yang banyak. Algoritma C4.5 menggunakan “Information gain”, yang direpresentasikan 
pada persamaan (1) dan (2). 
𝐺𝑎𝑖𝑛(𝑝) = 𝐹(𝐼𝑛𝑓𝑜(𝑇) − 𝐼𝑛𝑓𝑜(𝑝. 𝑇)) (1) 
Dimana:  





𝐼𝑛𝑓𝑜(𝑇) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑇) 
F = jumlah sampel pada database dengan nilai yang diketahui atau total dari sampel pada sebuah set. 
Decision trees dibangun oleh algoritma C4.5 dengan menggunakan data training dengan memilih satu 
atribut yang sangat efektif membagi sampel-sampel menjadi subset yang diperkaya pada satu kelas atau lainnya. 
Atribut dengan nilai information gain tertinggi dipilih untuk membuat keputusan. Algoritma C4.5 melakukan 
pengerjaan yang sama seperti ID3, namun dapat diimprovisasi menjadi empat pekerjaan yaitu (a) apat 
menggunakan data yang continuous, (b) dapat menggunakan missing values, (c) mampu menggunakan atribut 
dengan weight yang berbeda, dan pruning tree saat setelah dibuat [27]. 
2) C5.0 
C5.0 atau See5 merupakan pengembangan dari C4.5.  C4.5 merupakan algoritma yang mengikuti aturan dari 
ID3, dan C5 juga mengikut aturan dari C4.5, sehingga mempunyai rules yang hampir sama dengan algoritma 
C4.5. Sama seperti algoritma C4.5, algoritma C.5 menyediakan seleksi fitur, cross validation, dan pengurangan 
error pruning [28]. C5.0 juga mempunyai empat fitur, diantaranya (a) decision tree yang besar dapat dilihat 
sebagai aturan-aturan yang mudah dipahami, (b) memberikan pengetahuan tentang noise dan data yang hilang, 
(c) permasalahan over fitting dan error pruning diselesaikan oleh algoritma C5.0, dan (d) pengklasifikasian C5.0 
dapat mengantisipasi atribut mana yang relevan dan tidak [29]. 
B. Naïve Bayesian 
Metode Naïve Bayesian terkenal dengan prediksi probabilitas dari suatu data yang disajikan. Seperti 
namanya, metode Bayesian berdasarkan teorema Bayes. Sedangkan metode naïve Bayes juga sering disebut 
idiot’s Bayes, simple Bayes dan independence Bayes karena sangat mudah untuk dibuat dan tidak membutuhkan 
proses iterasi yang kompleks [30]. Bayesian Network digunakan oleh banyak peneliti pada bidang kesehatan 
[31]. Naïve Bayes menggunakan semua atribut, yang berdasarkan pada kedua asumsi, yaitu (a) Semua atribut 
sama penting [28], dan (b) semua atribut bersifat independen, tidak berhubungan antar satu dengan sama lain 
[28], [31]. 
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Asumsi independensi yang kuat antar parameter membuat syarat peluang menjadi sangat sederhana dan 
mudah untuk dihitung. Persamaan 3 merupakan model dari teorema Naïve Bayes. Teorema Naïve Bayes dapat 






C. Support Vector Machine 
Support Vector Machine (SVM) adalah metode untuk klasifikasi untuk data linear dan nonlinear. Metode 
SVM bekerja dengan pemetaan nonlinear untuk mengubah training menjadi dimensi yang lebih tinggi, 
kemudian dicari linear optimal separating hyperplane. Selanjutnya, data dari dua kelas tersebut dapat dipisahkan 
oleh sebuah hyperplane, yang dicari menggunakan support vectors dan margins [26]. Support vector machines 
diprediksikan adalah algoritma paling baik dalam akurasinya [32]. Support vector machines dinyatakan sebagai 
algoritma yang kuat karena strukturnya yang sederhana dan memerlukan jumlah fitur yang lebih sedikit. 
D. Neural Network 
Artificial neural network merupakan metode kecerdasan buatan berbasis data modelling yang populer dan 
banyak digunakan pada bidang kesehatan [1]. Ini dikarenakan kinerja prediktifnya, meskipun juga mempunyai 
beberapa kekurangan, diantaranya sensitivitasnya yang tinggi pada parameter dari metodenya [33]. Neural 
network (NN) dapat digunakan untuk klasifikasi dan pengenalan pola. Sebuah NN dapat beradaptasi karena 
dapat mengubah strukturnya dan mengatur beratnya berdasarkan informasi dari jaringan pada fase learning 
untuk meminimalisir errors [31]. 
E. K-Nearest Neighbor 
Metode klasifikasi K-Nearest Neighbour (K-NN) merupakan salah satu metode dari algoritma yang paling 
sederhana yang menemukan data yang tidak teridentifikasi menggunakan data points yang diketahui (nearest 
neighbor) dan mengklasifikasikan data dengan sistem voting [31]. Jika ditambahkan sebuah data yang tidak 
diketahui labelnya, K-NN mengklasifikasikan data tersebut dengan menghitung jarak terdekat majority dengan 
data yang sudah ada. Untuk menghitung jarak terdekat tersebut, digunakan banyak metode, namun yang paling 
banyak digunakan adalah Euclidean distance. 
Karena sangat sederhana, metode ini telah banyak digunakan pada berbagai bidang, seperti Pattern 
recognition, Image databases, Internet marketing, Cluster analysis dan lainnya [34].  Agar tidak terjadi voting 
seri pada binary classification, maka diusahakan nilai k berupa bilangan ganjil. Berikut adalah pseudocode dari 
metode K-Nearest Neighbor. 
K <- jumlah dari nearest neighbors 
foreach object X in test set do 
 hitung jarak D(X,Y) antara X dan setiap object Y 
 neighborhood <- k neighbors pada data training yang 
 terdekat dengan X 
 X class <- SelectClass(neighborhood) 
         Endfor 
 
III. Perbandingan Metode-Metode yang Ada 
Pada sesi ini, dipaparkan kelebihan dan kekurangan dari berbagai macam algoritma prediktif yang telah 
dijelaskan diatas. Tabel 1 menunjukkan perbandingan dari beberapa metode yang telah dijabarkan pada sesi 
sebelumnya. Beberapa metode tersebut diantaranya Decision Tree C4.5, Decision Tree C5.0, Naïve Bayesian, 
Support Vector Machine, Neural Network, dan K- Nearest Neighbor. 
Tabel 1 Perbandingan Metode-Metode 
Metode Kelebihan Kelemahan 
Decision Tree C4.5 
Efektif pada penyimpanan memori, karena memerlukan memori 
lebih sedikit untuk mengeksekusi program yang besar. 
Relatif cepat. 
Dapat mengatasi missing attributes. 
Dapat menggunakan data yang continuous [27]. 
Dapat menentukan seberapa dalam untuk membuat decision tree 
[28]. 
Transparan dalam menghasilkan nilai [1]. 
 
C4.5 membuat empty branches [35]. 
Permasalahan overfitting. 
Rentan terhadap noise atau outliers [35]. 
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Metode Kelebihan Kelemahan 
Decision Tree C5.0 
Lebih cepat dan efektif pada penyimpanan memori daripada C4.5 
Dengan decision tree yang kecil, dapat dihasilkan hasil yang baik 
[29]. 
Pada dasarnya merupakan pengembangan dari algoritma C4.5, 
sehingga pada beberapa aspek lebih unggul daripada algoritma 
C4.5 
Terdapat masalah segmentasi yang biasanya 
karena algoritma C5.0 menghabiskan stack 
space yang telah disediakan [36].  
Weighting case tidak menjamin hasil menjadi 
lebih akurat [36]. 
 
Naïve Bayesian 
Metodenya sederhana sehingga mudah dalam 
pengimplementasiannya. 
Performance-nya baik. [34] 
Akurat dan berakurasi tinggi bila diimplementasikan pada data 
yang banyak. [4] 
Menganggap semua atribut independen, 
sedangkan pada kesehatan, terkadang terdapat 
atribut yang saling berhubungan. 
Hasil kurang akurat jika data training sangat 
kurang dibandingkan data test. [4] 
Support Vector 
Machine 
Efektif pada high dimensional space. 
Dapat menangani non-linear data. 
Dapat menangani permasalahan multi class [28]. 
Memberikan solusi yang unik karena optimitas masalahnya 
convex [37]. 
Tidak adanya asumsi tentang bentuk fungsional dari transformasi 
[37]. 
Tidak terlalu bergantung pada seleksi parameter yang spesifik 
[1]. 
Komputasinya mahal [34], karena waktu 
training data relative lama [38]. 
Jika features sangat lebih banyak dari samples, 
kinerja akan menjadi buruk. 
Pemilihan parameters [38]. 
Neural Network 
Memerlukan formal stasticial training lebih sedikit disbanding 
algoritma lainnya. 
Mampu mendeteksi relasi nonlinear yang kompleks antara 
variabel dependent dan independent [39]. 
Dapat mendeteksi semua interaksi yang memungkinkan antara 
variabel predictor [39]. 
Mampu melakukan multiple training [39]. 
Kebiasaaan “black box” [39]. 
Proses komputasinya lebih besar [39]. 
Rawan terjadi overfitting [39]. 
K- Nearest 
Neighbor 
Mudah dipahami dan diimplementasikan. 
Proses data training dilakukan dengan cepat. 
Tidak terpengaruh oleh noise [34]. 
Cocok untuk kelas multimodal [34]. 
Memori terbatas, tidak dapat memproses data 
yang terlalu banyak. 
Sensitif pada local structure dari data [34]. 
Termasuk salah satu lazy learners. 
IV. Kesimpulan 
Pada bidang kehamilan dan persalinan, terdapat banyak data yang belum terolah oleh peneliti. Data mining 
merupakan metode yang cocok untuk mengolah data dalam jumlah besar sehingga dapat diambil informasinya. 
Metode data mining pada bidang kehamilan dan persalinan yang lebih sering digunakan adalah metode 
supervised learning, karena perlu adanya pengecekan dikarenakan ini berhubungan dengan kesehatan. Salah 
satu metode dari data mining, metode prediksi, telah dikaji di paper ini beserta algoritma-algoritma yang sering 
digunakan untuk penelitian. 
Dari kajian pada paper ini, dapat disimpulkan alasan dipilihnya algoritma C4.5 sebagai algoritma yang cocok 
untuk mengolah data kehamilan dan persalinan. Meskipun algoritma C4.5 mempunyai kelemahan yaitu rentan 
terhadap noise atau outliers, tetap dapat digunakan karena pada data kesehatan, tidak terlalu banyak outliers, 
selain itu terdapat berbagai cara untuk mengatasi kelemahan tersebut. Kelemahan lain adalah algoritma C4.5 
cenderung membuat branches yang tidak terlalu penting, ini juga tidak terlalu menjadi masalah pada bidang 
kehamilan dan persalinan karena atribut yang dipilih merupakan atribut yang penting. 
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