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In order to simulate open quantum systems, many approaches (such as Hamiltonian-based solvers
in dynamical mean-field theory) aim for a reproduction of a desired environment spectral density
in terms of a discrete set of bath states, mimicking the open system as a larger closed problem.
Existing strategies to find a compressed representation of the environment for this purpose can
be numerically demanding, or lack the compactness and systematic improvability required for an
accurate description of the system propagator. We propose a method in which bath orbitals are
constructed explicitly by an algebraic construction based on the Schmidt-decomposition of response
wave functions, efficiently and systematically compressing the description of the full environment.
These resulting bath orbitals are designed to directly reproduce the system Green’s function, not
hybridization, which allows for consideration of the relevant system energy scales to optimally model.
This results in an accurate and efficient truncation of the environment, with applications in a wide
range of numerical simulations of open quantum systems.
I. INTRODUCTION
In different fields of physics one is often confronted
with the task of describing an open quantum system,
coupled to a large environment. This environment can
induce dissipation and relaxation effects on the system
to (sometimes drastically) change its properties, such as
adding finite lifetimes and changing the effective masses
of the quasiparticles of the system[1]. There are many
examples where rather than explicitly treating the open
quantum system, the aim is to compress and approx-
imate the environmental effects, such that a compact,
closed problem comprising the system coupled to a small
set of ‘bath’ states can well approximate the dynamics of
the open system of interest. Commonly, this is done such
that accurate wave function-based techniques applicable
to closed systems can be used, potentially augmented
with additional system interactions. Due to the compu-
tational scaling of these calculations with respect to the
size of this bath space, an efficient protocol for a faithful
compression of the environmental effects in these bath
states is highly desirable, and is the focus of this work.
The applications of such an approach are numerous.
As an example, molecular scale electronics are concerned
with junctions where a single molecule is bound to con-
ducting leads, which apply a bias voltage and result
in a complicated non-equilibrium many-body problem
coupled to many degrees of freedom in the leads[2, 3].
Molecules with strong effective Coulomb interactions can
give rise to emergent phenomena in the system such as
Coulomb blockade or Kondo physics[4–8], while strong
vibrational coupling can result in a pronounced change
in conductivity and decoherence[9, 10]. These are gener-
ally treated with wave function approaches such as multi-
configurational time-dependent Hartree approximations,
∗ max.nusspickel@kcl.ac.uk
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and require an efficiently constructed and systemati-
cally truncated representation of the leads in order to
be effective[11, 12].
In the context of equilibrium many-body physics,
quantum embedding methods such as dynamical mean-
field theory (DMFT) [13–16] utilize a mapping of the
propagator of a macroscopic system to a smaller corre-
lated open quantum fragment (the so-called “impurity”),
coupled to its environment consisting of the rest of the
system. In order to solve for the properties of the im-
purity model with a Hamiltonian-based solver, the large
environment needs to be reduced to a tractable number
of bath states. Since tractable often means less than 10
bath states for exact-diagonalization (ED) solvers[17], or
up to 200 for approximate solvers, like density-matrix
renormalization group [18, 19], selected configuration in-
teraction approaches [20–22], or coupled-cluster singles
doubles (CCSD) [23, 24], an efficient construction of com-
pact bath orbitals faithfully representing the effect of the
environment coupling is essential for these methods.
Traditional approaches for the compression of an en-
vironment focus on optimally representing its coupling
to the open system, as represented by the environment
spectral density. While an accurate reproduction of this
quantity from the bath states is sufficient to ensure that
single-particle dynamics of the system are reproduced,
it is not necessarily the most efficient approach, as the
quantities of interest ultimately derive from the proper-
ties of the system, rather than a faithful representation of
this coupling. With this in mind, it is worth attempting
to incorporate details of the system Hamiltonian in order
to construct a more effective bath space which specif-
ically reproduces the system properties. In this work
we demonstrate the analytic construction of a compact
bath space which directly reproduces desired properties
of the system under the influence of the entire environ-
ment, rather than necessarily targeting a faithful repre-
sentation of the system-environment coupling. This may
result in a loss of accuracy in the description of the envi-
ronment spectral density (the hybridization), but results
ar
X
iv
:2
00
3.
06
06
2v
2 
 [c
on
d-
ma
t.s
tr-
el]
  1
4 J
ul 
20
20
2in a faster convergence of the system properties with re-
spect to bath size, and in an efficient and systematically
improvable expansion of the environmental contribution
to the system properties.
To achieve this, we use a technique based on the
Schmidt decomposition of quantum information theory
in order to construct bath orbitals which are represented
as contractions over the full set of explicit environmen-
tal states. The method ensures that these bath orbitals
exactly span the minimal space necessary to represent a
chosen wave function across the full system. By changing
the wave functions that we span with the bath orbitals,
we can change the expectation values which we target to
be conserved in the system space by construction. In or-
der for these bath states to be represented efficiently as
single-particle orbitals, a constraint on the approach is
that the properties which are matched must be derived
from arbitrary functions of a quadratic system Hamil-
tonian, in the absence of explicit two-body interactions.
This necessitates a mean-field-like approximation to the
system Hamiltonian in order to construct approximate
bath states. Alternatively, if the system interactions are
very strong and substantially change the spectral width
of the system propagator, then this modification to the
system one-particle properties can be included via the lin-
ear coupling to additional fictitious auxiliary terms repre-
senting the iterative effect of a system self-energy[25–27],
as is performed in the iterations of DMFT.
This Schmidt decomposition approach to construct
bath orbitals has been used before, in the (energy-
weighted) density-matrix embedding theory [25, 26, 28,
29] and in ω-DMFT [30, 31], where the bath states were
selected to reproduce (energy weighted) density matri-
ces of the system, or the system single-particle propa-
gator (Green’s function) and its derivatives at a given
frequency, respectively. Similar decomposition methods
have also been used elsewhere, for example in order to au-
tomatically partition orbital spaces[32]. The bath orbital
construction introduced in this paper aim to generalize
these approaches, to represent the dynamics of the single-
particle propagator of the system either on the real- or
the imaginary-frequency axis more efficiently. We com-
pare their performance with the traditional approaches of
‘direct discretization’ of the environmental coupling de-
tailed in Ref. 33, and the numerical optimization of bath
states[34], both widely used in DMFT as well as other
applications[17, 35].
We first briefly introduce the direct discretization
method (Sec. II A) and the numerical optimization ap-
proach (Sec. II B). After this, we describe the projec-
tion method based on Schmidt decomposition (Sec. III)
and introduce a new way to truncate the bath space for
efficient description of equilibrium system dynamics, ei-
ther for the real frequency or imaginary frequency system
propagator. Application of these bath states to describe
the system propagator of the 3d shell of an iron atom in
the iron porphyrin molecule, as well as the case of the or-
bitals of the pi-system of benzene coupled to a continuous
hybridization (mimicking the conduction band of a metal
surface) will be shown in Sec. IV, comparing extensively
to direct discretization of the hybridization, as well as
numerical fitting of bath states. Additionally, using the
example of the iron porphyrin molecule, we test if these
results transfer to problems involving explicit two-body
interaction terms in the Hamiltonian, and compare the
occupation of the 3d states in the presence of different
bath orbitals as a compressed environment description
at the level of coupled-cluster theory.
II. THEORY
The general set up for the problem consists of Nsys de-
grees of freedom in a system, coupled to an environment,
so that the full Hamiltonian can be written as
H = Hsys +Henv +Hcoup. (1)
We assume that the environment Hamiltonian is
quadratic
Henv =
Nenv∑
x
xc
†
xcx, (2)
and that the coupling to the system is linear in the system
operators, as
Hcoup =
Nsys∑
a
Nenv∑
x
Vaxc
†
xca + h.c. (3)
Throughout this paper we will index the degrees of free-
dom of the system with a, b and of the environment with
x, y. If the environment contains non-diagonal terms,
these can be effectively removed via a diagonalization of
Henv and rotation of the c
(†)
x operators. While the num-
ber of these environment states (Nenv) can be arbitrarily
large in principle, and thus resulting in a continuous en-
vironment spectral density, given by
Jab(ω) =
Nenv∑
x
VaxV
∗
bx δ(ω − x), (4)
the projective approach presented in this work requires
a finite-sized environment in practice. We note that a
finite-sized approximation to an infinite environment can
still be achieved by means of the direct discretization,
after which the projective methods discussed later be-
comes applicable again. We now describe the different
approaches to compress the description of the environ-
ment in order to reduce the dimensionality of H.
A. Direct discretization
In the direct discretization method, the environment
spectral density (the hybridization spectrum) is directly
3approximated as a real frequency valued quantity. This
is achieved by dividing J(ω) (the matrix of the elements
of Eq. (4)) into N disjoint frequency intervals and in
each interval the spectral density is approximated by a
simple set of poles centered at some energy within the
interval. The number of poles in each set is determined
by the number of coupling vectors required to reproduce
the spectral density at that energy as an outer product,
which is smaller or equal to the number of system or-
bitals. The work of de Vega et. al. (Ref. 33) proposes
to define energy intervals by the requirement that each
interval [ωn, ωn+1] should have the same ratio of the total
environment spectral weight∫ ωn+1
ωn
tr J(ω) dω =
1
N
∫ ωmax
ωmin
tr J(ω) dω, (5)
with ω0 = ωmin and ωN−1 = ωmax. Different applica-
tions may require a different choice of intervals, for ex-
ample in the numerical renormalization group method a
logarithmic discretization with more discretization points
towards the low-energy region is standard [36]. In this
work, however, we only consider the division according to
equal environment spectral weight of each interval. Note
that Ref. 33, where this equal spectral weight division
was proposed, only considers the case of a single degree
of freedom in the system, i.e., the spectral density is a
scalar function, instead of a matrix function. We gener-
alized this in Eq. (5) by including the trace operator.
For each interval, the set of coupling vectors which
produce the integrated spectral density can be obtained
by diagonalization
∫ ωn+1
ωn
Jab(ω) dω =
Nsys∑
x
V˜ (n)ax λ
(n)
x V˜
(n)
bx =
Nsys∑
x
V (n)ax V
(n)
bx ,
(6)
where V˜ (n) and λ(n) are the eigenvectors and eigenval-
ues of the integrated spectral density in the interval
[ωn, ωn+1] and V
(n)
ax =
√
λ
(n)
x V˜
(n)
ax . Note that J(ω) is pos-
itive semidefinite at all ω due to the outer product form of
Eq. (4) and thus all λ
(n)
x ≥ 0 Finally, taking the union of
the couplings V
(n)
ax over all intervals n yields an approxi-
mate set of system-environment couplings Vax = ∪nV (n)ax
over the interval [ωmin, ωmax]. This diagonalization step
replaces the simpler operation of taking the square-root
in case of a scalar J(ω), but leads to the addition of up
to Nsys bath states for each interval. Finally, the corre-
sponding bath state energies n are calculated as interval
averages
n =
∫ ωn+1
ωn
ω tr J(ω) dω∫ ωn+1
ωn
tr J(ω) dω
. (7)
We note that the direct discretization method can be
regarded as a pole merging procedure: In each frequency
interval all poles are shrunk into a single energy and the
corresponding combined spectral density is decomposed
into a set of Nsys coupling vectors. In this way, the ap-
proach is systematically improvable to the exact descrip-
tion of the environment spectral density as the number of
intervals increases, correspondingly increasing the num-
ber of effective bath states representing this environment.
An alternative pole merging procedure for a scalar J(ω)
was described in Ref. 37 and used in a real frequency
DMFT formalism.
In some applications the exact environment spectral
density is not explicitly known. An example for this is
DMFT after the introduction of a self-energy in the en-
vironment. If this self-energy can be expressed in an ex-
plicit pole (Lehmann) representation, then the environ-
ment Hamiltonian can again can expressed in the form of
Eq. 2 and the direct discretization method used as above.
If only the hybridization function
∆ab(z) =
∫
Jab(ω)
z − ω dω =
Nenv∑
x
VaxVbx
z − x (8)
is known, then it can be related to the environment spec-
tral density via the Sokhotski-Plemelj theorem
J(ω) = lim
η→0+
− 1
pi
Im ∆(ω + iη), (9)
with the caveat that any finite broadening (η) will lead
to an error compared to the exact spectral density. How-
ever, in other cases the hybridization is only known on the
Matsubara axis far from the real frequency axis. In these
cases, analytic continuation could be performed to ob-
tain the spectral density, although the smoothing of the
spectral features in this will again result in further ap-
proximation. On the other hand, if DMFT is performed
on the real axis with a sufficiently small broadening η,
according to Eq. (9), the scaled imaginary part of the
hybridization could be used as an (broadened) approxi-
mation of the exact spectral density[35].
B. Numerical optimization
Often it is sufficient to find a discretization of the bath,
which approximately reproduces the hybridization along
the Matsubara axis, without the need for a good match
along the real axis. This is often performed for DMFT
applications with Hamiltonian-based solvers[17, 34, 38],
where a distance functional of the form
d[∆disc] =
N∑
n=0
w(ωn)tr |∆(iωn)−∆disc(iωn)|2 (10)
is minimized, where ∆disc is the discretized hybridiza-
tion,
[∆disc(z)]ab =
Nbath∑
k
VakV
∗
bk
z − k , (11)
4and {Vak, k} denotes the system-bath coupling and bath
energy for state k. The frequency weighting function
w(ωn) controls the desired focus of the fit onto high or
low energy Matsubara dynamics (taken in this work to be
1/ωn), while N determines how many Matsubara points
are included in the fit.
The numerical minimization of Eq. 10 works, since the
hybridization is a smooth function on the Matsubara axis
and only weakly dependent on the detailed features of
the spectral density, especially at high energies. As a
result, the optimization surface defined by the functional
d[∆disc] also varies smoothly with variations of the fitting
parameters.
However, this weak dependence becomes a disadvan-
tage if one would like to reconstruct the spectral density
from the Matsubara hybridization, as the required ana-
lytic continuation is generally ill-conditioned. Further-
more, the numerical minimization of the cost function
in Eq. 10 is computationally expensive for larger num-
bers of bath orbitals and system degrees of freedom, with
the number of parameters to numerically optimize scal-
ing as O[NbathNsys]. The robustness of this optimization
has also been called into question as the hybridization
function becomes more complex with large off-diagonal
contributions, ensuring that it is often not a favoured
approach (and sometimes even a limiting step) for large
impurity and bath spaces in DMFT[21]. However, recent
work using semi-definite programming to automatically
enforce the physically allowed structure of Eq. 11 holds
promise to improve the robustness of this approach [34].
Additionally, a regularized distance functional, based on
a data-science approach, has been proposed to improve
the efficiency of the numerical fitting approach [39].
III. PROJECTIVE APPROACH
The direct discretization and numerical optimization
methods define the bath states solely based on the en-
vironment Hamiltonian and its coupling to the system,
Henv and Hcoup. They are devised such that regions
of large environment spectral density (hybridization) are
most faithfully represented, and to minimize the overall
error made in the description of the environment. How-
ever, if there are regions where the hybridization is large,
but which is well outside the effective energy scales of
the system, then these environmental states will corre-
spondingly have a small affect on the system properties,
despite a potentially large coupling. This results in bath
states which are representing energy scales which are not
required for a faithful representation of system dynamics.
The projection approach here aims to take this into
account, by explicitly computing bath orbitals which are
required in order to exactly match a particular system
property. This builds information from the whole Hamil-
tonian into the reduced dimensionality environment con-
struction, rather than neglecting the form and spectral
range of Hsys. The constraint for this exact construction
in order to ensure single-particle bath states is that the
system Hamiltonian is of quadratic form, i.e.,
Hsys =
Nsys∑
ab
habc
†
acb. (12)
In DMFT, this is exactly the form required in the con-
struction of bath states, since the impurity model which
aims to be matched consists of the uncorrelated impurity
(system) Hamiltonian of quadratic form, connected to
the environment represented by the hybridization, which
can be cast in the form of Eq. 8 [17] (see Appendix VI A
for a detailed proposal of how this approach would be
combined with DMFT). In other applications, an approx-
imate quadratic form of the system Hamiltonian could
be formed, potentially including self-energy effects of the
system as explicit additional terms in the system Hamil-
tonian and thus taking electron correlation into account
when constructing the bath [25, 26].
In contrast to the direct method and numerical mini-
mization method which determine fictitious bath param-
eters to match the environment spectral density, the pro-
jection method explicitly constructs a set of bath orbitals
that span some subspace of the complete environment.
While this bath space is determined by the full Hamil-
tonian, the parameters of the bath space are then deter-
mined via projection of Henv and Hcoup into this sub-
space. In this way, the bath orbitals generated by the
projection method can never be “wrong”, but only more
or less efficient in their ability to describe the desired
influence of the environment. As the number of bath
orbitals increases, the space spanned must rigorously ap-
proach the full space of the environment. When the num-
ber of bath orbitals is equal to Nenv, then the bath space
is complete, and any further orbitals will simply be in the
linear span of the previous bath orbitals. In this way, the
bath space construction is efficient, and trivially system-
atically improvable to an exact description of the original
environmental space.
As discussed in Sec. II A, in some cases the hybridiza-
tion is only known as a function of (possibly imaginary)
frequency and not in a pole or Lehmann representation
amenable to rewritting in the form of Eq. 4. In these
cases, however, another strategy, like the direct method
or numerical minimization with a larger number of dis-
cretization intervals or fit parameters can be used first
in order to determine a suitable description of the envi-
ronment via the energies x and couplings Vax, without
the need for a compact representation. The projection
method can then subsequently be applied in order to re-
duce the environment degrees of freedom to a manageable
size of bath degrees.
The quantity conserved over the system degrees of free-
dom depends on the state chosen to be decomposed, from
which the bath orbitals spanning the environmental sub-
space are defined. Any expectation value can be split into
the overlap of two (unnormalized) wave functions. As
long as each of these wave functions is decomposed into
5its appropriate compressed bath space via the Schmidt
decomposition, then the bath space required to exactly
match the individual wave functions over the system for
the expectation value of interest will be spanned.
In this work, the bath orbitals for the projection
method are derived from the Schmidt decomposition of
a wave function with the general form
f(H)c(†)a |Ψ〉 , (13)
where f(H) is some function of the full Hamiltonian given
by Eqs. (1–3, 12) and |Ψ〉 the ground state of the latter.
This form allows for arbitrary probes of the one-particle
physics of the system, via the possible expectation values
formed from overlaps of these states, as well as ensur-
ing that the Schmidt decomposition will provide single-
particle orbitals. Denoting the eigenvalues and eigenvec-
tors of H as λi and Ci, the lesser (occupied) and greater
(virtual) bath orbitals resulting from the decomposition
have the form
|b<a (Q)〉 =
∑
i:λi<µ
Nenv∑
x
CaiCxif(λi;Q) |x〉 (14)
|b>a (Q)〉 =
∑
i:λi>µ
Nenv∑
x
CaiCxif(λi;Q) |x〉 , (15)
where we use Q to denote some set of parameters which
the function f(λi;Q) may depend on parametrically.
We can define the ‘power’ bath orbitals, introduced for
EwDMET[25, 26] which employ the power functions
f(λi;n) = λ
n
i n ∈ {0, 1, 2, . . . } (16)
and which exactly span the space required to match the
nth-order energy-weighted density matrices, defined as
T
<,(n)
ab = 〈Ψ|c†b[ca, H]{n}|Ψ〉 (17)
T
>,(n)
ab = 〈Ψ|[ca, H]{n}c†b|Ψ〉, (18)
where [ca, H]{n} = [...[[ca, H], H], . . . H] with n total
commutators, and [ca, H]0 = ca. These system observ-
ables correspond to the moments of the spectral distri-
bution for the particle and hole propagators of the sys-
tem [26], with the zeroth-order moment representing the
single-particle density matrix of the system, conserved in
the DMET construction [28]. It should be noted that by
including all powers of Eq. (16) individually up to some
degree nmax, the space of (all) polynomials of degree nmax
is spanned, regardless of their specific form. As an exam-
ple, the power bath orbitals of EwDMET span a space to
ensure the ability to reproduce the system spectral func-
tions defined in a basis of Chebyshev polynomials to the
same degree[18].
In Ref. 30, ‘dynamic’ bath orbitals were introduced
with the function
f(λi; z) =
1
z − λi , (19)
which ensure the matching of the particle and hole
Green’s functions at the complex frequency z with
Im (z) 6= 0. These were further generalized to provide
the derivatives of the Green’s function at any frequency
in Ref. 31. While these gave compact bath spaces for de-
scribing the interacting Green’s function of the system,
the dynamical nature of the bath introduced additional
difficulties. We note that other choices of kernel func-
tions f are possible and in appendix VI B we discuss one
such choice, which would match the Legendre represen-
tation of the imaginary time Green’s function.
In this work we build on the imaginary part of these dy-
namic bath orbitals, but ensure a fixed, static bath space.
The reasoning behind this is that the real and imaginary
part of Green’s functions and self-energies are not inde-
pendent, but related via the Kramers-Kroning relations.
In our previous work of Ref. 31 we were concerned with
a pointwise matching of the values and derivatives of the
Green’s function between a lattice and impurity space.
Since the description of the Green’s function away from
this frequency point can in principle be poor, matching
only the imaginary part of the Green’s function does not
guarantee a matching of the real part at the same fre-
quency via the Kramers-Kroning relations, since they
contain an integration over the whole frequency axis.
In Ref. 31 we thus included real and imaginary part of
the dynamic bath orbitals independently. In this work
we aim to reproduce the Green’s function more globally
along the frequency axis and thus only use the imaginary
part to construct orbitals.
We focus on two choices of frequency points, one where
the complex frequencies are located on the shifted real
frequency axis, i.e., z = ωm+iΛ with ωm being uniformly
distributed in some frequency interval [ωmin, ωmax], and
the other where we use the Matsubara points z = iωn =
i(2n+1)pi/β with β defining an inverse temperature scale.
With these choices of complex frequencies, ensuring the
matching of the imaginary part of the system propagator
results in a kernel for the bath orbitals as
f(λi;ωm,Λ) = − Λ
(ωm − λi)2 + Λ2 (20)
for the shifted real frequencies, and
f(λi;ωn) = − ωn
λ2i + ω
2
n
(21)
for the Matsubara frequencies. Inserting these functions
into Eqs. (14, 15) yields the corresponding bath orbitals
representing the environment, which we term ‘spectral
orbitals’ [using Eq. (20)] and ‘Matsubara orbitals’ [using
Eq. (21)], respectively. Note that for Λ→∞ in Eq. (20)
or ωn →∞ in Eq. (21), the function becomes a constant
and insensitive to the eigenvalues λi. As a result, in these
limiting cases, the kernel function becomes identical to
the zeroth-order power orbitals of Eq. (16).
In contrast to our previous work, where we selected
a small set of evolving (dynamic) bath orbitals for each
6frequency considered, here we construct spectral or Mat-
subara bath orbitals over a large set of frequency points.
The orbitals are then orthonormalized by diagonalizing
the outer product matrix P with elements
Pxy =
∑
ζ∈{<,>}
Nsys∑
a
∑
Q
〈x|bζa(Q)〉 〈bζa(Q)|y〉 , (22)
where x, y are the eigenstates of Eq. (2). Only after this
orthonormalization do we reduce the number of chosen
bath orbitals by selecting the eigenvectors of P which
correspond to the Nbath largest eigenvalues (due to the
outer product form, P is positive semidefinite). This
relates to choosing the largest Schmidt vectors to rep-
resent the linear span required to reproduce the system
spectral function in each domain. Note that this proce-
dure requires that the orbitals |bζa(Q)〉 are not normalized
before P is constructed and their normalization simply
follows from Eqs. (14, 15) and the inserted functions (20)
or (21), respectively. In this way, the norm of the orbitals
is large, if the system-environment coupling is strong [via
CaiCxi in Eqs. (14,15)] and/or the energies of the envi-
ronment are close the real frequency of the orbital [for
spectral orbitals via Eq. (20)] or the absolute energies
are close to the magnitude of the imaginary frequency
[for Matsubara orbitals via (21)].
As a result, the largest eigenvectors of P represent
linear combinations of environment orbitals with large
norm, i.e., those which are most significant in describ-
ing the overall effect of the environment on the real fre-
quency (spectral orbitals) or imaginary frequency (Mat-
subara orbitals) Green’s function, respectively. We note
that as an result of this truncation in the eigenspace of P,
the property of exact conservation of the Green’s func-
tion at the chosen set of frequencies is lost. Instead,
the Nbath selected eigenvectors efficiently approximate
the Green’s function across the selected frequency range,
with a well-defined and efficient truncation criteria which
can be systematically improved. If additionally the ex-
act conservation of a property is desired, for example of
the density matrix via the zero-order power orbitals, one
can construct these first, remove their linear span from
the environment space x in Eqs. (14,15), and add them
to the selected eigenvectors of P to obtain the final set
of bath orbitals.
Once a set of Nbath orthonormal bath states {|β〉} has
been constructed this way, the Hamiltonian representing
the system and compressed environment is found by pro-
jecting the full Hamiltonian of Eq. (1) into the system ⊕
bath space via
H ′ = R†HR, (23)
with
R = Rsys +Rbath =
Nsys∑
a
|a〉 〈a|+
Nbath∑
β
|β〉 〈β| . (24)
The approximate hybridization, which H ′ represents, is
then given by the right term of Eq. (8), with the poles
x being the eigenvalues of R
†
bathH
′Rbath and the cou-
plings Vx being R
†
sysH
′RbathU , where the columns of U
are the eigenvectors of R†bathH
′Rbath (which rotate the
bath orbitals into its eigenbasis).
IV. RESULTS
We test the performance of the spectral and Matsubara
bath orbitals introduced in Sec. III on two contrasting
cases of open systems with a quadratic Hamiltonian, to
see how faithfully and compactly they can represent the
effect of their environment. These are:
1. The 3d atomic shell of the iron atom of an iron
porphyrin molecule (FeN4C20H12) described by a
mean-field Hamiltonian.
2. The pi-orbitals of a benzene molecule (C6H6) cou-
pled to a continuous, model hybridization of a
metallic conduction band.
In the first case, the poles of the environment spectral
density are directly known, whereas in the second case
the hybridization is only known as a parameterized func-
tion, taken to be constant within some interval, com-
monly used as a model of leads in molecular junctions.
A. 3d Shell of Iron Porphyrin
Due to its biological significance, the iron porphyrin
molecule has been studied extensively, with many differ-
ent computational methods[43–45]. Electrons in the par-
tially filled 3d atomic orbitals of the central iron atom
experience strong electron–electron interactions, which
constitute a difficult problem for density functional the-
ory and may necessitate a multireference treatment for
high accuracy results[46, 47]. In this context, quantum
embedding methods can be an useful alternative, since
they are more flexible in the choice of the correlated (“im-
purity”) subspace, which can be made up of partially oc-
cupied, local degrees of freedom, than quantum chemical
multireference methods[48]. Since quantum embedding
methods often utilize computationally demanding, high
accuracy quantum impurity solvers, an efficient descrip-
tion of the environment is crucial, which makes iron por-
phyrin an ideal test case for the spectral and Matsubara
bath orbitals.
We first perform a restricted Hartree–Fock (RHF) cal-
culation using the cc-pVTZ basis set [49] (956 orbitals)
and determine intrinsic atomic orbitals [50] (IAOs), using
the quantum chemistry framework PySCF [51]. Five of
the constructed IAOs have large overlap with the five 3d
basis functions centered at the iron atom and we use these
as the system (the “impurity”), with the remaining IAOs
plus the eigenvectors of the projector into the remaining
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FIG. 1. Imaginary parts of the hybridized Green’s function
(top row) of the 3d states of iron porphyrin and the imagi-
nary part of the corresponding hybdridization function (bot-
tom row). The vertical dotted lines show the energies of the
unhybridized 3d states.
space (orthogonal complement to the IAO space) defin-
ing the environment orbitals. Taken all together, these
states define a rotation of the original canonical Hartree–
Fock orbitals. The exact hybridization (on the level of
RHF), can be calculated as discussed in Sec. III, with the
Hamiltonian H ′ in Eq. (23) being the full Fock matrix of
the RHF calculation (i.e., R is set to unity). The imag-
inary part of the hybridized Green’s function of the 3d
orbitals, as well as the corresponding hybridization are
shown in Fig. 1. From this figure alone, one can already
see that due to the large environment the hybridization
function can exhibit a complex structure and have spec-
tral weight over a large energy range. In fact, the core
states of the molecule lead to features in the hybridization
far below the energy range shown in Fig. 1 (for example
the 1s orbital of iron lies at ≈ −261 EH). On the other
hand, the hybridized system’s Green’s function shows far
less complexity. It is thus easy to see that a matching of
the Green’s function will be more simply achieved than
matching the hybridization.
Following the Hartree–Fock calculation, we construct
the spectral orbitals via Eqs. (20) and (14, 15), using
1000 uniform frequency points in the interval between
ωmin = −10 Eh and ωmax = 10 Eh and with a broaden-
ing of Λ = 0.05 Eh. These states are orthonormalized by
diagonalizing the outer product matrix of Eq. (22) and
selection of eigenvectors with the largest eigenvalues as
discussed in Sec. III. We compare this to the direct dis-
cretization method using the equal spectral weight crite-
rion of Eq. (5) in the same interval [−10 Eh, 10 Eh]. Note
that we use a broadened (η = 0.05 Eh) imaginary part of
the hybridization instead of the spectral density J(ω) for
the determination of the intervals according to Eq. (5).
Once these intervals are found, however, we use the un-
broadened spectral density to calculate the couplings and
average energies according to Eqs. (6, 7).
To compare the errors of both methods, we calculate
the modelled hybridization function of each bath space,
∆′(ω), as well as resulting Green’s function
G′(ω) =
1
ω −Hsys −∆′(ω) (25)
and compare them to the exact quantities ∆(ω) and G(ω)
with the full environment, using the metric
χ[A] =
√∑
mab
|Aab(ωm + iη)−A′ab(ωm + iη)|2, (26)
where A can be either ∆ or G, depending on whether the
hybridization or system Green’s function is to be com-
pared. For the evaluation of Eq. (26), we use the same
uniform frequency points in the interval [−10 Eh, 10 Eh]
and the same broadening η = Λ = 0.05 Eh, as for the
spectral orbitals. We note that defining a fair metric
for comparison of the accuracy of real-frequency spectral
functions is difficult. However, while the quantitative
errors presented will depend on the choice of η, the qual-
itative results hold for a range of this parameter, and the
general conclusions are sound.
Figure 2 shows the error χ of the bath orbitals from
spectral projection and direct discretization in the real-
frequency domain, for different numbers of bath orbitals.
In this systems the spectral orbital method performs bet-
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FIG. 2. Error of the retarded (real-frequency) hybridization
(top row) and Green’s function (bottom row) defined accord-
ing to Eq. (26) for the Fe 3d shell of iron porphyrin. The
‘Direct discretization’ refers to the method of Sec. II A, and
the ‘Spectral orbitals’ to the projected bath orbitals with the
kernel of Eq. (20). Since the direct discretization method
is very sensitive to the intervals defined by the equal spec-
tral weight criterion, the decay of the errors (especially of the
Green’s function) is noisy and not monotonic.
ter than the direct discretization method, both with re-
spect to the error of the hybridization and of the Green’s
8function. 20 spectral orbitals have a similar accuracy
as 80 direct bath states when measuring the error of
the Green’s function. Furthermore, the efficiency of the
spectral orbitals improves even more with larger num-
ber of bath orbitals. It should be noted that for the
direct discretization, the error in the hybridization is rel-
atively monotonically decreasing, while the errors in the
described system Green’s function are larger and less sys-
tematic. In contrast, the spectral orbitals give a gener-
ally better and more systematic description of G(ω) than
∆(ω), reflecting their design approach. Nevertheless, the
orbitals still give a better description of both quantities
compared to the direct discretization method.
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FIG. 3. Error of the Matsubara hybridization (top row) and
system Green’s function (bottom row) defined according to
Eq. (27) for the Fe 3d shell of iron prophyrin. The ‘Numerical
fit’ refers to the method in Sec. II B, while the ‘Matsubara
orbitals’ refer to the projected bath orbitals with the kernel
of Eq. (21).
Next we test the Matsubara orbitals, which are
designed to optimally reproduce the Matsubara
Green’s function, for the same system. We calculate the
Matsubara hybridization and Green’s function on the
first 1000 Matsubara points with the inverse temperature
β = 100 E−1h . Similar to Eq. (26), we measure the
error of the Matsubara system Green’s function and
hybridization as
χ[A] =
√∑
nab
|Aab(iωn)−A′ab(iωn)|2. (27)
In addition to the direct discretization and Matsubara
orbital methods, we also compare to a direct numerical
optimization of the bath orbitals as described in Sec. II B.
These ‘numerical fit’ bath orbitals are specifically con-
structed to numerically minimize the hybridization error
estimate. Finally, while the spectral orbitals were con-
structed to reproduce the real axis Green’s function, since
the analytic continuation from real to imaginary axis is
well conditioned, they should also be able to describe the
Matsubara Green’s function in a systematically improv-
able fashion. For this reason, we also compare to the
spectral orbitals in Fig. 3.
The Matsubara orbitals outperform the direct dis-
cretization method significantly, with only ten orbitals
giving a more accurate representation of the system
Green’s function than 60 states from the direct discretiza-
tion. Additionally, they also performs slightly better
than the numerical fit for the the Green’s function accu-
racy, while at the same time being less computationally
demanding, extendable beyond a few tens of orbitals and
not dependent on starting parameters as compared to the
numerical fitting. The numerical fit gives the best de-
scription of the hybridization for small numbers of bath
orbitals, but this is to be expected as this quantity is di-
rectly minimized. We note that the numerical fit could
also be performed with the difference of the Green’s func-
tions, rather than hybridization in the distance functional
of Eq. (10). In this case the numerical method should
likely be the most accurate, as it explicitly minimizes
this error norm[17]. On the other hand the fit also be-
comes more computationally demanding, the analytic ex-
pressions for the gradient of the objective function more
involved, and the question of appropriate starting pa-
rameters still prevails. The spectral orbitals are far less
efficient in expanding the Matsubara Green’s function
than the Matsubara orbitals. This is somewhat expected,
since it is well known that Matsubara quantities can be
well approximated with a small number of states, while
this is in general not possible along the real frequency
axis. The Matsubara orbitals can thus make use of this
flexibility, while the spectral orbitals also have to fulfill
the more restrictive constraint of representing an accu-
rate real frequency spectrum.
1. Bath convergence in the presence of local interactions
To address the question of how spectral and Matsub-
ara orbitals perform in the presence of explicit electron
correlation, we apply coupled-cluster theory with single
and double excitations (CCSD) to solve for the ground
state of the correlated quantum cluster problem, defined
by the 3d states of the iron porphyrin molecule (the sys-
tem) and a set of bath orbitals describing the molecular
environment, and calculate the number of 3d electrons
via the one-particle reduced density matrix. Questions
regarding the occupation of orbital spaces are relevant in
many applications and have been been studied for similar
systems before [52]. We note that only the one-electron
Hamiltonian is projected into the bath space, whereas an
explicit unscreened electron-electron interaction term is
only added for the 3d electrons. This is equivalent to the
situation in the non-interacting bath variant of DMET
[53] and in line with DMFT, which also does not account
for explicit electron interactions between impurity and
bath in its standard formulation. Mean-field interactions
between system and bath electrons are still taken into
9account, since the system’s one-electron Hamiltonian is
taken to be the Fock matrix (plus a double counting cor-
rection, to remove the mean-field interaction between 3d
electrons). The number of electrons of the cluster prob-
lem was chosen such that the total number of 3d elec-
trons in the mean-field calculation of the cluster problem
is best matched to the mean-field number from the full
system calculation (approximately 6.30).
For all kinds of bath orbitals (direct discretization,
spectral orbitals, and Matsubara orbitals) and depend-
ing on the number of bath orbitals, we find two different
mean-field solutions in the cluster, one which approaches
an total occupation of the 3d space with approximately
6.26 electrons with increasing bath size, and the other
approaching the correct value of 6.30. Furthermore, the
first solution is clearly unphysical, as it has different occu-
pations of the 3dxz and 3dyz orbitals and thus breaks the
point group symmetry of the molecule. We ignore these
unphysical solutions and perform the correlated CCSD
method only for the mean-field solutions of the second
type, which have the correct point group symmetry. Fig-
ure 4 shows the occupation of the 3d states for different
number of bath states. The spectral and especially the
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FIG. 4. Occupation of iron 3d orbitals of iron porphyrin, when
solved as a quantum cluster problem with CCSD for different
number of bath orbitals. Gaps between the data points are
due to the neglect of the unphysical solution, discussed in the
main text. The four nitrogen ligands are placed on top of the
x and y axis, with the iron atom being at the origin.
Matsubara bath orbitals converge the occupation much
more quickly than the direct discretization method. Ad-
ditionally, the direct discretization is less stable and more
often leads to the unphysical mean-field solution, in par-
ticular when using a small number of bath orbitals. We
also note that the direct discretization has slightly higher
occupation of the 3dz2 orbital and slightly smaller occu-
pations of the 3dxz and 3dyz orbitals even when using as
many as 150 bath states. This is most likely since the
hybridization is only discretized in the energy interval
between −10 Eh and 10 Eh and coupling to the environ-
ment outside of this energy range will not be achieved, no
matter how many discretization points are used. On the
contrary, the bath orbitals derived from the projection
method will always capture all energy scales of the envi-
ronment eventually, even if the Green’s function is only
matched in a restricted energy interval, as is the case
here. This is because the bath orbitals are explicitly lin-
ear combination of environment states and required to be
orthogonal to each other. Overall, 20 Matsubara orbitals
or 60 spectral orbitals are enough to converge the occu-
pation of the 3d states of iron porphyrin in the presence
of local interactions. The inclusion of the explicit inter-
actions in the system Hamiltonian leads to a significant
rearrangement of electron numbers between the corre-
lated orbitals, with (for example) the occupation of the
3dz2 orbital increasing compared to the mean-field state
from 0.05 electrons to 0.18 electrons. Finally, it should
be also noted that in the projective approach the conver-
gence of the occupation numbers could likely be improved
further, by adding the 0-th power orbitals, which ensure
an exact matching of the non-interacting density matrix.
In this way, the remaining spectral or Matsubara orbitals
only need to account for the dynamical character of the
hybridization beyond that required to match the density
matrix.
B. Valence Orbitals of Benzene Coupled to
Constant Hybridization
As our second test system we consider the six molec-
ular orbitals constituting the pi-system of a benzene
molecule (calculated with RHF/cc-pVTZ) coupled to a
constant and continuous hybridization in the energy in-
terval [−2 Eh, 2 Eh] and with coupling strength Jab(ω) =
0.1/pi Eh, which we model using 2000 uniformly dis-
tributed states in this energy range. This ‘box’ hybridiza-
tion can model the presence of a conducting electrode
in contact with the benzene molecule, for example in a
molecular junction. This simple form of the coupling
matrix J(ω) with equal entries everywhere means that
the eigendecomposition of Eq. (6) only leads to a sin-
gle nonzero coupling vector in each frequency interval.
We can thus expect that the direct discretization method
perform especially well in this particular example for a
given number of bath orbitals, as only one orbital per
chosen frequency point is required. Nonetheless, even
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for this system we find that the spectral orbitals out-
perform the direct method in their ability to efficiently
approximate the real-frequency (retarded) Green’s func-
tion, as shown in Fig. 5. For the spectral orbitals we used
1000 frequency points in the interval [−5 Eh, 5 Eh] with
a broadening Λ = 0.05 Eh and the direct discretization
method is performed in the same way as for the iron pro-
phyrin system, within the support of the hybridization
[−2 Eh, 2 Eh]. The difference between the two meth-
ods is smaller than in the porphyrin test case, but 20
spectral orbitals are still able to represent the Green’s
function to a similar level of accuracy as 40 directly dis-
cretized states. Once again, the spectral orbital methods
sacrifice a faithful representation of the hybridization, for
an improved description of the system Green’s function
compared to the direct discretization of the hybridiza-
tion.
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FIG. 5. Error of the retarded (real-frequency) hybridization
(top row) and Green’s function (bottom row) defined accord-
ing to Eq. (26), for the benzene system coupled to constant,
continuous hybridization. The error is measured over 1000
uniform frequency points in the interval [−5 Eh, 5 Eh] and
with η = 0.05 Eh
We also test the Matsubara orbitals and compare them
to the direct discretization of the hybridization, the nu-
merical fitting, and the spectral orbitals in Fig. 6. Again
the Matsubara orbitals are much better than the direct
discretization and a little worse than the numerical fit in
their ability to reproduce the true hybridization. How-
ever, they are the optimal choice in minimizing the Mat-
subara Green’s function error for all numbers of represen-
tative bath orbitals. Furthermore, the numerical fit does
not improve anymore beyond 12 bath states, most likely
since with increasing number of fit parameters the mini-
mum of the functional (10) becomes very shallow and we
terminate the minimization when the norm of the gra-
dient of the objective function becomes less than 10−12.
This threshold is quite small compared to the precision
of double floating point numbers and can already lead
to more than 100,000 iterations of the fitting procedure,
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FIG. 6. Error of the Matsubara hybridization (top row) and
Green’s function (bottom row) defined according to Eq. (27)
for the benzene system. The error is measured using the first
1000 Matsubara points with β = 100.
so that a much smaller threshold is not feasible, limit-
ing the ultimate accuracy. This illustrates some of the
difficulties and computational expense encountered with
numerical fitting approaches, which are absent in the pro-
jection method. As seen before for the iron porphyrin,
the spectral orbitals are not as efficient as Matsubara or-
bitals when measuring the error of Matsubara quantities
and in this case barely improve upon a direct discretiza-
tion method.
In order to better understand the efficiency of the pro-
jection method in this case of a continuous hybridiza-
tion, in Fig. 7a we compare the environment spectral
distribution represented by the chosen bath orbitals in
the direct discretization method, to the spectral bath or-
bitals for 15 and 30 chosen states. Furthermore, we also
show the value and absolute error (scaled by a factor of
30) of the imaginary part of the corresponding system
Green’s function in Fig. 7b. Due to the equal spectral
weight criterion, the direct discretization method places
the energies of the bath orbitals [poles of the represented
∆disc(ω)] uniformly within the support of the hybridiza-
tion [−2 Eh, 2 Eh], which in this case is the unambiguous
optimal way to represent this constant ‘box’ hybridiza-
tion, as shown in the first row of Fig. 7a.
However, we are primarily interested in the effect of
this coupling on the system propagator, where the dis-
crete orbital energies of the Benzene are broadened, and
finite lifetimes introduced to these excitations. The direct
discretization in the first row of Fig. 7b shows that this
approach leads large errors in the system Green’s func-
tion, especially in the areas where the latter has signif-
icant spectral weight. On the other hand, the spectral
orbitals resolve this energy interval relevant to the sys-
tem propagator between ω = −0.6 Eh and ω = 0.6 Eh
more accurately, as seen in the represented environmen-
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FIG. 7. (a) Represented environmental spectral distributions resulting from the direct discretization method (first row)
and spectral bath orbital method with different parameter Λ (second to fourth row) for the benzene system coupled to the
continuous hybridization. The number of bath orbitals is 15 in the first column and 30 in the second column for all methods.
The grey line represents the exact hybridization. (b) Same as (a) but showing the absolute error of the imaginary part of
the corresponding system Green’s function for the different approaches to constructing these compressed bath orbitals. As an
illustration, we also show the value of the imaginary part of the exact system Green’s function in the presence of the entire
hybridization (shifted grey line). Note that the absolute errors in blue are scaled by a factor of 30 compared to the values in
grey. A broadening of η = 0.05 Eh was used for all plots.
tal spectrum, meaning that for the same number of bath
orbitals, the remaining (in this case high energy) parts
are more coarsely represented, with only a smaller num-
ber of bath states. This demonstrates that the projection
method, in contrast to a direct discretization of the hy-
bridization, takes the system’s Hamiltonian into account
when determining the the bath states. The balance be-
tween the description of the regions close and far away
from the poles of the system Green’s function can be ad-
justed with the parameter Λ used in Eq. (20), as can be
seen by comparing the second to fourth row of Fig. 7a.
A smaller Λ will improve the the description of the hy-
bridization in the energetic vicinity of the Green’s func-
tion while sacrificing the accuracy in the representation
of the remaining energy range and vice versa. Figure 7b
shows that using Λ = 2η = 0.1 Eh leads to larger er-
rors around the maxima of the Green’s function, increas-
ingly similar to the direct discretization method, whereas
Λ = η/2 = 0.025 Eh results in small errors around these
maxima, but larger errors in other parts of the frequency
range. Finally, Λ = η = 0.05 Eh leads to small errors
and a balanced description of the Green’s function over
the whole frequency axis.
The fact that a value of Λ equal to the broadening η
with which the error is measured (in Fig. 5) or plotted (in
Fig. 7b) yields the best results is not a coincidence, since
the spectral bath orbitals were constructed to best repre-
sent the Green’s function with this broadening in the first
place. The question of which broadening Λ one should
use in practice when constructing spectral bath orbitals
thus becomes a question of the desired resolution in the
spectral features of the retarded Green’s function. This
question cannot be answered in a general manner but in-
stead the answer depends on the quantities of interest,
the involved energy scales, and also the maximum num-
ber of bath states the application can afford to include, as
a Green’s function with smaller broadening requires more
states for an accurate representation. These considera-
tions also extend to the Matsubara orbitals, where one
has a choice of the inverse temperature β, as well as the
number of points (which determines a weighting between
low and higher energy description) of the Green’s func-
tion that should be reproduced. The projection method,
however, provides an easy to follow recipe after this spe-
cific choice has been made.
We note that the insights gained here from the analysis
of the projection method could be used to improve the
description of the system Green’s function via the direct
discretization method as well. For example, information
of the system Hamiltonian could be included in the direct
method if the intervals are not selected by equal spectral
weight of the hybridization, but instead by equal weight
of (for example) the Green’s function, or the geometric
mean of hybridization and Green’s function. In this way,
the direct method would also sample energy regions more
finely where the Green’s function is significant, rather
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than just the hybridization.
V. CONCLUSION
In this work we presented an efficient and systemati-
cally improvable way to represent the environment of an
open quantum system in terms of a compact set of bath
states, such that the real frequency or Matsubara Green’s
functions are well approximated. This is in particular
an important step within dynamical mean-field theory,
where Hamiltonian-based impurity solvers are required
to operate. We call this approach “projection method”
as it explicitly constructs bath orbitals and projects the
full system ⊕ environment Hamiltonian into the system
⊕ bath space. For the bath orbitals, we use the imagi-
nary part of the dynamic bath orbitals of Refs. 30 and 31,
which exactly reproduce the imaginary part the Green’s
function on a selected set of complex frequencies points.
The orbital space is then truncated such that only the
most significant linear combinations of the dynamic bath
orbitals are used.
In contrast to existing approaches like the direct dis-
cretization of the hybridization function or a numerical
fit of the latter, the projection method takes the system
Hamiltonian implicitly into account and is thus able to
discretize the hybridization only “where it matter”, i.e.,
close to the poles of the Green’s function. We test this
approach on two different systems: the 3d atomic shell of
the iron atom in an iron porphyrin molecule and the pi-
molecular orbital system of a benzene molecule coupled
to a continuous, model hybridization. In both cases we
find that the projection method leads to a more efficient
description of the retarded and Matsubara Green’s func-
tions than the direct discretization method. Further-
more, it offers similar levels of accuracy in the descrip-
tion of the Matsubara Green’s function as a numerical
fit, without the computational cost and practical diffi-
culties associated with the latter. At the example of
the iron 3d shell in iron porphyrin, we found that the
projective method also performs well in the presence of
local electron interactions. It therefore has potential
applications when an efficient representation of a quan-
tum environment is desired, as in quantum embedding
methods or simulations of molecular scale electronics.
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VI. APPENDIX
A. A proposed DMFT algorithm with projective
bath orbitals
The concepts outlined in the compression of an en-
vironment in this work can be applied to many set-
tings, however an obvious and immediate approach would
be for the construction of bath orbitals within a self-
consistent DMFT method. Indeed, a particular choice
of (frequency-dependent) projective bath orbitals was al-
ready used in a variant of DMFT by the authors in an
approach denoted ω-DMFT [31]. When applying this
projective method for the bath construction of DMFT in
practice, one is faced with the problem that independent-
particle environment states of Eq. (2) and their couplings
in Eq. (3) are only explicitly known in the absence of any
self-energy in the environment, which is only the case
in the first DMFT iteration. While it is always possi-
ble to describe the self-energy effect in the environment
in terms of an auxiliary set of states, this representa-
tion of the self-energy is usually not known explicitly.
Instead, most quantum impurity solvers yield the cor-
related Green’s function or self-energy expressed on a
frequency or time grid. In ω-DMFT, we addressed this
problem by fitting the Matsubara self-energy numerically.
It might seem as if nothing has been gained by the projec-
tion method for bath orbitals in this case, since a fitting
step of a dynamical quantity is still necessary. However
there are two distinct advantages of this approach which
remain:
1. At least part of the hybridization, namely due
to the one-electron Hamiltonian, will be exact, in
other words the fitting error is only affecting a
smaller quantity. In fact, in the absence of any
electron correlation (“U = 0”) no fitting has to be
done at all, since the self-energy is zero, whereas in
standard DMFT, the hybridization would still have
to be fitted. It follows that at small interactions U ,
any error arising from the fitting will also be small,
since the self-energy as a quantity is small.
2. When fitting the hybridization in standard DMFT,
the resulting bath states are used in the correlated
quantum impurity problem and thus only a few
can be fitted, due to the exponential scaling of
the impurity solver with system size. When fitting
the self-energy in ω-DMFT, the resulting auxiliary
states are only used to construct an intermediate
quadratic Hamiltonian, which can be diagonalized
atO(N3) cost, and thus many more auxiliary states
can be used. With this increased number of param-
eters, the fitting step becomes less problematic, as
the penalty functional can be minimized to a lower
value and local minima occur less often in higher
dimensional parameter spaces.
Finally, we note that the direct discretization method
in conjunction with the projection method presented in
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this paper can be used to entirely circumvent any nu-
merical fitting of dynamical quantities, if the self-energy
is obtained on the real frequency axis, or indeed some
representation which can be recast as a Lehmann repre-
sentation on the real-frequency axis, such as the spectral
moments. In this way, the numerical fitting in DMFT
would be avoided entirely, and is a direction we are ac-
tively pursuing.
B. Other choices of functions for projective bath
orbitals
The projective approach presented in Sec. III allows
constructing bath orbitals which can reproduce various
local projectsion of full-system quantities via the choice
of the function f in Eqs. (14,15). It would be particu-
larly interesting to match a representation of the imagi-
nary time Green’s function in terms of orthogonal poly-
nomials, such as the Legendre polynomials, as it is well
known that such representations are very compact [40–
42, 54, 55]. To construct bath orbitals which span the
space which can fully describe the Green’s function in
the Legendre representation of a given degree l, one can
simply use
f(λi; l) =
∫ 0
−β
Pl[x(τ)]Gλi(τ) dτ, (28)
where Pl is the Legendre polynomial of degree l, x(τ) =
2τ/β + 1 maps the interval of integration [−β, 0] to the
interval [−1, 1], and Gλi(τ) is the imaginary time Green’s
function
Gλi(τ) =
e−λiτ
1 + eλiβ
. (29)
Including these bath orbitals up to an order lmax results
in an approximate representation of the imaginary time
and frequency dynamics. In an initial investigation we
found that the resulting “Legendre bath orbitals” for
small values of lmax < 100) are more efficient than the
Matsubara orbitals constructed using lmax + 1 Matsub-
ara points ωn in Eq. (21) (such that the total number
of bath orbitals are equal). However, in this paper we
follow a different approach and add a very large num-
ber of Matsubara points, usually 1000, to form the outer
product matrix P of Eq. (22) and then perform the trun-
cation to a smaller number after diagonalization in the
eigenbasis of P . The error in the Matsubara representa-
tion before truncation of P is thus almost negligible and
the efficiency of the Legendre representation for small
values of lmax does not yield any benefits over using reg-
ular Matsubara frequency points. It is also interesting
to compare the Legendre bath orbitals, truncated to a
small number lmax + 1 before orthogonalization, with the
Matsubara bath orbitals obtained with a large number
of Matsubara points and truncated to the same number
of bath orbitals after orthogonalization. In this case, we
find that the Matsubara bath orbitals are still more com-
pact than the Legendre bath orbitals. We attribute this
to the fact that selecting bath orbitals in an orthogonal
basis ensures that no redundant space is spanned. On
the other hand, the non-orthogonalized Legendre bath
orbitals will in general not be linearly independent. In-
creasing lmax thus increasingly lead to spanning redun-
dant space, which means that the orbitals will obtain a
large arbitrary component as a result of the orthogonal-
ization.
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