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ABSTRACT
The 21-cm probability distribution function (PDF; i.e. distribution of pixel brightness temper-
atures) is expected to be highly non-Gaussian during reionization and to provide important
information on the distribution of density and ionization. We measure the 21-cm PDF as a
function of redshift in a large simulation of cosmic reionization and propose a simple empirical
fit. Guided by the simulated PDF, we then carry out a maximum likelihood analysis of the
ability of upcoming experiments to measure the shape of the 21-cm PDF and derive from
it the cosmic reionization history. Under the strongest assumptions, we find that upcoming
experiments can measure the reionization history in the mid to late stages of reionization to
1–10 per cent accuracy. Under a more flexible approach that allows for four free parameters at
each redshift, a similar accuracy requires the lower noise levels of second-generation 21-cm
experiments.
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1 IN T RO D U C T I O N
The earliest generations of stars are thought to have transformed the
universe from darkness to light and to have reionized and heated
the intergalactic medium (IGM; Barkana & Loeb 2001). Knowing
how the reionization process happened is a primary goal of cos-
mologists, because this would tell us when the early stars formed
and in what kinds of galaxies. The clustering of these galaxies
is particularly interesting since it is driven by large-scale density
fluctuations in the dark matter (Barkana & Loeb 2004). While the
distribution of neutral hydrogen during reionization can in principle
be measured from maps of 21-cm emission by neutral hydrogen,
upcoming experiments are expected to be able to detect ioniza-
tion fluctuations only statistically (for reviews, see e.g. Furlanetto,
Oh & Briggs 2006; Barkana & Loeb 2007). Current observational
efforts include the Murchison Widefield Array (MWA),1 the Low
E-mail: barkana@wise.tau.ac.il
1 www.haystack.mit.edu/ast/arrays/mwa/
Frequency Array,2 the Giant Metrewave Radio Telescope3 and the
Precision Array to Probe the Epoch of Reionization.4
Studies of statistics of the 21-cm fluctuations have focused on
the two-point correlation function (or the power spectrum) of the
21-cm brightness temperature. This is true for both analytical and
numerical studies and analyses of the expected sensitivity of the
new experiments (Bowman, Morales & Hewitt 2006; McQuinn
et al. 2006). The power spectrum is the natural statistic at very
high redshifts, as it contains all the available statistical informa-
tion as long as Gaussian primordial density fluctuations drive the
21-cm fluctuations. More generally, the power spectrum is also
closely related to the directly observed radio visibilities. Now, dur-
ing reionization the hydrogen distribution is a highly non-linear
function of the distribution of the underlying ionizing sources. This
follows most simply from the fact that the H I fraction is constrained
2 www.lofar.org
3 http://gmrt.ncra.tifr.res.in/
4 http://astro.berkeley.edu/∼dbacker/eor/
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to vary between 0 and 1, and this range is fully covered in any sce-
nario driven by stars, in which the IGM is sharply divided between
H I and H II regions. The resulting non-Gaussianity (Bharadwaj &
Ali 2005) raises the possibility of using complementary statistics
to measuring additional information that is not directly derivable
from the power spectrum (e.g. Furlanetto, Zaldarriaga & Hernquist
2004; Saiyad-Ali, Bharadwaj & Pandey 2006).
Numerical simulations have recently begun to reach the large
scales (of the order of 100 Mpc) needed to capture the evolution
of the IGM during reionization (Iliev et al. 2006a; Mellema et al.
2006b; Zahn et al. 2007; Santos et al. 2008). These simulations ac-
count accurately for gravitational evolution and the radiative transfer
of ionizing photons, but still crudely for gas dynamics and star for-
mation. Analytically, Furlanetto et al. (2004) used the statistics of a
random walk with a linear barrier to model the H II bubble size dis-
tribution during the reionization epoch. Schematic approximations
were developed for the two-point correlation function (Furlanetto
et al. 2004; McQuinn et al. 2005), but recently Barkana (2007)
developed an accurate, self-consistent analytical expression for the
full two-point distribution within the Furlanetto et al. (2004) model
and in particular used it to calculate the 21-cm correlation function.
Noting the expected non-Gaussianity and the importance of addi-
tional statistics, Furlanetto et al. (2004) also calculated the one-point
probability distribution function (PDF) of the 21-cm brightness tem-
perature at a point. The PDF has begun to be explored in numerical
simulations as well (Ciardi & Madau 2003; Mellema et al. 2006b).
Some of the additional information available in the PDF can be
captured by its skewness (Wyithe & Morales 2007; Harker et al.
2009). Barkana & Loeb (2008) have also considered the difference
PDF, a two-dimensional function that generalizes both the one-point
PDF and the correlation function and yields additional information
beyond those statistics.
Recently, Oh et al. (2009) have quantitatively considered the abil-
ity of upcoming experiments to determine the cosmic reionization
history from maximum likelihood fitting of the 21-cm PDF. They
specifically used mixture modelling of the PDF. In this paper, we
develop a method for a statistical analysis of the PDF that is simpler
and more efficient (allowing, in particular, binning of the PDF). We
use our method to present a quantitative analysis of whether up-
coming and future experiments can measure the detailed shape of
the 21-cm PDF and derive from it the cosmic reionization history.
In Section 2, we develop our basic statistical method for fitting the
21-cm PDF and test it on a simple toy model for the PDF. We then
measure and follow the evolution of the PDF in a large N-body and
radiative transfer simulation of cosmic reionization; since previous
analytical models of the PDF differ qualitatively from the PDF in
the simulation, here we simply fit the simulated PDF with an em-
pirical, four-parameter model (Section 3). Finally, we present the
expected accuracy of reconstructing the 21-cm PDF and the cosmic
reionization history based on the simulated PDF, either with strict
assumptions that lead to one free parameter at each redshift (section
4) or with a more flexible approach that allows for four free param-
eters (Section 5). We summarize our conclusions in Section 6.
2 BA S I C M E T H O D
In this section, we develop our basic statistical method for fitting
the PDF. While the statistical approach is general, for concreteness
we develop it within the context of a simple toy model for the
PDF. We also use this toy, double-Gaussian model in order to get a
crude quantitative intuition on how hard it is to measure the 21-cm
PDF. We note that we follow to some degree Oh et al. (2009), who
considered such a double-Gaussian toy model and made a signal-
to-noise ratio study of this model with their analysis method.
2.1 A toy model for the PDF
It is useful to have a simple PDF example on which to develop
and test our methods. We present here a simplified toy model that
captures the main qualitative features of the PDF as seen in the sim-
ulations (and shown later in the paper) during the central stage of
reionization, when the cosmic ionization fraction x¯i ∼ 0.3–0.6. The
PDF at this stage has a sharp peak at a differential brightness tem-
perature (defined as the difference between the actual brightness
temperature and the temperature of the cosmic microwave back-
ground at the same frequency) of Tb = 0 mK corresponding to fully
ionized pixels and another peak at Tb ∼ 20 mK corresponding to
mostly neutral pixels, with a rapidly declining probability at values
of above 20 mK and a smooth probability density in between the
peaks that is lower than the height of either peak. In the observations,
this physical PDF is convolved with a broad Gaussian correspond-
ing to the thermal noise, resulting in both positive and negative
values of Tb. In the limit when we approximate both peaks as delta
functions and neglect the physical PDF at other points, the observed
PDF becomes a sum of two Gaussians with equal standard devia-
tions σ . While certainly highly simplified, this model does capture
the main question (relevant especially for low signal-to-noise ratio
data, i.e. when σ  20 mK) of whether it is at all possible to tell
apart the two peaks and not confuse them with a convolved single
peak (i.e. a single Gaussian).
Thus, we consider two Gaussian distributions with equal standard
deviation σ (where σ represents the measurement noise level). In
the toy model, we use a dimensionless s as the dependent variable
(which represents Tb in the real PDF). The Gaussian representing
the reionized pixels is centred at s = 0, while the neutral pixels
are represented by a Gaussian centred at s = sG. The fraction of
the total probability contained in the first Gaussian is α. The total
distribution is therefore
p(s) = αG(s, σ ) + (1 − α)G(s − sG, σ ) , (1)
where
G(x, σ ) ≡ 1√
2πσ
exp(−x2/2σ 2) . (2)
Since in the real case only differences in Tb can be measured, and
not the absolute Tb (which is dominated by foregrounds, and in
any case cannot be measured with an interferometer), in the toy
model we assume that the absolute s cannot be measured. A simple
practical way to do this is to always measure s with respect to its
average value according to the PDF of s; we do this separately in
each model and in each simulated data set and thus only compare
the relative distributions between each model and each data set.
2.2 Maximum likelihood and the C-statistic
In this subsection we develop our basic statistical method for fit-
ting the PDF, referring to the above toy model as an example for
the PDF. In general, we can create mock data sets by randomly
generating Np values of s from a given p(s) distribution, and we
can then try to estimate the best-fitting parameters with a maxi-
mum likelihood method. For a given mock observed PDF, as given
by the Np-generated values of s, we wish to find the best-fitting
model PDF p(s) by maximizing the likelihood L that the Np values
si(i = 1, 2, . . . , Np) came from p(s). Since the different values si
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are independent, this probability (apart from fixed s factors) is
simply
L =
Np∏
i=1
p(si) . (3)
Now, it is standard to replace the problem of maximizing the like-
lihood L with a minimization of −2 lnL, which in this case is
−2 lnL = −2
Np∑
i=1
ln p(si) . (4)
In comparing the data to a potential model, we bin the values
of s in order to have a manageable number of bins (NB = 1000)
even when Np is very large. This is justified as long as the bin
width is much smaller than any s-scale that we hope to resolve in
the PDF. We have explicitly checked that using NB = 1000 bins
(with the C-statistic, see below) gives the same results as applying
equation (4) directly, even for the largest values of Np that we use
in this paper. Now, when the expected [according to a model p(s)]
number of points nexp,j in each bin j is large (i.e. nexp,j  1), the
actual number nj has a standard error of
√
nexp,j , and we can find
the best-fitting model by minimizing a standard χ 2 statistic:
χ 2 =
NB∑
j=1
(nj − nexp,j )2
nexp,j
. (5)
However, in modelling the PDF we often wish to include a wide
range of s, including some bins where the model probability density
p(s) is very low. When nexp,j is small, the χ 2 distribution with its
assumption of a Gaussian distribution for each nj severely underes-
timates the fluctuations in nj compared to the correct Poisson distri-
bution. Thus, equation (5) can lead to major errors if nexp,j  1 in
any bin. In this situation, the correct statistic to use is the C-statistic
(Cash 1979), derived from the Poisson distribution just as the χ 2
statistic is derived from the Gaussian distribution. The C-statistic is
defined as
C = 2
NB∑
j=1
(nexp,j − nj ln nexp,j ) . (6)
Note that the Poisson distribution also has a factor of nj ! in the
denominator, which results in an additional ln nj ! term within the
sum in equation (6), but this term does not depend on the model pa-
rameters (which enter only through nexp,j ) and can thus be dropped
from the minimization.
2.3 Results for the toy model
For the toy, double-Gaussian model, the parameters we wish to fit
to mock data sets are sG and α. Note that we assume that σ is
known, as we expect that the level of thermal noise per pixel will be
known in the 21-cm experiments, given the known array properties
and the measured foreground level. We perform 1000 Monte Carlo
simulations for each input model and thus obtain the full distribution
of reconstructed model parameters. In order to develop intuition on
how hard it is to measure the PDF, we define a parameter η that
captures a simplistic notion of the total signal-to-noise ratio:
η ≡
( sG
σ
)√
Np , (7)
motivated by sG as a measure for the signal and σ/
√
Np as a measure
for the effective noise after Np measurements with noise σ in each.
Of course, the ability to detect the two separate peaks also depends
on α in that values close to 0 or 1 make one of the peaks insignificant.
For a fixed α, though, we might naively expect that the accuracy of
the reconstructed values of sG and α would not change with the input
value of sG, as long as we change Np so as to keep the combination
η fixed.
To test this, we fix the input α = 0.4 and sG = 1 and vary σ and
Np together so as to keep η fixed. We test η = 400 and 4000, values
comparable to those expected in the real experiments discussed later
in the paper. The Monte Carlo results are summarized in Fig. 1. The
results show that the parameters can be accurately reconstructed as
long as the signal-to-noise ratio per sample (or per pixel in real data)
sG/σ > 1. As long as this is the case, the relative error in sG and α is
no worse than 4 per cent (η = 400) or 0.4 per cent (η = 4000), and
the average reconstructed values are essentially unbiased. However,
once sG/σ drops below unity (i.e. σ > 1 in this particular case), the
errors increase rapidly with σ , so that for η = 400 reconstruction
is impossible when σ = 10 (i.e. both the bias and spread are of
order unity) and for η = 4000 the errors increase when σ = 4 to a
5 per cent relative spread in α.
The reason for these increasing errors is parameter degeneracy,
as illustrated in Fig. 2 for η = 400. While for σ = 1 the recon-
structed parameter distribution is fairly symmetrical about the input
values of sG and α, resembling a standard error ellipse, larger σ
values produce a stretched error contour that displays a clear (par-
tial) degeneracy between the parameters sG and α. Intuitively, when
sG/σ  1 the PDF consists of a narrow input signal (two peaks
separated by sG, in the case of the toy model) convolved with a broad
Gaussian of width σ . The result is a broad Gaussian of width σ ,
with small bumps (distortions). Apparently these small bumps can
be produced with very different parameter combinations, resulting
in a degeneracy that leads to a large uncertainty when fitting mod-
els. While we have considered here a simple toy model, a similar
Figure 1. For each model parameter x reconstructed in each Monte Carlo
trial, we show the bias in the average (i.e. the ensemble average 〈x〉 minus
the input value xin) and the standard deviation σx =
√
〈x2〉 − 〈x〉2. We
consider the model parameters sG (solid curves, input value of 1) and α
(dashed curves, input value of 0.4), as a function of the noise level (i.e.
width of each Gaussian) σ , where η is held fixed at 400 (left-hand panels)
or 4000 (right-hand panels).
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Figure 2. Distribution of reconstructed model parameters sG and α in 1000
Monte Carlo simulations. The input parameter values are sG = 1 and α =
0.4. We vary σ keeping η = 400 fixed, so that the number of samples is
Np = 160 000σ 2. Different panels cover different x ranges, but all x-axes
are shown on the same scale for easy comparison. In the σ ≤ 2 panels, small
tick marks are at 0.75 and 1.25.
degeneracy is encountered with the real 21-cm PDF, as discussed
below.
3 TH E 2 1 - C M P D F IN SI M U L AT I O N S
3.1 Numerical simulation
In this paper, we utilize a large-scale N-body and radiative transfer
simulation of cosmic reionization following the methodology first
presented in Iliev et al. (2006a). The cosmological structure forma-
tion and evolution are followed with a particle-mesh N-body code
called PMFAST (Merz, Pen & Trac 2005). These N-body results then
provide the evolving density field of the IGM, as well as the loca-
tion and mass of all the halo sources, as input to a separate radiative
transfer simulation of inhomogeneous reionization. The latter is per-
formed with the Conservative, Causal Ray-Tracing (C2-RAY) code,
a regular-grid, ray-tracing, radiative transfer and non-equilibrium
chemistry code (Mellema et al. 2006a). The ionizing radiation is
ray-traced from every source cell to every grid cell at a given time-
step using a method of short characteristics. C2-RAY is designed to
be explicitly photon-conserving in both space and time, which en-
sures an accurate tracking of ionization fronts, independently of the
spatial and time resolution. This is true even for grid cells which are
very optically thick to ionizing photons and time-steps that are long
compared to the ionization time of the atoms, which results in high
efficiency. The code has been tested against analytical solutions
(Mellema et al. 2006a) and directly compared with other radiative
transfer methods on a standardized set of benchmark problems (Iliev
et al. 2006b, 2009).
We simulated the  cold dark matter (CDM) universe with
16243 dark matter particles of a mass of 2.2 × 107 M, in a co-
moving simulation volume of (100 h−1 Mpc)3. This allowed us to
resolve (with 100 particles or more per halo) all haloes of a mass of
2.2× 109 M and above. The radiative transfer grid has 2033 cells.
The H-ionizing photon luminosities per halo in our cosmic reion-
ization simulations are assigned as follows. A halo of mass M is
assumed to have converted a mass M(	b/	m)f∗ into stars, where
f∗ is the star formation efficiency. Halo catalogues are discrete in
time, because N-body density fields are stored every t ∼ 20 Myr
and the corresponding halo catalogues are produced at the same
time. If each source forms stars over a period of time t and each
stellar nucleus5 produces Ni ionizing photons per stellar lifetime
and is used only once per t , and if a fraction f esc of these photons
escape into the IGM, then the ionizing photon number luminosity
of a halo of mass M is given by
Qi = Nifescf∗M (	b/	m)
tμmH
, (8)
where mH is the mass of a hydrogen atom and μ = 1.22 so that μmH
is the mean mass per nucleus. In this model, stars are produced in
a burst, and they keep radiating with a fixed Qi for t  20 Myr.
We choose here a specific case, first presented (and labelled f250)
in Iliev et al. (2007) and further discussed in Iliev et al. (2008). In
this scenario, haloes are assumed to host relatively low efficiency
emitters, with fγ ≡ f∗fescNi = 250 (corresponding e.g. to Pop II
stars with a Salpeter initial mass function).
The simulation we use in this work assumes a flat
(	k = 0) CDM cosmology. The simulation is based on
the Wilkinson Microwave Anisotropy Probe (WMAP) 3-yr re-
sults, which derived the parameters (	m, 	,	b, h, σ8, n) =
(0.24, 0.76, 0.042, 0.73, 0.74, 0.95) (Spergel et al. 2007). Here
	m, 	 and 	b are the total matter, vacuum and baryonic den-
sities in units of the critical density, respectively; σ 8 is the root-
mean-square density fluctuation on the scale of 8 h−1 Mpc linearly
extrapolated to the present and n is the power-law index of the
primordial power spectrum of density fluctuations.
3.2 The simulated 21-cm PDF
During cosmic reionization, we assume that there are sufficient
radiation backgrounds of X-rays and of Lyα photons so that the
cosmic gas has been heated to well above the cosmic microwave
background temperature and the 21-cm level occupations have come
into equilibrium with the gas temperature. In this case, the observed
21-cm differential brightness temperature (i.e. relative to the cosmic
microwave background) is independent of the spin temperature and,
for our assumed cosmological parameters, is given by (Madau,
Meiksin & Rees 1997)
Tb = ˜Tb, ˜Tb = 23.7
(
	bh
0.032
)√(
0.3
	m
)(
1 + z
8
)
mK, (9)
with  = xn[1+δ], where xn is the neutral hydrogen fraction and δ
is the relative density fluctuation. Under these conditions, the 21-cm
fluctuations are thus determined by fluctuations in . We denote
the PDF by p(Tb), normalized so that
∫
p(Tb)dTb = 1.
To calculate the 21-cm PDF, we smooth the 21-cm emission in-
tensity over our full simulation volume with a cubical top-hat filter
(sometimes referred to as ‘boxcar’ averaging) of a pre-determined
size Rpix. We then assemble the PDF of the resulting values over
a fine grid, much finer than Rpix. This effectively smooths out the
fluctuations in the PDF and yields a smooth function, but we note
5 Note that we defined this number per atomic nucleus rather than per baryon
in stars.
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Figure 3. The global progress of cosmic reionization in the simulation, as
a function of the redshift z. Top panel: we show the cosmic mean 21-cm
differential brightness temperature ¯Tb in the simulation (solid curve) and the
mean Tb expected for a neutral universe of uniform density (dotted curve).
Bottom panel: we show the mass-weighted ionized fraction x¯i (solid curve)
and the corresponding neutral fraction x¯n = 1 − x¯i (dashed curve). Also
indicated in each panel are the 26 output redshifts used in the analysis below
(points).
that there is still a real sample (or ‘cosmic’) variance limit on the
accuracy of our simulated PDF, resulting from the limited number
of independent volumes of size Rpix within our simulation box. We
use Rpix = 5, 10 and 20 h−1 Mpc, yielding a number of independent
volumes equal to 8000, 1000 and 125, respectively. The analogous
results for the first-year WMAP cosmology were previously pre-
sented, for a few redshifts only, in Mellema et al. (2006b) [with a
similarly defined ionized fraction PDF shown in Iliev et al. (2006a)].
Fig. 3 shows the overall progress of reionization as a function
of redshift in the simulation. We calculate the PDF at 26 redshifts
spanning a global mass-weighted ionization fraction x¯i from 6 ×
10−6 to 99.0 per cent, with the cosmic mean 21-cm differential
brightness temperature ¯Tb ranging from 36.5 to 0.27 mK. Of course,
we assume that ¯Tb itself is not directly observable, due to the bright
foregrounds. The main goal of the PDF analysis is to reconstruct
x¯i versus z using the Tb fluctuations as captured in the PDF at each
redshift.
We show the measured simulation PDFs for various redshifts and
Rpix = 5 h−1 Mpc in Fig. 4. The PDF starts out close to Gaussian
at high redshift, when the ionized volume is negligible and the
density fluctuations on the scale Rpix are fairly linear and thus give a
Gaussian PDF. There is also a clear skewness, seen particularly in a
high-density tail that drops more slowly with Tb than the Gaussian
fit (more on the fitting function below); this results from the non-
linear growth of density fluctuations.
As reionization gets under way, the high-density tail drops off
and (coincidentally) approaches the Gaussian shape, as high-density
pixels are more likely to be partially or fully ionized and thus have
their Tb reduced. When x¯i reaches a fraction of a per cent, the still
fairly Gaussian PDF develops a significant low-Tb tail which is
roughly exponential (i.e. linear in the plot of log of the PDF). This
Figure 4. The 21-cm PDF in 5 h−1 Mpc cubic pixels, shown versus the
differential brightness temperature Tb. We show log10 of the PDF, which
itself is expressed in units of 1 mK. We show the PDF obtained from the
simulation (alternating solid and dotted curves) and our best fits to them
(alternating long-dashed and short-dashed curves). The 26 redshifts (see
Fig. 3) range from z = 15.729 (top) to 7.460 (bottom). The highest redshift
PDF is shown at its actual value, corresponding to the labels at the top of
the y-axis; each subsequent PDF is shifted vertically down by a factor of
10 in the PDF. The × mark points (where Tb equals the best-fitting TL)
on three simulated PDFs: early in reionization (z = 10.08, x¯i = 0.156),
right after the mid-point (z = 8.79, x¯i = 0.530) and late in reionization
(z = 7.75, x¯i = 0.948); these points mark the 12-redshift range that is used
in the fitting of mock data in the following sections.
tail corresponds to pixels that are substantially ionized, i.e. where
a large fraction of the pixel volume partially overlaps one or more
ionized bubbles. Soon afterwards, a significant peak can be seen
near Tb = 0 mK, corresponding to fully ionized pixels (i.e. pixels
in which the hydrogen in the IGM has been fully ionized, but there
may remain a small bit of high-density neutral gas). Near the mid-
point of reionization (x¯i = 50 per cent), there is still a half-Gaussian
peak (at Tb ∼ 20 mK), i.e. with a Gaussian drop-off towards higher
Tb, now with a nearly flat exponential tail towards lower Tb and
a prominent peak at Tb = 0 mK. The peak at zero increasingly
dominates towards the end of reionization, as most pixels become
fully ionized, but there remains an exponential tail out to higher Tb,
with a cut-off (at Tb ∼ 20 mK).
The PDFs are shown for Rpix = 10 and 20 h−1 Mpc in Fig. 5. The
qualitative evolution of the PDF throughout reionization is similar
to the Rpix = 5 h−1 Mpc case, but the PDF is narrower for larger
Rpix since the 21-cm fluctuations are smaller when smoothed on
larger scales. Also, for larger Rpix there are fewer pixels in the peak
near Tb = 0 mK since it is more difficult to fully ionize large
pixels. The PDFs for Rpix = 20 h−1 Mpc are not so reliable, as they
are measured based on only 125 independent volumes. Also, their
shapes differ significantly from the PDFs in the smaller pixels, and
so they cannot be successfully fitted with the same model used for
the other PDFs. Thus, in this paper we focus on the two smaller
values of Rpix and only present fits to the corresponding PDFs.
Observations of the PDF are most promising during the central stage
of reionization, when the PDF has two significant, well-separated
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Figure 5. Same as Fig. 4 but for cubic pixels of a size of 10 h−1 Mpc (left-
hand panel) or 20 h−1 Mpc (right-hand panel). In the right-hand panel we
show only the simulated PDFs, and the × marks the peak of the PDF right
after the mid-point of reionization (z = 8.79).
peaks rather than a single narrow peak (as is the case either very
early or very late in reionization). This two-peak regime covers
x¯i ∼ 30–90 per cent for Rpix = 5 h−1 Mpc, but only x¯i ∼ 75–
95 per cent for Rpix = 10 h−1 Mpc, because of the rarity of fully
ionized pixels in the latter case. However, even without a strong
peak at zero, the extended nearly flat (exponential) part of the PDF
during reionization helps in measuring the PDF, as we find below.
3.3 The Gaussian + Exponential + Delta model fit to
the simulated PDF
Previous analytical models of the PDF do not describe our simu-
lated PDFs well. While the Gaussian at high redshift and the Tb = 0
mK delta function at the end of reionization are obvious, the pre-
cise shape at intermediate redshifts seems to depend on the precise
topology of the ionized bubbles and the geometry of their overlap
with the cubic pixels. Here we take an empirical approach based on
our numerical simulation. Thus, we use a Gaussian + Exponential
+ Delta (GED) function model for the PDF p(Tb). The Dirac delta
function is centred at zero and is connected with an exponential
to the Gaussian. The model depends on four independent parame-
ters: TG (centre of the Gaussian), σG (width of the Gaussian), cG
(height of the Gaussian peak) and TL (transition point between the
exponential and the Gaussian). Our GED model is thus
p(Tb) =
⎧⎪⎨
⎪⎩
p1(Tb) = PDδD(Tb) + a exp(λTb) , 0 ≤ Tb ≤ TL
p2(Tb) = cG exp
[
− (Tb − TG)
2
2 σ 2G
]
, Tb > TL
, (10)
where δD(x) is the Dirac delta function. The quantities a and λ can
be expressed in terms of the above four parameters by requiring the
exponential and Gaussian functions to connect smoothly at Tb = TL.
The conditions p1(TL) = p2(TL) and p′1(TL) = p′2(TL) lead to
λ = TG − TL
σ 2G
, (11)
a = cG exp
[
− (TL − TG)
2
2 σ 2G
− λTL
]
. (12)
Also, PD is determined by the requirement of normalization; the
total integrated probability is unity if PD = 1 − PE − PG, where
PE =
∫ TL
+
p1(Tb)dTb = a
λ
[exp(λTL) − 1] , (13)
PG =
∫ ∞
TL
p2(Tb)dTb = cG
√
π
2
σG erfc
(
TL − TG√
2 σG
)
. (14)
Note that the parameters PD, PE and PG represent the relative
contribution to the total probability from the delta function, the
exponential function and the Gaussian function, respectively.
Using the GED model, we determine the values of TG, σG, cG
and TL as functions of redshift by fitting to the simulation PDFs
for pixels of 5 and 10 h−1 Mpc. In approaching this fitting, we note
that we focus on the main features of the PDF, and not on the fine
details. In particular, we do not worry about features that contain
a small fraction of the total probability or about the detailed PDF
shape on scales finer than several mK. This is justified since the
observations are difficult and most likely will not be sensitive to
these fine details, at least in the upcoming 21-cm experiments. In
addition, our simulated PDF may not be reliable in its fine details,
since we are using a single, limited simulated volume, and more
generally, numerical simulations of reionization still lack a detailed
demonstration of convergence.
Thus, we do not try to fit the detailed peak shape at Tb = 0,
but instead represent the total probability of that region with the
delta function. In practice, we only fit to the data beyond the lowest
values of Tb and then set the delta function contribution PD to get
the correct overall normalization. Specifically, for each PDF we first
find Tb,h which is the highest value of Tb where p(Tb,h) > 10−4.
We then only fit to the data with Tb > 5 mK, if Tb,h ≥ 20 mK, or
to the data with Tb > Tb,h/4, if Tb,h < 20 mK. At redshifts where
the simulation data do not have a delta function feature, i.e. there
are no pixels near Tb = 0, we make a fit constrained by setting
PD = 1 − PE − PG = 0; this is the case at the highest redshifts,
namely z ≥ 10.924 for Rpix = 5 h−1 Mpc and z ≥ 9.034 for
Rpix = 10 h−1 Mpc.
Our GED model fits are shown along with the PDFs in Figs 4
and 5. The fits are very good during the central and late stages of
reionization, except for the detailed shape (which we do not try
to fit) of the Tb = 0 peak which extends out to Tb ∼ 2–4 mK.
These are the redshifts that we focus on in this paper and which
are most promising to observe. The fits are also quite good at the
highest redshifts, where the simulated PDF is essentially Gaussian
except for the skewness. This skewness, though, affects mainly the
tails of the distribution; e.g. at the highest redshift (z = 15.729) for
Rpix = 5 h−1 Mpc, ∼60 per cent of the total probability is contained
at Tb values above the peak of the PDF, i.e. the high-density tail
adds about 10 per cent to the 50 per cent of a symmetrical Gaussian.
As noted above, this high-density tail declines with time due to
ionization offsetting the high density of overdense pixels. Thus, the
high-Tb tail becomes well fitted by the Gaussian model once x¯i rises
above a few per cent. At later times the cut-off becomes somewhat
steeper than the Gaussian fit, especially for Rpix = 10 h−1 Mpc, but
this only affects the insignificant tail end of the PDF at the highest
Tb. For instance, for Rpix = 10 h−1 Mpc at x¯i = 0.530, the tail
beyond Tb = 23 mK (where the cut-off starts to differ significantly
from the fit) contains only 0.2 per cent of the total probability.
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Figure 6. Our best-fitting GED model parameters TG (solid curve), TL
(long-dashed curve), σG (short-dashed curve) and cG (dotted curve, different
y-axis ranges) as functions of the cosmic mass-weighted ionization fraction.
They are obtained by fitting to the simulated PDFs for pixels of a size of
10 h−1 Mpc (top panel) or 5 h−1 Mpc (bottom panel).
Another small mismatch occurs when reionization gets signifi-
cantly under way but is still fairly early. The transition region from a
near-Gaussian to a near-exponential shape is not well fitted at these
times by our model, and as a result the fit is significantly below the
low-Tb, roughly linear (exponential) tail. This mismatch is signifi-
cant in the range of x¯i from a few per cent up to ∼30 per cent, and
at these redshifts this exponential tail typically contains only a few
per cent of the total probability (up to 10 per cent).
Fig. 6 shows how our model parameters vary as cosmic reion-
ization progresses. The Gaussian peak position TG and height cG
both decline with time due to the increasing ionization of even
low-density pixels. At least a half-Gaussian is present until x¯i ∼
60 per cent, but after that TL > TG and only the Gaussian cut-off
remains. The parameter σG remains at a value of a few mK through-
out reionization; it gives a measure of density fluctuations, initially
purely and later together with some correlation with ionization. At
the very end of reionization, TG → 0 and then σG and cG lose their
usual meaning (e.g. cG becomes an indirect parametrization of the
normalization of the exponential portion).
Fig. 7 shows the evolution of the probabilities PD (representing
the delta function), PE (exponential) and PG (Gaussian), which to-
gether add up to unity. The figure shows how the 21-cm PDF is
gradually transformed from a Gaussian to a delta function, with the
exponential dominating at intermediate times (mid to late reioniza-
tion). Note that in the limit of infinite resolution, we would have
PD = x¯i . With a finite resolution, PD can be thought of as the cosmic
ionized fraction smoothed at the observed resolution. In practice,
converting observed values of PD, PE and PG to the true x¯i requires
some modelling.
We also calculate the variance 〈T 2b 〉 − 〈Tb〉2 from the PDF both
directly from the original simulation data and from our GED model
fits. We plot this in Fig. 8 for two reasons. First, the plot shows that
the GED model reproduces the variance of the real PDF rather well,
especially where the upcoming measurements are more promising
(i.e. later in reionization). Secondly, the figure illustrates a symme-
Figure 7. The derived probabilities PD (solid curve), PE (short-dashed
curve) and PG (long-dashed curve) as functions of the cosmic mass-weighted
ionization fraction. They are obtained by fitting the GED model to the
simulation PDFs for pixels of a size of 10 h−1 Mpc (top panel) or 5 h−1 Mpc
(bottom panel).
Figure 8. Standard deviation
√
〈T 2b 〉 − 〈Tb〉2 as a function of the cosmic
mass-weighted ionization fraction. We show this quantity for the original
simulation data (solid curves) and from our GED model fits (dashed curves).
We consider the PDF in boxes of sizes 5, 10 and 20 h−1 Mpc (top to bottom,
only simulation data for the 20 h−1 Mpc case).
try in that the variance is maximum near the mid-point of reioniza-
tion and has lower values both before and after the mid-point; this
symmetry helps explain a near-degeneracy that we sometimes find
below, when we consider low signal-to-noise ratio data for which
it is difficult to measure the detailed shape of the PDF, and the
variance is a major part of what can be measured.
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4 M O N T E C A R L O R E S U LT S W I T H O N E
FR EE PA R A M ETER
In the rest of this paper, we present results for the expected accuracy
of reconstructing the 21-cm PDF itself and the cosmic reionization
history from the PDF. To obtain these results, we assume that our
simulation accurately reproduces the real reionization process in
the universe, and furthermore we assume that our GED model in-
troduced in the previous section can be used as a substitute for the
PDF from the simulation. In the future, more realistic simulations
and more elaborate PDF fits can be used instead, but the general
idea will be the same: as long as the overall signal-to-noise ratio is
low, it is essential to rely on simulations in order to both reconstruct
and interpret the observed PDF.
Of course, even if simulations perfectly predicted the 21-cm PDF
for given inputs, various astrophysical scenarios would give some-
what different ionizing source and sink properties and might yield a
variety of possible PDFs. We leave the detailed exploration of this
issue for future work, and here assume that the simulated scenario
matches reality, except that a small number of free parameters are
allowed to vary and must be reconstructed by trying to match the
observed PDF. In this section, we reconstruct reionization from the
PDF under the most optimistic assumption, where we assume that
the real PDF matches the simulated one as a function of just a single
parameter, the ionization fraction x¯i . Thus, at each redshift, we find
the value of x¯i that best matches the observed PDF, assuming that
the PDF varies with x¯i as in the simulation. In practice we expect
that x¯i is indeed the main parameter that determines the PDF, but
there should be some small additional dependence on redshift and
astrophysical inputs. In the next section, we explore a more flexible
approach which makes much weaker assumptions.
Thus, here we wish to know how well a certain experiment can
determine x¯i assuming this one-parameter model. An experiment
is specified by the total number of pixels Np and a noise per pixel
σN. We can simulate an observed PDF from such an experiment
at a given input x¯i by generating Np data points from the PDF of
equation (10) and adding to each noise generated from a Gaussian
distribution with standard deviation σN. The resulting Monte Carlo-
generated ‘observed’ PDF is then compared, via the C-statistic of
equation (6), to the model, which is equation (10) convolved with
the Gaussian noise. This convolved function q(Tb) equals
q(Tb) = PD G(Tb, σN) + q1(Tb) + q2(Tb) , (15)
where G is a Gaussian (equation 2), and
q1(Tb) = 12a exp
(
λ2σ 2N
2
+ λTb
)
×
{
erf
(
λσ 2N + Tb√
2σN
)
− erf
(
λσ 2N − TL + Tb√
2σN
)}
,
(16)
q2(Tb) = 12 cG
σG
σc
exp
{
− (Tb − TG)
2
2σ 2c
}
× erfc
{
σ 2N(TL − TG) + σ 2G(TL − Tb)√
2σcσGσN
}
,
(17)
where σ 2c = σ 2G + σ 2N. As noted above, in this section we regard
q(Tb) as a one-parameter function of x¯i , taking TG, σG, cG and
TL to be functions of x¯i as shown in Fig. 6. For clarity we denote
the input, real cosmic ionized fraction simply as x¯i , while we de-
note the free parameter, which is the output of the fitting, as x¯outi .
Note that we assume that the experimental set-up is sufficiently well
characterized that σN is known and need not be varied in the fit-
ting. Also note that while the various temperatures we have defined
(Tb, TL and TG) refer to the differential brightness temperature (i.e.
0 mK refers to the absence of a cosmological signal), in practice,
interferometers make only differential temperature measurements
(and even if a single dish antenna were used to measure the mean
sky signal, it would be dominated by the foregrounds). Thus, as in
Section 2.1, we assume that the absolute Tb cannot be measured,
and in our fitting we always measure Tb with respect to its aver-
age value according to the PDF, both in each model and in each
simulated data set.
For the experimental specification, we adopt the (rough) expected
parameters for 1-yr observations of a single field of view with
the MWA. We use the relations for 21-cm arrays from the review
by Furlanetto et al. (2006), adopting a net integration time tint =
1000 h, a collecting area Atot = 7 × 103 m2, a field of view of
π162 deg2 and a total bandwidth νtot = 6 MHz. Then assuming
cubic pixels of comoving size rcom, we find
Np = 6.0 × 106
(
rcom
5 h−1 Mpc
)−3 ( 1 + z
10
)0.9
, (18)
σN = 200
(
rcom
5 h−1 Mpc
)−2.5 ( 1 + z
10
)5.25
mK . (19)
In order to explore the dependence on the noise level, we also con-
sider various specifications with lower noise in the same field of
view, e.g. 1/2 the noise we denote as MWA/2 (which corresponds
e.g. to 4-yr data with the MWA), while 1/10 the noise we denote
as MWA/10 (which corresponds to the regime of larger, second-
generation 21-cm arrays). Note that we include only Gaussian ther-
mal noise, whose magnitude is determined by the receiver’s system
temperature, which in turn is set by the sky’s brightness temperature
which is dominated by Galactic synchrotron emission (Furlanetto
et al. 2006). In particular, this assumes perfect foreground removal
from the 21-cm maps; we leave an analysis of the effect of fore-
ground residuals for future work.
We note the following conversions between the comoving dis-
tance and observational units of angular and frequency resolution:
5 h−1 Mpc ≈ 2.6 arcmin
(
1 + z
10
)−0.2
≈ 0.37 MHz
(
1 + z
10
)−0.5
.
(20)
Our particular choices of 5 and 10 h−1 Mpc boxes, while driven
by the need to divide our simulation box length by an integer,
lie roughly in the relevant range for observations and indicate in
general the various considerations in setting the resolution of an
array. The diffraction limit of the MWA is several arcminutes, but its
frequency resolution will be around 10 kHz. In principle, this allows
a measurement of the PDF in skinny boxes (thinner in the redshift
direction) rather than cubes. This would give us more points but with
less signal in each, keeping the overall signal-to-noise ratio about
the same. By accessing fluctuations on smaller scales, this skinny-
box PDF would be somewhat broader than the cubic one but on the
other hand, our quantitative results for the above toy model suggest
that decreasing the signal-to-noise ratio per pixel in this way would
have a strong tendency to introduce partial degeneracies. Thus, we
do not expect this option to be productive (except in the cases when
the errors in the cubic PDF are very small) and focus here on the
simplest case of the 21-cm PDF measured in cubes.
At each redshift, we generate 1000 Monte Carlo instances of ob-
served PDFs and minimize the C-statistic to find the best-fitting
model in each case. Results for MWA and MWA/2 errors are
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Figure 9. Expected 1σ errors on reconstructing the cosmic mean ionized
fraction from the PDF, assuming just one free parameter. Specifically, for
each input value of x¯i we show the output median (i.e. 50 percentile) x¯outi as
well as the 16–84 percentile range. We consider MWA 1-yr errors (left-hand
panels) or MWA/2 (right-hand panels), for the PDF in 5 h−1 Mpc boxes (top
panels) or 10 h−1 Mpc boxes (bottom panels).
plotted in Fig. 9, which shows that for first-generation experiments
the larger (10 h−1 Mpc) boxes are much more promising, since the
lower noise σN (by a factor of ∼6) dominates despite the narrower
PDF (compare Figs 4 and 5) and a smaller number of pixels Np (by
a factor of 8). We note that lower noise is particularly important
in view of the partial degeneracy (demonstrated in Section 2.3 for
the toy model) that arises when σN is greater than the characteristic
width of the intrinsic PDF. The partial degeneracy is also apparent
in comparing the MWA and MWA/2 cases, where at some x¯i val-
ues, halving the errors crosses a degeneracy threshold and cuts the
output uncertainty in a non-linear fashion. We caution that cases
that are very near such a threshold may be susceptible to additional
numerical errors.
The same results are shown in Fig. 10 in terms of relative er-
rors, making it easier to see and compare both small and large
errors. Specifically, in terms of the various percentile output ion-
ization fractions (e.g. we denote the median by x¯out,50i ), we show
f0 = (x¯out,50i /x¯i) − 1 (the relative difference between the median
output value and the true input value, representing the fractional
bias of the reconstruction), f+ = (x¯out,84i /x¯out,50i ) − 1 (the relative
difference between the 84 per cent and median values, representa-
tive of the fractional +1σ spread) and f− = 1 − (x¯out,16i /x¯out,50i )
(the relative difference between the 16 per cent and median values,
representative of the fractional −1σ spread). The figure shows that
the reconstruction is typically unbiased within the errors (i.e. the
1σ range is significantly larger than the bias in the median), except
for some points in the early stages of reionization. Only little in-
formation is available with the PDF in the smaller boxes (except
for a few redshifts with MWA/2 errors); typically the error ranges
are smaller near the mid-point of reionization, partly due to the
fact (see Fig. 8) that the variance of the PDF suffices to distinguish
the mid-point of reionization from its two ends, but the early and
late stages are degenerate with each other in terms of the variance.
Figure 10. Same as Fig. 9 but showing relative errors (see the text), for
better visibility of cases with small errors. We show f 0 (absolute value
shown, where negative values are open circles and positive values are solid
circles), f+(+ symbols) and f−(− symbols). We consider MWA 1-yr errors
(left-hand panels) or MWA/2 (right-hand panels), for the PDF in 5 h−1 Mpc
boxes (top panels) or 10 h−1 Mpc boxes (bottom panels).
Figure 11. Same as Fig. 10, but we consider MWA/4 errors (left-hand
panels) or MWA/10 (right-hand panels), for the PDF in 5 h−1 Mpc boxes
(top panels) or 10 h−1 Mpc boxes (bottom panels).
A rather good measurement of the reionization history is expected
with 10 h−1 Mpc boxes, in the mid to late stages of reionization,
down to 1 per cent errors in measuring the cosmic mean ionized
fraction (or even better with MWA/2 errors). When the errors are
small, the measurement is unbiased and has symmetric error bars.
As shown in Fig. 11, lower errors (approaching second-
generation experiments) would avoid the degeneracy and allow a
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meaningful measurement of the cosmic reionization history even
with the PDF in the smaller boxes, but 10 h−1 Mpc boxes always
give a more precisely measured output value by about an order of
magnitude. The expected success in reconstructing the reioniza-
tion history under the strict assumption of a single free parameter
motivates us to consider in the following section a more flexible
reconstruction method.
5 MONTE CARLO R ESULTS WITH A
FLEXIBLE F OUR-PARAMETER MODEL
In the previous section we showed the expected accuracy of re-
constructing the cosmic reionization history from the 21-cm PDF,
assuming that the PDF shape is known as a function of the cosmic
mean ionized fraction. In this section, we drop the latter assump-
tion and present results for the expected accuracy of reconstructing
the detailed shape of the 21-cm PDF directly from the data. We
focus on the regime of second-generation experiments, since the
expected MWA errors do not allow such a reconstruction. Even
with the lower errors, the PDF cannot be reconstructed parame-
ter free, so we assume that our four-parameter GED model from
Section 3.3 correctly describes the real intrinsic PDF (an assump-
tion which is explicitly true in our Monte Carlo set-up). Otherwise
we do not assume any restrictions and allow the four parameters
of the model to vary freely when fitting (again by minimizing the
C-statistic) to the noisy mock PDF data.
Specifically, we fit the four parameters TG, TL, σG and cG.
We consider fitting the PDF in 5 h−1 Mpc boxes with MWA/10
or MWA/20 errors. Fig. 12 shows that significant information can
be reconstructed with MWA/10 errors, although the errors in the
reconstructed parameters are usually fairly large (with particular
failures at the early stage of reionization). The derived total prob-
abilities of the GED model components are shown in Fig. 13; in
particular, the statistically significant measurement of the evolu-
tion of PD (which is the cosmic ionized fraction smoothed over
Figure 12. Expected 1σ errors on reconstructing the PDF parameters as-
suming the four-parameter GED model, assuming MWA/10 errors on the
PDF in 5 h−1 Mpc boxes. We show the 16, 50 and 84 percentiles, as before,
and also the assumed input values (circles).
Figure 13. Expected 1σ errors on reconstructing the derived probabilities
of the GED model, from a four-parameter fit to the PDF, assuming MWA/10
errors and 5 h−1 Mpc boxes. We show the 16, 50 and 84 percentiles, as
before, and also the assumed input values (circles).
Figure 14. Expected 1σ errors on reconstructing various quantities of the
GED model, from a four-parameter fit to the PDF, assuming MWA/20 errors
and 5 h−1 Mpc boxes. As in the previous section, we show the relative errors
f 0 (absolute value shown, where negative values are open circles and positive
values are solid circles), f+(+ symbols) and f−(− symbols).
the 5 h−1 Mpc resolution) shows that significant information can be
extracted about the cosmic reionization history, even in this more
flexible fitting approach.
Since the errors on the reconstructed parameters with MWA/10
noise are still mostly of order unity, we explored further and found
that MWA/20 is necessary to break most of the degeneracies.
Fig. 14 shows that in this case, the parameters can usually be recon-
structed to 1–10 per cent accuracy (with symmetric error bars and
C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 406, 2521–2532
 at U
niversity of Sussex on June 9, 2014
http://m
nras.oxfordjournals.org/
D
ow
nloaded from
 
Measuring reionization using the 21-cm PDF 2531
Figure 15. Expected 1σ errors on reconstructing various quantities of the
GED model, from a four-parameter fit to the PDF, assuming MWA/5 errors
and 10 h−1 Mpc boxes. We show the relative errors f 0 (absolute value shown,
where negative values are open circles and positive values are solid circles),
f+(+ symbols) and f−(− symbols).
insignificant bias). Specifically, we show the four quantities
PD, PG, TG and σG, which together comprise a complete set that
specifies the GED model. Note that the measurement of PD is par-
ticularly precise, during the latter stages of reionization.
As in the previous section, the PDF in larger, 10 h−1 Mpc boxes
is easier to measure, due to the lower noise per pixel. Thus, here
we consider somewhat larger noise levels, MWA/5 and MWA/10,
with results shown in Figs 15 and 16, respectively. Note that the
last (highest x¯i) point in TG is not shown, since the input TG there
is zero (see Fig. 6), and also we show PD only during late reion-
ization, where it is non-zero (see Fig. 7), and PE at earlier times.
While the errors are fairly large with MWA/5 errors, they reach the
1–10 per cent level with MWA/10, corresponding to a second-
generation 21-cm experiment.
6 C O N C L U S I O N S
We have carried out a detailed quantitative analysis of whether
upcoming and future experiments can measure the shape of the
21-cm PDF and derive from it the cosmic reionization history. This
is an important question since the PDF during reionization is highly
non-Gaussian, it directly provides important information such as
the cosmic ionization fraction at each redshift (though smoothed on
the experimental resolution scale) and is potentially a way to derive
the cosmic reionization history independently of the standard power
spectrum analysis.
We developed a maximum-likelihood approach that achieves
maximum efficiency by minimizing the C-statistic (equation 6)
applied to binned PDF data. We used a toy PDF model of two
Gaussians (equation 1) to show that the simplistic notion of the
signal-to-noise ratio (equation 7) does not fully describe the ability
to extract the PDF out of noisy data. Instead, once the noise per
pixel rises above a few times the signal (i.e. the width of the intrin-
sic PDF), the errors blow up due to a strong degeneracy, even if the
Figure 16. Expected 1σ errors on reconstructing various quantities of the
GED model, from a four-parameter fit to the PDF, assuming MWA/10 errors
and 10 h−1 Mpc boxes. We show the relative errors f 0 (absolute value shown,
where negative values are open circles and positive values are solid circles),
f+(+ symbols) and f−(− symbols).
total signal-to-noise ratio is kept fixed by increasing the number of
pixels (Figs 1 and 2).
We measured the 21-cm PDF as a function of redshift in a large-
scale N-body and radiative transfer simulation of cosmic reioniza-
tion (Figs 4 and 5). The PDF starts out close to Gaussian at high
redshift, due to still-linear density fluctuations, later develops an ex-
ponential tail at low Tb and finally becomes strongly peaked at zero
towards the end of reionization. We empirically fit the PDF from the
simulation with a four-parameter GED model (equation 10, Figs 6
and 7).
Assuming the simulations as a reliable guide for the evolution
of the PDF, we quantitatively explored how well parameters can
be measured with two different approaches. In the most optimistic
approach, we assumed that the real PDF matches the simulated one
as a function of just a single free parameter, the ionization fraction
x¯i , and tried to reconstruct this parameter from noisy mock data.
We found that first-generation experiments (such as the MWA) are
promising, at least if relatively large (10 h−1 Mpc) pixels are used
along with their relatively low noise level per pixel. Specifically, a
rather good measurement of the reionization history is expected in
the mid to late stages of reionization, down to 1 per cent errors in
measuring the cosmic mean ionized fraction.
We also considered reconstructing the cosmic reionization his-
tory together with the PDF shape, all while assuming that the
four-parameter GED model correctly describes the real intrinsic
PDF, but allowing the four parameters to vary freely when fitting
mock data at each redshift. We found that this flexible approach re-
quires much lower noise levels, characteristic of second-generation
21-cm experiments, to reach the level of 1–10 per cent accuracy in
measuring the parameters of the 21-cm PDF.
In some ways we have just taken here a first step, since we have
only dealt with the Gaussian, thermal noise expected in the observa-
tional data. Since even the thermal noise makes the signal-to-noise
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ratio per pixel rather low, the first important issue was to see whether
it is possible to make useful measurements despite this noise. Now
that we have positively answered this question, the next step will
be to consider the additional practical difficulties expected in the
real data. One issue is that since the real-space image is made by
Fourier transforming the radio visibilities, the noise in each im-
age pixel contains noise from all the visibility pixels, and thus the
noise will be correlated among image pixels. A second issue is
that the calibration and the subtraction of the foregrounds (such
as our Galactic synchrotron emission and extragalactic radio point
sources) are expected to be imperfect, leaving some residuals in
the cleaned data. Both these issues should not present a qualitative
difficulty; as long as the observers can characterize with reason-
able accuracy the expected statistical characteristics of the noise
correlations and the foreground residuals, they can be included in
the modelling, although if the noise becomes significantly non-
Gaussian this will make the analysis more difficult. Another related
issue is that here we have assumed cubic pixels in real space, which
correspond to sharp, top-hat filtering, while a better representation
of the observations would be to use a Gaussian filter or even an
actual beam pattern. We plan to account for all these issues and
study the extraction of the PDF from more realistic simulated data.
We note that cosmic reionization ends in our simulation at redshift
7.5 (Fig. 3). If reionization in the real universe ends later (e.g. closer
to z = 6.5), then observations will be somewhat easier than we have
assumed, due to the reduced foregrounds at lower redshift. On the
simulation side, further work is necessary to establish the numerical
convergence of the simulated 21-cm PDF during reionization and
to explore the dependence of the PDF on various astrophysical
scenarios for the ionizing sources and sinks during reionization.
This further effort is warranted since we have shown that the 21-cm
PDF is a promising alternative to the power spectrum which can
independently probe the cosmic reionization history.
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