Navigation systems of autonomous vehicles often exploit range measurement information that may be a ected by outliers. In marine application the presence of outliers in sonar bathymetry, for instance, can be particularly severe due to multipath phenomena in the acoustic propagation. This paper describes a possible approach to process range measurements highly contaminated by outliers. The proposed solution builds on a robust parameter identification algorithm minimizing a nonlinear cost function that exploits the mathematical properties of Gibbs entropy. Numerical examples on simulated data are provided to illustrate the method and its performance. The use of simulated data allows to vary the amount of noise and outliers contamination while knowing the ground truth values of the parameters to be identified. For the sake of experimental validation, the method is also applied to third party (publicly available) upward looking sonar ice draft data collected by submarines in the Arctic Ocean.
Introduction
Robust filtering of range data a ected by outliers may have a large impact on the development of new control architectures and new behaviors in maritime robotics. Several navigation systems for autonomous vehicles exploit range measurements acquired through time of flight or phase shift techniques. For example, in marine applications bathymetric data is usually acquired through bottom looking sonars that estimate the distance through a time of flight technique. Due to multipath phenomena in the propagation of acoustic signals in the marine environment, range data may be contaminated by spurious values (outliers) that are, typically, multiples of the correct value. Indeed acoustic devices used in marine applications for navigation, mapping, and environmental monitoring are prone to generating outliers as a consequence, for example, of multipath phenomena. As a consequence, the need to cope with outliers in marine applications is rather common.
There are fundamentally two di erent approaches to process data affected by outliers: rejection and resistant techniques. The former are based on thresholding mechanisms and aim at identifying and removing potential outliers prior to processing the data, while the latter are designed to be robust, i.e. to tolerate the outliers in the data set without a significant impact on the processing results. In marine applications there are examples of both approaches, the rejection one being perhaps more popular. In [1] an outlier rejection strategy is proposed for autonomous acoustic navigation based on a long base line (LBL) localization device. A similar technique is studied in [2] with reference to a navigation system based on intelligent buoys. Outlier rejection al- * E-mail: giovanni.indiveri@unisalento.it gorithms in underwater navigation applications are also addressed in [3] and [4] based on a di usion-based observer approach. Further examples of outlier identification and rejection techniques applied to underwater vehicle navigation and positioning are discussed in [5] and [6] . As for resistant (i.e. robust) approaches for localization with data eventually a ected by outliers, a set membership solution has been illustrated in [7] . More recently a time-di erence localization method exhibiting robustness against outliers was described in [8] .
In general, signal processing techniques based on Least Squares (LS) approaches (including the Kalman filter) tend to be very sensitive to outliers, hence the need to design alternative solutions. The problem of parameter estimation in the presence of outliers has received much attention within statistics research: M-estimators described in [9] are widely adopted as an alternative to ordinary least squares in batch data processing situations where a real-time solution is not required. Mestimators, though, require some degree of tuning basically consisting in an estimate of the threshold at which data points should be regarded as outliers. Other kinds of outlier robust parameter identification technique popular within the statistics community, as the least median of squares (LMS) or the least trimmed squares (LTS), described in [10] , are computationally demanding and time consuming. Similarly, voting schemas as random sample consensus (RANSAC) [11] , although very successful in a wide number of applications, are computationally expensive and require nontrivial initialization and tuning.
As for recursive algorithms, several authors have built on the standard Kalman filter extending it by adaptively weighting data either with the Mestimator cost functions [12] , [13] or through weights computed within an Expectation-Maximization framework [14] , [15] , [16] . This is indeed a most interesting approach that conserves the pros and cons of Mestimators while allowing to derive a recursive estimation algorithm.
A di erent and more recent (resistant) method for parameter estimation in the presence of outliers is described in [17] : the method belongs to the family of prediction error cost minimization. The novelty of the solution and its performance is related to the definition of the nonlinear cost function that enjoys the mathematical properties of Gibbs entropy although it is not related to proper probabilities. The designed filter was named Least Entropy-Like (LEL) estimator in [17] and since its introduction it has been exploited in several robotics applications including robust navigation and image mosaicking [18] . Preliminary results discussed in this paper have been presented at the 8th IFAC Symposium on Intelligent Autonomous Vehicles [19] . In this paper the LEL filtering approach is applied to the issue of reconstructing a depth (or draft) profile from outlier corrupted range measurements. The definition of the LEL filter and its main properties are briefly recalled in section 2. The data model is introduced in section 3 while numerical results on simulated data with di erent levels of contamination are reported in section 4. Experimental results are discussed in section 5 where upward looking sonar ice draft data [20] collected by submarines in the Arctic Ocean are processed with a LEL filter. Conclusions are addressed in section 6.
Least Entropy-Like estimator: an overview
Consider the following linear-in-the-parameters model (LPM)
. Vectors y and ε are the measurement and noise respectively and θ t is the (true) parameter vector. In particular ε, unless otherwise stated, will be assumed to be a random vector of zero mean and unknown covariance. Matrix element (i, j) and vector element i will be denoted respectively as M ij and y i . The i-th row and j-th column of a matrix M will be denoted respectively as M i: and M :j . For a given θ the corresponding model-based measurement estimate isŷ = Mθ.
The residual associated to θ is an n × 1 vector defined as:
Following [17] , the Least Entropy-Like (LEL) estimateθ LEL is defined asθ
(6)
Notice that D in equation (5) is the Least Squares cost and the term −1/ log n is a normalization factor used just to assure that the maximum value of H is 1 (that would occur when all residuals would be equal to each other). The condition D ̸ = 0 in equation (6) is needed to exclude the most unlikely situation that the Least Squares cost can vanish making the relative squared residuals
ill defined. If D ̸ = 0, then H defined in equation (6) enjoys all the properties of the (Gibbs) entropy [21] associated to the probability-like quantities q i (notice that D ̸ = 0 guarantees q i ∈ [0, 1] ∀ i and ∑ n i q i = 1). As reported by [17] , the idea behind the definition of the H cost function in equation (6) is that a minimum value of H will correspond to a distribution of relative squared residuals (7) with large positive skewness, namely most relative squared residuals shall be small as compared to a minority of relative squared residuals carrying most of the fitting error. In the hypothetical case that all data points but one agree on a perfect fit, theθ LEL would guarantee H to be zero, i.e. its absolute minimum. Indeed in the case that all residuals but one could be zero, the proposed approach would allow to identify the only outlier. In the more realistic case of more outliers and/or that due to noise not all data points perfectly fit the model, there is no analytical guarantee that the LEL estimator will converge on the true value of the unknown parameter. Nevertheless, as reported in [17] and in the other studies exploiting the LEL approach, the proposed solution exhibits very interesting finite sample properties allowing to compute estimates of the true parameter vector that are much closer to the true value with respect to standard least squares.
Due to the nonlinear nature of the cost function H in (6), multiple local minima may be found. As a consequence, the computation of the estimate according to (4) needs to be properly initialized. An initialization strategy that has proven to be e ective in many applications consists in performing m (being m the dimension of θ) minimizations starting from m di erent initial θ i such that θ i ∀ i = 1, 2, . . . , m are elements of an orthogonal basis of R m×1 with ||θ i || = ||θ LS || where θ LS is the least squares estimate of θ t . If these m local minimization iterations fail to converge to a common value, the one corresponding to the least value of H is assumed to be the θ LEL solution. Such strategy may still lead to a local minima rather than a global one, yet it is likely to be the least H solution in a neighborhood of θ LS .
Notice that contrary to other outlier robust filters, the proposed one does not require any a priori knowledge of the scale of noise or the threshold at which data points should be regarded as outliers. Moreover, as compared to RANSAC or Least Median of Squares based approaches, the algorithm is much lighter in terms of required computation. The minimization of H can be performed through standard numerical optimization routines eventually exploiting the explicit knowledge of the gradient of H. Indeed, by direct analysis of H given in equation (6), its gradient is given by:
Assuming D ̸ = 0 the generic component of the gradient result in:
where, in the LPM case (equation (1)), in particular
Lengthy, but straightforward calculations allow to determine the Hessian matrix elements as:
If D ̸ = 0, the terms composing the gradient entries in equation (12) are always finite and well behaved also when r i = 0. Notice, however, that the Hessian matrix (13) turns out to be singular whenever r i = 0,
i.e. when a data point fits the model perfectly. Indeed all terms in the sum of equation (13) is not an issue in the great majority of practical cases: data points having a null residual are very unlikely and when they should occur, the Hessian can be approximated by replacing the null residual with an arbitrary small positive constant. Moreover, the numerical minimization of H can be performed with standard routines that do not require the analytical computation of the Hessian matrix.
Range data and outlier model
The LEL parameter estimation approach described in section 2 will be applied to simulated range measurements acquired by an autonomous vehicle moving on piecewise linear paths. In particular, for the sake of clarity, consider an autonomous underwater vehicle (AUV), as in Fig.  1 , moving at a constant surge velocity and diving at constant heave from time 0 to time t * . At time t * the heave velocity becomes zero and the vehicle continues along a straight horizontal path. This is a rather standard maneuver performed to reach a desired depth: assume that during its motion the vehicle measures its distance to the (flat) seafloor with a bottom looking sonar. The acquired range measurement will be a ected by di erent kinds of noise. In particular, additive zero mean gaussian noise will be assumed to present in addition to sporadic spurious measurements (outliers) that can be modeled as (positive) multiples of the true depth values eventually due to multipath phenomena. In 
where ε k is a random value generated by a normally distributed stochastic process with zero mean and variance σ d . Assuming an outlier contamination of P o %, a randomly selected P o % of the n values µ k are taken to be at random in the set (1, 2] with a uniform distribution. All the remaining values of µ k are fixed to 1. The outlier data model (14) generates data that appears to be quite realistic if compared to experimental data. Yet the use of artificially generated data is preferred in this study as it allows to vary the amount of contamination and to analyze its e ect on the proposed filtering technique. According to the described dive maneuver of the AUV, the model for the distance variable d k is given by the following:
being t f the total duration of the maneuver. A single regression model for the unknown parameter vector θ := (θ 1 , θ 2 , θ 3 , θ 4 )
⊤ can be defined as
where t n * ≤ t * < t n * +1 and t n ≤ t f < t n+1 . The actual number of data points n will depend on the measurement sampling time. It will be assumed that n ≥ 4 granting that H is full rank. Given that the noise free distance values d in equation (17) are not available, the measurement vector
having components defined in equation (14) can be used to estimate θ on the basis of the linear regression model (17) . In particular the LS estimateθ LS is given bŷ
The well known linear dependency of the LS estimate from the data is, concurrently, the reason for its tremendous popularity in virtually all branches of science and the reason for its poor robustness in case of outliers. Contrary to the LS solution, the LEL estimate cannot be computed in closed form. Indeed, the LEL estimateθ LEL is computed numerically solving the unconstrained nonlinear optimization problem (4) where the M matrix is the one in equation (18) . In particular to solve problem (4) a Quasi-Newton minimization method is adopted using a cubic line search procedure. The gradient of the cost function is computed analytically according to equation (12) and its Hessian matrix is estimated through the Broyden -Fletcher -Goldfarb -Shanno (BFGS) algorithm [22] .
Numerical results
The described approach to process outlier corrupted range measurements has been coded and tested with MATLAB Version In order to analyze the behavior of the proposed approach, 900 data sets of 300 range values each (i.e. n = dim(y) = 300) were generated according to the sensor model described in section 3 for the same θ t . In particular, 100 data sets of 300 points each have been generated for each of nine di erent values of the outlier contamination probability P o %, namely 5%, 10%, 15%, 20%, 25%, 30%, 35%, 40% and 45%. Table 1 . The amount of outlier contamination does not appear to have a significant impact on the computational e ort, although the highest mean value (on 100 iterations) of required CPU time corresponds to the highest outlier contamination P o % = 45. Summarizing the results in Table 1 it can be concluded that the required CPU time to fit 300 data points on a four 4 parameter model with the proposed LEL algorithm is of (0.6 ± 0.3)[s] (mean ± 3std). The variance in CPU time is basically due to the Quasi-Newton minimization step in Algorithm 1 that does not have a fixed computation time.
As for the data fitting behavior of the approach and its robustness to outliers, examples of the results for P o % = 5 and P o % = 45 are reported in Fig. 2 and Fig. 3 data values and the fitting curves. Simulated range measurements are displayed as blue squares. In particular, the empty blue squares are points with a corresponding µ k = 1, hence inliers subject to the only gaussian noise ε k with standard deviation 10. Blue squares containing a red starred marker are outliers, namely points corresponding to µ k ̸ = 1 in addition to the same gaussian additive noise (refer to equation (14) ). The LS fitting curve that would have been computed on the outlier-free data set (µ k = 1 ∀ k) is depicted in black. The LS fitting curve computed on the outlier corrupted y k values is depicted with red pentagons and the LEL fitting curve resulting from algorithm 1 is depicted with green diamond shaped markers. The examples reported in the top plots of Fig. 2 and Fig. 3 confirm the dramatic impact that outliers may have on LS solutions, specifically in terms of bias. The bottom plots of (2) and (3) (21) r LEL = y − Mθ LEL (22) and the absolute value of their components is sorted and then plotted. As expected, the robustness of the LEL solution as compared to the LS one is related to the tendency of the LEL solution to enforce a positive skewness on the distribution of the squared residuals. Indeed, as discussed in [17] , the very definition of the LEL estimator is designed to exploit the mathematical property of Gibbs entropy. In particular, the entropy S of a system with n discrete states having probabilities p i ∈ [0, 1] : i = 1, 2, . . . , n and ∑ n h=1 p h = 1 is computed as
and it achieves its absolute minimum when p k * = 1 for a specific index k * and p j = 0 ∀ j ̸ = k * . Similarly the LEL cost function Table 1 . CPU time on 100 iterations per outlier percentage contamination (dim(y) = 300 for each iteration).
H would achieve its absolute minimum if all residuals, but one, were zero (that is unlikely in practice). Minimizing the H cost function hence corresponds to trying to force the majority of residuals to have a small relative squared error as compared to a minority of residuals carrying most of the fitting error. This is confirmed by the bottom plots of Fig. 2 and Fig. 3 where the least absolute LS residuals (in red) are larger than the least absolute LEL residuals (in green). These plots suggest that the LEL estimation approach can be used to search for a consensus set among the data points on which to eventually apply a standard estimation technique as LS itself. Indeed, with reference to the bottom plot of Fig. 3 , it appears that approximately the first half of the points would agree on a common consensus set that, contrary to RANSAC, was found by direct minimization of a single scalar function without any a priori knowledge of the scale of the scatter in the data and without 
where
and similarly for the LEL green bars. Notice that the above ∆ normalization in the relative error definition is necessary being, in particular, θ 3 = 0 (slope of the second line, equation (16)). As an example, the 5th (from the left) red and green bars of the first and third group respectively correspond to the LS (red) and LEL (green) relative error on the first and third component of estimatedθ with respect to its true value θ t for an outlier contamination level of P o % = 25. The plot in Fig. 4 was realized by processing 9 data sets (one for each outlier contamination level) of 300 points each. It confirms that the performance in terms of parameter estimation accuracy is in general decreasing with outlier contamination level for both approaches, although it is more apparent in the LS case. Moreover it also reveals (as expected) that the LEL estimate is in general (but not always) closer to the true parameter value while the LS relative errors can reach considerably high values at all outlier contamination levels.
Experimental results
In order to validate the behavior of the proposed technique with real data, a LEL filter analysis has been performed on subsets of the data in [20] As specified in [20] of the data accuracy is reported in [23] . In particular, refer to figure 2 of [23] for the geometry of the considered system. It should be noticed that the considered experimental data have been processed as described above before being released, hence outliers resulting from sensor dropouts are absent. Yet the very nature of sea ice allows to interpret the draft measurements as a ected by outliers. Indeed sea ice is not a continuous, uniformly smooth sheet of ice, but rather it is a complex surface that varies dramatically across even short distances. As a consequence spatially close draft data may actually refer to di erent keels or submerged ice structures resulting to be highly nonuniform at scales larger than a few meters. The LEL filtering technique has been applied to a subset of the data relative to the Grayling-1992 Cruise [20] profiles that may be considered as "outliers" with respect to the mode of the ice draft. Indeed a similar situation also occurs in the other draft data available from [20] . The data in the bottom plot of Fig. 6 have been fitted with a linear model Fig. 7 (top) . Clearly, the large ice keel around Km 6.5 has a strong impact on the LS estimate while the LEL solution does not appear to be seriously affected by such structure. The sorted absolute residuals of the LS and LEL estimates are depicted in the bottom plot of 
Conclusions
The Least Entropy-Like (LEL) parameter estimation technique has been applied to artificial data generated according to a sensor model providing acoustic time-of-flight range measurements for underwater navigation of autonomous vehicles. The resulting data is a ected by outliers to which standard Least Squares (LS) filtering techniques are poorly robust. The proposed approach is very simple in its nature and it allows to robustly compute parameter estimates and data fits without needing a priori information on the scale of the noise and of outliers (as required by most alternative approaches including M-estimators and RANSAC).
The results of numerical experiments are reported aiming at assessing the necessary CPU time to estimate a four component parameter vector on a linear-in-the-parameters model using 300 data points with 9 di erent levels of outlier contamination. In summary, these experiments reveal that a non-optimized code on a 2.66 GHz processor employs (0.6 ± 0.3) [s] suggesting that the proposed approach could be used for on-line navigation by filtering the data on a moving window of about 300 data points if these are acquired at about 1 Hz rate. These orders of magnitude suggest that the method is indeed applicable to many robotic underwater navigation situations. The proposed outlier robust parameter estimation technique has also been applied to publicly available [20] experimental measurements consisting in upward looking sonar ice draft data collected by submarines in the Arctic Ocean. The results suggest that the proposed method is able to cope with experimental underwater sonar data. The LEL parameter estimation method exhibits considerable robustness as compared to the standard LS solution when applied to the considered data from [20] . Future work will focus on real time applications possibly including the development of a recursive (Kalman-like) version of the proposed schema for navigation and mapping purposes rather than constant parameter estimation.
