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Positron emission tomography (PET) scans of brains result in 
large datasets that are traditionally analyzed using visual 
displays and statistical analyses. Due the complexity and multi-
dimensionality of the data, there exist many challenges in the 
interpretation of the scans. This paper describes the use of a 
sonification method to assist in improving the diagnosis of 
patients with different levels of Alzheimer’s dementia. A triple-
tone method is introduced, and the audible beating patterns 
resulting from the interaction of the three tones is explored as a 
metric to interpret the data. The sonification method is 
presented and evaluated using subjective listening tests. Results 
show the triple-tone sonification method is effective at 
evaluting PET scan brain data, even for listeners with no 
medical background.  
1. INTRODUCTION 
The diagnosis of medical conditions has been transformed with 
the advancement of medical imagining techniques, including X-
rays, magnetic resonance imaging (MRI), and positron emission 
tomography (PET). These techniques provide physicians with 
multi-dimensional and time-varying datasets that continue to 
increase in precision and resolution. Until recently, the data 
acquired by these imagining techniques has been primarily 
presented with visual displays, using visual analysis as the 
principal method of evaluation and diagnosis.  
 
There exist many limitations and challenges in the current 
representation and analysis of the large amounts of data 
generated by medical imaging techniques. Two areas that could 
benefit significantly from improved display and analysis are 
diagnostic accuracy and inter-observer variability. Although 
diagnostic accuracy is higher than ever, clinicians still have 
difficulty detecting certain conditions when the visual analysis 
of the information provided leads to imperceptible differences 
between health and disease. A possibility is that visual 
imagining techniques, no matter how sophisticated, are unable 
to provide the level of differentiation necessary to detect 
differences between health and disease. Or perhaps the 
information is there but is imperceptible to the human eye, even 
with advanced visual display methods. The second area of 
needed improvement is inter-observer variability. There exist 
large diagnostic inconsistencies among clinicians upon visual 
inspections of medical imaging datasets.  
 
In the recent past, significant efforts and advancements have 
been made in the exploration of alternative methods and 
techniques or representation of medical imagining data with the 
hopes of improving the accuracy and consistency of diagnoses. 
Quantitative analysis techniques have been used to supplement 
the visual representation (Piper, 2007) (Nelson, Piper, 
Friedland, & Freeman, 2007). Advanced computer processing 
techniques have been explored to find new ways to detect 
disease, including multi-parametric predictive modeling 
(Najafi, et al., 2012), and machine learning (Oh, et al., 2012).  
 
In order to further improve the analysis of medical imagining 
data, researchers are exploring alternative methods of analysis 
and display, including sonification. This paper describes the use 
of a sonification method to aid in diagnosing patients with 
different levels of Alzheimer’s dementia (AD). The sonification 
method is presented and evaluated using subjective listening 
tests. 
2. BACKGROUND 
Sonification methods and techniques have been explored for 
medical applications over the past 20 years, for both aesthetic 
representations as well as diagnostic tools. Rossiter and Ng 
(1996) developed a tool to sonify full-body medical scans using 
a path-based model where different biological materials (soft 
tissue, bone, fat and air) were assigned to a unique musical 
instrument.  
 
Sonifications of human electroencephalogram (EEG) have been 
performed by Hermann et. al. (2002) where three parametric 
sonification techniques for EEG data were presented. Hermann 
built upon this work with Baier and Stephani (2007) and 
developed a sonification technique for EEG data aimed at 
detecting and categorizing epilepsy, using a multi-channel 
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sound reproduction system in order to exploit the spatial 
hearing capabilities of the listener.  
 
Ballora et. al. (2004) developed a sonification tool to analyze 
electrocardiogram (ECG) data of human patients. The ear’s 
sensitivity to rhythmic pattern perception was used to identify 
and differentiate between various conditions of the heart, and 
has proven to have diagnostic potential.  
 
Methods for sonifying PET scans of brains with AD were 
presented by Roginska et al (2013a and 2013b). This research 
presented a sonification tool for the exploration of augmenting 
traditional diagnosis methods. The SoniScan++ tool is used for 
the exploration of sonification methods for the interpretation of 
brain scans. Users have the ability to define medical image scan 
paths, sound synthesis methods, mapping between the data and 
sound attributes, and spatialization method.  
 
The sonification method and study presented in this paper 
follows on the work presented in Roginska et al (2013a and 
2013b). We present a novel sonification method where the 
brain is segmented into three regions, and each region is 
mapped to a different frequency. The interaction of the tones of 
different frequencies results in beating patterns, which are 
easily perceived by the human ear. The different beating 
patterns that can be created, can be illustrated mathematically 
through  additive synthesis, where frequencies are added point 
by point.  The basics of additive synthesis tell us that, when two 
frequencies are added together, an oscillating amplitude 
envelope is created at a rate that is the difference between those 
two frequencies; otherwise known as a beat frequency or beat 
envelope.  If the frequencies are very close together, the 
psychoacoustic phenomenon is understood more on a tonal 
level, i.e. our brain would interpret these two distinct 
frequencies as one frequency that is an average of the two, 
along with the beat envelope around that frequency.  If the 
frequencies are further apart, the psychoacoustic phenomenon 
is more temporal, as our brains interpret them as distinct 
frequencies peaking at different times, again with the beat 
envelope around these frequencies.  Adding a third frequency 
adds two more beat envelopes, and more possibilities for tonal 
and rhythmic complexities.  Thus each brain scan has a unique 
rhythmic pattern, a signature sound.  This research exploits the 
ear’s sensitivity to complex rhythms, as established by Ballora 
et. al. (2004), through the psychoacoustic phenomenon of 
beating frequencies. 
 
The sonification method presented here has its basis in the field 
of medical imaging informatics. In the case of diagnosing 
different forms of dementia, the metabolic activity in different 
regions of the brain needs to be measured and compared. AD is 
characterized by decreased metabolic activity 
(hypometabolism) in the parietal and temporal lobes of the 
brain. More severe cases of AD also present hypometabolism in 
the frontal lobe of the brain (Frackowiak, et al., 1981). Hence, 
the diagnosis of AD in patients is performed by comparing 
metabolic activity of the parietal, temporal, and frontal lobes to 
the metabolic activity of other lobes that are not generally 
affected by Alzheimer’s disease, such as the sensorimotor 
cortex. PET scans provide a 3-dimensional measurement of 
metabolic activity in different regions of the brain. This 
sonification method aims to aurally display the metabolic 
activity of these lobes of interest. 
3. METHODS 
3.1. Dataset Preprocessing 
The datasets utilized for sonification consisted of 32 de-
identified PET/CT scans of human brains diagnosed with 
varying stages of Alzheimer’s disease, obtained from the 
Radiology Department of New York University Langone 
Medical Center. These 32 brains scans consisted of 8 brain 
scans in each of the four categories of diagnosis of AD; 
Normal, Mild AD, Moderate AD, and Severe AD.    
 
All datasets utilized for sonification were spatially warped to a 
standard brain model, and hence were all spatially consistent.  
Spatial normalization is a necessary step in conducting 
statistical analysis across several brain datasets (Piper 2007).  
This process was done using the medical imaging software 
MIM, a data visualization tool for PET scan data 
(www.mimsoftware.com). In addition to pure visualization 
tools, MIM Software also contains statistical analysis tools that 
are capable of segmenting the brain into its various lobes and 
providing statistical deviations from normalcy based on a 
standard database of normal brains (Piper 2007). 
 
After spatial normalization all dataset pre-processing and lobe 
segmentation was performed with SoniScan++, our primary 
data analysis tool for sonification.  SoniScan++ was developed 
in the C++ programming language for the purpose of this 
research.  
 
In the case of each brain, a subset of each dataset was chosen 
for sonification; the 30th lateral slice (from the top) of the 
spatially normalized dataset. This particular slice of each 
spatially normalized dataset passes through representative 
regions of the frontal lobe, parietal lobe, and sensorimotor 
cortex. 
3.2. Lobe segmentation 
The spatially normalized sub-datasets were then segmented into 
the three lobes of interest (frontal and parietal) and the reference 
lobe (sensorimotor cortex). This segmentation was performed 
with the aid of the MIM software. MIM performs its own 
automatic lobe segmentation of the spatially normalized brain 
datasets and provides the segmentation information to the user 
in the form of the DICOM standard RTSTRUCT file format. 
These files contain 3-D contours called Regions of Interest. 
However, for the sake of time, the RTSTRUCT files were not 
utilized in their entirety for this work. Only the RTSTRUCT’s 
coordinate points, outlining the general boundaries of the lobes 
of the spatially normalized sub-dataset, were used.  These 
coordinates were set in SoniScan++ and the contours were 
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Figure 1 Lobe segmentation of lateral slice 
 
This approach meant that there remained some irrelevant data 
points within each lobe’s segmentation. First, some data points 
in the lateral slice lie outside the actual brain area.   The second 
category of irrelevant data points consisted of those that lie 
within the brain, but are medically irrelevant. The brain can for 
the most part be divided into white matter and gray matter.  The 
relevant metabolic activity for the diagnosis of AD is that of the 
grey matter of the brain, and hence the white matter content is 
medically irrelevant and should not be included as data that is 
sonified.  Both issues manifest as voxels with lower intensities 
compared to the areas of interest. Hence, both issues were 
tackled with one generalized solution. All voxels whose 
intensity fell below a certain threshold were masked from being 
sonified.  This threshold was set to 45% of the maximum 
allowable intensity, considering the bit-depth of the dataset. 
Hence, for datasets with a bit-depth of 15 bits, the masking 
threshold is set to 14745.15 out of a maximum allowable value 
of 32767. 
 
3.3. Triple-tone sonification 
In order for a sonification technique to directly target the 
diagnosis of AD, the difference in metabolic activity between 
the lobes of interest and the reference lobe was mapped to an 
easily perceivable auditory parameter. The sonification 
technique presented here is a “triple-tone sonification”, which 
assigns a triangle wave oscillator to each of the three lobe of the 
brain to be sonified, specifically each portion of the segmented 
lobes that fall on the lateral slice.  
 
 
Figure 2 Screenshot of SuperCollider interface for interactive 
sonification playback and recording 
 
We consider such a technique a high-level approach to 
analyzing the data, as compared to other techniques performed 
by this research group in the past (Roginska et. al. 2013). The 
technique can aim at emulating the mental process of a 
physician during diagnosis, but presenting the results of this 
process in the aural domain. 
 
An interactive approach was necessary in order to prototype the 
technique with versatile functions, to see which auditory 
parameters best suited the datasets.  The sonifications were 
implemented through the powerful sound synthesis engine and 
audio programming language, SuperCollider, in the form of a 
GUI (Figure 2).  
3.3.1. Frequency mapping 
The frequencies of these oscillators are mapped to the average 
metabolic activity within each of the three lobes.  Hence, 
differences in metabolic activity between the lobes results in 
slightly different frequencies of the oscillators.  These small 
differences in oscillation between the three oscillators and 
triangle wave tones results in beating patterns. The more 
pronounced the difference between the three frequencies, the 
faster and more complex the beating pattern becomes. This is 
directly relevant to the diagnostic method, where higher 
differences in metabolic activity result in faster beating, more 
complex rhythms, and eventually splitting of tones.   
 
The frequencies of the tones corresponding to the lobes of the 
brain under inspection are “detuned” from their default 
frequency according the deviation of average intensity of the 
voxels of those lobes from the average intensity of the voxels of 
the reference lobe(s). 
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The default frequency used was 440 Hz (A above middle C).  
The frequency of the frontal lobe was forced to be a positive 
deviation, and the frequency of the parietal lobe was forced to a 
negative deviation from the default frequency.  Forcing the signs 
of the deviations of the frontal and parietal lobes ensured that 
the system would not collapse to two beating tones when there 
exists abnormalities of equal deviation in both the frontal and 
parietal lobes.  Such a case was undesirable as the complexity of 
three beating tones was the required artifact to be explored. 
3.3.1. Detune factor 
The detune factor was used to control the range of frequency 
deviations given the range of voxel average deviations.  The 
goal of this parameter was to find different levels of beatings to 
indicate the varying degrees of AD: For example finding the 
level of beating that would generate split tones indicating severe 
cases of AD.  A higher detune factor would result in a larger 
frequency deviation, and hence faster beating, for a set of voxel 
intensity averages. 
  
One approach to determine the detune factor is to make it a 
constant across cases to ensure complete standardization of 
frequency deviations. However, preliminary listening indicated 
that there was not enough differentiability between AD 
categories when a constant detune factor was used and only 
highly experienced listeners could easily perceive and 
categorize the differences in these beating patterns. In order to 
test the system on non-expert listeners in the future (e.g. 
physicians), an exaggeration of the audible effect was created. 
Hence, in order to exaggerate the detuning effect and improve 
differentiability, an alternative approach to determine the detune 
factor would be to generate different detune factors based on 
some feature of the dataset.  Although features were identified 
in preliminary analyses of the datasets, the authors did not have 
access to a sufficiently large database to make complete 
generalizations. This research has been reserved for future work. 
To emulate the desired effect, the detune factor was dynamically 
assigned to different brains according to the table below. 
 
 
Brain Type Detune Factor 
Normal brain 0.05 
Mild Alzheimer’s Disease 0.10 
Moderate Alzheimer’s Disease 0.15 
Severe Alzheimer’s Disease 0.20 
Table 1 List of detune factor values 
 
Based on these detune factors, the frequencies of the lobes of 
interest were determined.  The relative deviation of average 
intensity with respect to the average intensity of the 
sensorimotor cortex (SMC) was linearly mapped to the relative 
deviation of the oscillator frequency with respect to the 
oscillator’s base frequency through the detune factor coefficient.  





where f = frequency, av = voxel average, DF = detune factor, FL 
= frontal lobe, PL = parietal lobe, SMC = sensorimotor cortex. 
3.3.2. Positive compression 
We found that, in most cases of diseased brain datasets, the 
frontal lobe and parietal lobe averages fell below the average of 
the SMC.  However, in several cases of normal brain datasets, 
the frontal and parietal lobes possessed averages higher than that 
of the SMC.  This does not represent any abnormality with 
respect to AD, but manifests itself as an abnormality in the 
sonifications, as now the frequencies of these lobes would be 
correspondingly higher or lower than that of the SMC.  
  
In order to differentiate between true abnormality (arising from 
a lower average value of frontal or parietal lobe activity) and 
misrepresented abnormality (arising from a higher average of 
frontal or parietal lobe activity), a “compressor” was applied to 
all average voxel intensity values before performing frequency 
mapping.  All positive deviations from the average of the SMC 




The goals of the evaluation were threefold. First, to evaluate the 
effectiveness of the triple-tone sonification technique in accurate 
distinguishability between brains of different levels of 
Alzheimer’s disease. Second, to evaluate the intra-reader 
consistency of diagnosis. Third, to investigate whether a finer 
gradation of categorization would result in more accurate or 
consistent results. 
 
In traditional methods of analysis, the diagnosis is typically 
divided into a categorization of one of four different levels – 
normal, mild, moderate, and severe. In addition to using the 
four- step categorization method, we evaluate a finer, seven-
step, scale of categorization. The evaluation was divided into 
two sections: coarse categorization and fine categorization 
sections. The task of the participant in each section was to 
categorize the presented sonification into one of four and one of 
seven categories in the coarse and fine categorizations 
respectively.  
  
Prior to the test, the participants were presented with training 
sonifications for the purpose of familiarizing themselves with 
the nature of each category. Categories 1, 2, 3, and 4 were 
chosen to correspond to the diagnoses of normal, mild AD, 
moderate AD, and severe AD respectively. Ten sonifications 
were generated for each category, resulting in a total of 40 
training sonifications.  
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The training sonifications were generated through the statistical 
analysis of the 32 brain scans that were used for trials. The 
frequencies for each training sonification were sampled from a 
uniform distribution centered on the mean frequency of the 
corresponding lobe in the corresponding category, with a range 
of half a standard deviation in either direction. The sonifications 
used for the training were excluded from the data set presented 
during the listening experiment. 
 
In the coarse categorization section, the participant was asked 
to categorize each sonification into one of the four categories 
(1, 2, 3, or 4), based on the training sonifications. In the fine 
categorization section, the participant was asked to categorize 
each sonification into one of the following categories: 1, 1.5, 2, 
2.5, 3, 3.5, or 4. Here, the participant was instructed to rate 
cases that aligned with the training cases to the integer-valued 
categories, and the cases that may be interpreted as lying 
between training case categories as the fractional-value 
categories. 
4.2. Datasets  
The evaluation used the 32 unique de-identified datasets of 
patients with varying severity of Alzheimer’s disease, obtained 
from the NYU Langone Medical Center. The collection 
consisted of 8 datasets in each of the four categories of 
Alzheimer’s disease severity – normal, mild, moderate, and 
severe. The “ground truth” diagnosis was performed by Dr. 
Kent P. Friedman utilizing visualization and statistical analysis 
tools provided by MIM software.  
 
In each session, two instances of each dataset’s sonification 
were presented to allow for the testing of intra-reader 
consistency, resulting in a total of 64 sonifications per sessions. 
The order of presentation of the sonifications was randomized 
consistently across participants. The datasets were consistently 
randomized in each listening session to minimize recall bias.  
4.3. Participants 
The subjective listening test was presented to five participants, 
all graduate students and faculty members of the Music 
Technology program, Steinhardt, New York University. This 
control group was chosen to first evaluate the triple-tone 
sonification technique because of their musically trained ears, 
providing a validation before proceeding to evaluation with 
physicians. All medical aspects of this sonification technique 
were withheld from the participants, and their evaluation of this 
technique was influenced solely using auditory parameters. 
5. RESULTS 
5.1. Response accuracy 
The accuracy of response against ground truth was computed for 
each ground truth category for each participant. The accuracy is 




In the case of coarse categorization, a correct response is one 
where the participant’s categorization exactly matches the 
ground truth of the test case. In the case of fine categorization, a 
correct response is one that either matches the ground truth, or 
lies at a distance 0.5 from the ground truth categorization. The 
results are presented as percentage accuracy for each participant, 
as well as the mean accuracy for all participants in Table 2 for 
the coarse categorization, and in Table 3 for the fine 
categorization. 
 
Participant Cat. 1 Cat. 2 Cat. 3 Cat. 4 Mean  
P1 100% 88% 81% 88% 89% 
P2 88% 94% 38% 94% 78% 
P3 94% 100% 81% 100% 94% 
P4 100% 94% 75% 100% 92% 
P5 94% 94% 44% 100% 83% 
Mean 95% 94% 64% 96% 87% 
Table 2 Accuracy of participants in coarse categorization for 
categories 1, 2, 3 and 4. 
 
 
Participant Cat. 1 Cat. 2 Cat. 3 Cat. 4 Mean 
P1 88% 88% 81% 88% 86% 
P2 100% 100% 56% 100% 89% 
P3 100% 100% 100% 100% 100% 
P4 94% 100% 88% 100% 95% 
P5 100% 100% 69% 100% 92% 
Mean 96% 98% 79% 98% 93% 
Table 3 Accuracy of participants in fine categorization 
5.2. Response consistency 
Each test case as presented to the participant twice in each 
section to allow for the testing of intra-reader consistency. In the 
case of coarse categorization, the responses to a pair of duplicate 
test cases are said to be consistent if both cases were given the 
same response by the participant. In the case of fine consistency, 
the responses to a pair of test cases are said to be consistent if 
both cases were given responses that differ by no more than 0.5. 
The percentage of the 32 case pairs that were consistent is the 
consistency percentage. The consistency percentages for each 
participant in both coarse and fine categorization are presented 
in Table 4 below. 









P1 84% 88% 
P2 84% 100% 
P3 94% 100% 
P4 97% 88% 
P5 84% 88% 
Mean 89% 93% 
Table 4 Consistency percentage for coarse and fine 
categorization 
5.3. Fine vs. coarse categorization 
A side-by-side comparison of participant accuracies is given 







P1 89% 86% 
P2 78% 89% 
P3 94% 100% 
P4 92% 95% 
P5 83% 92% 
Mean 87% 93% 
Table 5 Side-by-side comparison of participant accuracy for 
coarse vs fine categorization 
In the case of coarse categorization, mimicking the diagnosis 
procedure of AD, participants displayed an overall 
categorization accuracy of 87%. Four out of five participants (all 
except participant P1) show an increase in categorization 
accuracy when allowed a finer gradation. Overall accuracy also 
increased from 87.19% to 92.5% when allowed a finer 
gradation. 
6. DISCUSSION & CONCLUSIONS 
This paper presents a novel triple-tone sonification technique to 
analyze PET scans of brains with different levels of 
Alzheimer’s dementia. The method was presented and 
evaluated using subjective testing. Participants involved in the 
study had no medical experience, but were professional 
musicians with a trained musical ear.  
 
Results of the evaluation of this sonification method indicate 
that participants with musically trained ears, are able to 
categorize the presented sonifications using the triple-tone 
technique with an average accuracy of 87% using coarse 
categorization, and an accuracy of 93% when a finer 
categorization scale was used. This test was comparing the 
results of the subjective listeners to a baseline diagnosis of a 
highly experienced medical physician.  
 
The overall accuracy of diagnostic categorization improved 
with a finer gradation of categorization. This indicates that 
there exist sonifications generated by this technique that place a 
brain scan “in between” two categories when evaluated by a 
listener. In the case of coarse categorization, the in-between 
scans were perceptually quantized into one of the coarse 
categories by the participant. In the case of fine categorization, 
the participant was able to successfully categorize the 
sonification as an in-between case. 
 
The next steps of this research has been to involve physicians in 
assessing the benefit of adding the sonification method 
presented here to the traditional methods of diagnosis, 
including visual and statistical analysis. This research is 
currently ongoing. Preliminary analysis of the test data is 
showing promising results. 
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