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Abstract
Let X(t, ω), t ∈ R be a symmetric stable process with index α ∈ (1, 2] and an be the Fourier-Jacobi
coefficients of f ∈ Lp, where p ≥ α. For γ, δ > 0, t ∈ [−1, 1], define An(ω) =
∫ 1
−1
P
(γ,δ)
n (t)ρ(γ,δ)dX(t, ω)
where P
(γ,δ)
n (t) are orthogonal Jacobi polynomials. The An(ω) exists in the sense of mean. In this paper,
it is shown that the random Fourier-Jacobi series
∑∞
n=0 anAn(ω)P
(γ,δ)
n (y) converges to the stochastic
integral
∫ 1
−1 f(y, t)ρ
(γ,δ)dX(t, ω) in the sense of mean and the sum function is weakly continuous in
probability if the index α ∈ (1, 2] and f ∈ Lp where P ≥ α. However, it is shown that if the index α is
one and f is in the weighted space of continuous function C(η,τ)(−1, 1), for η, τ ≥ 0, then the random
Fourier-Jacobi series is (C, 1) summable in probability to the stochastic integral
∫ 1
−1 f(y, t)ρ
(γ,δ)dX(t, ω).
Subject Classification-: 60G99, 40G15.
Key words: Symmetric stable process, Stochastic integral, Random Fourier-Jacobi series, Conver-
gence in mean, Weakly continuous in probability.
1 Introduction
The classical Jacobi polynomials plays an important role in theoretical as well as in applied mathemat-
ical analysis and also extensively used in practical applications [2, 11, 16, 18, 19]. The general Jacobi
polynomials and their special cases are very helpful for applications in various directions. For exam-
ple, they have been extensively useful in spectral methods for solving ordinary and partial differential
equations of both integers and fractional orders [6, 1]. Now a days, the Jacobi polynomials are playing
prominent role in spectral approximations mainly for problems with degenerated or singular coefficients
[3]. Also, there has been vast studied on Fourier series using orthogonal Jacobi polynomials [7, 12].
P. Marian and T. Marian [11] studied on power series involving orthogonal polynomials which occur
in some problems in quantum optics. They considered Gegenbauer or Laguerre polynomials multiplied
by binomial coefficients are the coefficients of the power series. At the present days, the use of orthogonal
polynomials in the power series in the field of physics is an active area of research [11]. Recently, we find
application of random Fourier Transform in optics [8, 9] associated with Hermite polynomials. These
works has motivated to look at random Fourier (RF) series involving orthogonal Jacobi polynomial.
The literatures on random Fourier-Stieltjes (RFS) series associated with stochastic processes provide
a way to deal with RFS series involving the orthogonal polynomials. An extensive study on RFS series
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has also been done. It is known that, if X(t, ω), for t ∈ R is a continuous stochastic process with inde-
pendent increments and f is a continuous function in [a, b], then the stochastic integral
∫ b
a
f(t)dX(t, ω)
is defined in the sense of probability and is a random variable (c.f. Lukacs [10, p. 148]). Further, if
X(t, ω) is a symmetric stable process of index α ∈ (1, 2], then the stochastic integral 12pi
∫ 2pi
0 f(t)dX(t, ω)
is defined in the sense of probability for f ∈ Lp[0, 2π], p ≥ α(c.f. [14]). It is also defined in the sense of
mean (c.f. [15]).
In particular,
An(ω) =
∫ 1
−1
P (γ,δ)n (t)ρ
(γ,δ)dX(t, ω) (1.1)
exists, where P
(γ,δ)
n (t) are the orthogonal Jacobi polynomials associated with the Jacobi weight function
ρ(γ,δ) = ρ(γ,δ)(t) = (1−t)γ(1+t)δ ≥ 0, for γ, δ > 0 and t ∈ [−1, 1]. An(ω) are called the random Fourier-
Jacobi coefficients of X(t, ω).
We know that the Fourier-Jacobi series
∑∞
n=0 anP
(γ,δ)
n (t) converges to f in Lp, for p > 1, if an =∫ 1
−1
f(t)P
(γ,δ)
n (t)ρ(γ,δ)dt are the Fourier-Jacobi coefficients of f. This paper deals with random series of
the type
∞∑
n=0
anAn(ω)P
(γ,δ)
n (y), (1.2)
where An(ω) are defined as in (1.1) and P
(γ,δ)
n (y) are the orthogonal Jacobi polynomials. The random
series (1.2) is called as random Fourier-Jacobi (RFJ) series. The aim of this paper is to investigate
its convergence, summability and continuity of the sum function and also shown that the mode of
convergence of random Fourier-Jacobi series depends on the index α of the random variable An(ω)
associated with the symmetric stable process X(t, ω). Theorem (3.3) establishes that the RFJ series
(1.2) converges in mean to the stochastic integral
∫ 1
−1
f(y, t)dX(t, ω), if the random variable An(ω) are
associated with stable process X(t, ω) of index α ∈ (1, 2] and an are the Fourier-Jacobi coefficients
of f ∈ Lp[−1, 1], p ≥ α. However, if an are the Fourier-Jacobi cofficients of f ∈ C
(η,τ)(−1, 1), η, τ ≥
0, where C(η,τ)(−1, 1) is a weighted space of continuous functions and random variables An(ω) are
associated with stable process of index α = 1. then the series (1.2) is (C, 1) summable. (see theorem
(3.7))
2 Definitions
2.1 Definition
A random function f(t, ω) is said to be weakly continuous in probability at t = t0, if for all ǫ > 0,
limh→0 P (|f(t0+h, ω)− f(t0, ω)| > ǫ) = 0. If a function f(t, ω) is weakly continuous at every t0 ∈ [a, b],
then the function f(t, ω) is weakly continuous in probability in a closed interval [a, b].
2.2 Definition
A sequence of random variables Xn converges in (C, 1) probability to a random variable X if
lim
n→∞
P (|Yn −X | ≥ ǫ) = 0,
for all ǫ > 0, where
Yn =
X1 +X2 + ...+Xn
n
.
2
3 Results
To prove theorem we need following lemmas -:
Lemma 3.1 [14] Let, f(t) be any function in Lp[a, b], p ≥ 1 and X(t, ω) be a symmetric stable process
of index α, for 1 ≤ α ≤ 2, then for all ǫ > 0,
P
(∣∣∣∣∣
∫ b
a
f(t)dX(t, ω)
∣∣∣∣∣ > ǫ
)
≤
C2α+1
(α+ 1)ǫ′α
∫ b
a
|f(t)|αdt,
where ǫ′ < ǫ and C is a +ve constant.
Lemma 3.2 [15] If X(t, ω) is a symmetric stable process with independent increment of index α, for
1 < α ≤ 2 and f ∈ Lp[a, b], p ≥ α, then the following inequality hold:
E
(∣∣∣∣∣
∫ b
a
f(t)dX(t, ω)
∣∣∣∣∣
)
≤
4
π(α− 1)
∫ b
a
|f(t)|αdt+
2
π
∫
|u|>1
1− exp
(
− |u|α
∫ b
a
|f(t)|αdt
)
u2
du.
It is known that
∫ 1
−1 f(t)ρ
(γ,δ)dX(t, ω) is defined in mean for f ∈ Lp[−1, 1], for p ≥ α, where α ∈ (1, 2]
and ρ(γ,δ) is bounded. In particular, for f(t) = P
(γ,δ)
n (t), the stochastic integral
∫ 1
−1
P
(γ,δ)
n (t)ρ(γ,δ)dX(t, ω)
exists and these integral denote as An(ω).
Theorem 3.3 Let, X(t, ω), t ∈ R be a symmetric stable process of index α ∈ (1, 2] and An(ω) =∫ 1
−1 P
(γ,δ)
n (t)ρ(γ,δ)dX(t, ω), where P
(γ,δ)
n (t) are Jacobi polynomials with weight function ρ(γ,δ) = ρ(γ,δ)(t) =
(1− t)γ(1 + t)δ on [−1, 1] with γ, δ > 0. Then,
(a) the RFJ series
∞∑
n=0
anAn(ω)P
(γ,δ)
n (y)
converges in the mean to the stochastic integral∫ 1
−1
f(y, t)ρ(γ,δ)dX(t, ω), (3.1)
for some f ∈ Lp[−1, 1], p ≥ α where an are the Fourier-Jacobi coefficients of f.
(b) the sum function is weakly continuous in probability.
Proof. (a) Let,
Sn(y, ω) =
n∑
k=0
akAk(ω)P
(γ,δ)
k (y)
be the nth partial sum of the RFJ series
f(y, w) =
∞∑
n=0
anAn(ω)P
(γ,δ)
n (y). (3.2)
Consider, the partial sum of Fourier-Jacobi series as
fn(t) =
n∑
k=0
akP
(γ,δ)
k (t)
3
and it is converges to f(t) (c.f. [13]).
Denote
fn(y, t) =
n∑
k=0
akP
(γ,δ)
k (y)P
(γ,δ)
k (t).
Now
Sn(y, ω) =
n∑
k=0
akAk(ω)P
(γ,δ)
k (y)
=
∫ 1
−1
fn(y, t)ρ
(γ,δ)dX(t, ω).
By using lemma (3.2) we get,
E
(∣∣∣∣∣
∫ 1
−1
f(y, t)ρ(γ,δ)dX(t, ω)− Sn(y, ω)
∣∣∣∣∣
)
= E
(∣∣∣∣∣
∫ 1
−1
f(y, t)ρ(γ,δ)dX(t, ω)−
∫ 1
−1
fn(y, t)ρ
(γ,δ)dX(t, ω)
∣∣∣∣∣
)
≤
4
π(α− 1)
∫ 1
−1
∣∣∣(f(y, t)− fn(y, t))ρ(γ,δ)∣∣∣αdt
+
2
π
∫
|u|>1
1− exp
(
− |u|α
∫ 1
−1
∣∣∣(f(y, t)− fn(y, t)
)
ρ(γ,δ)
∣∣∣αdt)
u2
du. (3.3)
It is known that (c.f. Zygmund [20, p. 266]) for f ∈ Lp[−1, 1], p > 1,
lim
n→∞
∫ 1
−1
∣∣∣(f(t)− sn(t))∣∣∣pdt = 0,
where sn(t) is the FJ series of f.
Further, the integrand in the second integral right hand side of (3.3) is dominated by the integrable
function 1
u2
in the interval (−∞,−1] and [1,∞).
Since, the weight function ργ,δ of the Jacobi polynomial is bounded, for γ, δ ≥ 0.
Also,
lim
n→∞
∫ 1
−1
∣∣∣(f(t)− fn(t))ρ(γ,δ)∣∣∣pdt = 0,
where fn(t) is the partial sum of the FJ series of f(t).
All these implies,
E
(∣∣∣ ∫ 1
−1
f(y, t)ρ(γ,δ)dX(t, ω)− Sn(y, ω)
∣∣∣
)
converges to 0 as n→∞, for p ≥ α which proves (a).
(b) The RFJ series (3.2) converges in mean, then converges in probability for α ∈ (1, 2].
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Now, by using lemma (3.1)
P
(∣∣∣ ∫ 1
−1
f(x, t)ρ(γ,δ)dX(t, ω))−
∫ 1
−1
f(y, t)ρ(γ,δ)dX(t, ω)
∣∣∣ > ǫ
)
≤
C2α+1
(α + 1)ǫ′α
∫ 1
−1
∣∣∣(f(x, t)− f(y, t))ρ(γ,δ)∣∣∣αdt,
which converges to 0 as n → ∞ (c.f. Zygmund [20, p. 37]). This confirms the weak continuity of the
sum function of the RFJ series (3.2).
(C,1) Summability of RFJ series
To show Cesaro summability of RFJ series we define weighted spaces of continuous functions as
follow-
for η, τ ≥ 0, consider
C(η,τ) = C(η,τ)(−1, 1) = {f ∈ C(−1, 1)| lim
|t|→1
(fρ(η,τ)(t)) = 0}.
If η = 0, τ > 0 or (η > 0, τ = 0), then C(η,τ) denote the spaces of continuous functions on (−1, 1) for
which
lim
t→−1
(fρ(η,τ)(t)) = 0 or (lim
t→1
(fρ(η,τ)(t)) = 0).
In the case η = τ = 0 i.e. ρ(η,τ) = 1, then C(η,τ) = C(−1, 1).
C(η,τ) is a linear space over R the norm defined on it as
||f ||∞,(η,τ) = ||f ||
(η,τ)
∞ = sup
|t|≤1
|(fρ(η,τ))(t)|,
and C(η,τ) = (C(η,τ), ||.||∞,(η,τ)) is a Banach space.
Let, θ be the summation matrix defined as
θ =


θ0,1
θ0,1 θ1,2
θ0,1 θ1,2 θ2,3
...
...
...
...
...
...
. . .


where θk,n’s are real numbers.
Let, the nth θ-sum of the Fourier-Jacobi series of a function f ∈ C(η,τ) be
fθn(y) =
n∑
k=0
θk,nakP
(γ,δ)
k (y), y ∈ [−1, 1], n ∈ N. (3.4)
Consider, the following conditions
T1 : lim
n→+∞
(1− θk,n) = 0, for all fixed k ∈ N.
T2 : θn−1,n = O(
1
n
), n ∈ N.
T3 : △
2θk−1,n = O(
1
n2
), (k = 1, 2, . . . , n− 1, n ∈ N).
T4 : △
2θk−1,n(k = 1, 2, . . . , n− 1, n ∈ N) is a constant sign.
T5 : sgn△
2 θk−1,n = sgnθn−1,n(k = 1, 2, . . . , n− 1, n ∈ N),
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where △2θk,n = △θk+1,n −△θk,n, △θk,n = θk+1,n − θk,n, (θn,n) = 0.
Use the notations
(Ξ1) if (T1), (T2) and (T3) hold,
(Ξ2) if (T1), (T2) and (T3) hold,
(Ξ3) if (T1), (T5) hold.
Chripo [4] has studied the convergence of the FJ series
∑n
k=0 θk,nakP
(γ,δ)
k (y), where ak are the FJ
coefficients of f ∈ C(η,τ), which is stated in the following lemma.
Lemma 3.4 [4] Suppose that γ, δ ≥ −12 , and η, τ ≥ 0 satisfy the inequalities
γ
2
−
1
4
< η <
γ
2
+
3
4
and
δ
2
−
1
4
< τ <
δ
2
+
3
4
. (3.5)
Then (Ξ1) or (Ξ2) or (Ξ3) imply
lim
n→+∞
||f − fθn(y)||∞,(η,τ) = 0,
for all f ∈ C(η,τ).
Let us, look into random Fourier-Jacobi series
∞∑
k=0
θk,nakAk(ω)P
(γ,δ)
k (y), (3.6)
where ak are the FJ coefficient of f ∈ C
(η,τ)(−1, 1) and Ak are defined as in (1.1). The following
theorem establishes that the series (3.6) converges in probability to the stochastic integral∫ 1
−1
f(y, t)ρ(γ,δ)dX(t, ω).
Theorem 3.5 Let, X(t, ω), t ∈ R be a symmetric stable process of index α = 1 and An(ω) =∫ 1
−1 P
(γ,δ)
n (t)ρ(γ,δ)dX(t, ω), where P
(γ,δ)
n (t) are Jacobi polynomials with weight function ρ(γ,δ) = ρ(γ,δ)(t) =
(1 − t)γ(1 + t)δ on [−1, 1] with γ, δ > 0. Then, the RFJ series of (3.6) converges in the probability to
the stochastic integral ∫ 1
−1
f(y, t)ρ(γ,δ)dX(t, ω), (3.7)
for some f ∈ C(η,τ)(−1, 1), η, τ ≥ 0.
Proof. It is similar to the proof of the theorem (3.3) by using lemma (3.4) and lemma (3.1) stated
below.
The following lemma is required to prove the (C, 1) summability of the series (3.6).
Lemma 3.6 [4] Suppose γ, δ ≥ −12 and η, τ ≥ 0 satisfy the conditions (3.5). Then the Cesaro summa-
tions (C, µ), (µ ≥ 1) are uniformly convergent in the space C(η,τ).
Now we will prove the (C, 1) summability of the RFJ series (3.6).
Theorem 3.7 Let, X(t, ω) be a stable process of index α = 1, with An(ω) and an have the same meaning
as in theorem (3.3), with f ∈ C(η,τ). Suppose that γ, δ ≥ −12 and η, τ ≥ 0 satisfy the inequalities
(3.5) and (Ξ1) or (Ξ2) or (Ξ3), then the series (3.6) is (C, 1) summable to the stochastic integral∫ 1
−1
f(y, t)ρ(γ,δ)dX(t, ω) in probability.
6
Proof. Let, denote the nth sum of the RFJ series of a function f ∈ C(η,τ) as
Sθn(y, ω) =
∞∑
k=0
θk,nakAk(ω)P
(γ,δ)
k (y),
σ′n(y, ω) =
Sθ0 (y, ω) + S
θ
1(y, ω) + ...+ S
θ
n−1(y, ω)
n
,
and
σn(t) =
fθ0 (t) + f
θ
1 (t) + ...+ f
θ
n−1(t)
n
,
where fθn(t) has the same meaning in equation (3.5).
Consider the partial sum of the RFJ series of f ∈ C(η,τ) as
Sθn(y, ω) =
∫ 1
−1
fθn(y, t)ρ
(γ,δ)dX(t, ω),
and we obtain that
σ′n(y, ω) =
∫ 1
−1
σn(y, t)ρ
(γ,δ)dX(t, ω).
Hence,
σ′n(y, ω)− σ
′
m(y, ω) =
∫ 1
−1
(
σn(y, t)− σm(y, t)
)
ρ(γ,δ)dX(t, ω)
For taking α = 1, in lemma (3.1) we get
P
(∣∣∣σ′n(y, ω)− σ′m(y, ω)∣∣∣ > ǫ) ≤ 2Cǫ′
∫ 1
−1
∣∣∣(σn(y, t)− σm(y, t))ρ(γ,δ)∣∣∣dt.
It is know from (c.f. Zygmund [20, p. 144]) that
lim
n,m→∞
∫ 1
−1
∣∣∣σn(t)− σm(t)∣∣∣dt = 0,
and
lim
n→∞
∫ 1
−1
∣∣∣σn(y, t)− f(y, t)∣∣∣dt = 0,
where fn and σn are the nth partial sum and Cesaro sum of the FJ series of f, respectively.
Hence, by using lemma (3.6)
lim
n,m→∞
∫ 1
−1
∣∣∣(σn(y, t)− σm(y, t))ρ(γ,δ)∣∣∣dt = 0,
and
lim
n→∞
∫ 1
−1
∣∣∣(σn(y, t)− f(y, t))ρ(γ,δ)∣∣∣dt = 0,
where fn and σn are the nth partial sum and Cesaro sum of the RFJ series of f respectively.
Since, f ∈ C(η,τ)(−1, 1) gives that
lim
n,m→∞
∫ 1
−1
∣∣∣(σn(y, t)− σm(y, t))ρ(γ,δ)∣∣∣dt = 0,
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which implies the convergence of σn in probability.
Further, by using lemma (3.1) we have
P
(∣∣∣σ′n(y, ω)−
∫ 1
−1
f(y, t)ρ(γ,δ)dX(t, ω)
∣∣∣ > ǫ
)
= P
(∣∣∣ ∫ 1
−1
(
σn(y, t)− f(y, t)
)
ρ(γ,δ)dX(t, ω)
∣∣∣ > ǫ
)
≤
2C
ǫ′
∫ 1
−1
∣∣∣(σn(y, t)− f(y, t))ρ(γ,δ)∣∣∣dt,
where σn(y, t) is the nth partial sum of the RFJ series of f which belongs to C
(η,τ)(−1, 1), we obtain
lim
n→∞
∫ 1
−1
∣∣∣(σn(y, t)− f(y, t))ρ(γ,δ)∣∣∣dt = 0,
which show that Cesaro sum of the series convergence in probability to the stochastic integral
∫ 1
−1 f(y, t)ρ
(γ,δ)dX(t, ω).
Hence the proof of the theorem is complete.
Acknowledgments
This research work was supported by University Grants Commission (National Fellowship with letter
no-F./2015-16/NFO-2015-17-OBC-ORI-33062).
References
[1] Abd-Elhameed, W.M., Doha, E.H., Youssri, Y.H.: Efficient Spectral-Petrov-Galerkin Meth-
ods for Third- and Fifth-Order Differential Equations Using General Parameters Generalized
Jacobi Polynomials, Quaest. Math. 36, 15-38 (2013).
[2] Askey, R.: Orthogonal Polynomials and Special Functions, Society for Industrial and Applied
Mathematics, Philadelphia, PA (1975).
[3] Ciarlet, P.G., Lions, L.L.: Handbook of Numerical Analysis (Part-2, Spectral Method), 5,
North-Holland, Amsterdam, The Netherlands (1997).
[4] Chripko´. A´.: Convergence of Fourier- Jacobi Series, Ph.D. Dissertation, Dept. of Numerical
Anal., Eo¨tvo¨s Lora´nd University, Budapest (2015).
[5] Dash, S.K., Pattanayak, S.: Convergence in Mean of Some Random Fourier Series, J. Math.
Anal. Appl. 339, 98-107 (2008).
[6] Kazem, S.: An Integral Operational Matrix Based on Jacobi Polynomials for Solving
Fractional-Order Differential Equations, Appl. Math. Model. 37, 1126-1136 (2013).
[7] Kvernadze, G.: Uniform Convergence of Fourier-Jacobi Series, J. Appro. Theory 117, 207-228
(2002).
[8] Liu, Z., Liu, S.: Randomization of the Fourier Transform, Opt. Lett. 32, 478-480 (2007).
[9] Liu, Z., Liu, S.: Random Fractional Fourier Transform, Opt. Lett. 32, 2088-2090 (2007).
[10] Lukacs, E.: Stochastic Convergence, Second Ed., Academic Press, London (1975).
8
[11] Marian, P., Marian, T.A.: On a Power Series Involving Classical Orthogonal Polynomials,
Rom. J. Phys. 55, 631-644 (2010).
[12] Motornyi, V.P., Goncharov, S.V., Nitiema, P.K.: On the Mean Convergence of Fourier- Jacobi
series, Ukrainian Math. J. 62, 943-960 (2010).
[13] Muckenhoupt, B.: Mean Convergence of Jacobi Series, Proc. Amer. Math. Soc. 23, 306-310
(1969).
[14] Nayak, C., Pattanayak, S., Mishra, M.N.: Random Fourier-Stieltjes Series Associated with
Stable Process, Toˆhoku Math. J. 39, 1-15 (1987).
[15] Pattanayak, S., Sahoo, S.: On Summability of Random Fourier-Stieltjes Series, J. Int. Acad.
Phys. Sci. 9, 9-17 (2005).
[16] Rainville, E.D.: Special Functions, Macmillan, New York (1960).
[17] Salem, R., Zygmund, A.: Some Properties of Trigonometric Series whose Terms have Random
Signs, Acta Math. 91, 245-301 (1954).
[18] Szego¨, G.: Orthogonal Polynomials, Fourth Ed., Amer. Math. Soc. Collog. Publ. 23, Amer.
Math. Soc., Providence, RI (1975).
[19] Timan, A.F.: Theory of Approximation of Functions of a Real variable, Pergamon, Oxford
(1963).
[20] Zygmund, A.: Trigonometric Series, Third Ed., Cambridge Univ. Press (2002).
9
