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Abstract. Logic-based Information Retrieval (IR) models represent the
retrieval decision as an implication d → q between a document d and a
query q, where d and q are logical sentences. However, d → q is a bi-
nary decision, we thus need a measure to estimate the degree to which
d implies q, noted P (d → q). The main problems in the logic-based IR
models are the difficulties to implement the decision algorithms and to
define the uncertainty measure P as a part of the logic. In this study,
we chose the Propositional Logic (PL) as the underlying framework. We
propose to replace the implication d → q by the material implication
d ⊃ q. However, we know that there is a mapping between PL and the
lattice theory. In addition, Knuth [13] introduced the notion of degree of
inclusion to quantify the ordering relations defined on lattices. There-
fore, we position documents and queries on a lattice, where the ordering
relation is equivalent to the material implication. In this case, the impli-
cation d→ q is replaced by an ordering relation between documents and
queries, and the uncertainty P (d → q) is redefined using the degree of
inclusion measure. This new IR model is: 1- general where it is possible
to instantiate most of classical IR models depending on our lattice-based
model, 2- capable to formally prove the intuition of Rijsbergen about
replacing P (d→ q) by P (q|d), and 3- easy to implement.
1 Introduction
Many studies [1–10] showed that Information Retrieval (IR) could be represented
as a logical implication d→ q, where d represents a document and it is a set of
logical sentences in a certain logic, and q represents a query and it is also a set
of logical sentences in the same logic of d.
Using the logical implication d→ q for representing the retrieval decision is
quiet limited, because d → q is a binary decision, i.e. either d implies q or not.
In addition, it is almost impossible to represent the exact semantic content of d
and q [5]. We thus need a more flexible notion of implication between d and q for
reflecting this loss of information. We need to estimate the degree of implication
or the uncertainty of implication, noted P (d→ q).
All studies that talked about representing the retrieval decision by logical
implication d → q, also presented some methods to estimate the uncertainty
P (d → q). Most of proposals for estimating the value of P (d → q) were very
complex and costly algorithms. Even that there were a few studies, e.g. [10],
presented practical and simple algorithms.
Concerning the type of logic, a wide range of logics have been used to repre-
sent d, q, and consequently d→ q.
Chevallet [8] uses the First-Order Logic, represented by Conceptual Graph,
for representing d, q, and d→ q. He also uses the notion of graph projection for
estimating P (d→ q).
Losada et al. [10] and Abdulahhad et al. [11] use the Propositional Logic,
and they use the notion of model intersection for estimating P (d→ q).
Nie [3, 4] uses the Modal Logic, and he uses the notion of Possible Worlds
and the relations between them for estimating P (d→ q). In [4], he also uses the
probability besides possible worlds for estimating P (d→ q).
Meghini et al. [6] and Sebastiani [7] use the Description Logic, and they use
probability to estimate P (d→ q).
The choice of the appropriate logic depends on its expressive power and the
complexity of its deduction algorithms, where there is a trade-off between the
expressive power and deduction algorithm complexity.
In this study, we still represent d and q by logical sentences, but we depend on
Lattices as an algebraic structure to position d and q and to exploit the degree
of inclusion (or implication) metric defined on lattices [12, 13] for estimating
P (d→ q) in a simple, general, and practical way.
On the one hand, we choose the Propositional Logic (PL), because it is
simple logic and in our point of view has a sufficient expressive power to represent
documents, queries, and the retrieval decision.
On the other hand, it is known that PL corresponds to a lattice [14]. More-
over, Knuth [12, 13] defined a degree of implication or inclusion on lattices. It is
then possible to exploit the lattice structure and Knuth’s notion of the degree
of implication for estimating P (d→ q).
This study is structured as follow: In section 2, we give a brief mathematical
introduction about the lattice theory, the degree of inclusion measure, and about
the propositional logic and its model-based interpretation. We claim, in section 3,
that the implication d→ q could be replaced by the material implication d ⊃ q.
In section 4, we introduce a new mapping between the propositional logic and
the lattice theory, more precisely, we introduce a new lattice where its nodes are
logical clauses and its ordering relation is the material implication. In section 5,
we redefine the basic IR notions depending on the lattice that defined in section
4, or in other words, we build a new IR model depending on the defined lattice
and using the degree of inclusion measure for ranking. We discuss, in section
6, some important properties of our model, like its generality. We conclude in
section 7.
2 Mathematical Preliminaries
2.1 Lattice
A lattice is an algebraic structure, or in other words, it is a set of elements
satisfying certain properties.
Definition 2.1 (Partially Ordered Set (poset)). A partial order over a
set of elements L is a binary relation ≤L, simply ≤, satisfying the following
conditions:
1. Reflexivity: ∀a ∈ L, a ≤ a
2. Antisymmetry: ∀a, b ∈ L, if a ≤ b and b ≤ a then a = b
3. Transitivity: ∀a, b, c ∈ L, if a ≤ b and b ≤ c then a ≤ c
The set L with the order relation (L,≤) is called a partially ordered set or poset.
⊓⊔
Definition 2.2 (Meet ∧ and Join ∨). Assume (L,≤) is a poset. For any two
elements a, b ∈ L, we have:
1. If a unique “least upper bound” or “the supremum” of a and b exists, it is
called the join, noted a ∨ b, and it satisfies the following conditions:
– a ∨ b ∈ L
– a ≤ (a ∨ b)
– b ≤ (a ∨ b)
– 6 ∃c ∈ L where a ≤ c and b ≤ c and c ≤ (a ∨ b)
2. If a unique “greatest lower bound” or “the infimum” of a and b exists, it is
called the meet, noted a ∧ b, and it satisfies the following conditions:
– a ∧ b ∈ L
– (a ∧ b) ≤ a
– (a ∧ b) ≤ b
– 6 ∃c ∈ L where c ≤ a and c ≤ b and (a ∧ b) ≤ c
⊓⊔
Definition 2.3 (Lattice). A lattice (L,∧,∨) is defined either as a poset (L,≤)
where the join ∨ and the meet ∧ exist for each pair of elements in L or as an
algebraic structure consisting of a set of elements L and two binary operations
meet ∧ and join ∨ satisfying:
1. Idempotency: ∀a ∈ L, a ∧ a = a and a ∨ a = a
2. Commutativity: ∀a, b ∈ L, a ∧ b = b ∧ a and a ∨ b = b ∨ a
3. Associativity: ∀a, b, c ∈ L, a∧ (b∧ c) = (a∧ b)∧ c and a∨ (b∨ c) = (a∨ b)∨ c
4. Absorption: ∀a, b ∈ L, a ∧ (a ∨ b) = a ∨ (a ∧ b) = a
⊓⊔
Definition 2.4 (Distributive Lattice). Lattices that respect the following two
conditions are called distributive lattices.
1. Distributivity of ∧ over ∨: ∀a, b, c ∈ L, a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c)
2. Distributivity of ∨ over ∧: ∀a, b, c ∈ L, a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c)
⊓⊔
Definition 2.5 (Bounded Lattice). The algebraic structure (L,∧,∨,⊤,⊥) is
called bounded lattice iff (L,∧,∨) is a lattice, and ⊤ ∈ L and ⊥ ∈ L are the top
and the bottom of (L,∧,∨), respectively, where:
1. ∀a ∈ L, a ≤ ⊤ and a ∧ ⊤ = a and a ∨ ⊤ = ⊤
2. ∀a ∈ L, ⊥ ≤ a and a ∨ ⊥ = a and a ∧ ⊥ = ⊥
⊓⊔
Definition 2.6 (Complemented Lattice). If for any element a ∈ L in the
bounded lattice (L,∧,∨,⊤,⊥), there exists a unique element b ∈ L, noted b = ¬a,
satisfying:
1. a ∧ ¬a = ⊥
2. a ∨ ¬a = ⊤
The algebraic structure (L,∧,∨,¬,⊤,⊥) is called a complemented lattice. ⊓⊔
Definition 2.7 (Boolean Algebra). Any distributive and complemented lat-
tice (L,∧,∨,¬,⊤,⊥) is a Boolean algebra. ⊓⊔
Definition 2.8 (Consistency Relations). In any lattice (L,∧,∨), the con-
sistency relations explicitly express the relationship between the order relation ≤
and the meet ∧ and the join ∨ binary operations, as follow:
∀a, b ∈ L, a ≤ b⇔
a ∧ b = a
a ∨ b = b
⊓⊔
Definition 2.9 (Sublattice). Assume that (L,∧,∨) is a lattice. (L′,∧,∨) is a
sublattice of (L,∧,∨) iff,
1. L′ ⊆ L and
2. ∀a, b ∈ L′, a ∧ b ∈ L′ and a ∨ b ∈ L′.
⊓⊔
2.2 The Degree of Inclusion
In any poset (O,≤), it is possible and helpful to quantify the notion of inclusion
by introducing the zeta function (2.1).
∀x, y ∈ O, ζ(x, y) =
{
1 if x ≤ y
0 if x 6≤ y
(2.1)
The zeta function describes whether y includes x or not. It is possible to
define its dual function dual of the zeta function (2.2).
∀x, y ∈ O, ζ∂(x, y) =
{
1 if x ≥ y
0 if x 6≥ y
(2.2)
The dual of the zeta function describes whether x includes y or not. However,
knowing that y includes x, x ≤ y, for any two distinct elements x any y of a
poset (O,≤), then clearly x does not include y, x 6≥ y. Even x does not include y,
it is possible to describe the degree to which x includes y. Knuth [13] generalizes
the inclusion (2.2) to the degree of inclusion represented by real numbers. He
introduced the z function (2.3).
∀x, y ∈ O, z(x, y) =


1 if x ≥ y
0 if x ∧ y =⊥
z otherwise, where 0 < z < 1
(2.3)
z(x, y) quantifies the degree to which x includes y. Knuth [13] says: “The
motivation here is that, if we are certain that x includes y then we want to
indicate this knowledge. However, if we know that x does not include y, then we
can quantify the degree to which x includes y”.
Assume that instead of working with elements of poset x, y ∈ O, we work
with elements of a Distributive Lattice x, y ∈ L where (L,∧,∨) is a distributive
lattice. In this case, the function z should be consistent with the structure of
distributive lattices. The function z should therefore satisfy the following rules
by which the degree of inclusion should be manipulated [13]: for any distributive
lattice (L,∧,∨), ∀x, y, t ∈ L:
1. Sum rule
z(x ∨ y, t) = z(x, t) + z(y, t)− z(x ∧ y, t) (2.4)
2. First Product rule
z(x ∧ y, t) = z(x, t) + z(y, t)− z(x ∨ y, t) (2.5)
3. Second Product rule
z(x ∧ y, t) = C · z(x, t) · z(y, x ∧ t) (2.6)
where the constant C acts as a normalization factor.
4. Bay’s Theorem rule
z(y, x ∧ t) =
z(y, t) · z(x, y ∧ t)
z(x, t)
(2.7)
The z function is simply the probability when it is defined on a Boolean
algebra or lattice (B,∧,∨,¬,⊤,⊥) (2.8) [12, 13].
∀x, y ∈ B,P (x|y) = z(x, y) (2.8)
where P is a probability function.
2.3 Propositional Logic PL
This study depends on Propositional Logic PL as a theoretical and mathematical
basis. Therefore, when saying that s is a logical sentence, we implicitly mean that
s is a logical sentence under PL.
Definition 2.10 (Alphabet A). We define A = {a1, . . . , an} as a set of all
atomic propositions. The set A forms our alphabet, and it is a finite set |A| = n.
Any proposition ai ∈ A can take only one of two possible values: True T , or
False F . ⊓⊔
A formal logic has a syntax but can also have a semantic. This semantic
translates the formal sentences of that logic into another mathematical world.
For example, we get the semantic of a logical sentence in PL by assigning a
truth value (T or F ) to each proposition in that sentence.
Any set of atomic propositions A corresponds to 2|A| possible translations or
interpretations ∆A depending on the truth values assignations.
Definition 2.11 (Interpretations ∆A). The set of interpretations ∆A of a
set of atomic propositions A is defined as follow:
∆A = {δi|δi = {(a1, x
i
1), . . . , (an, x
i
n)}, aj ∈ A, x
i
j ∈ {T, F}}
where |∆A| = 2
|A| because each proposition ai ∈ A could have one of two possible
values (T or F ), and ∀δi ∈ ∆A, |δi| = |A|. It is possible to build a new notation
∆′A simpler than but equivalent to ∆A, as follow:
∆′A = {δ
′
i|δ
′
i = {aj |(aj , T ) ∈ δi}}
where |∆′A| = |∆A|, and δ
′
i contains the propositions that have true as a truth
value in δi. For a specific interpretation δ
′
i, all propositions that do not belong to
δ′i are implicitly false. In the rest of this study we will use this simple notation
for interpretations. ⊓⊔
In other words, for any alphabet A, the set of interpretations actually cor-
respond to the different rows of the truth table that is built in terms of A. For
example, suppose that A = {a, b, c} contains three propositions, the truth table,
the set of interpretations ∆A, and the set ∆
′
A are depicted in Figure 2.1.
Definition 2.12 (Models M). For any logical sentence s, the subset Ms ⊆ ∆
′
A
that make s true is called the set of models of s, noted Ms |= s (Ms models s),
where: for any model m ∈ Ms, if we substitute each atomic proposition in s by
its truth value in m then the truth value of s will be true.
The notation |= s means that s is a tautology, or in other words, s is true
under any interpretation (Ms = ∆
′
A). The notation 6|= s means that s is false
under all interpretations (Ms = φ).
We have Ms ⊆ ∆
′
A is a set of models and each model m ∈ Ms is a set of
atomic propositions m ⊆ A. ⊓⊔
Fig. 2.1. The truth table of A = {a, b, c}, the corresponding set of interpreta-
tions ∆A, and the set ∆
′
A, where ∆A = {δ1, δ2, δ3, δ4, δ5, δ6, δ7, δ8} and ∆
′
A =
{δ′1, δ
′
2, δ
′
3, δ
′
4, δ
′
5, δ
′
6, δ
′
7, δ
′
8}
a b c δi δ
′
i
F F F δ1 = {(a, F ), (b, F ), (c, F )} δ
′
1 = {}
F F T δ2 = {(a, F ), (b, F ), (c, T )} δ
′
2 = {c}
F T F δ3 = {(a, F ), (b, T ), (c, F )} δ
′
3 = {b}
F T T δ4 = {(a, F ), (b, T ), (c, T )} δ
′
4 = {b, c}
T F F δ5 = {(a, T ), (b, F ), (c, F )} δ
′
5 = {a}
T F T δ6 = {(a, T ), (b, F ), (c, T )} δ
′
6 = {a, c}
T T F δ7 = {(a, T ), (b, T ), (c, F )} δ
′
7 = {a, b}
T T T δ8 = {(a, T ), (b, T ), (c, T )} δ
′
8 = {a, b, c}
Fig. 2.2. The truth table of the material implication ⊃, the set of interpretations ∆′A,
and the set of models M |= a ⊃ b, where M = {δ′1, δ
′
2, δ
′
4}
a b δ′i a ⊃ b
F F δ′1 = {} T {δ
′
1} |= a ⊃ b
F T δ′2 = {b} T {δ
′
2} |= a ⊃ b
T F δ′3 = {a} F {δ
′
3} 6|= a ⊃ b
T T δ′4 = {a, b} T {δ
′
4} |= a ⊃ b
For example, assume that A = {a, b} and assume that the logical sentence s
is the material implication a ⊃ b. The set of models M |= a ⊃ b is depicted in
Figure 2.2, where M = {δ′1, δ
′
2, δ
′
4}.
Theorem 2.1 (Sentences vs. Models). By moving from the syntax space to
the semantic space, for any two logical sentences s1 and s2 we have:
[|= s1 ⊃ s2]⇔ [Ms1 ⊆Ms2 ]
where Ms1 |= s1 is the set of models of s1, Ms2 |= s2 is the set of models of s2.
Proof. |= s1 ⊃ s2 means that any model of s1 should also be a model of s2, noted
Ms1 |= s2 or simply s1 |= s2. From the truth table in Figure 2.2, s1 ⊃ s2 is true
iff there is no model of s1 is not a model of s2, which means Ms1 ⊆Ms2 .
⊓⊔
Theorem 2.2 (Models-Based Boolean Algebra BM). The algebraic struc-
ture BM = (2
∆′A ,∧,∨,¬,⊤,⊥) is a Boolean algebra and we refer to it as Models-
Based Boolean algebra, where:
1. 2∆
′
A is the power set of ∆′A
2. ∀M1,M2 ∈ 2
∆′A ,M1 ∧M2 =M1 ∩M2
3. ∀M1,M2 ∈ 2
∆′A ,M1 ∨M2 =M1 ∪M2
4. ∀M ∈ 2∆
′
A ,¬M =M where M = ∆′A \M
5. ⊤ = ∆′A
6. ⊥ = φ
The ordering relation ≤ defined on BM is:
∀M1,M2 ∈ 2
∆′A , [M1 ≤M2]⇔ [M1 ⊆M2]
⊓⊔
From Theorems 2.1 and 2.2, the order relation on BM is equivalent to the
material implication. Therefore, the implication of the Boolean lattice BM can
be generalized to the degree of implication represented by real numbers (2.9).
∀Mx,My ∈ ΩA, P (My|Mx) =


1 if Mx ⊆My
0 if Mx ∩My = φ
p otherwise, where 0 < p < 1
(2.9)
where x and y are two logical sentences, Mx |= x is the set of models of x,
and My |= y is the set of models of y. We know that [|= x ⊃ y] ⇔ [Mx ⊆My]
(Theorem 2.1). We also know that each set of models Mx correspond to a set of
logically-equivalent sentences (it is possible to choose x as a representative of this
equivalent class). Therefore, for any two logical sentences x and y, P (My|Mx)
(2.9) could be rewritten as (2.10).
P (y|x) =


1 if x ⊃ y
0 if x ∧ y = F = ⊥
p otherwise, where 0 < p < 1
(2.10)
Here also, Knuth [13] says: “Probabilities are functions of pairs of logical
statements and quantify the degree to which one logical statement implies an-
other”.
3 Revisiting IR in terms of PL
Many studies [1–10] argue that the retrieval process could be represented as a
logical implication between a document d and a query q. They say: if d and q
are sets of logical sentences in a specific logic then d should be retrieved iff it
logically implies q, noted d → q. In this study, we use the Propositional Logic
PL as underlying logic.
Rijsbergen [1] formalized the implication→, as follows: for any two sentences
or sets of sentences X and Y , X → Y means that ’if X is true then Y ’. In other
words, if both X and Y are true under an interpretation then X → Y is also
true under that interpretation. The truth of X → Y does not simply depend on
the evaluation of X and Y in one interpretation.
Chiaramella et al. [5], by their turn, formalized the implication →, as follow:
D → Q is true iff Q is true given that D is true.
However, all studies [1–10] claim that the implication→ is different from the
classic material implication ⊃. In addition, → is more appropriate than ⊃ for
IR. In this paper, we claim that the two implications → and ⊃ are equivalent.
All definitions of the implication X → Y , depicted in [1–10], agree that
X → Y can only be evaluated in the cases where the antecedent X is true
and in those cases the consequent Y should also be true. In other words, the
evaluation space for X → Y is restricted to the cases or interpretations that
make X true, whereas the evaluation space of X ⊃ Y contains all the possible
cases or interpretations.
We think that the main problem in those studies [1–10] was the inability to
imagine the meaning of d → q when d is false, where d represents a document
and q represents a query. However, the impossibility of imagining some thing is
not a sufficient reason for do not modeling that thing. In other words, d → q
when d is false is a part of the model even if this case is not realistic.
Before we go forward, we should clarify the potential map between the logical
notions and the IR notions:
1. Each proposition ai ∈ A corresponds to only one unique indexing term.
Therefore, A is also the set of indexing terms.
2. Any document d and query q are logical sentences in PL, where: d is equiv-
alent to a set of models Md |= d, and q is equivalent to a set of models
Mq |= q.
3. We claim that the retrieval decision d → q is equivalent to the material
implication d ⊃ q between the two sentences d and q. Theorems 2.1 and 3.1
show that:
[s1 → s2]⇔ [s1 ⊃ s2] (3.1)
Theorem 3.1. The IR implication →, which is defined in [1] and [5], is equiv-
alent to the set inclusion between models. For any two logical sentences s1, s2
[|= s1 → s2]⇔ [Ms1 ⊆Ms2 ]
where Ms1 |= s1 is the set of models of s1, and Ms2 |= s2 is the set of models of
s2.
Proof. 1. s1 → s2 is true means that ’if s1 is true then s2’, or every model of
s1 should also be a model of s2.
2. Ms1 ⊆Ms2 means that when s1 is true then s2 is also true.
⊓⊔
Equation 3.1 does not contradict with previous studies, which say that queries
are only evaluable in the cases (interpretations) where d is true. From the truth
table in Figure 2.2 and after replacing a by d and b by q, we have:
Md⊃q = (Md ∩Mq) ∪Md (3.2)
Although that Md are possible models of d ⊃ q, the implementations of IR
models do not, in general, takeMd into account, and they neglect them, because
Md corresponds to the cases where d is false. Therefore, we think that modeling
the cases where d is false will not pose any problem, as long as, these cases will
be neglected at the implementation time.
After the previous discussion our main hypothesis is: the material implica-
tion d ⊃ q is the appropriate implication for modeling the retrieval decision in
the IR field. Henceforth, we will use the two implications d → q and d ⊃ q
interchangeably.
In general, IR is an uncertain process [5], so we need to evaluate the un-
certainty of d → q. Rijsbergen [1] and Nie [2] depend on the Possible Worlds
semantic to evaluate the uncertainty of the implication P (d→ q). More precisely,
according to Rijsbergen [1] the P (d → q) could be replaced by the conditional
probability P (q|d), whereas, Nie [2] depends on the notion of distance between
the possible worlds over the path from d to q.
In this section, we also introduce, in an intuitive manner, a way of estimating
the uncertainty of an implication. We could simply claim that:
P (d→ q) = |Md ∩Mq| (3.3)
The intuitive meaning of this formula could be that the limit to which d and q are
compatible, or how many system (people) could assign the same interpretation
for both d and q. In next sections, we will introduce a more formal measure for
estimating the implication uncertainty.
4 A New Logic-Based Lattice
The application field of this study will be the Information Retrieval (IR) field.
IR could be formalized depending on the lattice of models BM (Theorem 2.2).
Any document or query could be represented as a node in BM . However, BM is
a very general and huge lattice (if |A| = 3 then |2∆
′
A | = 22
3
= 28). Moreover,
IR notions like documents and queries are generally modelized in a very simple
way e.g. set of terms. Therefore, we here propose a new lattice BC depending
on rewriting the sentences that represent documents and queries in their DNF
form. This new lattice will simplify the BM lattice, without loss of generality.
Definition 4.1 (Clauses CA). We define the set of clauses CA on the alphabet
A as follow:
CA = ({a1,¬a1, T} × · · · × {an,¬an, T}) \ {T}
where |CA| = 3
|A|−1 and {ai,¬ai, T}×{aj ,¬aj , T} = {ai∧aj , ai∧¬aj , ai,¬ai∧
aj ,¬ai ∧ ¬aj ,¬ai, aj ,¬aj , T}.
Note that {ai,¬ai, T}×{aj ,¬aj , T} = {aj ,¬aj , T}×{ai,¬ai, T} because the
conjunction ∧ is commutative. Any clause s ∈ CA can be defined as follow:
∀s ∈ CA, ∃As ⊆ A, s =
∧
ai∈As
bi
where As 6= φ and bi is a literal. Any literal bi is an atomic proposition ai or its
negation ¬ai. ⊓⊔
It is possible to split the set As into two disjoint sets: A
+
s that contains
the propositions occurring in their non-negative form, and A−s that contains
the propositions occurring in their negative form, where A+s ∪ A
−
s = As and
A+s ∩A
−
s = φ. We also define the set A
±
s = A\As, which contains the propositions
that do not occur in s.
Definition 4.2 (Alphabet Splitting). Each clause s ∈ CA splits the alphabet
A into three mutually disjoint sets of atomic propositions:
1. A+s contains the propositions ai ∈ As where bi = ai.
2. A−s contains the propositions ai ∈ As where bi = ¬ai.
3. A±s = A \As contains the propositions that do not occur in s.
⊓⊔
Example 4.1. Suppose A = {a, b} then CA = ({a,¬a, T} × {b,¬b, T}) \ {T} =
{a ∧ b, a ∧ ¬b, a,¬a ∧ b,¬a ∧ ¬b,¬a, b,¬b}. ⊓⊔
Example 4.2. Suppose A = {a, b, c}, for the clause s = ¬a ∧ b ∈ CA we have:
As = {a, b}, A
+
s = {b}, A
−
s = {a}, and A
±
s = {c}. ⊓⊔
Any clause s ∈ CA corresponds to a set of models Ms (Definition 2.12),
where Ms |= s. In any model m ∈ Ms of the clause s, the propositions A
+
s
should be mapped into true, the propositions A−s should be mapped into false,
and the propositions A±s could be mapped into true or false. Hence, the number
of models |Ms| of any clause s is |Ms| = 2
|A±s |.
For any model m ∈Ms and any proposition ai ∈ A:
1. If ai ∈ A
+
s then ai should be mapped into true in any model of s, so ai ∈ m.
2. If ai ∈ A
−
s then ai should be mapped into false in any model of s, so ai 6∈ m.
3. If ai ∈ A
±
s then ai could be mapped either into true or false in any model
of s, so whether ai ∈ m or not.
Definition 4.3 (Full Clause Model). Depending on the set of models Ms, we
define one unique model ms, where {ms} |= s, as follow:
∀s ∈ CA,ms =
⋂
m∈Ms
(m)
where Ms |= s is the set of models of s. ms is the full clause model of s. ⊓⊔
The modelms is equivalent to the clause s after completing it by the negation
form of all propositions that do not occur in it ai ∈ A
±
s . For example, suppose
A = {a, b, c} and s = a ∧ b then the model ms is equivalent to the following
clause a ∧ b ∧ ¬c. In other words, ms will only contain the propositions that
occur in s in their non-negative form.
Theorem 4.1 (Full Clause Models Boolean Algebra BC). The algebraic
structure BC = (ΨA,∧,∨,¬,⊤,⊥) is a Boolean algebra and we refer to it as the
Full Clause Models Boolean algebra, where:
1. ΨA = {ms|s ∈ CA}
2. ∀m1,m2 ∈ ΨA,m1 ∧m2 = m1 ∩m2
3. ∀m1,m2 ∈ ΨA,m1 ∨m2 = m1 ∪m2
4. ∀m ∈ ΨA,¬m = m where m = A \m
5. ⊤ = m⊤ where m⊤ = A which is the full clause model of the clause a1 ∧
· · · ∧ an.
6. ⊥ = m⊥ where m⊥ = φ which is the full clause model of clauses that do not
contain any proposition in non-negative form, e.g. ¬ai.
The ordering relation ≤ defined on BC is:
∀m1,m2 ∈ ΨA, [m1 ≤ m2]⇔ [m1 ⊆ m2]
⊓⊔
Theorem 4.2 (Relationship between Material Implication → and BC).
The potential relationship between the material implication → and the ordering
relations ⊆ defined on BC is:
∀s1, s2 ∈ CA, [|= s1 → s2]⇔ [(ms2 ⊆ ms1) ∧ (Ms1 ∩Ms2 6= φ)]
where Ms1 |= s1 is the set of all models of s1, Ms2 |= s2 is the set of all models
of s2, and ms1 ,ms2 are the full clause models of s1 and s2, respectively.
Proof. From the following points, it is possible to prove this theorem.
1. From Theorem 2.1, we have: [|= s1 → s2]⇔ [Ms1 ⊆Ms2 ].
2. [Ms1 ⊆Ms2 ]⇒ [µ(Ms2) ⊆ µ(Ms1)]⇒ [ms2 ⊆ ms1 ].
3. [Ms1 ⊆Ms2 ] ⇒ [Ms1 ∩Ms2 6= φ], this is correct knowing that Ms1 6= φ be-
cause As1 6= φ.
4. [Ms1 ∩Ms2 6= φ] ⇒
[(
A+s1 ∩A
−
s2
= φ
)
∧
(
A−s1 ∩A
+
s2
= φ
)]
. In other words,
there is no proposition occurring in two different forms in s1 and s2.
5. [ms2 ⊆ ms1 ] ⇒
[
A+s2 ⊆ A
+
s1
]
. According to the two sets A−s1 and A
−
s2
, we
have:
(a) If
(
A−s2 ⊆ A
−
s1
)
then (Ms1 ⊆Ms2) because s1 has more propositions and
hence has less number of models. We have A±s1 ⊆ A
±
s2
, so |Ms1 | ≤ |Ms2 |.
(b) Otherwise
(
A−s1 ⊂ A
−
s2
)
, we define the set A−
s2\s1
= A−s2 \A
−
s1
= A±s1∩A
−
s2
,
which contains the propositions that are mapped into false in s2 and could
be mapped into either true or false in s1. As all propositions A
±
s1
that do
not occur in s1 could be either true or false then it is possible to assume,
without loss of generality, that:
1- all propositions A−
s2\s1
are false in s1, or in other words, we move
the set A−
s2\s1
of propositions from A±s1 to A
−
s1
. In this case, we have
A−s2 = A
−
s1
, and we back to the case (a),
2- all propositions A−
s2\s1
are true in s1, or in other words, we move
the set A−
s2\s1
of propositions from A±s1 to A
+
s1
. In this case, we have a
contradiction with point (4), and hence, this assumption is not possible.
Actually, this operation of moving some propositions from one set to
another will not change any thing concerning the models ms1 and ms2
(Definition 4.3).
From points 1, 2 and 3, we prove that:
[|= s1 → s2]⇒ [(ms2 ⊆ ms1) ∧ (Ms1 ∩Ms2 6= φ)]
From points 4 and 5, we prove that:
[|= s1 → s2]⇐ [(ms2 ⊆ ms1) ∧ (Ms1 ∩Ms2 6= φ)]
⊓⊔
Theorem 4.2 shows that the ordering relation ≤ defined on the lattice BC is
equivalent to the materiel implication→ defined on the clauses of CA (Definition
4.1).
5 Revisiting IR in terms of BC and the z Function
As we said in previous sections, the alphabet A forms the set of terms because
each term corresponds to one unique proposition, both documents and queries
are logical sentences in PL, the retrieval decision is modeled by the implica-
tion d → q, and finally the degree of implication P (d → q) forms the ranking
mechanism.
5.1 Documents and Queries
In IR, documents and queries could be written as a clause of CA (Definition 4.1)
or a set of clauses of CA connected by disjunction. In other words, documents
and queries are DNF logical sentences. Any logical sentence could be rewritten
in the DNF form. Therefore, there are no restrictions on the logical sentences
that could be used to represent documents and queries, and hence there is no
loss of generality. More formally, suppose we have a set of documents D and a
query q:
Definition 5.1 (Document). Any document d ∈ D is a DNF logical sentence,
and it corresponds to one unique non-empty set of clauses Sd ⊆ CA connected
by disjunction, or equivalently:
∀d ∈ D, d =
∨
si∈Sd
si
where Sd 6= φ. The set of models Md of a document d is defined as follow:
Md =
⋃
si∈Sd
(Msi)
⊓⊔
Definition 5.2 (Query). The query q is a DNF logical sentence, and it corre-
sponds to one unique non-empty set of clauses Sq ⊆ CA connected by disjunction,
or equivalently:
q =
∨
si∈Sq
si
where Sq 6= φ. The set of models Mq of a query q is defined as follow:
Mq =
⋃
si∈Sq
(Msi)
⊓⊔
5.2 Relevance
Most of studies in the logical IR models defined the relevance between a doc-
ument d and a query q by an implication between them [1–10]. d is relevant
concerning q iff d implies q, noted d→ q. We claim that the implication d→ q
could be replaced by the material implication d ⊃ q (Equation 3.1). Of course,
that is right if we use the propositional logic PL as an underling logic.
Assume that d is a document (Definition 5.1) and q is a query (Definition
5.2). We have Md |= d the set of document models and Mq |= q the set of query
models. Theorem 4.2 shows that |= d→ q is equivalent to two conditions:
– C.1: (Md ∩Mq 6= φ) which means that there is no contradiction between
d and q, or in other words, d ∧ q 6= F . The verification of this condition
depends on the actual implementation of d and q. For example, if a user
asks for documents that do not contain “information retrieval” then the
system should not return documents talking about “information retrieval”,
because in that case d ∧ q will be false F . More formally,
[Md ∩Mq 6= φ]⇔
[
∃si ∈ Sd, ∃sj ∈ Sq,Msi ∩Msj 6= φ
]
and[
Msi ∩Msj 6= φ
]
⇔
[(
A+si ∩A
−
sj
= φ
)
∧
(
A−si ∩A
+
sj
= φ
)] (5.1)
In the rest of this study,
[C.1 = T ] ⇔ [Md ∩Mq 6= φ]
[C.1 = F ]⇔ [Md ∩Mq = φ]
(5.2)
– C.2: (mq ⊆ md) on the one hand, this condition corresponds to the ordering
relation ≤ defined on BC (Theorem 4.1). On the other hand, the verification
of this condition depends on the number of clauses |Sd| and |Sq| in d and
q, respectively. According to that we have the following cases, where we
suppose that C.1 = T (5.2) as a pre-condition:
• case 1 (|Sd| = |Sq| = 1): suppose that Sd = {sd} and Sq = {sq} then
[|= d→ q]⇔
[
msq ⊆ msd
]
(5.3)
see Theorem 4.2.
• case 2 (|Sd| = 1 and |Sq| > 1): suppose that Sd = {sd} then
[|= d→ q]⇔ [∃si ∈ Sq,msi ⊆ msd ] (5.4)
because for any logical sentences s1, s2, s3, we have:
[s1 → (s2 ∨ s3)]⇔ [(s1 → s2) ∨ (s1 → s3)]
• case 3 (|Sd| > 1 and |Sq| = 1): suppose that Sq = {sq} then
[|= d→ q]⇔
[
∀si ∈ Sd,msq ⊆ msi
]
(5.5)
because for any logical sentences s1, s2, s3, we have:
[(s1 ∨ s2)→ s3]⇔ [(s1 → s3) ∧ (s2 → s3)]
• case 4 (|Sd| > 1 and |Sq| > 1):
[|= d→ q]⇔
[
∀si ∈ Sd, ∃sj ∈ Sq,msj ⊆ msi
]
(5.6)
because for any logical sentences s1, s2, s3, s4, we have:
[(s1 ∨ s2)→ (s3 ∨ s4)]⇔

 [(s1 → s3) ∨ (s1 → s4)]∧
[(s2 → s3) ∨ (s2 → s4)]


5.3 Uncertainty
IR is an uncertain process [5]. Therefore, it is mandatory to define a measure for
quantifying the implication d→ q, written P (d→ q). It is rarely the case where
d directly implies q, so we need a measure to estimate the degree to which d
implies q, and then ranking documents according to the decreasing value of this
measure.
According to Definitions 5.1 and 5.2, documents and queries are sets of
clauses, and then they correspond to sets of nodes in BC . Moreover, BC is a
Boolean algebra (Theorem 4.1). Knuth [13] defines the z function (2.3) on dis-
tributive lattices. The z(x, y) function measures the degree to which x includes
or implies y for any two distinct elements x and y of a distributive lattice.
Therefore, it is possible to replace the uncertainty function P by the degree of
implication function z. First we should define the z function on our two lattices
BM , and BC .
– The lattice BM : assume s1 and s2 are two logical sentences, Ms1 |= s1 is the
set of models of s1, and Ms2 |= s2 is the set of models of s2,
zM (Ms1 ,Ms2) =


1 if Ms2 ⊆Ms1
0 if C.1 = F
zM otherwise, where 0 < zM < 1
(5.7)
C.1 = F (5.2) means Ms1 ∩Ms2 = φ.
– The lattice BC : assume s1 and s2 are two clauses in CA, where ms1 is the
full clause model of s1 and ms2 is the full clause model of s2,
zC(ms1 ,ms2) =


1 if ms2 ⊆ ms1
0 if C.1 = F
zC otherwise, where 0 < zC < 1
(5.8)
C.1 = F (5.2) means (A+s1 ∩A
−
s2
6= φ) ∨ (A−s1 ∩A
+
s2
6= φ). The condition C.1
can not be directly verified using the lattice BC . It needs external notions
(A+ and A−) to be verified.
Let us now come back to our initial uncertain implication P (d→ q). d and q
are, in general, logical sentences. By rewriting d and q in their DNF form, each
of them corresponds to one or several clauses in CA. Therefore, it is possible to
rewrite P in terms of zM (5.7) or zC (5.8), as follow:
– P (d→ q) corresponds to zM (Mq,Md) because zM (Mq,Md) = 1 when Md ⊆
Mq which is equivalent to |= d→ q.
– if (Md ∩ Mq 6= φ) then P (d → q) corresponds to zC(md,mq) because
zC(md,mq) = 1 when d → q is true (Theorem 4.2), where d, q ∈ CA, md is
the full clause model of d, mq is the full clause model, Md |= d is the set of
models of d, and Mq |= q is the set of models of q. This is true when d and q
correspond to two distinct clauses in BC , but it could be easily generalized
in the other cases as we will see in the next section.
5.4 The Relevance Status Value RSV (d, q)
In this section, we will depend on the full clause models Boolean algebra BC
(Theorem 4.1), and we will study the different cases of d and q. For simplifying
the notation, we will refer to zC by z.
Nie [2] differentiates between the two implications Exhaustivity d → q and
Specificity q → d. He supposes that the matching score RSV (d, q) is written as
follow:
RSV (d, q) = F [P (d→ q), P (q → d)] (5.9)
We take this general form of matching score (5.9), and we build our discussion
on it. According to the case where d and q correspond to only one clause (|Sd| =
|Sq| = 1) or a set of clauses (|Sd| > 1 and |Sq| > 1) in BC , we have: in this
discussion, we suppose that C.1 = T ,
1. case 1 (|Sd| = |Sq| = 1): suppose that Sd = {sd} and Sq = {sq} then
– P (d→ q) = z(msd ,msq )
– P (q → d) = z(msq ,msd)
RSV (d, q) = F [P (d→ q), P (q → d)]
= F
[
z(msd ,msq ), z(msq ,msd)
] (5.10)
2. case 2 (|Sd| = 1 and |Sq| > 1): suppose that Sd = {sd} then
– P (d → q) = G
si∈Sq
(z(msd ,msi)), where G : R
n → R and G respects the
condition (5.4). For example, G could the normal sum + or the max
function.
– P (q → d) = G′
si∈Sq
(z(msi ,msd)), where G
′ : Rn → R and G′ respects the
condition (5.5). For example, G′ could the normal product × or the min
function.
RSV (d, q) = F [P (d→ q), P (q → d)]
= F
[
G
si∈Sq
(z(msd ,msi)) , G
′
si∈Sq
(z(msi ,msd))
]
(5.11)
3. case 3 (|Sd| > 1 and |Sq| = 1): suppose that Sq = {sq} then
– P (d→ q) = G′
si∈Sd
(
z(msi ,msq )
)
– P (q → d) = G
si∈Sd
(
z(msq ,msi)
)
RSV (d, q) = F [P (d→ q), P (q → d)]
= F
[
G′
si∈Sd
(
z(msi ,msq )
)
, G
si∈Sd
(
z(msq ,msi)
)] (5.12)
4. case 4 (|Sd| > 1 and |Sq| > 1):
– we define G′′(Sd;Sq) = G
′
si∈Sd
◦ G
sj∈Sq
where
G′′(Sd;Sq) = G
′
si∈Sd
(
G
sj∈Sq
(
z(msi ,msj )
))
– P (d→ q) = G′′(Sd;Sq)
– P (q → d) = G′′(Sq;Sd)
RSV (d, q) = F [P (d→ q), P (q → d)] = F [G′′(Sd;Sq), G
′′(Sq;Sd)] (5.13)
Equation 5.13 is the most general form of the matching score RSV (d, q)
between a document d and a query q.
6 Discussion
After presenting our general IR model (Equation 5.13), it is now possible to
discuss some results.
6.1 Result 1
If d and q are two logical sentences then they correspond to two distinct sets
of models Md,Mq ∈ 2
∆′A , or equivalently two distinct nodes in BM . We also
know that BM is a Boolean lattice, so the zM (x, y) function is the probability
PM (x|y).
We already said that P (d→ q) corresponds to zM (Mq,Md) (Equation 5.7),
so P (d→ q) corresponds to PM (Mq|Md). However, we know that each nodeM ∈
2∆
′
A in the lattice BM is a set of models of a set of equivalent logical sentences.
By this way, Mq is a set of models of a set of logical sentences equivalent to q.
We choose q as a representative to this equivalent class. We do the same thing
for d. Therefore,
P (d→ q) = P (q|d) (6.1)
Equation (6.1) justifies the definition of P (d → q) that is presented by Ri-
jsbergen [1]. To our knowledge, this is the first study that present a formal
justification of the Rijsbergen’s intuition.
6.2 Result 2
Assume that d and q correspond to two distinct full clause models md,mq ∈ ΨA,
or equivalently two distinct nodes md and mq in BC . The results that we will
obtain could be easily generalized to the cases where d and q are two sets of
nodes.
Exhaustivity P (d → q) corresponds to z(md,mq) in BC (Equation 5.8).
Using the first product rule (2.5), we obtain:
z(md,mq) = z(mq ∧md,mq) (6.2)
The same for Specificity P (q → d):
z(mq,md) = z(md ∧mq,md) (6.3)
Those two results (6.2) and (6.3) correspond to our intuition presented in our
previous study [11]. Depending on the Bay’s Theorem rule (2.7), it is possible
to deduce that:
z(md,mq) =
z(md,⊤)
z(mq,⊤)
× z(mq,md) (6.4)
where z(x,⊤) represent prior probabilities, which can be arbitrary assigned [13].
Using the Sum rule (2.4), we obtain:
z(md,mq) = 1− z(¬md,mq) (6.5)
Actually, there are many interesting properties could be deduced from playing
on the rules of the z function (2.4, 2.5, 2.6, and 2.7).
6.3 Result 3
We think that (5.13) forms a general IR framework and some well-known IR
models could be derived from (5.13).
Language Models (LM). Assume that each proposition ai ∈ A corresponds
to one term in the document collection D. A document d ∈ D is written as
follow:
d =
∧
ai∈Ad
ai (6.6)
where Ad 6= φ and ai is the proposition that corresponds to the term ti that
occurs in d. In other words, d is a conjunction of the terms that occur in it. For
any document d, we have: A−d = φ, or in other words, the negation of terms is
not modelized. The query q is represented in the same way,
q =
∧
ai∈Aq
ai (6.7)
Hence, d, q ∈ CA are two clauses, and they correspond to two distinct nodes
md and mq in BC , respectively. Therefore, G
′′({d}; {q}) = z(md,mq) and also
G′′({q}; {d}) = z(mq,md).
We choose F as the Weighted-Sum of two values, so (5.13) could be rewritten
as follows:
RSV (d, q) = α× z(md,mq) + β × z(mq,md)
Now, assume that α = 0 and β = 1 (Specificity without Exhaustivity) then
RSV (d, q) = z(mq,md)
As BC is a Boolean lattice, it is possible to replace z by the probability PC then
RSV (d, q) = PC(mq|md)
Now, suppose that the elements of mq are conditionally independent, and let us
define a probability distribution θd on the set md then
RSV (d, q) =
∏
ai∈mq
PC(ai|θd)
which is the general form of language models. Therefore, language models are
instances of our general framework.
Probabilistic Models (PM). Probabilistic Models (PMs) depend on the
Probability Ranking Principle [15], according to which: documents are ranked
according to the decreasing value of the probability P (R|d, q). More precisely,
PMs use the notion of odds (6.8).
RSV (d, q) ∝
P (R|d, q)
P (NR|d, q)
(6.8)
R means document is relevant whereas NR means document is non-relevant.
The main problem in PMs is that the relevance information is not available
in advance. Therefore, it is hard to estimate the two probabilities P (R|d, q) and
P (NR|d, q). However, using Bay’s rule and with some simplifications, the ranking
formula (6.8) becomes:
RSV (d, q) ∝
P (d|R, q)
P (d|NR, q)
(6.9)
To estimate the two probabilities, we should have samples of the relevant and
non-relevant documents of each query.
Some studies [16, 17] claim that R and NR could be seen as two sets of
relevant and non-relevant documents for a specific query, respectively. Robertson
et al. [18] also assume that a set of relevance judgements for each request should
be available to estimate the relevance weights. If we take this viewpoint, where R
and NR are two sets of documents, and project it on the lattice BC , we obtain:
– assume that each proposition ai ∈ A corresponds to one term in the docu-
ment collection D.
– any document d ∈ D has the same definition presented in LM (6.6), so it
corresponds to only one node md in BC .
– any query q has the same definition presented in LM (6.7), so it corresponds
to only one node mq in BC .
– R is a disjunction of a set of documents R = d1∨· · ·∨dk where any document
di satisfies |= di → q. That is correct because |= R → q means that for any
di we have |= di → q. Therefore, R corresponds to a set of nodes NR in BC .
NR = {mdi |1 ≤ i ≤ k, |= di → q}
– NR is also a disjunction of a set of documents NR = d1 ∨ · · · ∨ dl where any
document di satisfies 6|= di∧ q. That is correct because 6|= NR∧ q means that
for any di we have 6|= di ∧ q. Therefore, NR corresponds to a set of nodes
NNR in BC .
NNR = {mdi |1 ≤ i ≤ l, 6|= di ∧ q}
– The retrieval decision could be reformulated as follow: d is relevant to q if
|= d→ R and 6|= d→ NR (Theorem 6.1). By taking the degree of implication
z into account, we have:
RSV (d, q) ∝
G′′({d};R)
G′′({d};NR)
G′′({d};R) could be simplified to G
r∈R
(z(md,mr)), and we choose the max
function to replace G (5.11). Moreover, as BC is a Boolean algebra then
z(x, y) could be replaced by the probability PC(x|y). We also suppose that
the elements of md are conditionally independent. Finally, we obtain the
following ranking formula:
RSV (d, q) ∝
∏
ai∈md
PC(ai|mR)
PC(ai|mNR)
where mR is the node that maximises G
r∈R
(z(md,mr)), and mNR is the node
that maximises G
mnr∈NR
(z(md,mnr)).
The previous formula is the general form of probabilistic models. Therefore,
probabilistic models are instances of our general framework.
Theorem 6.1. A document d is relevant to a query q if:
|= (d→ R) and 6|= (d→ NR)
Proof. Assume R = dR1 ∨ · · · ∨ d
R
k , where ∀1 ≤ i ≤ k, |= d
R
i → q. Assume
NR = dNR1 ∨ · · · ∨ d
NR
l , where ∀1 ≤ i ≤ l, 6|= d
NR
i ∧ q.
|= d → R means that ∃1 ≤ i ≤ k, |= d → dRi , which in its turn means
|= d→ q because |= R→ q. Suppose that |= d→ NR then:
– |= (d→ dNR1 ) ∨ · · · ∨ (d→ d
NR
1 )
– ∃1 ≤ i ≤ l, |= d→ dNRi
– |= ¬d ∨ dNRi
– we know that 6|= dNRi ∧ q then: 6|= ¬(¬d ∨ d
NR
i ) ∨ (d
NR
i ∧ q)
– 6|=
((
d ∧ ¬dNRi
)
∨ dNRi
)
∧
((
d ∧ ¬dNRi
)
∨ q
)
– 6|= (d ∨ q) ∧
((
d ∨ dNRi ) ∧ (¬d
NR
i ∨ q
))
– 6|= (d ∨ q) ∧ (d ∧ q)
– 6|= (d ∧ q)
We should thus change our hypothesis from (|= d→ NR) to ( 6|= d→ NR).
⊓⊔
Unlike the previous implementations of PMs, lattices allow us to define the
two sets R and NR in advance. We first define the up-set of a node m in our
lattice BC , noted ↑ m:
∀m ∈ ΨA, ↑ m = {m
′|m′ ∈ ΨA,m ≤ m
′}
We define the non-relevant nodes NNR in BC :
NNR = {m|m ∈ ΨA, z(m,mq) = 0}
Now, it is possible to define the set of nodes NR,
NR = (↑ mq) \NNR
The lattice BC allows us to define the family of probabilistic models. More-
over, it allows us to determine the relevant and non-relevant documents in ad-
vance, which are very important to estimate the two probabilities P (d|R, q) and
P (d|NR, q).
Vector Space Model (VSM). Assume that each proposition ai ∈ A corre-
sponds to one term in the document collection D. Suppose that any document
d ∈ D has the same definition presented in LM (6.6), so d corresponds to only
one node md in BC . Suppose that any query q has the same definition presented
in LM (6.7), so q corresponds to only one node mq in BC .
For any node m ∈ ΨA in BC , it is possible to build a binary vector
−→m as
follow:
−→m = 〈w(a1), . . . , w(an)〉
where w(ai) = 1 if ai ∈ m, or w(ai) = 0 otherwise. For simplicity, we will refer
to w(ai) by wi. We define the following two operations:
1. Production: ∀m1,m2 ∈ ΨA,
−→m1 ⊗
−→m2 = 〈w
1
1 × w
2
1, . . . , w
1
n × w
2
n〉
The ⊗ operation between the two vectors −→m1 and
−→m2 corresponds to the
meet operation ∧ between the two nodes m1 and m2, where,
−−−−−→
m1 ∧m2 =
−→m1 ⊗
−→m2
2. Addition: ∀m1,m2 ∈ ΨA,
−→m1 ⊕
−→m2 = 〈w
1
1 + w
2
1 − w
1
1 × w
2
1, . . . , w
1
n + w
2
n − w
1
n × w
2
n〉
The ⊕ operation between the two vectors −→m1 and
−→m2 corresponds to the
join operation ∨ between the two nodes m1 and m2, where,
−−−−−→
m1 ∨m2 =
−→m1 ⊕
−→m2
Let us define the z function as the inner-product (·) between two nodes, as
follow:
z(m1,m2) =
{
0 if C.1 = F
−→m1·
−→m2
|−→m2|
otherwise
(6.10)
where |−→m| =
∑
ti
wi. However, the z function (6.10) satisfies the sum rule of the
z function (2.4), where:
(−→x ⊕−→y ) ·
−→
t
|
−→
t |
=
−→x ·
−→
t
|
−→
t |
+
−→y ·
−→
t
|
−→
t |
−
(−→x ⊗−→y ) ·
−→
t
|
−→
t |
(6.11)
We choose the classical product (×) instead of F , so (5.13) could be rewritten
as follows:
RSV (d, q) = z(md,mq)× z(mq,md)
According to (6.2) and (6.3), it is possible to rewrite the previous equation as
follow:
RSV (d, q) = z(md ∧mq,mq)× z(md ∧mq,md)
which is compatible with our previous publication [11].
7 Conclusion
We present in this study a new theoretical framework for representing docu-
ments, queries, and the retrieval decision including a ranking mechanism. We
use the Propositional Logic for representing documents and queries, and then
we claim that the retrieval decision corresponds to the material implication be-
tween a document and a query. After that, we position documents and queries
on a lattice, more precisely on a Boolean algebra. We then exploit the degree of
implication metric z, defined on the lattice, for representing the ranking mech-
anism.
This study, on the one hand, presents a new vision of logic-based IR models
through exploiting the implicit link between lattices and Propositional Logic.
On the other hand, it presents a general IR framework capable of representing
the classical IR models, like Language Models, Probabilistic Models, and Vector
Space Models.
Our model also provides a theoretical proof for the definition of P (d → q)
that is presented by Rijsbergen [1]. In addition, it provides a theoretical proof
for the choices that are made in [11].
The most important point in this study, in our point of view, is the simplicity
and flexibility of the framework that it provides. We discussed a few capabilities
of our model, but there still exists so many potential capabilities waiting to be
discovered, especially through working on the rules of the z function (2.4, 2.5,
2.6, and 2.7), and through exploiting the partial order relation defined on the
Boolean algebra BC .
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