We develop a general technique for constructing molecular-based approximation algorithms for NP optimization problems. Our algorithms exhibit a useful volume{accuracy tradeo . In particular we solve the Covering problem of Hochbaum and Maass using polynomial time and O `2(log`)n . We also present the rst candidate for a problem that can be solved more e ciently with the Amplify operation than without.
Introduction
Molecular computers were introduced by Adleman 1, 8] , but so far the eld lacks a \killer application." It is well known that a DNA computer can solve SAT in linear time 8], but using an exponential number of DNA strands. The number of strands used by an algorithm is called the \volume." Although recent papers 5, 4, 9] solve NP problems using smaller exponential volume, we believe that it is essential to nd applications of DNA computers that use subexponential volume.
In this paper we apply DNA computers to the approximate solution of NPoptimization problem. We show how DNA algorithms using subexponential volume and polynomial time can achieve much better accuracy than classical polynomial time approximation algorithms. We illustrate our method on Hochbaum volume to achieve error ratio (1 +   1   )   2 . This algorithm does not use controversial operations like Intersection or even Amplify.
We also improve their algorithm in the classical computation model and implement it in a more complicated molecular computation model using the Amplify operation. Its volume is decreased to O c`2 =2`2 (log`)n 2 n (n? 1) 2 =2
, where c = 0:823. This is the rst example we know in which the Amplify operation seems to enable DNA computers to solve a problem more e ciently.
We also study molecular approximation algorithms for dense instances of many NP-hard problems. Our results suggest a volume{accuracy tradeo in DNA-based approximation algorithms for NP optimization problems. We think that approximation algorithms may be the \killer application" that will motivate the construction of DNA computers. 
End of Algorithm
Fix an optimal cover Q for H. Let OPT i (H) denote the number of disks in Q touching two adjacent`-strips in P i (H). For an`-partition P i (H),
OPT 1 (H); ; OPT l (H) are all disjoint. Therefore,
OPT(E) (l + 1) OPT(H):
Similarly we have Cover(I) (1 + 1 ) 2 OPT(I) for every rectangle I.
Molecular Algorithm
De nition 3.
An NPinit(s(n)) machine is a nondeterministic Turing machine that nondeterministically chooses a number between 1 and s(n) and then proceeds deterministically. NPinit(s(n)) is the class of languages accepted by NPinit(s(n)) machines. Proof: By Theorem 9 and Theorem 6 and Hochbaum and Maass's algorithm.
Improving Hochbaum and Maass's Algorithm
In order to decrease the volume of molecular algorithm, we improve Hochbaum and Maass's algorithm in the classical computation model. The most expensive part of their algorithm is at the brute-force method in nding the optimal solution for Optcovering. Since Opt-covering can be computed via querying Covering, we focus on improving the complexity of Covering problem.
De nition 12. NPpath(s(n)) is the class of languages accepted by polynomial time nondeterministic Turing machine with no more than s(n) paths. The algorithm is a nondeterministic. Every computation path corresponds to a string a 1 : : : a n(n?1) (append some 0s if it stops before i = n(n ?1)) with : : a n(n?1) with the property a 1 + : : : + a n(n?1)=2 m.
Proof: For every path a 1 : : : a n(n?1) with the property a 1 + : : : + a n(n?1)=2 m, it has used at least m disks before i = n(n ? 1)=2 in the algorithm. After i = n(n ? 1)=2, there are at most Since m jNj, combining the two lemmas above we get the theorem.
De nition 16.
In the MOL-A(s(n)) computation, T 0 is initialized to contain a single copy of the empty string, the Separate, Merge, Append, Amplify operations are permitted, and the total number of strings in all tubes must be at most s(n) at all times and the number of operations is bounded by polynomial of n. The computation is accepted if T 0 is not empty in the nal step. MOL-A(s(n)) is the class of all languages accepted by a MOL-A(s(n)) computation. A MOL-A 0 (s(n)) algorithm is an algorithm with Separate, Merge, Append, Amplify, Init (1) 
Other NP-optimization Problems
The approximation algorithms for some other NP-optimization problems can also be transformed into molecular algorithms. In 3, 2] some approximation algorithms are described for the dense case of a class of NP-optimization problems. They can also be transformed into molecular algorithms. We will give more details in the full version of this paper.
