Abstract. We present new a priori error analyses of the coupling of the Raviart-Thomas (RT) method and BEM as well as of the coupling of the hybridizable discontinuous Galerkin (HDG) method with BEM. The novel features of the analysis of the RT-BEM coupling are the superconvergence estimates for the scalar approximation of the interior problem and new bounds in weak and strong norms for the boundary variables. The analysis of the HDG-BEM coupling is the first analysis of this coupling and shows that the coupling provides approximations with the same convergence properties as those of the RT-BEM coupling.
be the fundamental solution of u → −Δu + u. (K 0 is the modified Bessel function of order zero, also known as the Macdonald function of order zero.) Because we have considered the Yukawa operator in the exterior domain, we do not need to impose a radiation condition at infinity. Instead, we ask for u to be in H 1 (Ω + ). The modifications needed to deal with the Laplace equation in the exterior will be dealt with in section 6. We then consider the single and double layer potentials Note that although the integral expressions of V and K coincide with those of S and D, respectively, their output is defined on different domains: free space minus the boundary for the potentials, the boundary Γ for the integral operators. The mathematically precise definition of these entities [16] is also different. The exterior branch of the solution will be represented using Green's third identity, v = Dϕ − Sλ, where ϕ := v and λ := ∂ ν v. Downloaded 03/20/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
We also have two identities derived from Calderón's theory:
(
Here and in what follows I will denote a general identity operator. We rearrange the previous two identities in the following form:
Vλ − Kϕ = −ϕ,
where K := 1 2 I + K.
Analysis of RT-BEM.
We consider a triangulation T h of the polygonal (polyhedral) domain Ω as well as the inherited partition Γ h of its boundary. The set of edges of T h is denoted E h . The space of polynomials of degree not greater than k restricted to the element K ∈ T h is denoted P k (K). The space P k (e) for e ∈ E h is similarly defined. We now define five discrete spaces for a given k ≥ 0:
The local RT space is defined as RT k (K) = P k (K) d + x P k (K) (see [4] ). For some of the forthcoming expressions, it will be useful to have the function h ∈ e∈E h P 0 (e) defined by h| e = h e (h e being the diameter of e), as well as the function h Γ := h| Γ .
The discrete equations are as follows:
∀η ∈ X h , (3.1d)
The first three equations above constitute a hybridizable version of the mixed method (with RT elements for q h paired with discontinuous polynomials for u h ) with weakly enforced Neumann boundary conditions on Γ. A solution of (3.1) satisfies the energy identity
This can be easily proved testing these equations with q h , u h , − u h , λ h , and ϕ h , respectively, and finally adding the result. For some of the arguments below, we will need the space V div h := V h ∩ H(div, Ω). For easy reference, let us recall that the operator (3.3) RT k (K) −→ M K := e⊂∂K P k (e), r −→ r · n, is onto. Therefore, so is the operator V Proof. Because (3.1) is equivalent to a square linear system, we only have to prove uniqueness. Then take f = 0 in (3.1). By (3.2) , it follows that q h = 0, λ h = 0, and ϕ h = 0 because V and W are elliptic (see (3.10) below). Going back to (3.1d), tested with u h | Γ ∈ X h , we obtain that u h = 0 on Γ.
We now pick r ∈ V div h such that ∇ · r = −u h and use it to test (3.1a). This can be done because the divergence operator is onto from V div h to W h . Since u h = 0 on Γ, u h is single-valued on interior faces and r · n is continuous across element interfaces, it follows that
and therefore u h = 0. Equation (3.1a) is thus reduced to
which implies that u h = 0. (To prove this, we only have to consider this equation element by element and choose r such that r · n = u h on ∂K.) In the following result we prove that (3.1) are a hybridizable formulation for the RT-BEM coupling of [17] (see also [5] ). A partially hybrid formulation can be reached by eliminating (q h , u h ) from the system (3.1) using local solvers. In that case, the resulting system involves a variable on the skeleton u h and two variables on the boundary (λ h , ϕ h ). A fully hybridized formulation, exclusively written in terms of u h , can be found by eliminating the boundary variables from the system (see [9] ). Proposition 3.2. Equations (3.1) are equivalent to the problem of finding
More precisely, a solution of (3.1) solves (3.4) and a solution of (3.4) defines a solution of (3.1) by taking λ h := −q h · n on Γ and by solving the problem
Proof. Given a solution of (3.1), (3.1c) implies that q h ∈ V div h and that q h · n + λ h = 0 on Γ. Therefore (3.4c) follows from (3.1e). Note (3.1b) and (3.4b) are the same equation. Testing (3.1a) with r ∈ V div h and using (3.1d) simplifies
which gives (3.4a) easily.
We now start with a solution of (3.4) and construct λ h and u h as in the statement of the proposition. Then, immediately (3.1b), (3.1c), and (3.1e) are satisfied. Note that (3.5) is equivalent to the local problems of finding
Solvability of these local problems and coincidence of values on interior faces follow from the fact that (q h , u h ) is part of the solution of (3.4) . This shows that (3.1a) Downloaded 03/20/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php is satisfied. Given η ∈ X h we can take r ∈ V div h such that r · n = η. Using this test function r in (3.4a) and substituting (3.1a) in the resulting expression, we verify (3.1d).
Equations (3.4) can be analyzed by a stability argument for a Galerkin discretization of a mixed problem that is well posed in
We will follow a different approach which will provide stronger estimates for u h as well as estimates for the hybrid variable u h , weak norm estimates for λ h and ϕ h , and some postprocessing strategies. None of these results appear in [17] or in its generalization [5] .
Energy estimate. We consider five discrete projections. First, Π RT is the RT projection (see [4] , for example) onto V h , that can be defined in
Finally, we consider the Lagrange interpolation operator I Γ : C(Γ) → Y h . We will study the approximation properties of
In what follows, we will use the following well-known properties that relate some of these projections [4] :
To shorten some forthcoming notation we consider the bilinear form A, defined in the
, that is obtained by adding the integral terms in (3.1d) and (3.1e):
Note that
These last two inequalities follow from the properties of the boundary integral operators [16] . Proposition 3.3.
Proof. Using (3.6), it is simple to see that the following error equations are satisfied: 
Using now the boundedness of A (3.9) and the ellipticity of V and W (3.10), the result follows readily. Before we continue with error estimates for the remaining variables as well as with error estimates in different norms for the boundary unknowns, let us comment here on the error estimates that follow from Proposition 3.3 in the case of highest regularity. For the definitions of the broken Sobolev spaces
where h Γ := max{h e : e ∈ Γ h } ≤ h. In principle, this shows how a term of order h
in the approximation property of the boundary unknowns is not taken advantage of. Note, however, that all terms have the same order if we reduce the regularity requirement of λ and ϕ in 1/2, which corresponds to an exact solution satisfying u ∈ H k+2 (Ω):
Estimate by duality. To estimate ε u h we consider the solution to the problem
Proposition 3.4. There exists a constant C reg such that the solution of (3.12) satisfies
Notice that ∂ 
where in the last inequality we have applied a simple ellipticity estimate for the transmission problem (3.12). Proposition 3.5.
Proof. Let us test the error equations (3.11) with Π RT d, PΘ, P ∂ Θ, and (P Γ ξ, −α h ), respectively. After reordering some terms we obtain these four identities:
Note first that by (3.6)
The normal component of d is single-valued on interior faces and hence so is the normal component of
On the other hand the normal component of ε q h is single-valued on interior faces and so is Θ. Therefore
We also know that P ∂ Θ = P Γ Θ on Γ. This implies that (3.13) can be rewritten in the following simplified form:
Adding these four equations, using (3.12a) and the definitions of α and ξ, we obtain 
We now apply Green's theorem twice as well as known properties of the RT projection to prove that
Since α = ω and ξ = ∂ ν ω on Γ, where −Δω + ω = 0 in Ω + , it follows that
This is equivalent to
and also, using (3.8), to
Applying this expression with η = λ − λ h and ψ = ϕ − ϕ h we obtain
Substituting (3.16) and (3.18) in (3.15), the result follows.
Henceforth we will write k := min{k, 1}. Proposition 3.5 has prepared the field for an error estimate for u h , showing superconvergence to the projection of u. Proposition 3.6.
Proof. We just have to bound the three terms in the right-hand side of Proposition 3.5 after giving an adequate choice for α h . First, using properties of the RT projection (see [4] )
Also,
By the boundedness of A (3.9), we only need to deal with 
This completes the proof. Note that the choice of α h produces in a simple way the desired h in the estimate using the assumed regularity. Next we prove a superconvergence result for ε u h . Proposition 3.7.
Proof. This follows from standard arguments. Using the degrees of freedom of the RT space, we can choose v ∈ RT k (K) such that v · n = ε u h on ∂K and
Then by the first of the error equations (3.11), we prove for every
The result is a straightforward consequence of these inequalities.
We now prove an error estimate for the boundary quantities in weaker norms. Apart from the interest of having an L 2 (Γ) error estimate for ϕ − ϕ h , the following result is useful for estimating the error in pointwise computation of v h := Dϕ h −Sλ h ≈ v. In principle, if we want H 1 (Ω + ) estimates for v − v h , we can only take advantage of the bound in natural norms given in Proposition 3.3. However, as is well known,
where the constant C(x) remains bounded as long as x does not approach Γ. Proposition 3.8. Denoting h min,Γ := min e∈Γ h h e and h Γ := max e∈Γ h e , we can bound
Proof. We start by recalling that the matrix of operators
(which is the transpose of the one that defines the bilinear form A) defines an isomor-
. Therefore, there exists a constant such that 
where
orthogonal projection onto Y h and we have applied Proposition 5.1. In addition, using the fourth of the error equations (3.11), it follows that
Inserting these last two inequalities in the right-hand side of (3.20), the result follows readily.
The condition for Proposition 3.8 (coupled with Propositions 3.7 and 3.6) to give an h 1/2 -order superconvergence estimate is h h min,Γ . This is satisfied if the larger elements of the triangulation are in the vicinity of Γ and the boundary mesh Γ h is quasi-uniform.
We finally derive two error estimates for λ − λ h in a stronger (functional and not dual) norm.
Proof. By the third error equation in (3.11), it follows that ε
, then by a scaling argument and finite dimensionality it follows that h 1/2 e ε q h e ε q h K , which proves the result. Note that if the grid Γ h is quasi-uniform we can obtain by a simple inverse estimate that
Analysis of HDG-BEM.
We redefine the space V h to be
and leave W h , M h , X h , and Y h unchanged. We have thus only changed the space V h by eliminating the stabilizing degrees of freedom of the RT element. We consider τ : ∂T h → R and τ B : Γ → R satisfying that
In order to keep track of how these stabilization parameters affect the convergence properties, we will consider the quantities 
A solution of (4.1) satisfies the energy identity
This can be easily proved testing (4.1) with q h , u h , − u h , λ h , and ϕ h , respectively, and finally adding the result. 
Testing (4.1d) with η = u h we prove that u h = 0 on Γ. Because τ > 0, then u h = u h on ∂T h , which means that u h ∈ C 0 (Ω) and that u h = 0 on Γ. Using Green's theorem in (4.1a) and noticing that u h = u h on ∂K, it follows that (∇u h , r) K = 0 for all r ∈ V h and for all K ∈ T h . Then taking r = ∇u h we prove that u h is constant and because it vanishes on Γ, then u h = 0 and therefore u h = 0. This finishes the proof.
We consider the HDG projection defined in [8] : to (q, u) we associate a pair (Πq, Πu) ∈ V h × W h defined by solving the equations
element by element. We will study the approximation properties of ε In the forthcoming arguments we will make use of the boundary bilinear form A defined in (3.7). 
Proposition 4.2 (error equations). It holds that
Proof. ), respectively, and adding them we obtain that
Using now the boundedness of A and the ellipticity of V and W, that is, (3.9) and (3.10), the result follows readily. Using [8, Theorem 2.1] and the boundary approximation results collected in section 5, we can bound
Other estimates. Recall the notation k := min{k, 1}, which we are going to use to separate the case k ≥ 1 (when there is superconvergence) from the case k = 0 (when there is not). The principal estimate by duality is the one of ε u h . Proposition 4.4.
Proof. Consider the solution to the dual problem (3.12). Testing the error equations (4.4) with Πd, −ΠΘ, P ∂ Θ, and (P Γ ξ, −α h ), respectively, we obtain
Note that we have already applied some simplifications given by the definitions of the operators and the relations between the variables and that, as in Proposition 3.5, we momentarily consider any α h ∈ Y h . By (3.17) we also have
In addition, 
where we have applied that the normal component of d is continuous across element interfaces and that ε u h is single-valued on interior faces. Note also that by (4.3c)
Integration by parts yields
Adding (4.7), (4.5b), (4.5c), (4.5d), and (4.6) and using these two last identities to simplify, we obtain
Let us write P k−1 to denote the L 2 (Ω) orthogonal projection onto the space of discontinuous piecewise polynomial functions of degree k − 1 if k ≥ 1 with P −1 equal to the null operator. To end with this chain of identities, we just note that
At this point we choose α h := C Γ Θ (see section 5). Inserting these equalities in the expression for ε u h 2 Ω and applying Proposition 4.3 and the bound (3.19), we obtain
This is a list of bounds we next apply:
The first bound appears in [8, 
Proof. Note that the superconvergence estimate for ε u h h of Proposition 3.7 is still valid for k ≥ 1 because the structure of the first error equation for the HDG-BEM coupling is the same as that for the RT-BEM coupling. One, however, needs to use the degrees of freedom of the BDM space [3, 4] in the proof. When k = 0 and assuming that τ h, we can easily show that
The result then follows from Proposition 4.3.
Proof. Using the same argument as in the proof of Proposition 3.8, we only need to bound
where we have bounded
The result is now a simple consequence of Proposition 4.3.
As in the RT-BEM coupling, if T h is quasi-uniform near Γ and the largest elements of T h are located near Γ, then the above estimate gives h 1/2 superconvergence. Note that in this case, the hypothesis on T max can be equivalently written as τ B h Γ .
The energy estimate of Proposition 4.3 can be used in a straightforward way to obtain a bound
The rest of this section will be devoted to obtaining bounds for the approximation of λ and ϕ when the penalization parameter τ B is present and large. In particular, we are going to assume that (4.9) τ B ≈ h 
Therefore, if (4.9) holds,
is an isomorphism and its adjoint V :
The last term is bounded using (5.1) (with t = −1/2 and s = 0). To bound the first term, we use the error equation (4.4d) (with test function (P Γ η, 0)) and see that
(We have written e ϕ h := ϕ − ϕ h .) Inequality (4.10) is a direct consequence of this argument. Finally, (4.11) follows from (4.10), Proposition 4.7, and the hypothesis (4.9).
Since (4.9) implies that the boundary mesh Γ h is quasi-uniform, we can use the inverse inequality (3.21) and obtain an H 0 (Γ) estimate for the approximation of λ. Using the error equation (4.4c) we have the explicit expression
A simple computation then proves that
which, if (4.9) holds, gives a similar error estimate to the one provided by the inverse inequality (3.21).
The error estimates of sections 3 and 4, in the case of highest regularity, are gathered in 
RT HDG
Hypotheses:
, and (C)
5. Some technicalities on the boundary. The polygonal (resp., polyhedral) boundary Γ is composed by a finite set of edges (resp., faces), which we list as 
endowed with their product norms. It is simple to prove that the trace operator
is bounded for all m ≥ 1. Also, the normal derivative operator
is bounded for any m ≥ 2. Note that neither of these operators is due to be surjective. Recognizing the range of these operators requires a level of technical detail that is not needed for this paper (see [14] for an introduction). Note that for
, by the Sobolev embedding theorem. However, for the trace of sufficiently smooth functions, we actually go to C(Γ) ∩ X s (Γ). This is not the case for normal derivatives, since the normal vector field is discontinuous at corner points (resp., edges) Let P Γ : L 2 (Γ) → X h be the orthogonal projection, I Γ : C(Γ) → Y h be the Lagrange interpolation operator, and Proof. In a first step we can prove that
using a duality argument, classical properties of the L 2 projection onto spaces of piecewise polynomials (to prove that case t = −1) and an interpolation argument. The remainder of the proof for (5.1) and (5.2) is based on the fact that P Γ and I Γ are operators that are defined element by element and that the local approximation properties for these operators are well understood. The result for Q Γ is also classical.
Consider the following approximation of the trace operator defined from
, let C h u be the Clément approximation on the space of continuous piecewise P k+1 polynomial functions on the mesh T h (see [6] ). Then
Proof. The H 1/2 (Γ) bound follows from the trace theorem and the approximation properties of the Clément operator C h . To prove the L 2 (Γ) bound we act in an element-by-element fashion using the local version of the trace inequality
Modifications for the exterior Laplace equation.
In this section we address the modifications needed to adapt the method for the case of the exterior Laplace operator, which is of more physical and practical interest. As will be explained below, the first novelty is the occurrence of energy-free solutions (constant functions), which create a one-dimensional kernel in two of the relevant integral operators. Having or not a stabilization term τ B will be important in our approach to the HDG-BEM method. The second novelty happens only in the two-dimensional case and is related to the unboundedness at infinity of the fundamental solution of the Laplace operator.
In the model problem (2.1) we substitute (2.1c) by the Laplace equation plus a radiation condition at infinity:
The last condition holds uniformly in all directions. For the exterior Yukawa equation (that is, the original (2.1c)), usually the radiation condition is not written, because it can be simply substituted by a finite energy condition v 1,Ω+ < ∞. (Γ) and for ϕ h ∈ Y h , but we do not modify (4.1) , that is, the test in (4.1d) is taken in the entire X h . Actually, what happens in this situation is that (4.1b) with w = 1, (4.1c) with μ = 1, and (4.1e) with ψ = 1 are linearly dependent
as a consequence of the data condition (6.3) and the kernel property (6.1).
If τ B ≡ 0, then we look for
h and test (4.1d) with the entire X h and (4.1e) with the restricted space Y 0 h . The apparent excess of equations is again compensated by the fact that condition (6.3) implies that (4.1b) with w = 1 and (4.1c) with μ = 1 are the same.
Numerical experiments.
In this section we show the performance of the HDG-BEM coupling for a simple two-dimensional model problem:
where κ −1 is a strictly positive bounded function (the inverse of the diffusivity parameter for an equation ∇ · (κ∇u) + f = 0) and β 0 , β 1 : Γ → R are functions determining the jumps across the interface Γ. A necessary and sufficient condition for uniqueness of solution is the compatibility condition
The domain is the rectangle Ω = (0, We take κ(x) := (x + 2)(y + 2) and u(x) := exp((x + 2)(y + 2)). Data are defined so that the equations are satisfied. An exterior observation point x • = (1.7, 0.8) ∈ Ω + is chosen for comparison of the discrete and continuous exterior solutions.
When τ B > 0 we consider the discrete equations 
This change is enough to make the resulting equations uniquely solvable and provides
h . An approximation of the exterior trace can be achieved with the simple postprocessed formula
We will tabulate the following errors:
When τ B ≡ 0, the correction (7.2) is applied before computing E ϕ . (This correction does not affect the exterior solution.) For discretization we use a first nonuniform grid with 227 elements, generated using MATLAB's PDE toolbox. This triangulation produces 35 elements on the boundary. We next apply four consecutive uniform (red) refinements to this grid. Computation of the three boundary element matrices (those corresponding to V, K, and W) is done off-line. BEM matrices are stored and uploaded as needed. The BEM part of this simulation is a FORTRAN implementation due to Norbert Heuer (Pontificia Universidad Católica of Chile). The HDG code is a MATLAB implementation of the method by Zhixing Fu (University of Delaware) and the third author of this paper. It includes discretization of L 2 (Γ) inner products for the pairs X h × Y h , X h × M h , and Y h × M h and testing of the boundary functions β 0 and β 1 with the discrete spaces on the boundary. The assembly leads to a hybridized form of the HDG equations so that the entire coupled system is only solved in the variables ( u h , λ h , ϕ h ). The interior variables (q h , u h ) are obtained using element-by-element postprocessing. In Tables 7.1 through 7.6, we show errors and convergence rates with different values of the polynomial degree k and of the boundary penalization parameter τ B . As we can see from the tables, we observe the predicted rates of convergence for E q and E u for k = 0, 1, 2. However, for E λ and E ϕ the orders of convergence observed for the above example seems to be k + 1 and k + 2, respectively. This suggests that our error analysis is not sharp for the boundary variables. At the moment we do not see how to improve our error analysis.
Comparison with other methods. An RT-BEM implementation based on the formulation (3.1), after hybridization (so that q h and u h are eliminated from the system), has essentially the same cost as the tested HDG-BEM scheme: the size of the final system is the same and the assembly process for the hybridized matrix for the RT system is of the same order of complexity. (Some more degrees of freedom are needed Downloaded 03/20/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php in RT for stability, but this might be compensated by having fewer inner products on the skeleton associated to the penalized terms.) Numerical experiments for the RT-BEM scheme based on the reduced formulation (3.4) have already been shown in [5] . This formulation involves many more degrees of freedom, especially for high values of k. The LDG-BEM formulations in [12] and [13] cannot be hybridized and require working with two fields in the interior domain (q h , u h ) instead of only one field on the skeleton of the triangulation ( u h ). A recent paper [18] contains numerical experiments for coupling of interior penalty DG methods with BEM. (One of the methods proposed in [18] is related but not equal to methods proposed in [12] and [13] .) In this case, only the field u h shows up in the interior part of the final system, which, in general will have more degrees of freedom than the hybridized case.
