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1. は じ め に





































































































































































































TPには定と不定があるが，定 TPは vPの外，不定 TPは vPの中に現れ
る。NegPは否定句であるが，否定と肯定は背中合わせなので, negative /














(1997)は CPを更に分解する｡ つまり, CPを, FinP+FocP+TopP+ForceP
のこの順番で下から四階建てにするのである。主要部は Fin (finite：定・
不定)，Foc（focus：焦点)，Top (topic：主題)，Force (force：発話行為力）
の四個となる｡これは IP (Inflectional Phrase) を Subject Agreement Phrase






ある。階層呼応分析の CP1 は TopPに対応する。CP2 と CP3 は ForcePに
対応する。FinPと FocPは階層呼応分析の TPに対応する。つまり，Rizzi
(1997) の文構造システムにも FinPの下に TPがあるので，RizziはＴの中
から Finと Focを別立てにしてＴの上の主要部としたのである。このよう
に考えると，階層呼応分析 CP三階建てモデルと Rizzi (1997) の CP四階
立てモデルは矛盾しない。すなわち，Rizziは TPを，Ｔと Finと Focと
いう三個の主要部に分解したのである。Rizziの Topは階層呼応分析の C2


































牽引され, 関連する uFが消去される｡ 例えば,Watanabe (2004) は NPI認
可は素性照合であると論じる｡「入学金しか」が名詞句 (NP: noun phrase)

































要だ｣ は主要部Ａ(adjective) であり, 主要部 Negではない｡ 従って, 上の



























はボイス的意味階層 (vP1) までに含まれるので，(13b) の異常性は,「し



































































主 題 の 対 立 主 題 非主題




















































るが，対事態ムード要素 (CP2 階層) は含み得ない。よって，｢～とき」







































































b.*その本を 1[花子は[CNP[太郎が t1 あげた]人]と話をした]
(31)a. Mary talked with [CNP the person [that [ John gave the book]]]
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まり，名詞句の中に節 (TP, CP) を含んでいる。このような CNPからの
















(32)a.*What1 did Mary talk with the person that John gave t1?
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b. What1 did Mary say that John believes that Diana bought t1?
上の例はどちらも疑問詞が遠距離移動している。しかし，(32a)のみが異
常性を示す。実際に疑問詞が越境している節点を数えてみる。
(33)a.*[CPWhat1 did [TPMary talk with [CNP the person [CPthat
[TP John gave t1]]]]]?
b. [CPWhat1 did [TPMary say [CPthat [TP John believes [CPthat
[TPDiana bought t1 ]]]]]]?
例(32a)では TP二個と CP一個を越えている。一方，(32b)では TP三個










(34)*What1 did Mary talk with [the person [who [John gave t1]]]?







(35)[CPWhat1 did [TPMary say [CPt1 that [TP John believes [CPt1 that
[TPDiana bought t1 ]]]]]]?
上の構造で，疑問詞 what の複製は各 CP指定部に三段跳びのように一回
一回細切れに着地する（各障壁の上をうまく渡り飛んでいる)。つまり，
(32b)では一回の疑問詞移動は一個の CPの内部で生じる｡ それに対して,





























































「そのりんごは」は VP内に外的結合され [対象] の意味役割を動詞から
付与され, 最終的には主要部Cの uFによってその複製が牽引され, CP階
層内で素性消去が完了する。一方，｢太郎はりんごは食べた」の「りんご



































が生成統語モデルの議論の中で既に提示されている (Saito 1985, 1987)15)。
(44)a.？その本１は花子が [[e1 書いた]人] に会いたがっているらしい。
b.* その本１を花子が [[e1 書いた]人] に会いたがっているらしい。


















































b. 太郎は [花子がそのケーキを食べた] と思った。
(50)a.*太郎は [花子の横顔が美しく] 思った。
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(57)？*この花１が太郎は [[e1 きれいだと言った]人] に会った。
例(57)の容認性は低い。つまり，排他の「～が」は島から移動している，
すなわち，排他の「この花が」は複写され，その複製が内的結合により，
島の外部に移動している｡ これは複写説を支持する証拠である｡ (57)の e1
は「この花が」の発音されない原型である。上の二例をみる限り，排他の
「が」は複製移動による場合（複写説）と，内的結合による場合（基底説）






























































































































4. ま と め


































「しか」｢ばかり」｢だけ」等を副助詞と呼ぶ。The Blackwell Companion to












語学の一つのモデルである生成統語モデルでは，Watanabe (2004) が nega-
tive concord の現象を考察している。Watanabe は「ジョンは何も食べなかっ
た」｢*ジョンは何も食べた」のような従来，否定極性項目 (negative polarity
item: NPI) として「極性」の問題として扱われてきた例を再考し，NPI「何
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による。
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よって説明しようとする分析 (Tada 1992, Koizumi 1995, Takezawa 1987) は
誤りであるということになる。
17) 距離の定義を簡明化して示す (Chomsky 1995)。
()Ｋを標的とする移動において，αがβを統御 (c-command) するとき，
αのほうがβよりＫに近い。但し，以下の場合を除く。





上の定義は以下の Uriagereka (1998) を簡明化した。但し，提示の順序を若
干修正してある。
()Definition of minimal domain :
The minimal domain Min(D(CH)) of CH is the smallest subset of K of
D(CH) such that for any x belonging to D(CH), some belonging to K
dominates x.
The domain D(CH) of CH is the set of categories / features dominated by





Max () is the smallest maximal projection dominating .
()Definition of distance :
If commands , when targeting K for raising, with the actual target of
movement, is closer to K than is, unless
(ａ) and are in the same minimal domain, or
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A Minimalist Interpretation of
Hierarchical Agreement Analysis
Koji ARIKAWA
I tried theoretically to translate Hierarchical Agreement Analysis (HAA)
into a minimalist program (MP) of human natural language. I found that HAA
and MP are theoretically compatible. HAA was originally proposed within the
discipline of Japanese linguistics as a key analytic tool to constructively con-
nect Japanese linguistics to the syntactic study of the computational system of
human natural language (CHL). HAA and MP share many things in common
with respect to model building, including the following:
(1) CHL computes structures.
(2) CHL contains a uF (uninterpretable structural feature)-elimination
mechanism that shows identical properties both to the human im-
mune system and to variable-elimination in algebra.
(3) uF-elimination is the driving force of structure building.
(4) CHL exhibits distance computation. The computation converges if
and only if the shortest possible distance is chosen, which is the op-
timal solution.
Human language is a typical function of the human brain that Nature devised
to resist the second law of thermodynamics (or entropy law) that dictates that
things always go wrong in this universe ― order always disappears. But that
is the story of an isolated system; the human brain is an open system. In it,
Nature introduced a computational system in which order is constantly de-
stroyed in order to keep order. In a word, Nature created uF (=disorder) to
destroy order in order to keep order. uF is one of the key concepts in MP, and
is also the CHL-driving force for calculating structural relationships such as
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agreement, feature-checking, and distance. HAA contains ideas similar to
those. In other words, HAA and MP are at least in part mutually translatable,
and the key to their translation is uF.
CHL displays a state that is far from equilibrium in the human brain until we
lose sanity and die. For example, when the human brain ends up in a state of
equilibrium, i.e., the state of the highest degree of disorder or entropy, such as
Alzheimer’s or Parkinson’s Disease, the brain loses its high-order functions
(e.g., language and thought), and the eventual result is death. The source of
the non-equilibrium is the uF-elimination mechanism in the human brain.
