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Abstract Recently, a hybrid Lattice Boltzmann Level Set Method (LBLSM) for two-phase incompressible
fluids with large density differences, in cases of negligible or a priori known pressure gradients, has been
proposed. In the present work, the mentioned LBLSM method is extended to take into account pressure
gradient effects. The lattice Boltzmann method is used for calculating velocities, the interface is captured
by the level set function, and the surface tension is replaced by an equivalent body force. The method can
be applied to simulate two-phase fluid flows with density ratios up to 1000 and viscosity ratios up to 100.
In order to validate the method, the evolution and merging of rising bubbles were investigated, and the
results are in agreement with other numerical or experimental results.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The flow of two immiscible fluids separated by a sharp
interface is encountered in various physical and industrial
problems, such as petroleum refining, sprays, wave mechanics,
bio-engineering, chemical reactors and combustion. Due to the
practical importance of these types of problem, as well as
academic interest, a large body of literature has been devoted
to this subject over the years [1,2]. In cases of large density
differences across the interface (such as the rising of a buoyant
bubble), due to the significant role of forces between the
components, the simulation of the problem becomes more
sophisticated and challenging.
The dynamics of rising bubbles in viscous flow is crucial for
many industrial applications, so it has become an important
benchmark problem for immiscible multi-component flows in
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Open access under CC BY-NC-ND license.the area of fluid mechanics. Both large density changes and
various deformations must be handled in this case, so many
experimental and numerical studies have been performed
to simulate this problem, such as the series of experiments
conducted by Hartunian and Sears [3], Walters and Davidson
[4,5], Grace [6], and Bhaga and Weber [7], or the numerical
simulations of Hua and Lou [8] and Nagrath et al. [9].
Numerical methods used for modeling multiphase flows are
divided into two general categories:
1. ‘‘front/interface tracking’’ methods, such as boundary in-
tegral [10] and Arbitrary Lagrangian–Eulerian (ALE) meth-
ods [11],
2. ‘‘front/interface capturing’’ methods, such as the Volume Of
Fluid methods (VOF) [12], phase field methods and level set
methods [13,14].
Each method has its own advantages and disadvantages, which
are discussed in [10–14]. Because of the rapid topology changes
in bubble dynamics phenomena, such as break down or
coalescence, the level set method seems to be a good candidate
for treatment of sharp geometrical changes. However, level
set methods are weaker than VOF methods in conservation
properties, and they need some kind of modification. The
interested reader is referred to books by Sethian [13], and Osher
and Fedkiw [15] for more information on the details of level set
methods.
Sussman et al. [16] suggested several efficient techniques for
the simulation of bubble dynamics as an incompressible two-
component flow based on level set schemes. In these methods,
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f mass distribution function
σ surface tension coefficient
ξ particle velocity vector
Cdrag drag coefficient
eα discrete particle velocity in LBM
V˜ volume of bubble
U fluid velocity
Re ρlg1/2D3/2/µl, Reynolds number
p fluid pressure
Bo ρlgD2/σ , Bond number
f (eq) equilibrium distribution function
M gµ4l /(ρlσ
3), Morton number
Cs speed of sound
κ curvature
λ relaxation time
ν kinematic viscosity
g acceleration due to gravity
φ level set function
Hε(φ) smoothed Heaviside function
µl viscosity of liquid
Abbreviations
BGK Bhatnagar–Gross–Krook
LBGK Lattice BGK
PDE Partial Differential Equation
LBM Lattice Boltzmann Method
D2Q9 2D 9-velocity
the velocity field is obtained by the solution of incompressible
Navier–Stokes equations. This has its own difficulties as we
have to encounter numerical instabilities, while simultaneously
solving a system of second-order coupled nonlinear PDEs
(see [17,18]).
The Lattice Boltzmann Method (LBM) has been developed
as an alternative numerical scheme for the solution of incom-
pressible Navier–Stokes equations in fluidmechanics. Although
classically evolved from Lattice-Gas cellular Automata (LGA),
the lattice Boltzmann equation may also be derived directly
from the Boltzmann kinetic equation. Contrary to conventional
Navier–Stokes solvers, LBMsolvers circumvent treatment of the
nonlinear convection term, because convection is substituted
with a simple advection term. Besides, in LBM, data commu-
nication is always local and pressure may be calculated easily,
making use of an appropriate equation of state,which is another
advantage compared to the conventional finite volume/finite
element Navier–Stokes solvers that need to solve the Poisson
equation for pressure, and correct the magnitude of velocities
by pressure. There are some other benefits in using LBM, such
as the simple handling of boundary conditions and easy imple-
mentation. More information on LBM is available in the com-
prehensive paper of Yu et al. [19].
In addition to the methods outlined above, other hybrid
methods, based on a combination of the LB equation with
explicit interface-tracking/capturing schemes, have been de-
velopment. Lallemand et al. [20] use the Peskin distribution
function [21] for the interface force used in the Immersed-
Boundary (IB) method. Mehravaran and Hannani [22] coupled
the basic LBM and level-set into a simple scheme that can han-
dle large property ratios properly, but has some limitations on
the pressure field. Yu and Fan [23] also proposed a new schemefor high density ratios, via the species’ potential, which how-
ever needed mesh refinement for capturing sharp geometries.
Recently, Thommes et al. [24] obtained good results byusing the
level-set approach for tracking the interface, and the LB equa-
tion for the velocity field. In Thommes’method, the LBE is solved
for each component and the coupling of the two components is
handled via imposing boundary conditions on the interface at
the kinetic level. Besides, when the interface moves, the popu-
lationmust be refilled, which adds to computational cost. How-
ever, advanced versions of LBM that are capable of simulating
multiphase systems with high density ratios are available, but
they usually need very fine mesh or have high computational
cost [25–27].
In the currentwork, LBMwas employed for solving velocities
instead of Navier–Stokes equations. The Single-Relaxation-
Time (SRT)model, known as the Bhatnagar–Gross–Krook (BGK)
model version of LBM [28], is implemented. Consequently, the
proposed hybrid algorithm makes use of the advantages of
both LBM and level set methods. In the LBM framework, the
pressure effects are also included and there is no need to solve
for pressure in order to correct velocities as in conventional
projection methods [17]. A solution for the pressure is required
only if Dirichlet pressure boundary conditions exist (see
Section 2.3.1 for more details on the process). This kind
of convenience in handling pressure effects originates from
local data communication in LBM [19,29], and from imposing
pressure jumps as separate force terms near the interface.
The governing equations are arranged in such a way that it is
required to solve the basic single component LB equation for
a virtual fluid, with virtual properties and certain force terms.
Continuity or the jump condition on the interface is handled
automatically, so no special treatment or boundary condition
enforcement on the interface is needed (compared to Thommes
et al. [24]).
From the numerical point of view, the method is prelimi-
nary. For example, it solves the LB equation in an easy explicit
procedure, so there is no need to tackle troublesome iterative
methods. However, LBLSM is robust enough to simulate typi-
cal benchmark problems in coarse or moderate grids with low
computational cost, and it may be improved extensively by uti-
lizing advanced numerical schemes. Compared to Thommes’s
method [24], the LBLSM needs neither very fine mesh for cap-
turing complex geometries, nor a refilling step.
In this paper, first we present the governing equations in
Section 2. Then, we will elaborate on the level set method
and how it is used for the solution of two-component
incompressible flows. In the sequel, the LBM will be explained.
In Section 3, the new hybrid scheme for solving multiphase
incompressible flows will be discussed in detail. Results and
discussion will be included in Sections 4 and 5 consists of the
conclusion and suggestions for future research.
2. Governing equations
We use the lattice Boltzmann equation, coupled with the
level set equation, as a mathematical model for an incompress-
ible two-phase flow problem. The velocity field is solved by em-
ploying LBM (BGK).
The velocities predicted by LBM are employed as input into
the level set method, which can track the evolution of the
interface, in time, in a known velocity field.
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2.1. Lattice Boltzmann method
In LBM, the Boltzmann equation in which the collision oper-
ator is substituted by the well-known Bhatnagar–Gross–Krook
(BGK) approximation [28] is as the following:
∂ f
∂t
+ ξ .∇f = −1
λ

f − f (eq)+ 1
Nαe2
eαiFi(x, t), (1)
where λ is relaxation time, and viscosity is v = λRT in which
R is gas constant and T is temperature. In order to solve for f ,
Eq. (1) is first discretized in the velocity space using a finite set
of velocity vectors, {ξα}. The pattern used in the present work
is the 2D 9-velocity (2D9Q) model [30]. Nα is a constant which
is defined by the lattice pattern as:
Nα = 1e2
−
α
eαieαi. (2)
In the 2D9Qmodel,Nα is equal to 6, and the finite set of velocity
vectors consists of nine eα vectors, which is shown in Figure 1.
In this model, the speed of the sound is equal to cs = e/
√
3, and
the equation of state is the one used for ideal gas, p = ρc2s .
The equilibrium distribution may be estimated by a
polynomial of macroscopic properties, which is linear relative
to fluid density:
f (eq)α = ρwα
[
1+ 3
c2
eα.u+ 92c4 (eα.u)
2 − 3
2c2
u.u
]
, (3)
where c = ∆x/∆r andwα are the weighting factor (see [19] for
more details).
By using 2D9Q corresponding weight factors, it will lead to
obtaining the desired Navier–Stokes equations on the macro-
scopic level.
The macroscopic parameters, such as density and velocity,
may be calculated using f [19,30].
The lattice Boltzmann equation (Eq. (4)) may be derived by
the explicit discretization of the LBGK equation (Eq. (1)) in time
and space:
fα(xi + eα∆t, t +∆t)− fα(xi, t)
= −1
τ

fα(xi, t)− f (eq)α (xi, t)
+ ∆t
6e2
eαiFαi, (4)where τ = λ/∆t . Using Chapmann–Enskog expansion [31],
the following two equations can be recovered from the lattice
Boltzmann equation:
∂tρ +∇.(ρu⃗) = 0, (5)
and:
∂t(ρuj)+ ∂i

e2
3
ρδij + ρuiuj

− τ

1− 1
2τ

1
3
∂i

∂j(ρui)+ ∂i(ρuj)
 = 0. (6)
It is obvious that if we define pressure as P = ρe2/3, similar
to the ideal gas equation of state, and the viscosity equal to
(1 − 2τ)/6, the incompressible Navier–Stokes equations can
be derived from the above equations. Employing this modified
definition for viscosity (compared to Eq. (1)), the truncation
error in the discretization of Eq. (4) will be corrected (see [19]
for details).
It may also be shown that in low Mach flows in which |u| is
much smaller than the speed of sound, cs, the lattice Boltzmann
equation will satisfy macroscopic continuity and momentum
equations up to first-order of accuracy, and can be extended
up to second-order using a modification for the force term [30].
The standard LBMcannot handle very large force terms, because
strong forceswill deviate from the Chapman–Enskog procedure
about Maxwellian states. In cases of very large forces, the
velocities will increase significantly andwewill get far from the
incompressible assumption of LBM.
As the basic LBM cannot tackle large forces properly, it
is recommended to switch to modified versions of LBM [32]
that can handle large forces to make use of the advantages
of LBM compared to regular Navier–Stokes-based methods. As
Navier–Stokes-based methods are more versatile and can han-
dle large forces as well, they may be considered as a substitute
in cases of large forces.
2.2. Level set method
In a simulation of bubble dynamics,wemay face phenomena
with large topological changes, i.e. coalescence or breaking-
up, which cannot be simply implemented by front tracking
methods. Considering that Level Set Methods (LSM) are capable
of modeling complex geometries, as they capture the interface
implicitly by means of a scalar function, they are used in the
current simulation. The level set function, φ(x, t), is in general a
smooth function. Interface Γ is the zero iso-surface of the level
set function, φ, across which the sign of the level set function
and the type of component we are dealing with, change, so we
have:
φ(x, t) =

> 0, x ∈ liquid
= 0, x ∈ Γ
< 0, x ∈ gas
(7)
The properties of the fluid are functions of φ, i.e. density is
defined as:
ρ(φ) = ρ1H(φ)+ ρ2(1− H(φ)), (8)
and similarly:
µ(φ) = µ1H(φ)+ µ2(1− H(φ)), (9)
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viscosities of liquid and gas, respectively, and H(φ) is the
Heaviside function as:
H(φ) =

0, φ < 0
1
2
, φ = 0
1, φ > 0.
(10)
It is convenient to use the smoothed Heaviside function, Hε(φ),
instead of H(φ) as below:
Hε(φ) =

0, φ < −ε
1
2
[
1+ φ
ε
+ 1
π
sin

πφ
ε
]
, |φ| ≤ ε
1, φ > ε
(11)
and the resultant smoothed delta function, which assumes a
thickness of 2ε|∇φ| for the interface is:
δε(φ) = dHε(φ)dφ , (12)
that will lead to better numerical results (see [22] for details).
As long as the level set function is not far from a signed
distance function, the interface will have a constant thickness,
and the unit normal of the interface, from gas into liquid, and its
curvature can easily be expressed in terms of φ(x, t) as below:
n = ∇φ|∇φ|

φ=0
, κ = ∇.
 ∇φ
|∇φ|

φ=0
. (13)
The interface evolves in time according to the level set equation,
which is similar to the convection equation, and is written as:
∂φ
∂t
+ u.∇φ = 0. (14)
2.2.1. Re-initialization
Evolving in time, the level set function, φ, gradually distorts
away from the signed distance function property, and we need
to maintain it as a distance function by a process known as
re-initialization or re-establishment. Various techniques have
been proposed for the re-initialization process. According to
Sussman et al. [14], re-initialization is implemented by solving
a PDE up to steady state conditions in fictitious time, τ d, as the
following:
∂d
∂τ d
+ w.∇d = S(φ), (15)
where d(x, 0) = φ(x, t), S(φ) is the sign function and:
w = S(φ) ∇d|∇d| . (16)
It is clear that under steady state conditions, the time derivative
term of Eq. (15) would be zero and |∇d| will be equal to 1. For
better numerical results, some form of smooth sign function
may be used as:
Sε(φ) = 2

Hε(φ)− 12

. (17)
Eq. (15) is a nonlinear hyperbolic equation and its characteristic
velocities point outwards normal to the interface. Therefore, d
is re-initialized by a sign distance function in the vicinity of
the interface. Considering that the signed distance property is
required just near the interface, we should solve Eq. (15) untilgaining thementioned property up to the desired distance from
the interface, where |d| ≤ ε. This can be implemented by a
finite number of iterations. For example, if the iteration step
size is∆τ , and the total interfacial thickness is 2ε, a maximum
of ε/∆τ iterations will be required. As we are already close to
the distance function, only two or three iterations would be
satisfactory.
One of the main drawbacks of re-initialization in level set
methods is the difficulty in maintaining the original position
of the interface, which will cause spurious area/volume loss.
Sussman et al. [16] proposed an improvement to the standard
re-initialization process, which focused on preserving the
amount ofmaterial in each cell, i.e. preserving the area (volume)
in two(three) dimensions. We use the fact that:
∂τ
∫
Ωijk
H(d) = 0, (18)
in every cell;
Ωij =

(x, y)|xi−1/2 < x < xi+1/2, yj−1/2 < y < yj−1/2

,
as the volume will not change due to the stationary interface.
This volume constraint method was employed successfully by
Sussman and Fatemi [16] in the same physical problem of
multiphase flow, so we made use of that in the present work.
There are some other efficient ways of implementing level
set methods with better conservation properties, i.e. methods
presented by Adalsteinsson and Sethian [33] which use velocity
extensions constructed with the fast marching method that
can drastically reduce or even eliminate the need for re-
initialization in level set method applications, or the scheme
proposed by Chopp [34], using bicubic interpolation for high
order construction of re-initialization fields.
2.2.2. Surface tension modeling
Surface tension forces play an important role in many fluid
mechanics problems. The surface tension force is a result of un-
balanced forces exerted onto the molecules near the bound-
ary by different fluids. In the present work, surface tension is
replaced by a body force in the vicinity of the interface. This
approach was presented by Brackbill et al. [35] and has also
been implemented by Unverdi and Tryggvason [36] and Chang
et al. [37] in a similar way. Themagnitude of the force is propor-
tional to the curvature of the interface, κ(φ), and is estimated
by the following equation:
Fs.tension = −σκ(φ)∇Hε(φ) = −σκ(φ)δε(φ)∇φ. (19)
As long as the level set function is a signed distance function,
the curvature of the interface, κ(φ), can be found by solving φ
from the following relation:
κ(φ) = ∇.
 ∇φ
|∇φ|

. (20)
The mentioned force exists just near the interface and vanishes
far from it.
2.3. The new/proposed LBLS method
In the present implementation of the level set method, as
mentioned above, the interface is captured implicitly bymaking
use of a scalar parameter, so the method seems to be robust in
handling complex topological and geometrical evolutions. The
velocities of the domain must be solved and used as the input
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LBM approach as described below.
We shall assume that both fluids are governed by the incom-
pressible Navier–Stokes equation, therefore:
ρ1ui,t + ρ1uj.ui,j = −P,i + µ1(φ)(ui,j + uj,i),j + ρ1g,
∇.u = 0, x ∈ liquid.
ρ2ui,t + ρ2uj.ui,j = −P,i + µ2(φ)(ui,j + uj,i),j + ρ2g,
∇.u = 0, x ∈ gas. (21)
The boundary condition at the interface, Γ , between the two
phases is:
[P] = σκ + 2[µ](∇u.n⃗,∇v.n⃗,∇w.n⃗).n⃗, (22)
where [∗] represents a jump in the variable considered across
the interface and n⃗ is the unit vector normal to the interface.
Since the flow is viscous, velocities and their tangential deriva-
tives are continuous across the interface, i.e.:
[u] = [v] = [w] = 0, (23)
which leads to a jump condition:
[(∇u.n⃗,∇v.n⃗,∇w.n⃗).n⃗] = 0. (24)
According to Sussman and Fatemi [16], the governing equation
for each fluid, along with the boundary condition at the inter-
face, may be written as:
ρ(φ)ui,t + ρ(φ)uj.ui,j + P,i − (µ(φ)(ui,j + uj,i)),j
= −σκ(φ)δε(φ)φ,i + ρ(φ)g, (25a)
ui,i = 0, (25b)
where ρ and µ are density and viscosity, respectively, and δ is
the Dirac delta function. We must use Eq. (25a) in all nodes, so
after each time step, the velocities will change but the densities
will remain the same.
Considering Eq. (25a), we see that the left hand side is the
single-phase Navier–Stokes equation and the right hand side
can be considered as a body force term. So, Eq. (25a) can be
replaced by the lattice Boltzmann equation with a force term. If
we implement this algorithm, it is observed (not shown in the
current paper) that after each time step, the densities of the two
neighbor nodes, especially those about the interface, affect each
other, and spurious vortices form near the interface. In order to
solve this difficulty, the following procedure is used. Eq. (25a)
may be rewritten as:
ui,t + uj.ui,j + p,i
ρ(φ)
− (µ(φ)(ui,j + uj,i)),j
ρ(φ)
= −σκ(φ)δε(φ)φ,i
ρ(φ)
+ g. (26)
The above equation is similar to the Navier–Stokes equation for
a fluid with the virtual density equal to unity and body force
equal to the right hand side. The ∇p
ρ(φ)
term must be treated
properly, which is explained in the following. However, this
term disappears in cases of zero pressure gradients, or may be
considered as a force fieldwhen the pressure gradient is known,
i.e. collision of droplets in the atmosphere, Poiseuille flow and
shallow water flow.
2.3.1. Handling pressure effects
When pressure is unknown, pressure effects may be in-
cluded as follows: After differentiating the last term on the lefthand side of Eq. (26), it may be rewritten as:
ρ¯(φ)ui,t + ρ¯(φ)uj.ui,j + P,i
ρ(φ)
− µ¯(φ)(ui,j + uj,i),j = F¯ , (27)
and:
F¯ = µ(φ),j(ui,j + uj,i)
ρ(φ)
− σκ(φ)δε(φ)φ,i
ρ(φ)
+ g, (28)
where ρ¯(φ) is virtual density approximately equal to unity;
µ¯(φ) is virtual viscosity and is equal toµ(φ)/ρ(φ), and the right
hand side can be considered as a force term called F¯ . The first
term of F¯ accounts for the effect of viscosity jump across the in-
terface, while the second and third terms consider surface ten-
sion and gravity, respectively. Comparing Eq. (27)with Eq. (6), it
is noticed that Eq. (27) may be solved in the frame of the lattice
Boltzmann, but the term ρ¯,ie2/3 must be considered equal to
P,i/ρ(φ) instead of P,i, so pressure forces are included. Besides,
as [P] was excluded and considered as a force term, we may
employ Eq. (27) as governing equations, and calculate pressure
only by solving the following set of equations as [15]:
∇P = ρ(φ)(∇ρ¯)e2/3, (29)
[P] = σκ + 2[µ] (∇u.n⃗,∇v.n⃗,∇w.n⃗).n⃗, x ∈ Γ , (30)
or the following single smoothed equation instead:
∇P = ρ(φ)(∇ρ¯)e2/3+ σκ(φ)δε(φ)∇φ +∇.(2µ(φ)D˜), (31)
where D˜ is the rate of deformation tensor and equal to D˜ =
(ui,j + uj,i)/2. Eq. (31) may be rewritten as:
∇P = ρ(φ)(∇ρ¯)e2/3+ σκ(φ)δε(φ)∇φ
+ 2[µ]δε(φ)

(∇u.n⃗,∇v.n⃗,∇w.n⃗).n⃗∇φ. (32)
Actually, the pressure is smoothly modified and the pressure
jump, due to surface tension and viscosity jump, is consid-
ered by the second and third terms on the right hand side of
Eq. (32), respectively. All terms are functions of scalar φ that
varies smoothly across the interface, and the pressure jumps are
added in the vicinity of the interface via the δε(φ) function. In
other words, Eq. (32) applies to both phases, and the interface
and pressure jumps are automatically handled via the smeared
delta function.
From the mathematical point of view, a corresponding
pressure field exists if and only if:
∇ × ∇P = ∇ × (ρ(φ)(∇ρ¯)e2/3) = 0
⇔ e2/3.(∇ρ(φ))× (∇ρ¯) = 0. (33)
If we use the first choice for solving pressure, the equation is
satisfied, because ∇ρ(φ) = 0 on each fluid, except for the
interface where ∇P cannot be defined because of the jump
condition. From the mathematical approach, the interface is a
line of zero thickness, but we assume an infinitesimal thickness
for it, in order to get better numerical results.
In cases of using the second choice for calculating pressure
and a smoothed jump condition across the interface, it must
be shown that Eq. (33) is satisfied as the interface thickness
approaches zero. As ε→ 0, ∇P approaches:
∇P ≈ σκ(φ)δε(φ)∇φ
+ 2[µ]δε(φ)((∇u.n⃗,∇v.n⃗,∇w.n⃗).n⃗)∇φ. (34)
According to Eq. (24), there is no jump in the corresponding
term across the interface, so ∇ × ∇P will approach:
∇ × ∇P ≈ ∇σκ(φ)δε(φ)×∇φ
+∇(2[µ]δε(φ)((∇u.n⃗,∇v.n⃗,∇w.n⃗).n⃗))×∇φ. (35)
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are functions of φ, and function φ is a distance function near
the interface, so the gradients of the two mentioned terms
are vectors normal to the interface. Moreover, vector ∇φ is
similarly normal to the interface, so the left hand side of Eq. (35)
will approach zero.
We must keep in mind that the solution of the above
equations is just required when we need the value of pressure
at a point, or when the problem is defined by Dirichlet pressure
boundary conditions. In the current work, it was not needed
to solve any of these equations for pressure. As we assume
infinitesimal variations in the amount of ρ¯, the method may
encounter difficulties in modeling flows with high pressure
gradients. In cases of such aproblem,wemaybreak thepressure
as:
P = Papproximate + Presidual. (36)
Papproximate is the approximate amount of pressure that may
be predicted, i.e. by the Bernoulli equation or potential flow,
and its gradient could be imposed as a force term. We must
also consider that large force terms also may violate the
incompressibility hypothesis of the LBM. The small residual
amount will be considered as Pres, which can be modeled
by the lattice Boltzmann method. This method is useful in
many cases, but is not a general way for modeling flows with
large pressure gradients. In the current work, this approach is
used for hydrostatic pressure and the pressure jump caused
by surface tension forces. As the LBM method used employs
an ideal-gas equation of state, it is weak in handling large
pressure gradients. We may also use other modified lattice
Boltzmann methods, which are able to calculate large pressure
gradients [32], or solve Poisson’s equation instead, but these
techniques will be studied in future work.
Note that Eq. (27) is solved in the frame of LBM, so there is
no need to care about the continuity equation, because mass
conservation is satisfied up to first or second order, depending
on the force termmodification. In this context, the velocities are
approximately divergence free.
3. Numerical method
In this section, numerical implementation of the governing
equations will be discussed. The method proposed by Sussman
et al. [16] for the re-initialization process will be explained
concisely. At the end, the overall computational algorithm will
be summarized.
3.1. Level set equation discretization
The first scheme that may be used for solution of the level
set equation is the first-order upwind scheme, as:
φn+1 − φn
∆t
+ unφnx + vnφny = 0. (37)
As this scheme is first-order accurate, it may be inappropriate
for handling complex geometries, but it may be improved
upon by using more precise approximations for φ+x and φ−x .
Velocity u defines whether φ+x or φ−x should be used, and the
spatial derivative approximations for φ+x and φ−x are improved
extensively. The Essentially Non Oscillatory, (ENO) method and
theWeighted Essentially NonOscillatory (WENO)methodwere
used in the present work. In the ENO method, we use the
smoothest possible polynomial interpolation to find φ, and
then differentiate to obtain φx, but in the WENO method,the weighted convex approximation of three possible ENO
approximations is used [15]. For more details, please refer
to [33].
In Section 2.2, the importance of keeping level set function,
φ, as a signed distance function from the interface was
discussed, and several methods were proposed for gaining
this objective. We use the PDE-based method, presented by
Sussman and Fatemi, with the volume-constraint improvement
(see [16,33] for details). In order to calculate the spatial
derivatives, a second-order ENO method will be used.
The developed constraint (Eq. (28)) will significantly im-
prove the accuracy of solving Eq. (15). This volume constraint
improves results obtained by the ENO scheme, but it sometimes
decreases the quality of results obtained with the significantly
more accurate WENO scheme. So we must switch between the
ENO and WENO schemes to get good results. It really depends
on the problem, and it cannot be said that one method is gen-
erally better than the other. The algorithm of computation is
summarized as below:
Step 1. Calculate the velocities using LBM;
Step 2. Update the level set function and density distribution;
Step 3. Re-initialize the level set function;
Step 4. Calculate force terms including surface tension force;
Step 5. Advance one time step and return to Step 1.
As mentioned before, a solution for pressure is required only
if the Dirichlet pressure boundary conditions exists or we are
interested in calculating the values of pressure at certain points,
which may be implemented via solving Eq. (32) after Step 4.
4. Numerical results and discussion
In this part, several 2D problems regarding the motion of
buoyant bubbles has been solved using a hybrid formulation of
lattice Boltzmann and level set methods.
4.1. Single rising bubble
According to Hua and Lou [8], the dimensionless parameters
that characterize themotion and deformation of a rising bubble
are density ratio (ρl/ρb) and viscosity ratio (µl/µb), Reynolds
number and Bond number, which are defined as:
Re = ρlg
1/2D3/2
µl
, Bo = ρlgD
2
σ
,
where D is the effective diameter of the bubble, g is gravity and
σ is surface tension coefficient. Sometimes, another dimension-
less number may be used as:
M = gµ
4
l
ρlσ 3
.
The evolution of a rising bubble at various Re and Bo numbers
will be simulated; the density and viscosity ratios are assigned
to ρl/ρb = 1000 and µl/µb = 100, respectively. We impose
zero gradient boundary conditions on all walls.
4.1.1. Single buoyant bubble at Re = 20 and Bo = 1.2
In this section, the motion of a single bubble at Re = 20,
Bo = 1.2 is simulated. The transient problem is solved until
a steady solution is achieved. The mesh used is 50 × 175 and
∆x = ∆y = ∆t = 0.001. As the Bo number is small, the surface
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Figure 3: Shape of a rising buoyant bubble and a comparison between (a)
experimental photographs [7] (the interface is shown by a line), and (b) the
results of numerical simulation for Re = 62.36 and Bo = 116.
tension force is strong enough to prevent great deformation
of the bubble from a circular or oval shape. The maximum
change inmass (or area) was about 0.066 in our simulation. The
numerical result is shown in Figure 2, and is in agreement with
numerical and experimental results [16,38]. In some cases of
small Bo and Re numbers, the numerical simulation diverges,
but themethod is robust in modeling large Bo and Re numbers.
4.1.2. Single buoyant bubble at Re = 62.36 and Bo = 116
In the second problem Re and Bo numbers are raised to
62.36 and 116, respectively. Considering that the density and
viscosity ratios are approximately equal to those of air and
water, our numerical simulation (Figure 3) compares well with
experimental data [7] and numerical results [8]. The vertical
velocity contours are also shown in Figure 4. In our numerical
simulation, maximum error in the mass (or area) of the bubble
was about 0.095. Average error was less than half this amount,
which is due to the fact that we have solved the problem in the
framework of the lattice Boltzmann method that satisfies mass
and momentum conservation laws simultaneously.
As explained by Nagrath et al. [9], the pressure gradient at
the lower surface is greater than the upper one, so a jet of water
forms that will push the bubble from below and cause it to
curve up. As this phenomenon is captured in our simulation, our
method can handle pressure forces as well.
4.1.3. Single buoyant bubble at Re = 79.88 and Bo = 32.2
We have simulated the problem for Re = 79.88 and Bo =
32.2 (Figure 5); the vertical velocity contours are also shown in
Figure 6. The deviation inmass of the bubblewas approximately
equal to 0.095 and average error was about half this amount.Figure 4: Upward velocity contours of a buoyant bubble; Re = 62.36 and
Bo = 116 at steady conditions.
Figure 5: Shape of a rising buoyant bubble and a comparison between (a)
experimental photographs [7], and (b) the results of numerical simulation for
Re = 79.88 and Bo = 32.2.
Figure 6: Contours of upward velocity for a buoyant bubble at Re = 79.88 and
Bo = 32.2 under steady conditions.
4.1.4. Single buoyant bubble at Re = 100 and Bo = 200
Finally, we have solved the same problem for Re = 100
and Re = 200. In our simulation, we captured two vortices
behind the bubble, due to different pressure gradients on the
upper and lower sides of the bubble [9], which causes pinching
off followed by shredding of the satellite bubbles (Figures 7
and 8). The same phenomenon was reported by Walter and
Davidson [4] andNagrath et al. [9]. The final shape of the bubble
is also in agreement with the results of Hua et al. [8]. The
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Figure 8: Upward velocity contours of a buoyant bubble; Re = 100 and
Bo = 200 at steady conditions.
deviation in errorwas equal to 0.095. Thenon-dimensional time
is defined as t∗ = t =

g
D .
In spite of the fact that our code is based on a 2D/Cartesian
grid,we see that there is good agreementwith the experimental
results, except for the terminal velocity of bubbles that had an
error of about 50% in some cases, which is unacceptable. This
deviation is due to the fact that we have used a 2D/Cartesian
solver. The terminal velocity of the disk shaped bubble may be
calculated, considering the balance of buoyancy and drag force
as below:
Fbuoyancy = (ρl − ρb)V˜ g = Fdrag
= 1
2
CdragρlU2Aproj, (38)
where V˜ is the volume of the bubble and consequently;
U =

2(ρl − ρb)V˜ g
CdragρlAproj
∝

V˜
CdragAproj
. (39)
Referring to Fluid Mechanics text books [39], the drag coeffi-
cient of a disk of diameterD is about 1.17, but around 2 for awallFigure 9: Time evolution of two rising bubbles in non-dimensional time, t∗ , for
Re = 556 and Bo = 800 using present method (LBLSM).
Figure 10: Upward velocity contours of two buoyant bubbles at t∗ = 42.1.
with a width of D and the same thickness. So the difference be-
tween our 2D/Cartesian simulation and experiments in termi-
nal velocity can be justified. To get better results, we may ex-
tend our code to 3D. We may also use a projection method and
get better conservation properties solving Poisson’s equation.
4.2. Coalescence of two rising bubbles
The coalescence of two successive buoyant bubbles is a
benchmark problem for validation of an interface capturing
code. The ratio of bubble diameters is 1.4, and both are of
the same density and viscosity. The dimensionless parameters
(based on the diameter of the smaller bubble) are Re = 566
and Bo = 800, but the process is similar for various Re
and Bo numbers. The simulation is implemented in a 350 ×
100 mesh and ∆x = ∆y = ∆t = 0.001. Zero gradient
boundary conditions are imposed on all walls. A buoyancy force
equal to 0.0981 × (ρl − ρb) was exerted onto both bubbles.
The coalescence process and the upward velocity contours
are shown in Figures 9 and 10, respectively. The maximum
reduction in mass during the process was 0.02. The non-
dimensional time is defined as t∗ = t

g
D , where D is the
diameter of the smaller droplet.
It is detected that the shapes are qualitatively in accordance
with the computational work of Nagrath et al. [9], besides
which, in their research, it was mentioned that the pressure
gradient between the bottom of the larger bubble and the top
of the smaller one imposes a strong flow at this distance, so the
pressure gradient is an important factor in themerging process.
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As our simulations compare well with the results of Nagrath
et al. [9], the LBLSM is able to model pressure effects properly.
To check the correctness of the results, the simulations have
been implemented for finer mesh sizes; in cases of simple
topological change (Figures 2–6), even a course mesh can
handle similar outputs. In cases ofmore complex bubble shapes
(Figures 7–10), ifweuse a course grid,wemay lose somedetails,
such as narrow tails or small satellite bubbles. If we use a finer
grid than that referred to in the article, the variations in general
shape and topological changes would not be considerable, even
in cases of bubble structures as complex as Figure 9. After
increasing the number of nodes by four, the shape is almost the
same, which shows that the results are independent of the grid
(see Figure 11).
5. Conclusion
A hybrid Lattice Boltzmann Level Set Method (LBLSM) for
incompressible two-phase fluids with large density differences
has been extended to include pressure effects. The method can
simulate two-phase flowswith the density ratio up to 1000, and
viscosity ratio up to 100. The rising of a single buoyant bubble
and the merging of two rising bubbles have been simulated by
the current method. The simulations compare well with other
numerical or experimental results. The method is convenient
for capturing complex geometries.
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