We present a method called SketchyCoreSVD to compute the near-optimal rank r SVD of a data matrix by building random sketches only from its subsampled columns and rows. We provide theoretical guarantees under incoherence assumptions, and validate the performance of our SketchyCoreSVD method on various large static and time-varying datasets.
I. INTRODUCTION
Data matrices in practice often have fast decaying spectrum. Finding low rank approximation to a data matrix is a fundamental task in numerous applications. Due to the massive size of data in modern applications, it may not be possible to store the full data matrix, causing problems for classic solvers.
It turns out that randomized sketches of the data matrix, built from dimension reduction maps, suffice for low-rank approximation. The first one-pass algorithm based on random sketches appear in [1] . Such idea is further advocated in the survey article [2] . Ever since, quite a few algorithms [3] - [6] based on random sketches have been developed. A tabular summary description of prior sketch building algorithms is provided in Appendix A.
The most recent paper called SketchySVD [7] is shown to provide consistent and practical approximations compared to the predecessors. For a data matrix A, SketchySVD finds the basis for the column/row space by QR decomposition of the right/left sketch while the first k singular values are well preserved in the core sketch. Theoretical guarantees have been derived for sketches built from Gaussian maps. The more practical dimension reduction maps such as Scrambled Subsampled Randomized Fourier Transform (SSRFT) [1] and sparse sign matrices [8] , [9] are shown to exhibit similar performances in practice.
Building upon SketchySVD, we would like to claim that there is redundancy in the data matrix that can be further exploited when constructing sketches, thereby reducing the computation cost without sacrificing approximation accuracy. Such redundancy is characterized by incoherence (see Definition 1 in Section II-B), which is widely used in compressed sensing and matrix recovery. Several papers [10] - [12] also establish guarantees for Nyström method [13] based on the incoherence assumption. Overall, our contributions are the following: 1) This research was supported in part by a grant from NIH -R01GM117594. Email: bajaj@cs.texas.edu (C. Bajaj), panzer.wy@gmail.com (Y. Wang), and tw27479@utexas.edu (T. Wang, corresponding author).
Propose SketchyCoreSVD, a method to compute SketchySVD from subsampled columns and rows of the data matrix; 2) Establish theoretical guarantees based on incoherence assumptions of the data matrix; 3) Verify through experiments that SketchyCoreSVD is able to reduce the computation cost of SketchySVD without sacrificing approximation accuracy.
II. ALGORITHM

A. SketchyCoreSVD
Suppose the data matrix A ∈ R M ×N is huge in size, and its spectrum is decaying fast enough for compression. Let r be a suitable choice of rank. The main goal is to find a nearoptimal rank r approximation to A, via dimension reduction maps applied on subsampled columns and rows of A. Choose sketch sizes k and s such that r ≤ k ≤ s ≤ min{m, n, m , n }, where m, n, m and n satisfy
2) Compute the QR decomposition of Y ,
where Q ∈ R M ×k , and R 2 ∈ R k×k ; 3) Compute the core approximation,
] r be the best rank r approximation to C. The final near-optimal rank r approximation to A is
While the storage cost is the same, SketchyCoreSVD has reduced computational cost. For Gaussian maps, the (dominated) flops count of the two methods are shown in Table I . If the same k and s are used, SketchyCoreSVD has lower complexity. The cost is reduced mainly when constructing the sketches, depending on the sampling ratios p and q.
B. Theoretical Guarantees
We generally follow the outline of [7] , with substantial differences when dealing with subsamples of the data matrix. The first step is to prove that Q and P capture the range and co-range of A, i.e.,
These are proved in [2] for Q and P computed from the sketches of the full matrix. For our case, only the randomly selected subsets of the columns/rows are used. Thus we must impose certain conditions on the columns/rows of A.
The intuition is that the columns/rows are "more or less the same". Such a property can be characterized by incoherence. Suppose A ∈ R M ×N has an SVD of the following form
Based on the incoherence assumption, we provide the following error bound.
Then for our SketchyCoreSVD algorithm with k ≥ r + 4, m ≥ 8μr log r, and n ≥ 8νr log r, 
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Remark. Note that C 1 (p, k, r) and C 2 (p, k, r) both decrease as p or k increases. Thus we are advised to use a not too small sampling ratio p, and a bigger sketch size k whenever possible.
The probability of success depends on r and k. Such dependency is in part due to the need to apply Lemma 1 to bound the smallest singular values of some subsampled orthonormal matrices with small row norms.
Let Q and P be the basis computed by SketchyCoreSVD for the columns and rows, respectively.
The existence of μ and ν can be easily shown. For example, consider μ . Since
contradicting to the fact that Q 2 F = k. We derive the following guarantee for the rank r approximation [[Â]] r computed by SketchyCoreSVD, provided that m and n are greater than some multiples of μ k log k and ν k log k, respectively. Theorem 2. Condition on the success of Theorem 1, for our SketchyCoreSVD algorithm with s ≥ k + 4, m ≥ 8μ k log k, and n ≥ 8ν k log k, the initial approximationÂ satisfies
and C(q, s, k) is defined as
Moreover, the final rank r approximation satisfies
Remark. Note that C(q, s, k) decreases as q or s increases. Thus we are advised to use a not too small sampling ratio q, and a bigger sketch size s whenever possible. We admit the dependence on μ and ν is the deficiency of our current theoretical guarantees. Ideally, one should derive bounds for μ and ν based on μ and ν. One way to get around this is to slightly modify the algorithm: after building the left and right sketches, calculate the QR factorizations, and sample m row indices and n column indices based on the actual incoherence parameters estimated from the row norms of Q and P , respectively.
Nevertheless, we observe that μ = O(μ), ν = O(ν) in practice. See Table VII for some empirical evidences. In the experiments shown in Section III, we simply choose m = m and n = n, i.e., q = p.
III. NUMERICAL EXPERIMENTS
If full spectrum can be obtained, the guide to choose the proper rank is to find the "knee" in the scree plot. At rank r,
For the rank r approximation [[Â]] r to A, we measure its approximation error as
We compare our SketchyCoreSVD method to SketchySVD [7] , which suggests one to choose s ≥ 2k + 1 and k = O(r).
The dimension reduction maps used are Gaussian maps. For our SketchyCoreSVD, we choose the sampling ratio p such that p · min{M, N } ≥ s, and q = p. The experiments are executed from MATLAB R2018a on a 64-bit Linux machine with 8 Intel i7-7700 CPUs at 3.60 GHz and 32 GB of RAM. The reported errors are averaged over 20 trials. In the experiments, we first load the data into memory and then build the sketches. The computation time reported does not include computing the final approximation [[Â]] r since in practice it is usually stored in the factorized form for subsequent tasks. The need to compute [[Â]] r is only for the error metric. We also provide visual comparisons on the first few left singular vectors.
Yale Face Dataset. The data is originally from the Yale Face Database B [14] . For this dataset, A ∈ R 2500×640 since there are 640 face images of size 50 × 50. Based on the scree plot in Figure 1 , we choose r = 20. The optimal err is 0.033.
We choose k = 4r + 1 = 81 and s = 2k + 1 = 163 for both methods. In Table II , we see that the error of SketchySVD is about twice the optimal error. Our SketchyCoreSVD can achieve about the same error bound with less time. As the sampling ratio p increases from 30% to 40%, the err decreases while computation time gradually increases. The visual comparison in Figure 2 shows that for SketchyCoreSVD, the singular vector(s) can be estimated accurately with sampling ratio p = 40%. Cardiac Magnetic Resonance Imaging Dataset. We have a collection of time-varying, 2D slice stacks of cardiac magnetic resonance images (Cardiac MRI). We select a 2D slice and consider a time-sequence of this in the form of a data matrix A ∈ R 45056×160 (i.e., 160 time snapshots, each of size 256 × 176). Based on the scree plot in Figure 3 , we choose r = 5. The optimal err is 0.0011.
We choose k = 4r + 1 = 21 and s = 2k + 1 = 43 for both methods. In Table III , we see that the error of SketchySVD is less than twice the optimal error. Our SketchyCoreSVD can achieve the same error bound in less time. As sampling ratio p increases from 30% to 40%, err decreases while computation time gradually increases. The visual comparison in Figure 4 shows that for SketchyCoreSVD, the singular vectors can be estimated accurately with sampling ratio p = 40%.
The BR1003 Breast Cancer Dataset. The data is extracted from a collection of Fourier-transform infrared spectroscopy (FTIR) spectral signatures of breast tissues [15] . A ∈ R 1506×783090 contains 789030 spectral signatures, each of length 1506. Based on the scree plot in Figure 5 , we choose r = 6. The optimal err is 0.002.
We choose k = 4r + 1 = 25 and s = 2k + 1 = 51 for both methods. In Table IV , we see that the error of SketchySVD is almost the same as the optimal error. Our SketchyCoreSVD can achieve about the same error bound in less than half of the time. As the sampling ratio p increases from 4% to 8%, the err decreases while the computation time gradually increases. The visual comparison in Figure 6 and the SNR values in Table V show that for SketchyCoreSVD, the singular vectors can be estimated accurately with sampling ratio p = 8%. Video Dataset. This dataset is a color video of size 1080 × 1920×3×2498. It was originally used by [16] to test low rank tensor approximations. We convert the video into to grayscale, reduce the spatial size by a factor of 2, and discard the first 100 and last 198 frames due to camera movement. The resulting data matrix A ∈ R 518400×2200 . Based on the scree plot in Figure 7 , we choose r = 25. The optimal err is 0.0066.
We choose k = 4r+1 = 101 and s = 2k+1 = 203 for both methods. In Table VI , we see that the error of SketchySVD is about twice the optimal error. SketchyCoreSVD can achieve about the same error bound in less than half of the time. As the sampling ratio p increases from 10% to 20%, the err decreases while the computation time gradually increases. The visual comparison in Figure 8 shows that for SketchyCoreSVD, the singular vectors can be estimated accurately with sampling ratio p = 20%. 
IV. PROOFS
A. Proof of Theorem 1
The following proofs are for the approximation of the column space of A, i.e., A − QQ * A F . Similar argument holds for A − AP P * F . We first state a few auxiliary lemmas to facilitate the main proof.
Lemma 1, adapted from [17, Lemma 3.4] , is essential for our proofs since it provides a lower bound on the singular values of a submatrix from randomly sampled rows of an "incoherent" orthonormal matrix.
Draw a random subset Θ from {1, · · · , N} by sampling n coordinates without replacement. Then with probability at
If we further apply Gaussian maps to the subsampled rows, Lemma 2 ensures that the full rankness is preserved almost surely. by W 1 ΛW * 2 , where W 1 ∈ R n×r , Λ ∈ R r×r , and W 2 ∈ R r×r . Since W 1 is orthonormal, ΩW 1 ∈ R k×r is standard Gaussian. Thus with probability one, ΩW 1 is of full column rank. Consequently, ΩV (Θ,:) 1 = (ΩW 1 )ΛW * 2 is also of full column rank. From Lemma 2, we know that (V * 1 ) (:,Θ) Ω * ∈ R r×k is of full row rank. Define Ω 1 = (V * 1 ) (:,Θ) Ω * , and Ω 2 = (V * 2 ) (:,Θ) Ω * . Lemma 3 below provides a deterministic bound of A − QQ * A 2 F . It can be proved similarly as [2, Theorem 9.1]. We include its proof for completeness, and defer it to Section IV-B.
Lemma 3. Assuming that Ω 1 ∈ R r×k has full row rank, and Q ∈ R M ×k is from the QR decomposition of A (:,Θ) Ω. Then
where Σ 2 is the diagonal matrix containing the (r + 1) to min{M, N } singular values of A.
For the bound in (1), Ω 2 and Ω 1 are not independent in our case, contrary to what [7] deals with. Our strategy is to separately bound Σ 2 Ω 2 and Ω † 1 . For Ω † 1 , we need to deal with the operator norm of the pseudo-inverse of random Gaussian at some point. Lemma 4, adapted from [2, Proposition 10.3], provides such a bound.
with probability at least 1 − 1 k 3 . We bound Σ 2 Ω 2 F with the help of Lemma 5 and Lemma 6.
Lemma 5. ( [2, Proposition 10.1]) Fix matrices S, T , and draw a standard Gaussian matrix G. Then
E( SGT 2 F ) = S 2 F T 2 F .
Lemma 6. ( [2, Proposition 10.3]) Suppose h is a Lipschitz function on matrices:
Draw a standard Gaussian matrix G. Then
We are now ready to present the main proof of Theorem 1.
where (a) holds with probability at least 1 − 2 r 3 , by applying Lemma 1, Lemma 2, and Lemma 3; in (b), we assume V (Θ,:) 1 = W 1 ΛW * 2 is the SVD (of rank r); (c) is due to the property of pseudo-inverse; (d) is due to the lower bound of the singular value in Lemma 1; (e) holds with probability at least 1 − 1 k 3 , by applying Lemma 4 to ΩW 1 . Bound for T 1 . By Lemma 5,
where I k is the identity matrix of size k, and the last inequality is due to (V * 2 ) (:,Θ) 2 = V (Θ,:) 2
Thus the Lipschitz constant is Σ 2 2 . Now by Lemma 6, with probability at least 1 − e −t 2 /2 ,
A particular choice of t = √ 6 log k gives
with probability at least 1 − 1 k 3 . Based on the derived bound for T 1 , and the inequality √
B. Proof of Lemma 3
First, the left unitary factor U plays no essential role. To see this, define
Denote P Y as the projection to the column space of Y . We have
It suffices to prove that
where the second equality holds since both V * 1 and Ω 1 have full row rank. As the result, (I − P Y ) A F = 0, and the conclusion follows.
Next, we flatten out the top block of Y to obtain
Since range(Z) ⊂ range( Y ),
by applying [2, Proposition 8.5] . Taking squares,
Note that Z has full column rank,
and I − P Z is equal to
The top left block satisfies I − (I + F * F ) −1 F * F by applying [2, Proposition 8.2] , and the bottom right block satisfies
and consequently,
The last step is to notice that
The final approximation [[Â]] r is the best rank r approximation ofÂ. Note that
where the second inequality holds since [[Â]] r is the best rank r approximation. We could bound A−[[Â]] r F by bounding the initial approximation error A −Â F .
where the third equality is due to
Bound for T 2 . Note that 
where the second equality is due to A(I − P P * ), (I − QQ * )AP P * = 0, and the fourth equality is due to
, and Γ 2 = ΓU (Δ,:) 2
. Following a similar argument as the proof of Lemma 3,
Therefore, we arrive at
Bound for T 3 . We decompose C − Q * AP into several parts, and bound them separately. Denote the complement of Q and P to be Q ⊥ and P ⊥ , respectively. Define 
The proof of Lemma 7 is the same as [7, Lemma A.3] . We include its proof for completeness, and defer it to Section IV-D.
Remark. To ensure that Φ 1 and Ψ 1 are of full column rank, one way is to argue that Q and P are also incoherent, i.e.,
for some μ M , ν N , and apply Lemma 1. As shown in Table VII , we empirically observe that (2) holds, and the incoherence parameters μ = O(μ), ν = O(ν).
However, we find that the bounds of (μ , ν ) in (2) are difficult to obtain. As mentioned at the end of Section II, one way to get around this is to sample m ≈ O(μ k log k) row indices and n ≈ O(ν k log k) column indices based on the actual incoherence parameters estimated from the row norms of Q and P , respectively. Based on Lemma 7,
).
We bound the three terms separately. The bounds all follow from a similar argument as deriving the bound for
Similarly, with probability at least 1 − 2 s 3 ,
Apply the argument twice,
with probability at least 1− 2 s 3 . Combining the three estimates,
Thus for the square of the initial approximation error,
Taking the square root,
D. Proof of Lemma 7
Define S Δ ∈ R m ×M such that when left multiplied to a matrix, the result is equal to the rows with indices Δ of that matrix. Define S Θ in the same way. The core sketch can be written as
Left multiply by Φ † 1 and right-multiply by (Ψ † 1 ) * ,
Notice that
Combining all the pieces,
V. CONCLUSION Our SketchyCoreSVD method is demonstrably useful in many applications. For example, the procedure to obtain a reduced model of fluid Navier Stokes flow dynamics is usually combined with a dimension reduction step. As a proof of concept, we conduct a Navier Stokes fluid flow simulation, and show the performance of SketchyCoreSVD in Appendix B.
For future work, we would like to derive tighter bounds for the incoherence parameters of the column and row spaces constructed from the sketches. It is also interesting to extend the algorithm and theory to compute low-rank tensor decompositions, and demonstrate its efficacy in several appropriate applications.
APPENDIX A ALGORITHMS BASED ON SKETCHES
We provide a brief comparison of prior algorithms based on sketches. [5] with simplification suggested by [18] . Build sketches X = ΓA, Y = AΩ * , and Z = ΦAΨ * . 
APPENDIX B MORE NUMERICS
We use a Navier Stokes simulated flow system which generates vorticity patterns for an incompressible fluid under certain initial and boundary conditions. For each point of the 100×50 grids, fluid velocity values in x and y directions are recorded for 200 time instances. As an example, we demonstrate our result on the y component of the fluid velocity, captured in the data matrix A ∈ R 5000×200 . Based on the scree plot in Figure 9 , we choose r = 7. The optimal err is 0.0016. We choose k = 4r + 1 = 29 and s = 2k + 1 = 59 for both methods. In Table VIII , we see that the error of SketchySVD is the same as the optimal error. SketchyCoreSVD can achieve the same error bound in less time. The visual comparison in Figure 10 and PSNR values in Table IX show that for Sketchy-CoreSVD, the singular vectors can be estimated accurately with sampling ratio p = 30%.
