Using electronic structure calculations, we systematically investigate the formation of vacancies in III-V semiconductors (III ¼ Al, Ga, and In and V ¼ P, As, and Sb), for a range of charges (À3 q 3) as a function of the Fermi level and under different growth conditions. The formation energies were corrected using the scheme due to Freysoldt et al. [Phys. Rev. Lett. 102, 016402 (2009)] to account for finite size effects. Vacancy formation energies were found to decrease as the size of the group V atom increased. This trend was maintained for Al-V, Ga-V, and In-V compounds. The negative-U effect was only observed for the arsenic vacancy in GaAs, which makes a charge state transition from þ1 to -1. It is also found that even under group III rich conditions, group III vacancies dominate in AlSb and GaSb. For InSb, group V vacancies are favoured even under group V rich conditions. V C 2013 AIP Publishing LLC.
I. INTRODUCTION
The III-V family of semiconductors has been researched intensively for the past three decades. In particular, gallium arsenide (GaAs) is the most studied semiconductor after silicon 1 and many of its bulk properties are well understood and characterised. 2 The interest in these materials is due to their wide range of applications. For instance, gallium antimonide (GaSb) is of interest for mid-infrared optoelectronics and could play an important role in nanoelectronic devices. 3 GaAs, indium arsenide (InAs), and their ternary alloys are increasingly used in fabricating high speed electronics and they are at the heart of the International Technology Roadmap for Semiconductors. 4, 5 Direct band gap materials such as InAs, GaSb, and indium phosphide (InP), with band gaps of 0.42, 0.81, and 1.42 eV, respectively, 6 make them efficient light emitters, particularly in lasers and light emitting diodes. Indirect band gap compounds (for example, aluminium arsenide (AlAs) and aluminium antimonide (AlSb)) find use in radiation detectors, where the indirect band gap suppresses radiative recombination, allowing the electron-hole pair that was generated by an incoming photon more time to be detected.
With the constant downscaling and miniaturisation of electronic devices, it is always crucial to understand the nature and the evolution of the defects formed during the growth processes and the interaction of these defects with various doping species. The most simple case, that of selfdiffusion, is still not fully understood.
Atomic scale simulations are used extensively in studying III-V compounds. 7, 8, 20 Nevertheless, there are still many open questions related to the formation and migration of intrinsic and extrinsic defects and the ionization levels of the various species.
The principle aim of this paper is to provide a consistent and systematic survey of vacancies in binary III-V compounds. The paper is organised as follows: in Sec. II A, we discuss the methodology in terms of the computational parameters employed. Section II B briefly discusses the various charge correction schemes and our method of choice. Results regarding each III-V semiconductor are presented in Sec. III. Finally, we make some remarks concerning trends, in terms of electronegativity and covalent atom radii, and draw conclusions.
II. METHODOLOGY A. Computational details
The Vienna Ab initio Simulation Package 9 was employed to predict defect formation energies, atomic and electronic structures. The generalised gradient approximation (GGA) with electron exchange and correlation is described according to the Perdew, Burke, and Ernzerhof (PBE) formalism. 10 Pseudopotentials were generated according to the projector augmented-wave (PAW) method 11 and a plane-wave basis with a cut-off energy of 400 eV was used. 3 and 5 electrons were treated as valence for group III and V, respectively. We performed tests on GaAs, GaSb, and InSb using 13 and 15 electrons group III and V, respectively, and found that vacancy formation energies change by no more than 0.05-0.1 eV confirming the ability of the PAW method to account better for core electrons. A few calculations were carried out using 64 atom supercells but the majority employed 216 atom supercells. The Brillouin zone was sampled according to the Monkhorst-Pack scheme 12 using meshes of 3 Â 3 Â 3 and 2 Â 2 Â 2 for the 64 and 216 supercells, respectively, in order to maintain a k-point density as constant as possible across the various supercells. Energies and forces were iterated until convergence of 1 Â 10 À5 eV and 1 Â 10 À3 eV/Å were achieved, respectively. The calculations were all spin-polarised and the simulations of the defect 
Finally, E corr is a formation energy correction term. Spin-orbit interactions were investigated in 64 atom supercells. The effect this had on the formation energies was on the order of few meV in agreement with previous work on a variety of semiconductors and insulators. [15] [16] [17] [18] As such, spin-orbit interactions were omitted in subsequent calculations.
In this work, we decided to use PBE rather than hybrid functionals. In several cases, hybrid functionals have been shown to outperform other functionals in describing electronic structure and optical properties of materials, and thus, they were assumed to be accurate and superior in all other cases. This opinion was recently disputed by many authors like Youssef and Yildiz 19 and Ramprasad et al. 20 who argued that given the known underestimation of formation energies by PBE, hybrid functionals does overestimate them in many cases. Another reason we chose not to use hybrid functionals is that here our focus is not entirely on the absolute values of the formation energies but rather the trends produced by changes in the composition from group III to group V as will be shown in Sec. III.
B. Finite size corrections
The effects of using supercells and their image repetitions in 3D are fairly well understood in terms of the consequent spurious interactions. 21 Nevertheless, the case is complicated by the introduction of charged defects since this results in both elastic and electrostatic interactions between the periodic defective cells. To account for the latter, different schemes were introduced to eliminate these unrealistic interactions. One of the earliest attempts was the MakovPayne correction scheme, 22 which takes into account the screening introduced by the lattice characterised by the Madelung constant (a M ) and the dielectric constant () on a localized charge q, given by
where Q is the quadrupole moment of the defect charge and L is the defect-defect separation. Also, the introduction of a defect calls for an alignment, qDV, between the electrostatic potentials of the defective and perfect (reference) cells. Recently, Freysoldt et al. 23, 24 described a more rigorous and practical approach to this problem. It involves calculating the interaction energies between the periodic repetitions and also the interaction energy of the compensating background with the defect potential, to give a screened lattice energy, E latt q . The defect potential can be deconvoluted into a longrange and a short-range potential, for which the latter decays to zero far away from the defect (see Ref. 23 ), leading into a correction term
where DV q=0 is the alignment term between the perfect reference cell and the defective cell. The connection between this scheme and the Makov-Payne method 22 was established by Komsa et al. 21 In this study, the scheme due to Freysoldt et al.
23 was adopted to correct for charged defect interactions due to its practicality as it only involves knowing the electrostatic potentials for the perfect and defective cells, which are obtained in a fully ab initio manner without reliance on external parameters and without the need for carrying out several supercell calculations as is necessary with other methods. 25 
III. RESULTS

A. Lattice, elastic, thermodynamic, and electronic properties
The effectiveness of the computational approach to predicting property trends is first tested by calculating lattice parameters, thermodynamic, electronic, and elastic properties of III-V binary compounds (see Table I ). Lattice parameters are all in agreement with experimental data and, as expected from GGA calculations, are all slightly overestimated in comparison with experiments. The calculated heats of formation as defined by Eq. (2) are compared with experimental values and are all within the level of accuracy expected using this technique. 26, 27 Conversely, predicted dielectric constants are both larger and smaller than experimental values. Compounds incorporating larger atoms have higher dielectric constants. The elastic constants (c 11 , c 12 , and c 44 ) are shown in Table I . Again the predictions follow the experimental data with compounds (AlP, AlSb, GaP, and GaSb) showing very good agreement. Overall, the computational approach is seen to reproduce a range of perfect lattice properties including those (i.e., elastic and dielectric constants) that are important indicators of the ability to model the response of a lattice to the incorporation of a defect.
B. Charge correction scheme
As mentioned above, in order to correct for the spurious interactions between the periodic charged defects, we employ the correction scheme due to Freysoldt et al.
23,24
The technique has been demonstrated to efficiently correct for charged defect interactions in smaller supercells. 30, 31 Here, we performed tests on charged Ga and P vacancies in GaP using 64 and 216 atom supercells (see Fig. 1 ). The uncorrected energies derived from the two cells clearly diverge for higher charges. The application of the charge correction scheme brings these values into agreement, within $0.1 eV per vacancy.
In the following subsections, we will present the corrected results along with their interpretation focusing on the stoichiometric conditions of the crystal. The figures also show that the formation energies change under different growth conditions although we will initially discuss defects under stoichiometric conditions. C. Aluminum-V compounds
Aluminium phosphide
AlP is an indirect band gap semiconductor (E g ¼ 2.5 eV) that has found application in light emitting diodes. Unlike other III-V materials, this compound has not been widely studied and as such many defect properties are incompletely understood. A few studies 32, 33 were carried out on AlP that mostly focused on the electronic structure. Phosphorous vacancies occur in the þ1, 0, À1, À2 charge states. Under extreme p-doping conditions, V þ1 P will have a formation energy of $2.61 eV; this will keep rising with increasing l e until the neutral vacancy becomes dominant under nearly intrinsic doping conditions, with a formation energy of 3.88 eV. The lower formation energy of V þ1 P implies that up to l e ¼ 1:2 eV, P vacancies will dominate in AlP, and beyond this V
À2
Al and V
À3
Al are more easily formed.
Aluminium arsenide
AlAs, with a 2.23 eV indirect band gap, is important for high electron mobility transistors and optoelectronic devices. 6 It exhibits trends similar to those of AlP in terms of what charge states are favourable and the dominant vacancy at a given doping level. V 0 Al is most stable under heavy to moderate p-doping with a formation energy of 3.62 eV. Formation energies of (a) Ga and (b) P vacancies in GaP using 64 atom and 216 atom supercells. The left panels are the uncorrected energies while those on the right are the formation energies corrected using the correction scheme due to Freysoldt et al.
23,24
Under intrinsic conditions, V
À1
À2
Al are most likely to compete as they both have similar formation energies but, as would be expected, at higher Fermi level, the more negative charge state will become more prevalent. The V As with a formation energy of 3.83 eV prevails. With higher n-doping levels, the vacancy captures more electrons moving from 0, À1 to À2 with formation energies reaching 2.42 eV in highly n-doped regimes. This is also accompanied by a series of changes in point group symmetry from D 2d for V Al has a formation energy of 2.61 eV, which is the same value obtained by Å berg et al. 35 The formation energies for negatively charged states fall until, under heavy doping conditions, V
À3
Al will attain a negative energy of about -0.5 eV similar to values predicted by Du. 36 This implies that under heavy n-doping conditions, it will be energetically favourable for V
Al to form. V q Sb has higher formation energies than V q Al across the entire bandgap. Under p-doping, the þ1 charge state will form and remains stable up to l e ¼ 0:55 eV where the neutral vacancy supersedes it with a formation energy of 3.62 eV. This value is only slightly different to that reported by Å berg et al. 35 who calculated an equivalent energy of 3.42 eV. D. Gallium-V compounds
Gallium phosphide
GaP has a 2.35 eV indirect band gap, which when doped with nitrogen could be used in light emitting diodes. The vacancies and defect levels have been studied from both experimental and computational points of view. [37] [38] [39] [40] V 0 Ga has a formation energy of 4.09 eV, which is in good agreement with the value of 4.17 eV reported by H€ oglund et al.
40
The occurrence of V 0 Ga is only brief with respect to l e , which then favours more negative charged states. In the first half of the band gap, V
À1
Ga and V
À2
Ga will be more likely to form, which, under close to intrinsic doping conditions, gives way to V
À3
Ga which dominates up to extreme n-doping conditions. The stable transition levels ð0=ÀÞ; ðÀ= ¼Þ and ð¼ = Þ occur at 0.24, 0.72, and 1.18 eV, respectively, above the valence band and hence form shallow and deep defect transition levels. V þ1 P starts from the top of the valence band with a formation energy of 2.43 eV and continues to about 0.9 eV above the valence band when it captures an electron forming V 0 P with an energy of 3.28 eV, in good agreement with the value predicted by H€ oglund et al. 40 of 3.33 eV. These species appears to be stable under light p-doping beyond which À1, À2, and À3 charge states form, respectively. The defect transition levels ðþ=0Þ; ð0=ÀÞ; ðÀ= ¼Þ occur at 0.85, 1.10, and 1.59 eV above the valence band, respectively, and ð¼ = Þ at 0.28 eV below the conduction band.
Both vacancies (V q Ga and V q P ) maintain perfect T d point group symmetry with the exception of V 0 P which forms a distorted C 1h structure.
Gallium arsenide
GaAs has been studied extensively. [41] [42] [43] [44] [45] Its 1.52 eV direct band gap makes it suitable for uses ranging from integrated circuits to solar cells. 1 Remarkably, Fig. 3(b) indicates an absence of neutral Ga or As vacancies. V that under intrinsic and n-doping conditions, V
À3
Ga is the most prevalent charge state. V þ1 As has the lowest formation energy of 2.49 eV at the top of the valence band, which then captures two electrons forming V
À1
As . This is known as the negative-U transition, which is consistent with the observations of El-Mellouhi and Mousseau 14 and in agreement with other works. [45] [46] [47] The negative-U transition, ðþ=ÀÞ, takes place at 0.56 eV above the valence band. The other two transitions, ðÀ= ¼Þ and ð¼ = Þ, occur at 0.49 and 0.18 eV below the conduction band. The neutral and negatively charged As vacancies exhibit D 2d point group symmetry while V þ1 As possesses C 3v symmetry. Even though we do not predict its existence, the calculated value for the formation of V 0 As is 3.07 eV compared to 2.85 eV predicted by Murphy et al. 48 
Gallium antimonide
GaSb is an intermediate band gap material (E g ¼ 0.81 eV) that could be used in laser diodes, high frequency devices, and photodetectors with high quantum efficiency. 3 In GaSb, V Ga . The corresponding Sb vacancies maintain a difference of about 1.2-1.4 eV higher than the Ga vacancies at any given level of l e reported here. These large differences in the formation energies between the two species suggest that V q Ga will dominate and are likely to have much higher concentrations than V q Sb . This has significant consequences for the self-diffusion in GaSb. The prevalence of V q Ga for all the charge states and values of l e considered is consistent with the significantly higher diffusion of Ga (diffusion mechanism involving V Ga ) compared with Sb. 49, 50 E. Indium-V compounds
Indium phosphide
InP is used as a substrate in optoelectronic devices and as a high-frequency electronic material due to its high electron mobility. 51 Our calculated value for the formation energy of V 0 In is 4.14 eV, in good agreement with several previously calculated values. [52] [53] [54] The neutral vacancy is stable above the valence band and in the extreme p-doping regime, which eventually captures an electron forming V 
$ 1:23 eV) implies that until the high n-doping regime P vacancies will be the dominant species.
Indium arsenide
InAs has a small direct band gap of 0.42 eV and as such has been used in long-wavelength optoelectronics and electron quantum wells. 6 The In vacancy forms in three charge states 0, -1, and À2. V As forms at a cost of 2.27 eV in agreement with the value 2.30 eV reported by Murphy et al. 48 The As vacancy maintains a much lower formation energy than V q In suggesting that this will be the major vacancy defect during the actual growth conditions of the crystal (see Sec. IV).
Indium antimonide
InSb has one of the smallest band gaps in the III-V family of semiconductors (E g ¼ 0.24 eV) and possesses the highest electron mobility. These properties make it useful in infrared optoelectronics including infrared detectors. 55 The small band gap limits the possibility of different charge states forming and hence limits the defect level transitions to at most one. For nearly the entire Fermi level range, V 
IV. THE INFLUENCE OF GROWTH CONDITIONS: STOICHIOMETRY
The above analysis relates to the compounds' chemical potential Dl ¼ 0, that is, under stoichiometric conditions. Varying Dl between ÀDH (group III rich) and þDH (group V rich) allows investigation of poor and rich growth conditions, which might be present when synthesising the various compounds. In AlSb and GaSb, the difference between Al and Ga vacancies on one side and Sb vacancies on the other is at least 0.49 eV and 0.94 eV, respectively, for stoichiometric conditions. This implies that even under group III rich conditions, Al and Ga vacancies remain lower in energy in these two compounds as E f in Eq.
(1) will only increase by þDH=2 which is 0.165 and 0.16 eV in AlSb and GaSb, respectively (see Figs. 2(c) and 3(c) ). The current values also indicate an equivalent situation for InSb, where group V vacancies will still dominate even under group V rich conditions (see Fig. 4(c) ) as þDH=2 in this case is 0.13 eV. Thus, for AlSb, GaSb, and InSb, the dominant vacancy is invariant to the changes in growth conditions across the whole Fermi energy spectrum. For the other six compounds, however, growth conditions can alter the dominant vacancy concentration at specific Fermi energy values though not necessarily for all. For instance, both V q Al and V q As dominate in AlAs under Al rich and stoichiometric conditions depending upon the Fermi level. However, under As rich conditions, V q Al becomes dominant across the whole band gap (see Fig. 2(b) ). GaAs behaves similarly so that while V q Ga is always dominant under As rich conditions, irrespective of the Fermi level, in Ga rich conditions, at Fermi levels of less than 0.6 eV, V q As defects are dominant while above V q Ga again dominates.
V. TRENDS IN THE FORMATION ENERGIES
In order to investigate the influence of the physical properties of group V atoms on the vacancy formation energies, we categorize the compounds into three sets, Al-V, Ga-V, and In-V (where V ¼ P, As, and Sb). The Al-V compounds favour the formation of V Al prevails across the Fermi level. The changes in the formation energies and these trends can be in part attributed to the electronegativities and the covalent bond radii of the constituents. The electronegativities of the group V elements change as P(2.19) ! As(2.18) ! Sb(2.05) and the covalent radii as P(1.07 Å ) ! As(1.19 Å ) ! Sb(1.39 Å ). 56 A similar trend is seen for Ga-V where V q Ga is the favourable vacancy species and for GaSb, in particular, V q Ga forms with a much lower energy than V q Sb . However, for In-V, the situation is different: the group V vacancies are the lower energy species and only in InP does V q In form and then only under high n-doping conditions.
To further investigate the trends in vacancy formation energies, V q III and V q V are shown in Table II for l e ¼ E g =2, which to a good approximation corresponds to the Fermi level of an intrinsic semiconductor. 57 The formation energies decrease across the rows of the table, that is, with increasing anion size and decreasing electronegativity. This trend is not surprising given that electrons are less bound to less electronegative atoms (which form weaker bonds that are easier to break, hence forming a vacancy with a relatively lower formation energy (see Table II 45 and Northrup and Zhang 58 did not employ such correction schemes. For GaSb, we find that both vacancies will be stable from 0 to À3 charge states depending on the Fermi level, which is in agreement with Virkkala et al. 59 in the case of V q Ga . However, they predict the stability of V þ3 Sb under high p-doping conditions, which exhibits a negative-U transition to the þ1 charge state. Again, we find a discrepancy when comparing to the work of H€ oglund et al. 60 who studied InP, InAs, and InSb. They found that in InP, V q In exists in the -3 and À4 charge states and in InAs only the À3 state, whereas for InSb, it undergoes a negative-U transition from À1 to À3 states which are the only two stable states. These variations could stem in part from the different parameters used, such as the pseudopotentials and the supercell size. In particular, the charge corrections which are quite substantial for the highly charged states do not normally yield the same results when different schemes are used.
VI. CONCLUSIONS
Vacancies in III-V semiconductors were investigated using first principle calculations. The formation energies were calculated for each vacancy, in different charge states, as a function of the Fermi level under stoichiometric conditions but also for III and V rich conditions. The correction scheme due to Freysoldt et al. 23, 24 was used throughout to correct for all charged defect interactions.
Considering vacancies at the intrinsic Fermi level, the formation energies decrease with increasing ion size and decreasing electronegativity of the group V ion. It is calculated that group III vacancies and group V vacancies have charge states in the range À3 to 0 and À3 to þ1, respectively, depending upon the Fermi level.
Fabrication of III-V semiconductors requires control of the concentrations of the defects that mediate transport, which includes vacancies. This can be achieved by altering the growth conditions, that is, making III or V rich or poor. The results presented here suggest, however, that for III-Sb, the growth conditions do not alter the preference for one vacancy over the other. For all other compounds, the vacancy that exhibits the dominant concentration can be changed at a specific value of the Fermi level but not across all Fermi level values.
The present systematic comparison of vacancy defects in the most important group III-V semiconductors aims to serve as a roadmap for future investigations. 
