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In the literature, most of the functional data is scalar (univariate/
multivariate) :





















Dough resistance Gait data
Model : Stochastic process, X = {Xt , t 2 T },
Xt 2 Rp, p   1,
for some index set T
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Categorical functional data
Set of states : S = {s1, s2, . . . , sm}, m   2
X = {X
t
: t 2 [0,T ]}, (⌦,A,P), X
t
: ⌦ ! S.
A path of X on [0,T ] is a sequence of states si and times points ti of
transitions from one state to another :
{(s1, t1), (s2, t2), . . . , (sf , tf )}
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Categorical functional data
Saporta et Deville (1982,1983) :
- Analyse de données chronologiques qualitatives : comment analyser des
calendriers ?, Annales de l’INSEE, No. 45, p. 45-104.
- Correspondence analysis with an extension towards nominal time series,
Journal of Econometrics, 22, p. 169-189.
X = marital status of women from 15 to 45











S = {s1, s2, . . . sm}, (⌦,A,P),
X = {Xt : t > 0}, Xt : ⌦ ! S, a continuous-time jump process
X = ~1 = {~1t : t 2 [0,T ]},
1xt (!) =
⇢
1 if Xt(!) = x ,
0 otherwise.
Markov jump process and categorical functional data :
Harmonic qualitative analysis (extension of the multiple
correspondance analysis towards categorical fd)
- Richard (1988), Heijden et al (1997), Preda (1998).
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Length of paths and the absorbing states
I X can have one or several absorbing states :
P(Xt+s = s
  Xt = s) = 1, 8s > 0
Two situations :
X is observed :
I until an absorbant state
is reached











functional data with different
lengths !
I on a predefined period [0,T ]
(classical framework of functional data)
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The functional regression model
Let Y : ⌦ ! R be the response variable.
Y = f (X ) + ",
where f is a functional (regression function).
Minimize risk expectation :
R = E(C(X ,Y , f )),
where C is a loss function.
Examples.
• Least squares : C(x , y , f ) = (y   f (x))2.
• Logistic : f (x) = log( p(x)
1   p(x) ), with p(x) = P(Y = 1|X = x)
C(x , y , f ) =  yf (x) + log(1 + ef (x)).
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Risk minimisation and consistency
Minimize :
R[f ] = E(C(X ,Y , f )),
over some space F of functionals.






C(Xi ,Yi , f (Xi )).
Consistency : dimension reduction, risk regularization.
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P(Xt+h 6= Xt) = 0.





1 if Xt(!) = x ,
0 otherwise.
px(t) = P(Xt = x),
px ,y (t, s) = P(Xt = x \ Xs = y).
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8s, t 2 T , 8x , y 2 S :















px ,y (t, s)
px(t)
ay (s)ds,
Approximation into a basis of functions :
a : S ⇥ [0,T ] ! R,
Basis functions : {'i}i=1,...,p,







FMCA : optimal encode approximation








'i (Xt , t)'j(Xt , t)dt 8i , j = 1, ..., p,
and the matrices G and F by
Gi ,j = Cov(Vi ,Vj),







px ,y (t, s)
px(t)
ay (s)ds () F 1G↵ =  ↵.
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FMCA and regression
X = {Xt , t 2 [0,T ]} : () {z1, z2, . . . , zk , . . . , }
(principal components)
FMCA approximation for the linear regression model :
E(Y |X) = E(Y |z1, . . . , zk) = b0 + b1z1 + . . .+ bkzk


























Risk regularization, RKHS and the Representer Theorem
(F , k · k),





C(Xi ,Yi , f (Xi )) +  kf k2F ,
where   > 0 is a regularized parameter.
F = HK, HK is an RKHS with kernel K.
Representer Theorem. Let {(xi , yi )}ni=1, xi 2 H, yi 2 R, n > 0, n 2 N,   > 0
and C : H ⇥ R⇥ R  ! R be a convex loss function of third argument. Then,







xi , yi , f̂ (xi )
⌘
+  kf̂ k2HK




↵iK(x , xi ), 8x 2 H,
where ↵i 2 R, i = 1, . . . , n.
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Kernels for categorical functional data
Let H be the space whose elements are the paths of X .

















The inner product :










hx , yiH = the length of time within [0,T ] where x and y are in the
same state.
Notice that, kxk2 = T and kx   yk2 = 2(T   hx , yiH)
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Kernels for categorical functional data
K : H ⇥ H 7! R a RBF or polynomial kernel,
Gaussian :
K(x , y) = e
 
kx   yk2H
2 2 ,   > 0
Polynomial :
K(x , y) = (c + hx , yiH)d , c > 0
16/20
Numerical application : a simulation example
S = {1, 2}, T = [0, 1].
X (0) = 1, ✓ ⇠ U[0, 1],
! 2 ⌦ : X (!, t) =
⇢





et11t dt + "(t),
= e✓   1 + "(t),
"(t) ⇠ N (0, 2r )





Numerical application : a simulation example
Data : n = 200 simulated paths of X .
RKHS regression : Gaussian Kernel ( 2 = 1).

























Numerical application : a simulation example
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