In recent years, many image-based rendering techniques have advanced from static to dynamic scenes and thus become video-based rendering (VBR) methods. But actually, only a few of them can render new views on-line. We present a new VBR system that creates new views of a live dynamic scene. This system provides high quality images and does not require any background subtraction. Our method follows a plane-sweep approach and reaches real-time rendering using consumer graphic hardware, graphics processing unit (GPU). Only one computer is used for both acquisition and rendering. The video stream acquisition is performed by at least 3 webcams. We propose an additional video stream management that extends the number of webcams to 10 or more. These considerations make our system low-cost and hence accessible for everyone. We also present an adaptation of our plane-sweep method to create simultaneously multiple views of the scene in real-time. Our system is especially designed for stereovision using autostereoscopic displays. The new views are computed from 4 webcams connected to a computer and are compressed in order to be transfered to a mobile phone. Using GPU programming, our method provides up to 16 images of the scene in real-time. The use of both GPU and CPU makes this method work on only one consumer grade computer.
Introduction
Given several video streams of the same scene, videobased rendering (VBR) methods provide new views of that scene from new view points. VBR is then an extension of image-based rendering that can handle dynamic scenes. In recent years, most of the proposed VBR techniques focus on the visual quality rather than on the computation time. They use a large amount of data and sophisticated algorithms, which prevent them from live rendering. Therefore, the video streams are recorded to be computed off-line. The rendering step can begin only when the scene information has been extracted from the videos. Such three-step approaches (record, compute, and render) are called off-line since the delay between acquisition and rendering is long in regard to the final video length. On-line methods are fast enough to extract information from the input videos, create and display a new view several times per second. The rendering is not only real-time but also live.
In this paper, we first present a new VBR method that creates new views of the scene on-line. Our method does not require any background extraction and therefore is not limited to a unique object. This method provides good quality for new views by using only one computer. Most of our tests were computed from four or more webcams connected to a laptop. Hence, this method is low-cost and compatible with most consumer device configuration.
We also propose an additional video stream management to increase the number of cameras to ten or more. Finally, we present an adaptation of our method that can create on-line multiple new views simultaneously. Our method is especially designed for autostereoscopic displays and can provide up to 16 images in real-time from 4 input webcams connected to a consumer grade computer.
In the following parts, we first propose a survey of the latest off-line and on-line VBR methods. Then, we explain the plane-sweep algorithm, our contribution related to the rendering, and our camera array set up. We also detail our implementation and present our experimental results, followed by how our method can be modified to create multiple views of the scene in real-time. Finally, we present additional experimental results with this multiple view method.
Previous work
This section surveys previous work on both recent off-line and on-line VBR techniques.
Off-line video-based rendering
The first proposed VBR method is the virtualized reality presented by Kanade et al.
[1] . The video streams are first recorded from 51 cameras. Then, every frame of every camera is computed to extract a depth map and create a reconstruction. Considering the amount of data, this precomputing step can be long. Finally, the new views are computed from the reconstruction of the most appropriate cameras.
Goldlucke et al. [2] and Zitnick et al. [3] followed the same approach. Goldlucke et al.
[2] used 100 cameras and created new views of the scene in real-time. Zitnick et al.
[3] provided high quality images in real-time using 8 cameras. The depth maps are computed using a segmentation method and the rendering is performed with a layered image representation. The stanford camera array presented by Wilburn et al. [4] computes an optical flow instead of a depth-map and provides real-time rendering from 100 cameras. Franco and Boyer [5] provided new views from six cameras with a visual hulls method.
Considering the large amount of data or the time consuming algorithms used by these previous methods, they appear to be hardly adaptable to on-line rendering.
On-line video-based rendering
Only few VBR methods reach on-line rendering. Powerful algorithms used for off-line methods are not suited for real-time implementation. Therefore, we cannot expect the on-line methods to have the same accuracy provided by off-line methods.
The most popular on-line VBR method is probably the visual hulls algorithm. This method extracts the silhouette of the main object of the scene on every input image. The 3D shape of this object is then approximated by the intersection of the projected silhouettes. There exist several on-line implementations of the visual hulls described in [6] . The most accurate on-line visual hulls method seems to be the image-based visual hulls presented by Matusik et al. [7] This method creates news views in real-time from four cameras. Each camera is controlled by one computer and an additional computer creates the new views. The methods proposed by Li et al. [8, 9] are probably the easiest to implement. The main drawback of the visual hulls methods is the impossibility to handle the background of the scene. Hence, only one main object can be rendered. Furthermore, the visual hulls methods usually require several computers, which make their use more difficult.
Another possibility to achieve on-line rendering is to use a distributed light field as proposed by Yang et al.
[10]
They presented a 64-camera device based on a client-server scheme. The cameras are clustered into groups controlled by several computers. These computers are connected to a main server and transfer only the image fragments needed to compute the requested new view. This method provides real-time rendering but requires at least 8 computers for 64 cameras and additional hardware.
Finally, some plane-sweep methods reach on-line rendering using a graphic hardware, graphics processing unit (GPU). The plane-sweep algorithm introduced by Collins [11] was adapted to on-line rendering by Yang et al.
[12] They computed new views in real-time from five cameras using four computers. Geys et al.
[13] also used a plane-sweep approach to find out the scene geometry and rendered new views in real-time from three cameras and one computer. Since our method belongs to the latter family, we will expose the basic plane-sweep algorithm and contribution in the next section. Then, we will detail our method.
Plane-sweep algorithm
This section exposes the basic plane-sweep algorithm and surveys the existing implementations.
Overview
The plane-sweep algorithm provides new views of a scene from a set of calibrated images. Considering a scene where objects are exclusively diffuse, the user should place the virtual camera camx around the real video cameras and define a near plane and a far plane such that every object of the scene lies between these two planes. Then, the space between near and far planes is divided by parallel planes Di as depicted in Fig. 1 . Consider a visible object of the scene lying on one of these planes Di at a point p. This point will be seen by every input camera with the same color, i.e., the object color. Consider now another point p lying on a plane but not on the surface of the visible object. This point will probably not be seen by the input cameras with the same color. Fig. 1 illustrates these two configurations. Therefore, the plane sweep algorithm is based on the following assumption: a point lying on a plane Di whose projection on every input camera provides a similar color potentially corresponds to the surface of an object.
During the new view creation process, every plane Di is computed in a back to front order. Each pixel p of a plane Di is projected onto the input images. Then, a score and a representative color are computed according to the matching of the colors found. A good score corresponds to similar colors. This process is illustrated in Fig. 2 . Then, the computed scores and colors are projected onto the virtual camera camx. The virtual view is hence updated in a z-buffer style: the color and score (assimilated to depth in a z-buffer) of the pixel of this virtual image is updated only if the projected point p provides a better score than the current score. This process is depicted in Fig. 3 . Then, the next plane Di is computed. The final image is obtained when every plane is computed.
