The anomaly detection of time series is a hotspot of time series data mining. The own characteristics of different anomaly detectors determine the abnormal data that they are good at. There is no detector can be optimizing in all types of anomalies. Moreover, it still has difficulties in industrial production due to problems such as a single detector can't be optimized at different time windows of the same time series. This paper proposes an adaptive model based on time series characteristics and selecting appropriate detector and run-time parameters for anomaly detection, which is called ATSDLN(Adaptive Time Series Detector Learning Network). We take the time series as the input of the model, and learn the time series representation through FCN. In order to realize the adaptive selection of detectors and run-time parameters according to the input time series, the outputs of FCN are the inputs of two sub-networks: the detector selection network and the run-time parameters selection network. In addition, the way that the variable layer width design of the parameter selection sub-network and the introduction of transfer learning make the model be with more expandability. Through experiments, it is found that ATSDLN can select appropriate anomaly detector and run-time parameters, and have strong expandability, which can quickly transfer. We investigate the performance of ATSDLN in public data sets, our methods outperform other methods in most cases with higher effect and better adaptation. We also show experimental results on public data sets to demonstrate how model structure and transfer learning affect the effectiveness.
INTRODUCTION
Internet-based services have strict requirements for continuous monitoring and in-time anomaly detection, Specifically, monitoring performance ability and detecting performance anomalies are important. Such as, e-commerce platforms need to monitor income index and broadcast alert when obvious income decrease happens.
From the perspective of data science, key performance indexes are usually portrayed as time series, and potential faults in application are portrayed as anomaly. An anomaly (An outlier) in time series, is a data point or a group of data points which significantly different from the rest of the data points [8] . Due to the large amounts of performance indexes and anomalies, human monitoring of these indexes is impracticable which leads the demand for automated anomaly detection using Machine Learning and Data Mining techniques [6, [10] [11] [12] . Many fast and effective anomaly detectors were designed to localize these anomalies [2] , such as outlier detector [1] , change point detector [7] . Although anomaly detectors have proven effective in certain scenarios, applying them to internet-based services remains a great challenge [9] . Due to the large-scale distributed monitoring vision and complex trends of indicators, it's almost impossible to detect anomalies in all scenarios with one type of detector. In order to ensure the performance of the anomaly detection approach, expertise-based rules are required for detector selection and run-time parameters fine-tuning [9] . Furthermore, when a detector system is deployed online, the run-time parameters of anomaly detector are usually required to adjust according to real-time changes.
It's hard to propose one general approach to detect all types of anomaly, such as significant decrease or increase can be detected by static threshold directly, continuous minor changing can be detected by change point detector more quickly. State-of-the-art detectors are usually designed to detect one type of anomaly [8] . When the multi-detector detection result voting method is adopted, each detect needs to traverse all detectors and candidate run-time parameters combinations. The effect is greatly influenced by the data set and voting rules and it is very time-consuming, which do not meet the demands of industrial real-time monitoring scenarios. Our proposed framework named ATSDLN, tackles the above challenges through an adaptive time series anomaly detector learning network.
METHODS
Under the background of large industrial data scale, complicated index system and an unusually large variety, on the one hand, time series data usually changes with business changes. The same time sequence may have great differences in different stages of business projects; on the other hand, influenced by commercial data and users' behaviors, there are different low ebbs of the peak flow on holidays, daytime and nights, big promotions and so on, which cause the natural differences in data. If we do not consider self-adaption when doing anomaly detection, we cannot balance between the false positive rate and the false negative rate. Therefore, choosing a universal detector to adapt to all data and scenarios is unworkable. Multi-detection algorithm fusion is a very effective method to improve the time series anomaly detection field, which is usually conducted in the two stages as follows:
The anomaly detection stage: it is realized by selecting the appropriate detector for the time series of the input.
The alarm convergence stage: it is realized by using the abnormality that is detected by each detector as the input. The alarm convergence can be achieved with the method of voting or time series feature modeling.
• Voting method: absolute majority vote, relative majority vote, weighted vote, etc.
• Deep learning: time series modeling of the detected anomalies.
Both of them are of highly expandability and support dynamic expansion of anomaly detectors. The former is self-adaption based on the original time series of the input, which is more flexible, this study takes the former. As is shown in the experimental chapter, the single detector is lower than our model in term of the accuracy, recall, and f1, and the error rate is relatively high. The starting point of this study is to set a certain sliding window size for the time series, and optimize the accuracy, recall and false positive rate of the anomaly detection through using the detector and run-time parameters for the self-adaption selection of the current sliding window time series.
Since different detectors have their own characteristics which determine the type of time series they are good at, it is natural to think about to determine which the detectors and run-time parameters are suitable for by the features of the time series. We call this way the manual rule maintenance detector and run-time parameters selection. The core work is to determine what features of time series and what threshold should be used for judgment (for instance, non-stationary time series with long-term trends can adopt dynamic thresholds). The advantage of such artificial rules is that it has strong interpretability. However, it is true that the determination of these rules relies on manual experience, which is difficult to enumerate the rules. As the data accumulation rules become more and more difficult to maintain, the abnormal coverage, correctness, versatility and expandability of the rules are also great challenges.
Fortunately, in the era of artificial intelligence, it is natural to think of using models to replace labor. Generally speaking, time series classification using traditional machine learning methods (such as KNN, DTW) can achieve better results. However, as for big data, deep learning tends to defeat traditional methods. Until recently, a paper relevant to the research was published by Fawaz H I et al. [4] , which has demonstrated the feasibility of transfer learning method for different time series data. The author argues that FCN can learn time series representation well when the amount of data is sufficient, and believes that the features extracted by the deep network for the time series data are as similar and inherited as CNN in terms of time series. Moreover, one of the challenges for supervised learning is the large number of labeled data. Unfortunately, it is not readily available for the real-world labeled data problem tended to the high cost and longtime consuming. This problem in essence involves using transfer learning to obtain a solution. It can be seen that the solution based on the transfer learning becomes a better choice for the self-adaption anomaly detection problem.
A new ATSDLN model is proposed in the paper, which realized an adaptional classification of time series anomaly detectors and run-time parameters selection by combining transfer learning and dynamic adaptive joint learning. It is a pre-trained model based on public data sets for transfer learning. Figure 1 is our frame diagram. The model supports multiple channels, and can input the original time series, prediction time series or residual sequence.
From the bottom to the top, the first part is the Fully Convolutional Neural Network (FCN), which is made up of Convolution layers and Global average pooling layer. As the Figure 1 shows, transfer learning is applied to the FCN layer and fine-tuning in the FC layers, which makes the network parameters initialized better, so as to speed up the training and convergence and improve the performance of time series classification model. The main function of this part is to learn the rich time series representation by means of a large amount of training data, and then produce time series representation. This part introduces the ability of the migration learning enhancement model to extract the ability of time series representation, to deal with the problem of marking sample sparseness and model mobility.
The second part is composed of two sub-networks, both of which are supervised classification models. The left part is responsible for the classification of the detector, while the right part is responsible for the classification of the corresponding run-time parameters of the detector, the two parts can jointly study. The expression learned through the detector classification task will be used as the input of the run-time parameters selection task, which can assist the learning of the run-time parameters. Both of the sub-networks have the problems of supervised classification. From the figure 1, it can be seen that the output of p(x) determines a certain detector uniquely for the current time series, and [q(x)] is the run-time parameters that the current time series and anomaly detector choose. Because the size of the candidate run-time parameters sets of each detector is inconsistent, the last layer width of the right network follows the left as the side detector changes, that the model supports flexible addition and deletion detectors. It can be known from the above that the selection of the run-time parameters on the right side depends not only on the time series representation, but also on the detector selected by the network on the left side. So in this part, the expression learned in the left detector classification task is shared to the task of the right run-time parameters selection on the right and is taken as its input to assist in learning.
The third part, which is on the top, is the execution module for the anomaly detection. It detects the anomaly of the detector and the run-time parameters which is selected when time series use models.
EXPERIMENTAL SETTING
The following parts form the core components of an joint learning approach. The two sub-networks in our approach refers to anomaly detectors classification task and run-time parameters finetuning task, which means the network predicts optimal detector and fine-tunes the run-time parameters simultaneously without human interfering. Firstly, we collect some classical detectors, which were proposed to detect anomaly in different context. Secondly, a new evaluation criterion was proposed to evaluate the performance of these detectors in each time series data, this process also generates the label of our two sub-tasks. Thirdly, an adaptive model is trained to extract deep features of time series, which is crucial for optimal detector prediction and the run-time parameters fine-tuning tasks.
Lastly, we transfer this representation learned from public data sets to other unseen data sets and evaluate the usability of transfer learning in time series anomaly detection.
Datasets
We set the different sizes of sliding window on webscope S5 data sets 1 for the experimental sample, which contains outliers and change points, and use the UCR Time series Classification Archive 2 as the source data sets for transfer learning.
Webscope S5 is a labeled anomaly detection data set. There are 367 time series in the data sets, each of which contains between 741 and 1680 data points at regular intervals. Each time series is accompanied by an indicator series with 1 if the observation was an anomaly, and 0 otherwise. UCR is a time series classification data sets. There are 128 data sets with different applications. The classification type of these data sets is from 2 to 60, and the the size of data sets is from 20 to 8926.
Through traversing the candidate detector and the combining operational parameters, the optimal detector and run-time parameters are selected for the time series as a training data for supervised learning. Then, by carrying out the pre-training of the transfer learning on the UCR time series classification data set, the data volume problem of the training data charged by the meter is solved.
Evaluation criterion
Experiments results were evaluated by comparing observed anomalies to true anomalies. In table 1, we present the evaluation measures of the model's such as precision and recall, Error which were used. FP denotes the number of false positive, FN the number of false negative, TP the number of true positive and TN the number of true negative.
Number of true positive whose proportion in anomaly detection is small, in addition without considering precision's inability to accurately express the level of false positive ratio (or false alarm ratio), especially when true positive is zero, precision is always zero. there are not very good measures for assessing anomaly detection methods. In our situation, the high false positive ratio will cause alarm fatigue of the relevant personnel, which will lead to the decrease of the attention of monitoring alarm. However, the number of true negative is large, so the false positive rate is not sensitively enough as it grows very slowly. Therefore, we propose a new metric named Error which is defined as FP/(TP+FP+FN).
Detectors for time series anomaly detection
According to the shape and context of time series anomaly, it can be summarized as outlier, mean-shift, cliff-type, deviating-trend, new-shape. See the table 2 for details. The anomaly detectors used in ATSDLN are just the same as EGADS.
In addition, the parameters fine-tuning is as important as the accuracy of selecting the most suitable detector. Detector parameters are divided into two categories: the first is the common parameters needed by all detectors, including sliding window size, sensitivity, number of historical samples. The second is the internal parameters required by each detector algorithm, such as K-Multiple variance of KSigma, eps and minPts of DBScan, confidence and drift range of ChangePoint, search radius of DTW similarity, etc. The second chapter mentions that the network is composed of two sub-networks, both of which are supervised classification models. The output of p(x) determines a certain detector uniquely, and q(x) is the run-time parameters corresponding to the detector. With the determined detector and run-time parameters, it is possible to judge the abnormality of the time series execution abnormality detection. The evaluation of part of the experimental effect adopts the precision, recall and error described in evaluation criterion in Chapter 3.2.
The main work of this paper is to select the appropriate detector as well as run-time parameters for a certain time series. The length of the time series is called the window size of the time series. The size of the window not only has relationship to the business attributes, but also influences the sensitivity of the detector's selfadaption selection. In theory, the smaller the window, the more sensitive the changes in the detector and parameters. The traditional voting method relies more on the accumulation of time series data and has poor adaptability. As is shown in Fig. 4 , the horizontal axis is the window size of the time series, while the vertical axis if the evaluation index calculated by the abnormality detection result. It can be seen that the smaller the window, the worse the baseline effect. According to our experiments, the window size will not affect the performance of our model. The ATSDLN can better adapt to different window size. In order to compare the performance of different experiments, we choose the window size with 200 points.
Anomaly model performance analysis
In order to explore the necessity for self-adaption selection detectors and operating parameters, 29 combination parameters of five detectors are selected which described in detectors for time series anomaly detection in Chapter 3.3. The experiments are performed on the yahoo public data set. The results are shown in Figure 5 , the horizontal axis shows the 29 combinations of detectors and its parameters, the vertical axis shows the performance under each combination. There is no existence of fixed detector and parameters which can be optimal at the whole time series. In addition, the different effects of the run-time parameters are widely divergent under the situation when the detector is determined. Figure 3 compared the results of ATSDLN with other single detector models. It shows that the performance of our method is the best. The method proposed in the paper, regardless of accuracy, recall rate or F1, is superior to the single detector adaptive selection of optimal parameters, and the false positive rate is also reduced. 
Compare with single model

Comparison of different network architectures
In this paper, we compare several network architectures to investigate our proposed model's effectiveness. The controlled models are described as follows:
• Baseline: The majority voting algorithm based on EGADS.
• LSTM-DNN: A hybrid neural network composed of Long shortterm memory LSTM and DNN network.
• FCN-LSTM-DNN: The model adds a CNN layer to capture features based on the LSTM-DNN model. Table 3 shows that, when the multi-detector detection result voting method is adopted, each detect needs to traverse all detectors and candidate run-time parameters combinations, it is very timeconsuming, which do not meet the demands of industrial real-time monitoring scenarios. Moreover, compared to the voting algorithm, the neural network models behave higher F1 score, what's more, difference model structures can affect the evaluate metric. The CNN shows the better ability of abstract feature extraction in our task.
Influence of share layers
As previously reported, the model selects the run-time parameters for the current time series as well as the detector. The time series representation learned through the detector classification task will be used as the input of the run-time parameters selection task, which can assist the learning of the run-time parameters. This part discusses the influence of share layers. The relevant models are described as follows:
• NS-Model: without shared of network.
• SSR-Model: shared the shallow representation (the output layer of FCN).
• ATSDLN: shared specific representation (the layers of the detector classification task). As is shown in Table 4 , the effect of shared the shallow and specific representations of time series is optimal through the classification network (anomaly detector selection) on the left and the classification network (run-time parameters selection) on the right. This is because the run-time parameters have a strong relativity with the detector. In order to output appropriate detector categories, the expression learned by the detector classification task will be used as input of the parameter classification task to assist parameter learning.
Influence of Transfer learning
To solve the shortage of data and let the network extract temporal features and initialize the models better, we selecting some UCR sample data sets for the comparative experiments of transfer learning.
• ATSDLN: Training without transfer learning.
• Transfer-1: Transfer from FordA to our data.
• Transfer-2: Transfer from Earthquakes to our data.
• Transfer-3: Transfer from coffe to our data. The second chapter mentions that transfer learning is applied to the FCN layer and fine-tuning in the FC layers, which makes the network parameters initialized better, so as to speed up the training and convergence and improve the performance of time series classification model. Table 5 shows that, in most of the cases, the pre-trained model can improve the performance of model.
CONCLUSIONS
This paper proposed a new ATSDLN model, which realized an adaptional classification of time series anomaly detectors and run-time parameters selection by combining transfer learning and dynamic adaptive joint learning. The second Chapter mentions that the network is composed of two sub-tasks: anomaly detector classification and the run-time parameters fine-tuning network, both of which are supervised classification models. Because the size of the candidate run-time parameters sets of each detector is inconsistent, the last layer width of the right network (the run-time parameters finetuning network) follows the left as the side detector changes, that the model supports flexible addition and deletion detectors. Furthermore, because the run-time parameters have a strong relativity with the anomaly detector, the effect of shared the shallow and specific representations of time series is optimal through anomaly detectors classification network and run-time parameters fine-tuning network. Moreover, we pre-trained FCN layers based on different data sets, the results investigated that transfer learning approach can improve the performance of our model. Experiment results show that ATSDLN solves the problem of low precision and high false alarm ratio when the data pattern is change. ATSDLN is also applied to our industrial scenarios. In the future, we will consider extract global features of time series and alarm suppression.
