This paper presents a domain-ontology driven multi-agent based scheme for representing the knowledge of the communication network management system. In the proposed knowledge-intensive framework, the static domain-related concepts are articulated as the domain knowledge ontology. The experiential knowledge for managing the network is represented as the fault-case reasoning models, and it is explicitly encoded as the core knowledge of multi-agent middleware layer as heuristic production-type rules. These task-oriented management expertise manipulates the domain content and structure during the diagnostic sessions. The agents' rules along with the embedded generic java-based problem-solving algorithms and run-time log information, perform the automated management tasks. For the proof of concept, an experimental network system has been implemented in our laboratory, and the deployment of some test-bed scenarios is performed. Experimental results confirm a marked reduction in the management-overhead of the network administrator, as compared to the manual network management techniques, in terms of the time-taken and effort-done during a particular fault-diagnosis session. Validation of the reusability/modifiability aspects of our system, illustrates the flexible manipulation of the knowledge fragments within diverse application contexts. The proposed approach can be regarded as one of the pioneered steps towards representing the network knowledge via reusable domain ontology and intelligent agents for the automated network management support systems. key words: knowledge engineering, domain ontology, multi-agent system, network management, distributed problem-solving
the effective management of distributed communication networks, and significant administrative overhead reduction the intelligent and automated network management tools are indispensable. The scope of our work has been confined to the SNMP-managed (Simple Network Management Protocol) TCP/IP-based (Internet Protocol Suite: Transmission Control Protocol and Internet Protocol) distributed communication network systems.
Typically, the network management tasks deal with collecting and analyzing information about the network system, including both hardware resources (e.g. configuration of a router) and software (e.g. number of incoming IPpackets to a router). Deeper understanding of the state of the network can be acquired from the diverse kind of network information, which must be analyzed and interpreted by the network experts and management applications. The pre-requisite for the automation of management functions is the detailed interpretation of network-related information and knowledge resources. Traditionally, knowledge engineering was viewed as a process of extracting knowledge from the human expert and transferring it to the machine in a computational form. Today, knowledge engineering is approached as a modeling activity [1] . The applications are characterized by the domains and tasks involved. Knowledge modeling can therefore be divided into two conceptual sub-activities: modeling the domain and task knowledge [2] . In the proposed work, the characterization of the network knowledge model has been performed in-line with the CommonKADS [1]-a methodology for expertise modeling embraces the application-intensive knowledge in three types as: domain, inference, and tasks hierarchy.
Recently, Multi-Agent System (MAS) has emerged as a flexible way to manage the resources of distributed systems. In this paper, MAS-based approach has been adopted to deploy the functionality of the intelligent behavior of proposed communications networks' knowledge model. Multiagent systems are composed of multiple interacting agents where each agent is a coarse-grained computational system in its own right, as well as independently modifiable [3] . Agents, while being well-focused on their automated tasks, provide inherently distributed solutions. Our key intent is to devise a comprehensive, generic, and reusable knowledgebased strategy in the context of network management domain, and to deploy it through the multi-agent mechanism, within the practical network system. This automates the management functions through the provision of just-in-time and just-enough, context-dependent network-related knowlCopyright © 2010 The Institute of Electronics, Information and Communication Engineers edge, thereby reducing the workloads of network administrators remarkably [4] .
The reason for devising our network knowledge representation scheme stems from the fact that not many knowledge modeling techniques have been developed for the diagnostic technical domains. Building new knowledge-based systems today usually entails constructing new knowledge bases from scratch. It could instead be done by assembling reusable components [5] . The proposed approach embodies the network-related knowledge in a modular form, thereby providing a promising mechanism to achieve reusability and maintainability. Therefore, this work can serve as a test-bed resource to be reused for various practical diagnostic domains.
The rest of the paper is structured as follows. Next section outlines the research works most relevant to our approach of the network knowledge representation. Section 3 presents our formalization of the communication networkrelated knowledge. Actualization of the proposed knowledge model with the multi-agent approach has been described in Sect. 4. The application scenarios for performing the real-time prototypical tests, the experimental network system, and a scenario of system's demonstration have been illustrated in the Sect. 5. The results of the system's validation, and discussions are reported in Sect. 6. Finally, we conclude in Sect. 7, and later the direction of our future work follows.
Related Works
Several efforts have been reported in the literature as far as the automation of network management functions is concerned. However, these comparable studies focus primarily on the expert systems, or refitting the agent paradigm to management solutions. Further, these works seriously overlook many important issues regarding an ample exposition of diverse kind of network knowledge resources, which is highly desirable for the efficient multi-agent interactions. A lot of work has been done on the data structure of managed objects, and the management of the network systems is formally done through the conventional SNMP-based polling mechanism. So far, a concrete effort for managing the knowledge resources of the communication network systems, has not been presented in the contemporary research works. Since the scope of our research is confined towards exploiting the knowledge resources within the network management domain, therefore, we will mention the ones that we assess as the most relevant to our network knowledge representation scheme. In this regard, [6] discusses that the network-related knowledge can be formalized in a similar way as the SMI-based (Structure of Management Information) general definitions for MIBs (Management Information Base) in an ASN.1 (Abstract Syntax Notation) format, for sharing among the agents in the distributed networking environment. However, the practical adoption of this approach clearly marks its limitations in comparison to the proposed scheme. KACTUS project [7] investigates the feasibility of ontological knowledge reuse in the context of complex technical diagnostic systems. In addition to this, [8] presents the active information resource based network management system, however, it does not take into account the knowledge representation issues. In [9] , Lemos et al led to a generic knowledge acquisition mechanism based on the concept of domain and MIB-variable based causal models, for the communication network management support systems. However this work lacks many important issues about the mapping and actualization of the knowledge models. We aspire to further extend this concept towards constructing a fully functional system, to provide automated management support in an efficient manner, by elaborating the underlying knowledge resources of network systems. The proposed idea can be regarded as a foremost step towards the knowledge acquisition, representation, and sharing of widely distributed network knowledge, for providing the automated network management support.
Characterization of Networks' Knowledge
Our knowledge modeling approach categorizes the networkrelated knowledge as the domain content (static domain data, and dynamic status information), and the experiential management knowledge (task hierarchy and and corresponding inference support), as illustrated in Fig. 1 .
The proposed design strategy has been constructed in-line with CommonKADS [1] , which is a comprehensive methodology for structuring the application intensive knowledge, for the reuse-based expert systems. As illustrated in Fig. 2 and Table 1 , the proposed network knowledge model consists of domain ontology, fault-case reasoning models, and generic task hierarchy for handling the fault-diagnosis sessions. 
Network Management Data

Static Domain Factual Data
Ontologies are used to capture knowledge about some domain of interest. In the experimental network system, the domain-specific concepts, and their relationships are hierarchically organized as domain knowledge ontology. Figure 3 demonstrates our construction of the domain ontology (DO), using the knowledge acquisition and ontology editor tool-Protégé-3.4 [10] . DO specifies the network systems' actual configurations and infrastructure, for instance, nomenclature of the network objects, IP-addresses, Internet Domain Names, routing information, port numbers, appli- cation settings etc. The classes or general concepts contain the information about various components or nodes of the network system under consideration. For instance; Bridge, Firewall (to set-up Network Address Translation -NAT), Gateway (a node or "router" that acts as an entrance to another network), Subnets, Application-Server (comprising of Web-Server, Mail-Server, File-Server, Domain Name Server), Router, Hub, Multiple client Systems (e.g. Client-PC B). The instances of the classes represent the more concrete concepts (e.g. Note-BK Elm), and the slots or properties, (for instance, has-domain.name, has-IP.address etc.) assign the attributes values (e.g. note-bk elm.subnet-b.semk-nms.com, 172.17.2.3 etc.) to the instances of classes.
Current version of the domain ontology (DO) embeds the lightweight semantics, and contains 28 classes, 27 instances, and 12 DataType/ObjectType properties. While designing the network domain ontology for our experimental system, a particular care has been taken to ensure its reusability, maintainability, and modifiability in a flexible manner. The domain ontological content enables the experiential management knowledge to navigate through it, during the course of fault-detection and problem-solving process.
Dynamic Status Data
It is the run-time statistical data collected and analyzed through RMON-MIB (Remote Network Monitoring-MIB) or SNMPv2-MIB (Simple Network Management Protocol version 2-MIB). The network-administrator interprets this raw dynamic status data (event-logs), to locate the root cause of failures occurring in the network system.
Experiential Management Knowledge
Inference Support
This knowledge prescribes the execution of various task relevant goals in the operational network system, and is incorporated as the fault-case reasoning models as shown in Fig. 4 . These models depict the behavior of various anomalies occurring in the network objects and resources (physical devices and software applications), and are based on the observation and experience of the network experts. In the proposed prototype system, the application scenarios of a mail-server, Web-server, and router related anomalies have been designed and these offer great flexibility in the diagnosis process.
These reasoning models are constructed from a-priori expert knowledge of the probabilities that a specific set of cascading faults, causes the initial symptom. This basically means that we use a causal model of the anomalies to generate those hypotheses that cover or imply all the faulty observations. The cause-effect relationships (a directed acyclic graph where the nodes represent the events and whose directed edges represent causality) among the faults have been explicitly encoded as the production rule-type representation of the DASH-agents' knowledge [11] . These smallgrain agents, can easily be reusable and modifiable. Moreover, the inference supports are executed on the way of rule invocation. This implies that the agents' rules support inferences during problem-solving, by invoking the underlying Java-based networking routines (base-processes of software agents), upon interaction with the run-time dynamic status information (event-logs), of the operational network system. In addition, the automated reasoning tasks, with the run-time system's data, are performed by the agents in con- junction with the static domain-specific domain ontology, as shown at the bottom-line text of the Table 1 .
Task Knowledge Hierarchy
The task knowledge prescribes the execution of various task relevant goals to be performed in a domain of interest. The diagnosis is defined as the task of identifying the cause of a fault that is manifested by some observed anomalous behavior. The main network diagnosis task for identifying the cause of the occurring fault symptoms, decomposes as the symptom detection, hypotheses generation, and hypotheses discrimination. We refer to these task structures implicitly within the agents' cooperative problem solving behavior, during the operation of prototype network system. The Javaprograms have also been designed keeping in view the the underlying task hierarchy. These three sub-tasks are the core of our network diagnostics system, and they are the ones for which the knowledge of the agent-based middleware system has been designed.
The fault-symptom taxonomy as depicted in Fig. 5 , contains the knowledge of nearly all the possible failures which could be encountered by the network user. This hierarchical tree consists of fault-symptoms corresponding to the Application, Transport, Network and Data-link layers of the standard OSI/ISO model. The fault-symptoms are forwarded in an ordered manner, to the fault-detection agent, which determines the actual occurrence of these faultsymptoms in the network system. Figure 6 shows a flow chart representing the key functionality of the diagnosis task. When a fault is detected in the experimental network system, then hypotheses (probable causes of the detected fault) embedded in the fault-case reasoning models about the probable cause of a symptom, are checked by the cooperative problem-solving of the multi-agents middleware system. After the root-cause of the fault-case under consideration has fully been investigated, then another fault-symptom from the fault-symptom taxonomy is forwarded to the system. And this iterative process continues for detecting and diagnosing the faults, and provides the automated network management support round the clock. Figure 2 indicates the interaction and the seamless coupling among all the knowledge components, and it has been demonstrated clearly through the system's demonstration scenario in Sect. 5.3.
Multi-Agent Middleware System
The intelligence layer consists of multi-agents for handling the empirical task relevant knowledge to relieve the network operators from the tedious monitoring and control of the network system. The multi-agent middleware system in the proposed prototype (as indicated in the Fig. 1 and Table 1 ) is supported by IDEA-1.3.1 -an Interactive Design Environment for Agent designing framework-ADIPS/DASH-1.9.7h, and Java-2-SDK-ver:-1.6.0. This provides a repository-based multi-agent computing infrastructure that includes the agent model, development tools, rule-type agent description language, communication protocols, agent simulation (testing/debugging), and an execution environment. In our laboratory, we have been developing multi-agent systems using DASH-Distributed Agent System based on Hybrid architecture, for quite a long time in the context of various academic projects.
Agent Design Methodology
The proposed system architecture is supported by an Agentbased Distributed Information Processing System (ADIPS) framework [12] , which is a flexible computing environment for the implementation of multi-agent systems. This framework employs a repository-based system development methodology, which allows autonomous adaptive actions on each designed distributed system. An architecture of agent used in the proposed network knowledge acquisition system is shown in Fig. 7 . An ADIPS agent consists of four parts: ADIPS Agent = [CM, DK, TPM, BP]. Cooperation Mechanism (CM) provides the communication functions not only to exchange information between agents, but also to construct/reconstruct the organization of agents. Domain Knowledge-base (DK) is a core component which holds the domain knowledge and knowledge processing mechanisms, to control the behavior of an agent. Task Processing Mechanism (TPM) is an interface module responsible for executing and controlling the tasks assigned to an agent, on the basis of the inter-agent communication among CM and DK. Computational Base Process (BP) corresponds to a process of Unix-OS, a Java object etc., which is wrapped by the knowledge associated with an agent. 
Design Specifications of Multi-Agent System
Key role of the agents is to actualize the autonomous fault monitoring and detection function. The internal state knowledge of problem-solving agents comprises of four vital ingredients as shown in Table 2 . The knowledge template of fault-detection agent (FD-Ag) in the form of EBNF (Extended BackusNaur Form) syntax notation, is shown in Table 3 Task specifications of agents in the prototype system. Fig. 9 Communication/cooperation mechanism among the agents. 
Functional Behavior of Agents
The agents embedded in the middleware intelligent support layer, interact with each other cooperatively during the course of network-monitoring and fault-diagnosing sessions. Multi-agent middleware implies that the network diagnostic system can be more scalable, flexible, extensible, and interoperable. Table 3 shows the task specifications of the agents in the prototype system. The functionality of the multi-agent middleware has further been indicated in Fig. 9 , which displays the communication/cooperaton protocol sequences among the system agents.
Experimentation
Test Environment
Our experimental network system (Fig. 10 ) comprises of 100BASE-TX Ethernet, fire-wall configured as NAT (Network Address Translation), routers, bridges, various personal computers arranged in three subnets (A, B, C). Subnet-A is configured as DMZ (DeMilitarized Zone) with dynamic ip-address range 172.17.1.0/24. The application server (HTTP, SMTP, POP, FTP, DNS), the SNMP-server, and the Chariot traffic generator, and the network management console reside in the Subnet-A. The workstation and a notebook computer system constitute the Subnet-B, and the nodes of the Subnet-C comprise of three notebook computers and a desktop system. Moreover, on each node, Fedora- Table 4 Test-cases for experimentation with the prototype system. Core:ver-2.0 has been installed as an OS (Operating System) for the machines. The GUI (Graphical User Interface) of the management console has been created using Java Swing. This test network facilitates automated tests for the fault monitoring and detection, that can run unattended all the time, thereby maximizing the utilization of the proposed test-bed system.
Application Scenarios
A couple of test cases (related to the common network anomalies in our test environment) have been designed (Table 4), to demonstrate the functionality of our prototype system. A common observation is that the failures in the TCP/IP networking environment occurring at the lower layers ("Data-link" or "Network"), cause malfunctioning at the "Application" level significantly. Therefore, the lower level failures in the communication network system must be monitored and detected effectively. In addition to this, some other lower layer scenarios, for instance, the throughput bottleneck or high packet loss-rate occurs as a consequence of the workstation or router congestion as well as traffic overload at the application server, have also been modeled. Furthermore, the anomalies such as; Web-browsing unavailable, an FTP-related error due to the broken connectivity in the router, DNS/SMTP/POP port-setting or configuration problems etc.) have also been taken into account. Webbrowsing errors, such as the connection refused or errorpage displayed, if the port of the HTTP-server is blocked by the firewall or the server is down, have also been considered. For the Physical/Data-link layer anomalies, NIC (Network Interface Card) or the router failure has been considered, due to which the broadcast storms or ethernet collisions cause an increased number of re-transmissions, thereby reducing the throughput of the network to a minimum. 
System's Demonstration
For experimentation with the prototype system, here a working example with reference to Table 4 (Test Case: #3) is illustrated. This scenario explains the interactions among various knowledge components shown in Table 1 and Fig. 2. 1: On the Management-console Avon as shown in Fig. 10 , all the system agents are loaded in IDEA -an agent designing simulator.
2: In reference to the configuration of the experimental set-up [ Fig. 10 ], the user of the Note-Bk Elm (subnet-B) tries to send email to the Desk-Tp Fawn (subnet-C), but its not done due to the problem at the application server (subnet-A). Therefore, the initial symptom reported in the experimental network at the node "Not-Bk Elm" is the "Error in Sending Email", and ultimate cause of this problem is the setting of SMTP-server process "sendmail" OFF, in the application server (App-Sv Maple).
3: As shown in Fig. 11 , DO-Ag interacts with DomainOntology (DO) (Fig. 3) (a Protégé-generated OWL-script -Web-Ontology-Language-OWL), through the OWLAPI (OWL Application Programming Interface) based parser. OWLAPI is a Java-interface, and it subscribes to the axiomcentric view of an ontology. A set of axioms refers to the entities of an ontology. The inferred types of concepts, properties, instances, and attribute-values of DO, are parsed and rendered through the OWLAPI. This parsed data then appear as the OAV-type (Object-Attribute-Value) list of DASH-Facts in the DO-Ag's Working Memory (WM) (Fig. 11) . In a similar fashion, the FS-Ag fetches the faultsymptoms related hierarchical data in its WM, from the fault-symptom taxonomy, as shown in Fig. 5 .
4: FD-Ag on the management console, accesses the list of all the system's ip-addresses from the DO-Ag, and uses this domain data for its instantiation onto all the network nodes or computer systems.
5: FS-Ag initiates the fault-symptom detection process as shown in Fig. 9 . It broadcasts the fault-symptom "Error in Sending Email" from its list of pre-defined faultsymptoms (Fig. 5) , to FD-Ags located on all the network nodes. ing at the management cosole as shown in Fig. 13 (through the protocol: "requestDomainData") on the management console. DO-Ag sends the required static IP-address of App-Sv Maple (172.17.1.2) (through the protocol: "forwardDomainData") to FD-Ag. 7: In this particular test case, Fig. 14 shows the knowledge template of a FD-Ag. The description of various attributes defined in this code-snippet can be found in the EBNF-notation represented in Fig. 8 . The fault-detection process involves FD-Ags invoking the Bourne-Again-Shell (bash) script (executeScript: "root/idea/mail.sh"). As a result of the execution of the shell-script instruction (telnet app-sv maple.subnet-a.sem-k-nms.com 25 > mail-text.txt), the command-line output as a text-file (mail-text.txt) is generated. The run-time networks' status data in this text-file, is matched (through the corresponding Java-based networking routine) with the pre-defined strings of :verifyString ("Connection refused" "Temporary failure in name resolution") of the FD-Ag (Fig. 14) . After a match of the failure related information occurs, it is confirmed that the error in sending the email has actually been occurred, and the run-time error: "Error in Sending Email" is reported to the GUI of management console (Fig. 15) . 8: The detected fault-system is then send to the MainAg i through the "forwardFaultSymptom" protocol as shown in Fig. 9 . The Main-Ag i consists of a group of agents: Mailtransfer-Ag, File-transfer-Ag, Router-Ag, Web-browsingAg as illustrated in Fig. 4 . The purpose of Main-Ag i is to reduce the agent-traffic in the system, thereby forwarding the detected fault-symptom to only the relevant problemsolving agents (PS-Ag k ), to investigate the root-cause of problem.
9: As a result, PS-Ags (SMTP-server-Ag, DNS-serverAg, etc.) corresponding to the mail-server anomalies related fault-case reasoning model (Fig. 4 (b) ) are invoked. The PS-Ag functions according to the task hierarchy described in Sect. 3.2, and provides the inference support upon activation of its rule-knowledge. The problem-solving process involves PS-Ags executing the shell-scripts (ping.sh, nslookup.sh, smtp-port.sh, smtp-ps.sh, tcpdump.sh, traceroute.sh, iptables.sh, etc.), and Java-programs interpreting the failure-related run-time output. In this particular test case, #! /bin/sh ps ax > smtp-ps-text.txt is executed by the SMTP-server-Ag's rule "SMTP-server process down" as shown in the (Fig. 4 (b) ). The corresponding output is matched with the pre-defined string: "sendmail: accepting connections", defined in the SMTP-server-Ag instantiated on the application server [App-Sv Maple]. Moreover, the PS-Ags interact with the the domain ontology for the static domain content (upon need-cum-basis) during reasoning with the run-time status data of the operational network, and locate the cause of initial fault-symptom in the network system. As shown in Fig. 15 , the findings (hypothesis generation phase) of the problem-solving agents are forwarded to the A-Ag (Fig. 9) , residing on the management console for display on the GUI.
10: Once the fault-symptom has been fully investigated, the root-cause "SMTP-server process down" is forwarded to the GUI of the management console, and the FSAg is re-invoked to forward the next fault-symptom from its WM to the FD-Ags, and the whole process continues to provide the automated network management support, as shown in Fig. 6 .
Prototype's Evaluation
Evaluating the Modifiability/Reusability Aspects of System Design
Currently, reuse-based software development involves identifying knowledge components reusable in different application domains. The reprocessing of knowledge components for expert systems generally conforms to the following characteristics: modifiability, reusability, and shareability; and same is the design focus of our network-related knowledge framework. The proposed modeling approach for network knowledge acquisition results in a set of reusable components, such as the domain ontologies, fault propagation models, and Java base-processes of the multi-agent system.
Test-Case (Modifiability): 01
The static domain knowledge has been represented as the domain-ontology (placed at the centralized management console in the network system) in the prototype system. When it is required to scale-up the network system, then in the case of the proposed system, there is a considerable reduction in effort to update the domain knowledge ontology. This is due to the reason that the static domain ontology can be modified in an efficient manner, due to being present at a centralized location (management console) in the network system. Otherwise, it would have been required to modify the static domain-content on each decentralized network node or component. Similarly, the domain ontology allows an incremental development, and gradually expandable over time without loosing integrity, for the altered configuration of the network system, taking into consideration the specific characteristics of the network domain. Hence, the static domain knowledge acquisition, sharing, and utilization has been facilitated in the proposed prototype system. 6.1.2 Test-Case (Reusability): 02 Table 5 demonstrates a considerable reduction in the effort (an average of approximately 52.65%) required while designing the agent-based fault-case reasoning models, for various application scenarios. The fault-case reasoning model of SMTP-related failures has been created initially as shown in the Fig. 4 (b) , and it has been shown that when these small grain agents were reused for POP, FTP, HTTP and router-related anomalies, a considerable reduction in the design-effort for the agent-rules has been reported, as shown in Fig. 16 .
More specifically, the small grain agents in the system can be reused flexibly across different application scenarios. The knowledge engineers can select the knowledge components from the library of reusable methods in accordance with the suitability criteria, and combine them instead of constructing strategy from scratch. However, it is observed that the Java base-processes are more generic in nature, and can be reused flexibly across various practical diagnostic domains.
Analysis--Modifiability/Reusability
Estimation of generic worth of knowledge structures in Table 5 Reuse of agent-based fault-case reasoning models in the proposed system.
Fig. 16
Reuse of agent-based fault-case reasoning models in the proposed system. terms of reusability, maintainability, and modifiability has been performed. It concludes that some alteration of the network does not reflect the changes in the knowledge fragments embedded in the proposed system. It has been reported that the experiential-knowledge re-use, reduces the effort to approximately an half. This makes the knowledge acquisition activity less complex. However, it has been assumed that an equal amount of effort is required to alter/modify/design each knowledge component.
Validating the Efficiency of Prototype System
The performance of our proposed prototype system is determined by comparing the real-time tests obtained by the two tactical measures as follows:
1. Monitoring the experimental system by the manual methods, with the help of OS-default network management tools. Several failures obstructing the normal operation of network system are generated, and accordingly it is required to detect the fault. The time elapsed between the notification of failure to its diagnosis is measured. Plus the number of manual steps/procedures adopted randomly with the general know-how of the network administrator, to determine the root-cause of network failure are counted. These criteria (time-measured and procedures-done) serve as the index for measuring the practical worth and applicability of the network management notion, thereby determining the extent to which the burden of the network administrator has been reduced.
2. Monitoring the experimental system with the proposed automated network management method. The obstacles are generated manually, and detected by the communication/cooperation mechanism among the system agents. In this case also, the time elapsed between the notification of the failure to its root-cause determination has been measured to the point, when the obstacle information is presented on the user interface of the management console. The number of steps executed to determine the root-cause of the failure, have already been specified in the fault-case reasoning methods, during the networks' knowledge acquisition phase.
Test-Case (Quantitative Criteria): 01
Management-load Reduction in terms of number of steps/procedures required (effort-done), as well as reduction in time-taken during a particular fault-diagnosis session is determined, in comparison to the manual procedures. Experiments are performed according to the scenarios illustrated in the Table 4 . The results compiled in Table 6 determine an average reduction of 88.16% in time-taken (Fig. 17) , and 82.35% in the number-of-steps (Fig. 18) performed in comparison to the manual method, while resolving a particular fault-case.
Results of automation procedure are also affected by the number of nodes of the network system, the instantiation time of agents onto various network nodes, the size of the log-file interpreted by the shell-scripts and the associ- Table 6 Quantitative evaluation criteria based on the time-taken, and the number-of-procedures adopted, to resolve a particular fault-case.
Fig. 17
Quantitative evaluation based on the time-taken, to resolve a particular fault-case.
Fig. 18
Quantitative evaluation based on the number-of-procedures adopted, to resolve a particular fault-case. ated java base-process, to locate the failure, and the time needed to get the collective result indications from the network nodes under investigation, on the management console.
Test-Case (Qualitative Criteria): 02
Prototype systems' effectiveness is measured by comparing the accuracy of results of automated management support provided by the proposed system, to that with the conventional Unix/Linux-based management tools and mechanisms. The results of the network-failure monitoring and detection with the aid of the proposed system, conform well to the fault localization and management standards. This is basically due to the reason that the conventional network management commands (netstat, ping, ipconfig, route, arp, traceroute, tcpdump, nslookup etc.), and their corresponding output has been utilized and interpreted in the form of Bourne-Again-Shell (bash) scripts, in the proposed prototype system. For instance, the shell-scripts for the "ping" and "nslookup" commands, in the proposed system are defined as follows:
Shell-script for "ping" command #! /bin/sh ping -c 3 $1 > test.txt 2 > &1 less test.txt rm -f test.txt Shell-script for "nslookup" command #! /bin/sh nslookup $1 -timeout=1 > nslkup.txt 2 > &1 less nslkup.txt
These shell-scripts are invoked by the fault-detection and problem-solving agents in the systems, and the java-based networking routines interpret the output (text-files generated automatically) of these conventional network management commands (specified in the shell-scripts) for the fault detection and diagnosis tasks. Hence, the accuracy in the experimental results of the proposed automated system fully complies with the network management standards. The accuracy and quality of network management in the proposed system, also depends on the knowledge modeled in the form of domain ontology, the fault-symptom taxonomy, and the design of agent-based fault-case reasoning models.
Concluding Remarks
We have presented a knowledge representation, acquisition, and utilization approach for the automated management support to communication network systems. Focus point of our work is the elicitation of a communication networks' knowledge model in a generic and reusable manner, to be applicable during the course of automated performance analysis, and anomaly monitoring and detection in the computer (data) communication networks. Validation of the reusability aspects of the system, as well as its performance measurements has been done. Experimental results verified that the proposed knowledge model automates the management tasks remarkably, as well as enhances the acquisition, representation and utilization of the knowledge resources of the communication network systems. The domain ontology design and practical implementation in this project, in the real network management domain, is the most novel concept which has never been reported in the literature. This effort can be regarded as one of the initial steps towards the construction of a comprehensive knowledge model, to provide the automated management support for the globally distributed communication network systems.
Future Issues
Intent of the future work involves further experimentation with the complete and consistent network traffic congestion models, thereby utilizing the proposed system with the SNMP-agents on the routers and application server. Moreover, we strive for the development of some network management scenarios, keeping in view to reason with the object-type properties of the networks' domain ontology. This is required to exploit the full semantics of the network domain knowledge ontology. In this regard, the modification or enhancement of the agent's knowledge design is also required. Currently, we are looking into the SNMPmanaged TCP/IP-based networking environment. For a more realistic view, later the key concept can quite feasibly be interpolated to OSI/CMIP-management, or other dominant network management standards such as IEEE 802.x, Web-based Enterprise Management (WBEM, JMX) etc. Furthermore, the MAS-based semantic knowledge model described here can serve as a practical test-bed for the real world distributed applications in the various diagnostic reasoning domains, for instance, the electrical and telecommunication network domains.
Finally, it is anticipated to investigate the mechanisms that other network management functions categorized as configuration, performance, security, and accounting management, could be enhanced with our proposed scheme.
