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Abstract
In this work we show the Lyapunov stability and convergence of an adaptive and
decentralized coverage control for a team of mobile sensors. This new approach
assumes nonholonomic sensors rather than the usual holonomic sensors found in the
literature. The kinematics of the unicycle model and a nonlinear control law in polar
coordinates are used in order to prove the stability of the controller applied over a
team of mobile sensors.
This controller is adaptive, which means that the mobile sensors are able to estimate and map a density function in the sampling space without a previous knowledge
of the environment. The controller is decentralized, which means that each mobile
sensor has its own estimate and computes its own control input based on local information. In order to guarantee the estimate convergence, the mobile sensors im-
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plement a consensus protocol in continuous time assuming a fixed network topology
and zero communication delays.
The convergence and feasibility of the coverage control algorithm are verified
through simulations in Matlab and Stage. The Matlab simulations consider only the
kinematics of the mobile sensors and the Stage simulations consider the dynamics
and the kinematics of the sensors. The Matlab simulations show successful results
since the sensor network carries out the coverage task and distributes itself over
the estimated density function. The adaptive law which is defined by a differential
equation must be approximated by a difference equation to be implementable in
Stage. The Stage simulations show positive results, however, the system is not able
to achieve an accurate estimation of the density function. In spite of that, the sensors
carry out the coverage task distributing themselves over the sampling space.
Furthermore, some experiments are carried out using a team of four Pioneer 3AT robots sensing a piecewise constant light distribution function. The experimental
results are satisfactory since the robots carry out the coverage task. However, the
accuracy of the estimation is affected by the approximation of the adaptation law by
difference equations, the number of robots and sensor sensitivity.
Based on the results of this research, the decentralized adaptive coverage control
for nonholonomic vehicles has been analyzed from a theoretical approach and validated through simulation and experimentation with positive results. As a future
work we will investigate: (i) new techniques to improve the implementation of the
adaptive law in real time,(ii) the consideration of the dynamics of the mobile sensors, and (iii) the stability and convergence of the adaptive law for continuous-time
variant density function.
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Chapter 1
Introduction

1.1

Motivation

Some of the technological developments which started occurring during the industrial
revolution in the 19th century not only had a significant repercussion over lives of
people all around the world, but had a great impact over our natural environment.
Some accidents in the past, related to the nuclear and petroleum industries have left
dangerous waste in the planet. Oil spills and failures in nuclear plants have generated
negative consequences on ecosystems, sometimes creating irreparable damages.
Forest fires are a constant threat to our environment as well. Presently, we can
see how difficult it is to put out a large scale forest fire, even in developed countries,
where the process can take days. This is not only devastating for the animals and
vegetation trapped in the fire but it is also a risk for the life of the firefighters involved.
Since the accidents we mentioned above have been and are an actual imminent threat,
we should design a mechanism able to react in time to prevent critical damage.
The coverage control using mobile sensor networks is an option to overcome these
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disasters. Such a tool is applicable to some other important cases such as recovery
operations, exploration, rescue missions, automatic surveillance, and geological studies. In several of the mentioned cases human lives can be in danger in a given scenario
where the sensors should be close to the area of interest (e.g., areas in presence of
contaminants or extreme weather). Therefore, if it is possible to substitute human
beings by mobile sensors to carry out a mission in a harmful environment, we are
reducing the risk of the people who participate in the process.

1.2

Coverage Control in Hazardous Environments

As mentioned in the motivation section, the exploration of hazardous environments
by human beings is a very difficult task that sometimes must be carried out by
forcing people to risk their lives. Literature related to oil spills [1] and forest fires
[2], [3] shows that some systems present motion dynamics that make them more
complicated to overcome without putting humans in danger.
With the actual resources for firefighting, the use of manned aerial vehicles requires skillful enough pilots to avoid crashing in the attempt to put out a fire. Moreover, we do not posses efficient mechanisms to follow the evolution of the fire in real
time and the firefighters must get a qualitative estimation of the fire dynamics almost
by direct observation. In another scenario, Cortez et al., exposed in [4] that building radiation maps involving nuclear material is still done using people for taking
measurements close to the radiated area.
Coverage controllers become promising with the latest developments on wireless
communications, material science, new sensors and the constant improvement of
computational power. The possibilities to send small unmanned aerial, terrestrial or
underwater vehicles which coordinate actions to sense and map an area of interest
are increasing as the research in decentralized algorithms and hardware progresses.
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1.3

Contributions

This work is motivated by the one presented by Schwager et al., in [5] where the
authors describe the development of an adaptive coverage control for mobile sensor
networks and provide the stability analysis of the controller. The authors assume
that the mobile sensors do not have nonholonomic constraints and that the estimated
density function is static.
However, several real world vehicles such as aircrafts at cruising attitude, sea
vessels and skid-steered mobile robots have nonholonomic constraints and several
phenomena cannot be considered static. The performance of the results given for
holonomic mobile sensors can be severely affected or even invalidated [6], when they
are adapted to nonholonomic mobile sensors.
Our main goal in this thesis is to provide the necessary mathematical background
to use nonholonomic mobile sensors along with the adaptive coverage control presented in [5], and guarantee the stability of the system. Furthermore, we will apply
our coverage control over dynamic density functions whose parameters are modeled
as piecewise constant functions. We will provide simulations to validate our theoretical conclusions. Finally, in order to study the behavior of the controller in a real
environment we will carry out some experiments of the controller using a team of
skid-steered mobile robots sensing a dynamic light distribution function.

1.4

Organization of the Thesis

The thesis is organized as follows: Chapter 2 provides a short overview with examples
and results related to sensor networks, coverage control, nonholonomic multivehicle
control and consensus algorithms which are areas directly related with our problem
formulation. Chapter 3 provides the necessary mathematical background in non-
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linear control related to stability analysis of nonautonomus systems and presents
the basics of adaptive control and self-tuning systems. Furthermore we provide the
fundamentals of nonholonomic mobile robots and consensus problems. Chapter 4
describes the adaptive coverage control for holonomic sensor networks which inspired this work. The mathematical background related to Voronoi partitions and
locational optimization is presented. In Chapter 5 we present our main theoretical
result which shows the stability of the adaptive coverage control for nonholonomic
sensor networks. Chapter 6 shows simulation results obtained using Matlab and
Stage. Chapter 7 illustrates the experimental results obtained by using a team of
four Pioneer 3-AT robots sensing a dynamic light distribution. Chapter 8 provides
a technical description of the experimental testbed available at the Marhes lab at
the University of New Mexico. Lastly, Chapter 9 summarizes the main conclusions
and limitations of our approach as well as future work to overcome those limitations.
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Related Research

The problem of controlling networked robots has gained an increasing interest in
recent years because of the technological advances in networking and miniaturization
of electro-mechanical systems [7] which enabled the implementation of tools and
algorithms for sensing. Using a team of robots rather than a single robot allows
the exploration of novel solutions for problems like search and recovery operations,
manipulation in hazardous environments [7], exploration, rescue missions, automatic
surveillance [5], and geological and ecological studies such as the tracking of algae
bloom [8] and oil spills [1], among others.

Concepts such as network sensors, coverage control, consensus and nonholonomic
robots are common to several scenarios involving the control of networked robots
such as the work presented in this thesis. For that reason we review some recent
applications and results of those concepts in different contexts.
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2.1

Sensor Networks

Sensor networks are groups of simple sensors that can be used to monitor, track
or survey an area of interest. Every sensor collects data and shares the information
with the others in the group. If the sensors have computational capabilities, they can
even process the data to carry out a determined mission. The sensor networks we are
interested in are dynamic [1], [7], [8], [9], [10]. Some of them can adapt themselves
to the environment [5], [11], [12] in such a way that the sensors can react to changes
in the environment and take advantage of their mobility to explore the new areas of
interest.
We consider convenient to illustrate some applications which are part of the state
of the art in the sensor networks field. Mostofi and Sen propose in [13] a compressive
sensing approach to build a map of spatial variations of certain parameter of interest in its environment. The compressive sensing approach provides the theoretical
frame to guarantee that the nodes on the sensor network can reconstruct the spatial
variations with a considerably incomplete sensing of the area.
Based on the compressive sensing theory they present the foundations of a novel
non-invasive mapping technique which applies the Fourier slice theorem in order to
build a two-dimensional map of an indoor environment (e.g., a building, a store or
a house). The authors use mobile sensors organized in transmitter-receiver couples.
The receiver gets the data from a beam sent by the transmitter through the indoor
environment and samples the Fourier transform of the two-dimensional map. Afterwards, the agents can use the sparse representation of the signal in the partial
domain and the robots can solve the map cooperatively.
Hou and Slotine propose in [14] a dynamic region following formation control
for a swarm of robots, which is able to adjust a formation with a desired geometric
shape by choosing the right function to describe it. The system is scalable allowing a
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number of robots to leave the formation or fail without affecting the general behavior
of the swarm. The communication between the agents is limited to the adjacent
neighbors and the robots do not require any identification or order for the formation
to work.
The system implements an adaptive control law and a parameter update law
which allow a provable convergence analysis of the system using the Lyapunov-like
lemma. The general formation is able to scale, rotate and displace. Some simulations
using a swarm of 100 robots contracting and expanding the formation in order to
pass through a door are shown. Different shapes of the region such as a circle, a
square, an ellipse and a ring are illustrated in the simulations as well.
We have presented two specific applications of sensor networks related to two
different disciplines namely, compressive sensing and flocking. The presented cases
are located in two different scenarios which show their usefulness and feasibility. In
what follows this section we present more recent sensor networks results in other
contexts.

2.2

Coverage Control

Based on [15], the coverage control problem involving sensor networks provides the
notion of quality of service of the sensing task. Having a cost function which determines a problem-dependent metric of the coverage performance we can implement
a controller to determine the optimal placement of the sensors in an environment.
The locational optimization problem [7], [16], which will be explained in detail in Section 4.2, is one of the methodologies applied in coverage control. Other approaches
for sensing an unknown environment different than locational optimization are the
adaptive triangular mesh generation algorithm proposed by Lee et al., [11] and the
Bayesian sequential field estimation of Graham et al., [17].
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We describe a couple of recent results in coverage control as an illustration not
only of the actual applications but of the potential future solutions it can provide.
Lee et al., present in [11] an approach of coverage control with environmental sensing.
Given a chemical spill the robots should position themselves over an area such that
they concentrate themselves in the area with the greatest amount of the chemical or
the most contaminated area.
The robots are initially distributed in an arbitrary way over the contaminated
area. They start calculating an adaptive triangular mesh where each robot pi chooses
the closest neighbor p1 to be the first triangular neighbor. Afterwards, the second
triangular neighbor p2 is chosen such that the distance d(pi , p2 ) + d(p2 , p1 ) is minimal. The control law forces the distribution of robots to form a mesh of equilateral
triangles whose sides length are inversely proportional to the contamination level in
the area below them. Then the triangular mesh algorithm concentrates more robots
in the more contaminated regions. Notice that with this algorithm no explicit communication is needed if the robots are able to detect their neighbors’ location using
local sensor measurements.
In [18] Schwager et al., propose an optimization criterion to distribute a team of
hovering robots with downward facing cameras to obtain the best view of an environment. They propose a metric based on the minimum information per pixel in order
to elaborate a cost function. This cost function is minimized as the hovering robots
locate themselves in a three-dimensional space in such a way that the downward
facing cameras can completely cover a two-dimensional region of interest. Furthermore the authors prove the robots convergence to locally optimal positions using the
LaSalle’s invariance principle. They carried out some successful simulations and an
implementation using hummingbird quadrotors.
We have presented a couple of the most recent advances published in the area of
coverage control. Coverage control and sensor networks are found together very often
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because the coverage control discipline makes more sense if the covered environment
is sensed to fulfill a goal. Now, let us discuss a little bit about the core of the research
results presented in this thesis namely, nonholonomic multivehicle applications.

2.3

Nonholonomic Multivehicle Control

Based on [6], Kwok and Martinez state that because of the complexity involved
in the analysis of dynamic systems interacting through a network, it is reasonable
to consider simple dynamical models such as the popular single integrator [7], [5],
[19], [20], or the double and higher order integrators [21], [22], [23]. However, the
performance of the existing results can be severely affected or even invalidated under
the nontrivial dynamics of nonholonomic systems whose instantaneous movements
are restricted.
In this section we present some recent results in the area of nonholonomic multivehicle control to illustrate the complexity involved in considering nonholonomic
constraints in some benchmark problems. Lan et al., propose in [24] a hybrid controller to carry out a target tracking with a sensor network. The hybrid controller
has two main states: the first one takes the robots to a relatively close position of the
target, then the hybrid controller switches to a state where the robots start applying
a circular motion around the target in order to capture it. The sensor network is
composed by unicycle vehicles. The authors give a formal proof of the trajectory
convergence and set invariance of the system.
In [25], Wu and Jiang present a formation control, specifically a leader-follower
control for nonholonomic robots with one leader and several followers. The unicycle
model is used as well as a switching controller with two states. The first state is
activated when the follower is farther from a predefined threshold distance from the
leader and applies a non-linear control law to shorten the distance. The follower
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creates a bidimensional cone which is expanding forwards to contain the leader,
whereas it is moving towards the leader. Once the follower reaches the desired
distance to the leader, the second state is activated and a finite-feedback controller
stabilizes the distance and orientation of the follower. They prove the stability of the
switching control and show some experimental results using a team of three Pioneer
3-AT (P3-AT) robots.
Oikonomopoulos et al., present in [26] a multiagent coordination algorithm aimed
to work with a special model of aircraft-like mobile agents. The proposed model is
an input-constrained hybrid automaton and is known not to be generally safe. They
proposed an algorithm based on workspace partitioning, shortest-path graph search
and collision detection in order to show the feasibility of the system and correct
the non-generally safe feature. Even though the algorithm is verified thorough some
simulations it is not fully formalized.
Recently, Kwok and Martinez in [6] have used a hybrid system approach to attack
the decentralized control problem described in [7] which is closely related to the
problem we are dealing with in this thesis. The authors model the problem as a
hybrid automaton with a series of states implementing some forward-left, forwardright, hover-left and hover-right behaviors in a team of unicycle agents with fixed and
variable forward velocity. The agents are driven to the centroids of their respective
Voronoi partitions assuming a previous knowledge of the sampling space.
The main goal is to optimally position the sensor network over the sampling space
in the presence of a density function. The sensors can solve the facility problem
known as a locational optimization problem and concentrate more sensors in the
areas of interest and less sensors in the remaining areas. The authors assume that
the robots have a previous knowledge of the sampling space.
Although we explain the locational optimization problem in Section 4.2, it is
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worthy to mention that this problem involves a cost function which is minimized
by a gradient-descent algorithm, therefore the robots optimize their location over
the density function as the algorithm converges. The authors present a convergence
analysis of the system based on the invariance principle for hybrid systems [27].
As the reader can notice from the four examples given above, the nonholonomic
multivehicle control requires a special treatment even for traditional problems that
have been apparently solved in the past, since the consideration of simple dynamics
can have destabilizing effects. Now, we introduce some related results on consensus
algorithms which as explained in Chapter 4 are used to acquire an agreement within
the group of agents involved in the multivehicle control problem.

2.4

Consensus Problems

Based on [9] in a consensus problem a group of nodes in a network topology tries to
reach an agreement of a quantity of interest. The nodes exchange information with
their neighbors and update their quantities iteratively using a consensus algorithm.
We usually find the consensus problem applied to mobile sensor networks in different
scenarios such as collective behavior of flocks and swarms, and formation control
[28]. In the case of formation control, the consensus algorithm implements a control
law which drives the robots to a position that fulfils the agreement requirement.
Now, we present a couple of recent results related to consensus algorithms applied
to formation control. Franceschelli et al.,, in [21] propose a methodology to solve the
consensus problem for multi-agent systems with kinematic constraints. Given a team
of agents with nonholonomic constraints and a set of states associated to each agent,
we have that the agents should reach a common value of the set of states. The agents
should consider network constraints and limitations in the information sharing. The
kinematics constraints considered for these problems are related to finite maximum
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speed and finite maximum acceleration among other possibilities.
The network constraints are related to the graph of the network e.g., a connected
graph which implies that all the nodes are always connected to the network. The
authors solve the rendezvous problem taking all the agents to the centroid of the
network, so the agents should reach the consensus about the network centroid location. The problem is solved in a decentralized fashion through a one-step horizon
optimization. They present successful simulations showing all the robots getting to
the rendezvous point after reaching the consensus.
Listmann et al., present in [29] a consensus for formation control using nonholonomic constraints. But in contrast to some previous works [21] – [23], which assume
fully actuated robotic systems (e.g., the simple and double integrator kinematics
equations), the authors assume the kinematic equations of the unicycle model. Furthermore the authors add an obstacle avoidance algorithm in order to improve the
performance of the controller.
A rendezvous algorithm is implemented to be solved using the consensus algorithm and an artificial field is implemented in order to keep the robot formation while
traveling through the environment. A stability proof of the rendezvous controller is
carried out applying the LaSalle-Krasovskii invariance principle and some simulation
results are presented.
The former examples illustrate how the four main concepts namely sensor networks, coverage control, nonholonomic multivehicle control and consensus algorithms
involved in this research work in different scenarios. As we describe later in Section
5.2, we put all these concepts together in our mobile sensor network deployment
problem.
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Chapter 3
Mathematical Preliminaries

In this chapter we provide some classic definitions, theorems and lemmas of nonlinear
control theory which are necessary tools to be used in the development of our main
theoretical ideas behind our decentralized, adaptive algorithm. The concepts of
nonlinear control presented in this chapter are mainly taken from [30] and [31] and
we do not provide the proofs of the theorems and lemmas since they are available in
the indicated references.

3.1

Stability Analysis on Nonautonomous Systems

In this section we provide the definition of nonautonomous systems. Afterwards, we
define several types of stability and then we introduce the definition of Lyapunov
functions, positive definite functions and decrescent functions. After that, we introduce two important results namely, the Barbalat’s lemma and the Lyapunov-like
lemma.
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3.1.1

Nonautonomous Systems

Given the n × 1 state vector x, the m × 1 input vector u and the n × 1 vector function
f we can construct a set of n nonlinear equations of the form
ẋ = f(x, u, t).

(3.1)

The variable n is called the order of the system. A specific value of the state
vector x at a time t is called a point in the state-space. Since the state vector x
is varying with time, it determines some trajectories on the state-space called state
trajectories.
Another equation to consider is
y = h(x, u, t),

(3.2)

which is called the output equation of the system and determines the state variables
that are of particular interest to our model. The equations (3.1) and (3.2) together
are usually called the state-space model of the system. Now, we provide the definition
of nonautonomous systems.
Definition 1. The nonlinear system given by (3.1) is nonautonomous if and only if
f depends explicitly on time. Otherwise the system in (3.1) is said to be autonomous.

3.1.2

Stability Definitions for Nonautonomous Systems

Let us start with the definition of equilibrium point. Afterwards, we provide some
stability definitions for nonautonomous systems.
Definition 2 (Equilibrium Point). A state xeq is said to be an equilibrium point if
once the state vector x(t) is equal to xeq it remains equal to xeq for all future time.
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Now, consider the nonautonomous system given by (3.1) where f : [0, ∞) ×Dx →
Rn is piecewise continuous in t and locally Lipschitz in x on [0, ∞)×Dx , and Dx ⊂ Rn
is a domain containing the origin x = 0. Then we have the following definitions of
stability.
Definition 3. The equilibrium point x = 0 is stable at t = t0 if for any ǫ > 0, there
exists a positive scalar δ(ǫ, t0 ) such that
kx(t0 )k < δ ⇒ kx(t)k < ǫ

∀t ≥ t0 .

Definition 4. The equilibrium point x = 0 is asymptotically stable at t = t0 if it is
stable and there exists a positive scalar δ(t0 ) such that
kx(t0 )k < δ(t0 ) ⇒ x(t) → 0 as t → ∞.
Definition 5. The equilibrium point x = 0 is globally asymptotically stable if
x(t) → 0 as t → ∞ for any x(t0 ).

3.1.3

Lyapunov Functions

Now, we define positive definite functions which allow us to define Lyapunov functions.
Let x = 0 be an equilibrium point for (3.1) and Dx ⊂ Rn is a domain containing
the origin x = 0. Let V : Dx → R be a continuously differentiable function then we
have the following definitions.
Definition 6. The scalar continuous function V (x) is called locally positive definite
if V (0) = 0 and inside a ball B(0, r) we have that x 6= 0 ⇒ V (x) > 0.
Definition 7. The scalar continuous function V (x) is called globally positive definite
if V (0) = 0 and x 6= 0 ⇒ V (x) > 0 in the whole state space.
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Now, we give the definition of Lyapunov functions.
Definition 8. The function V (x) is said to be a Lyapunov function if it is positive
definite inside a ball B(0, r), has continuous partial derivatives and its time derivative
along any state trajectory of the system in (3.1) is negative semidefinite, i.e.,
V̇ (x) ≤ 0.

3.1.4

Barbalat’s and Lyapunov-like Lemma

Now, we state the definitions of decrescent functions, continuous functions and uniformly continuous functions in order to state the Barbalat’s lemma.
Definition 9. The scalar function V (x, t) is said to be decrescent if V (0, t) = 0, and
if there exists a time-invariant positive definite function V1 (x) such that
V (x, t) ≤ V1 (x)
i.e., the function V (x, t) is decrescent if it is dominated by an invariant positive
definite function.
From calculus we have that if a function f is lower bounded and decreasing
(f˙ ≤ 0), then limt→∞ f (t) exists and is finite. However if limt→∞ f (t) exists and
is finite then it does not imply that f˙(t) → 0. As a counter-example we have
that the function f (t) = sin(log t) taken from [30] does not converge. However,
f˙(t) = cos(log t) → 0 as t → ∞
t

˙ → 0 does not imply that limt→∞ f (t) exists and is finite. As
Furthermore, if f(t)
a counter-example we have from [30] that the function f (t) = e−t sin(e2t ) → 0 as
t → ∞ but f˙(t) is unbounded.
˙ → 0 given that
Then, we can ask what the conditions are to guarantee that f(t)
limt→∞ f (t) exists and is finite. The answer is given by an important result called
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Barbalat’s lemma. But before we state the Barbalat’s lemma, we need to give the
definitions of continuity and uniform continuity.
Definition 10. A function f (t) is continuous on [0, ∞) if
∀ t1 ≥ 0, ∀ ǫ ≥ 0, ∃ δ(ǫ, t1 ) > 0, ∀ t ≥ 0, |t − t1 | < δ ⇒ |f (t) − f (t1 )| < ǫ.
Definition 11. A function f (t) is uniformly continuous on [0, ∞) if
∀ ǫ ≥ 0, ∃ δ(ǫ) > 0, ∀ t1 ≥ 0, ∀t ≥ 0, |t − t1 | < δ ⇒ |f (t) − f (t1 )| < ǫ.

Now, we proceed to state the Barbalat’s lemma.
Lemma 1 (Barbalat’s lemma). If for the differentiable function f (t), limt→∞ f (t)
exists and is finite and f˙ is uniformly continuous, then f˙(t) → 0 as t → ∞.

The Lyapunov-like lemma is a direct consequence of the Barbalat’s lemma,
Lemma 2 (Lyapunov-like lemma). If a scalar function V (x, t) satisfies the following
conditions:

• V (x, t) is lower bounded,
• V̇ (x, t) is negative semidefinite,
• V̇ (x, t) is uniformly continuous in time,

then V̇ (x, t) → 0 as t → ∞.

Now, we proceed to introduce another important tool related to this research
called adaptive control.
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3.2

Adaptive Control Fundamentals

In the nonlinear control scenario the systems are modeled according to specific parameter values. These parameters can be constant or be slowly varying uncertain
parameters. If the parameters start changing with some uncertainty the gains of the
controller should be adjusted in order to keep the stability of the system.
As an example of this slowly varying uncertainty we have the robot manipulators
[30] which should deal with objects of different sizes, weights and shapes. The gains
of the manipulator controller should be adjusted to guarantee the correct behavior
of the manipulator for every different object. Other examples are the autopilots
for controlling a ship and an aircraft. In both cases the weather conditions and
some other phenomena changing the behavior of the fluid (water or air) induce
uncertainty in the model parameter values. Those parameters should be estimated
by the controller in order to adjust the gain to keep the stability of the system.
Adaptive controllers are able to adjust the controller parameters on line using
special mechanisms. It is worthy to mention that the adaptive controller is assumed
to be fast enough to react to changes in the parameters of the plant. If the plant
is changing too fast to be tracked by the adaptive controller, the stability of the
system cannot be guaranteed. Based on [30] there are two main approaches namely,
Model-Reference Adaptive Control (MRAC) and Self Tuning Controllers (STC).

3.2.1

Model-Reference Adaptive Control

A general scheme proposed in [30] is given in Fig. 3.1. The plant is supposed to have
a known structure which means that we know the structure of the dynamic equation
of the system but we do not know some parameters in the equation which must be
estimated. The reference model is a dynamic equation which provides the desired
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Figure 3.1: Model Reference Adaptive Control system.

response of the plant; it should consider the physical constraints of the plant and
the performance specifications such as overshoot, rise time and frequency response
among others.
The controller makes reference to our control law but in this case, this controller
possesses adjustable parameters. Therefore we have a family of controllers rather
than a unique controller. This controller is assumed to have perfect tracking capacity
which means that if the parameters of the plant are known then the response of the
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system should coincide with the ideal one. If the parameters of the plant are not
known then the response of the plant approximates the response of the ideal one
asymptotically.
Lastly the adaptation law is the mechanism to adjust the parameters of the
controller based on the error between the ideal response and the actual response.
The main goal is to take the mentioned error to zero asymptotically.

3.2.2

Self Tuning Controllers

In contrast with MRAC, the STC does not use a reference model to approximate the
ideal response of the plant. As indicated in Fig. 3.2 the STC has three main blocks
namely, the plant, the controller and the adaptation law.
The system starts with some initial plant parameters1 â0 which are sent to the
controller. The controller calculates an input u to excite the plant. Simultaneously
the estimator takes the input u and the plant output y and calculates a new set of
estimated parameters â, which are sent again to the controller to start a new cycle.
Based on [30] the estimator should be capable of finding the set of parameters
that fits the input-output data from the plant. However, the estimation of the real
parameters can be guaranteed just under some persistently exciting condition, to be
explained later.
The gradient estimator is the simplest on line estimator among the most popular
prediction-error-based estimators namely, the standard least-squares estimator, and
the least squares with exponential forgetting described in [30].
1 The

initial parameters are not completely arbitrary since they should fulfill the constraints related to the specific plant.
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Figure 3.2: Self-Tuning Control system.

3.2.3

The Gradient Estimator

The first step during a parameter estimation process is to determine the estimation
model to be used. The estimation model is basically the assumed mathematical
structure used to approximate the behavior of the estimated parameter. A useful
estimation model is the linear parameterization which is defined as follows
y(t) = W(t)a,

(3.3)
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where the n × 1 vector y represents the “outputs” of the system, the m × 1 vector
a represents the plant parameters to be estimated and W is a signal matrix used to
model the system outputs. The vector y and the signal matrix W must be known
and the parameter vector a is unknown.
Assume that we have already an estimate â(t) of the parameter vector a(t) at
the time instant t. Then, the estimate of the system output will be
ŷ(t) = W(t)â,

(3.4)

with ŷ(t) called the predicted output at time t.
The prediction error is the difference between the predicted output and the measured output and is given by
e = Wâ − Wa = Wã,

(3.5)

where ã = ã − a is called the parameter estimation error.
In the gradient estimator the estimated parameters are updated in the converse
direction of the gradient of the squared prediction error, i.e.,
T

∂[e e]
,
â˙ = −γ
∂â

(3.6)

where γ > 0 and is called the estimator gain.
From (3.5) we can rewrite (3.6) as
â˙ = −γWT e
= −γWT Wã,

(3.7)

Lastly, proposing the Lyapunov function candidate
V = ãT ã,

(3.8)
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and calculating its derivative we have that
V̇ = −2γãWT Wã ≤ 0.

(3.9)

And we found that based on the Lemma 2 (Lyapunov-like lemma) the gradient
estimator is always stable, and since the Lyapunov function is the squared parameter
error we conclude that the parameter error is always decreasing and we guarantee
that the product Wã → 0 as t → ∞. However, notice that ã not necessarily goes
to zero. In fact the convergence of the estimated parameters to the real parameters
depends on the excitation of the input signals and is usually called persistency of
excitation condition and is given by the following theorem.
Theorem 1 (Persistency of Excitation Condition). If the matrix W(t) fulfills the
persistency of excitation condition then there exist α > 0 and T > 0 such that
Z t+T
WT W(r)dr ≥ αI
(3.10)
t

then the parameter error vector ã converges exponentially to zero.

3.3

Nonholonomic Mobile Robots

Based on [32] we can consider a rigid mobile robot with an associated generalized
joint variable vector q = [q1 , q2 , · · · , qn ]T ∈ Q ⊆ Rn moving in a workspace Ω. The
entries qi ∀i = 1, · · · , k of the vector q represent the state variables of the system
which are usually position and orientation variables. Robot motions are constrained
to a subset of the set of attainable positions, velocities and accelerations because
they are usually aimed to carry out tasks by interacting with different objects in
the environment. We can model a set of k independent motion constraints using
equations of the form
ai (q, q̇, t) = 0; ∀i = 1, 2, · · · , k,

(3.11)
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so the space of attainable velocities q̇ ∈ Vq is reduced to a (n − k) dimensional
subspace without changing the dimension of the space Q [32].
If we group the independent constraints in a matrix as follows,
A(q, t) = [a1 (q, q̇, t), a2 (q, q̇, t), · · · , ak (q, q̇, t)]T ,

(3.12)

and A(q, t) = 0 then the matrix A(q, t) represents a set of holonomic or integrable
constraints. Otherwise, the constraints are called nonholonomic or nonintegrable.
As an example, a kinematically constrained robotic system such as a car-like
robot has to deal with nonholonomic constrains given by the impossibility of moving
sideways. Therefore, some tasks like the parallel parking of a vehicle in a parking
lot would be easier to carry out if car-like vehicles could move sideways, i.e., if they
where holonomic.
Different kinds of characterization of nonholonomic constraints besides the one
given in (3.12) are possible e.g., nonholonomic constraints related to the position of
the robot but not to the velocity ai (q, t) = 0 ∀i = 1, · · · , k, or the representation of
k obstacles in a workspace Ω by inequalities of the form,
ai (q, t) ≤ 0 ∀i = 1, · · · , k.

(3.13)

We can associate nonholonomic constraints to robotic manipulators as well; however, for this particular research we limit the discussion to nonholonomic kinematic
constraints for mobile robots. Furthermore we assume that the k kinematic constraints are independent of time and can be expressed as,
A(q)q̇ = 0.

(3.14)

Let us assume a mobile robot with k independent nonholonomic constraints defined by (3.14). If we get a full rank matrix S(q) of size (n − k) × (n − k) which
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spans the null space of A(q), i.e.,
ST (q)AT (q) = 0,

(3.15)

then we can find a vector ν ∈ Rn−k such that
q̇ = S(q)ν(t) ∀t,

(3.16)

where the vector ν(t) is usually called the velocity vector. For several cases it is
defined as ν(t) = [v(t), ω(t)]T where v(t) and ω(t) are the linear and angular velocity
of the mobile robot.
The expression given in (3.16) represents the kinematic equation of the constraints
on q̇(t) in terms of the velocity vector ν(t). Now, we are ready to analyze the unicycle
model which is commonly found in the literature [32]–[33].

3.3.1

The Unicycle Model

In Fig. 3.3 we show the position variables related to the unicycle model. The simple
unicycle behavior is based on the fact that neglecting balancing concerns, the vehicle
can only move in a direction normal to the axis of the driving wheels. The vehicle
should satisfy the pure rolling condition given as follows [32],
ẏ cos θ − ẋ sin θ = 0,

(3.17)

dy
dt

and θ is the heading angle of the robot as shown in Fig.

where ẋ =

dx
dt

and ẏ =

3.3.
From (3.15) we have that S(q) is given by,


cos(θ) 0




S(q) =  sin(θ) 0 


0
1
25
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θ

y

x
Figure 3.3: A unicycle vehicle in the Cartesian plane with the indicated state variables x, y and θ.

Therefore (3.16) gives the following kinematic equation model of the simple unicycle,










ẋ
cos(θ) 0 
  
 v
  


 ẏ  =  sin(θ) 0  
  
 w
θ̇
0
1

(3.19)

which are the equations we use to characterize our mobile sensors. Notice that we
are neglecting the forces and torques in this model, however, as shown in [32] it is
possible to incorporate the dynamics and that is part of our future research.
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3.4

Consensus Problem

In several sensor network applications the agents need to reach an agreement of a
certain quantity of interest [9]. This quantity can be related to the state variables
of every agent or not. The agents should be able to transmit their quantity of
interest to their neighbors through the network in order to get the agreement or
consensus. Furthermore the agents should implement a consensus protocol which
basically depends on the dynamics of the network.
For this particular case, we assume that the mobile sensor network has a fixed
topology and zero communication time delay. Moreover, as described before in Section 3.3.1, the agents motion is modeled using continuous dynamics.

3.4.1

Consensus Problems on Graphs

Let us define the directed graph G = (V, E) of order n. The nodes are indicated by
the vector V = {v1 , . . . , vn }, and the edges by E = {e1 , . . . , el }, where ei = {vj , vk }.
Furthermore E ⊆ V × V and the adjacency matrix A(i, j) is defined as,


 a ≥ 0 for {v , v } ∈ E,
ij
i j
A(i, j) =
 0
otherwise.

where aij = 1 indicates which vertices of the directed graph are adjacent to the jth
node. Notice that since the graph is directed A(i, j) 6= A(j, i).
The set of neighbors of node vi is defined as Ni = {vj ∈ V |(vi , vj ) ∈ E}. The
P
out-degree of the node vi is defined as degout (vi ) = ni=1 aij . Similarly the in-degree
P
of the node vi is degin (vi ) = ni=1 aji .

Definition 12 (Balanced Graphs). A node vi of a directed graph G = (V, E) is
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balanced if and only if
degout (vi ) = degin (vi ).

(3.20)

A graph G = (V, E) is balanced if and only if all its nodes are balanced i.e.,
X

aij =

j

X

aji, ∀i.

(3.21)

j

In this work, we assume that our sensor network forms a balanced graph, therefore we can build the degree matrix of the graph G as diagni=1 (|Ni|), where |Ni | =
degout (vi ) = degin (vi ).
The laplacian matrix is defined as L = diagni=1 (|Ni |) − A. The row sums of the
laplacian matrix is zero, therefore the laplacian matrix has a zero eigenvalue with an
associated eigenvector 1 = {1, . . . , 1}T .
If any two nodes of a graph can be connected through a path following the
direction of the edges the graph is said to be a connected graph. We assume that our
network topology forms a connected graph therefore L1 = 1T L = 0. Then we have
that xT Lx ≥ 0 ∀x, and xT Lx = 0 implies x = 0 or x = 1c for some c ∈ R.
In [9] the authors propose the following linear consensus protocol for fixed network
topology and zero communication time delay,
ui =

X

aij (xj − xi )

(3.22)

vj ∈Ni

with the state of the network evolving according to the following linear system,
ẋ(t) = −Lx(t),

(3.23)

where L is the graph laplacian.
Finally, Olfati-Saber et al., state and prove the following theorem in [9],
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Theorem 2. Consider the network of integrator agents defined by (3.23) with a fixed
topology G(V, E) which is a strongly connected directed graph. Then the linear consensus protocol given by globally asymptotically solves the average-consensus problem
if and only if 1T L = 0.
We do not provide the proof of this theorem, however, we exhort the reader to
review the Appendix A after reading Chapters 4 and 5 where we provide the proof
of the consensus convergence related to our particular case.

29

Chapter 4
Adaptive Algorithm for Holonomic
Sensor Networks
In this section we introduce some additional theoretical background involved in the
development of our adaptive and decentralized controller for nonholonomic robots.
We do not consider necessary to use the bold notation to differentiate vectors and
scalars in the following chapters as we did in Chapter 3.
As mentioned in the introduction, we are interested in employing dynamic sensor
networks to achieve an estimation of a density function which represents a concentration of a measurable phenomenon. The sensory function can be considered static
(e.g., a stable methane concentration in a garbage dump) or dynamic (e.g., an oil
spill [1] or a forest fire [2]).
In some works as the ones presented in [34] and [35], we find applications that
involve Voronoi partitions. They are a typical feature of several biological systems
[36] and recently have received special attention by mathematicians for their application in disciplines such as cellular biology, image compression, statistics and robotics
among others. Before any further discussion, let us start with some necessary defi-
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nitions.

4.1

Voronoi Diagrams

We based the following definition on the one in [36]
Definition 13. Given an open set Q ⊆ RN , the set {Vi }ki=1 is called a Voronoi
S
tessellation or diagram of Q if Vi ∩ Vj = ∅ for i 6= j and ki=1 Vi = Q. Given a set of
points {pi }ki=1 belonging to Q, the Voronoi region Vi corresponding to the point pi is
defined by

Vi = {x ∈ Q | kx − pi k < kx − pj k
for i, j = 1, . . . , k, j 6= i} .

Where k · k denote the Euclidean norm on RN . The points {pi }ki=1 are called
generator points, and Vi is the Voronoi region associated to the generator point pi .

Although Voronoi diagrams can be defined using several distance functions such
as the geodesic distance described in [37]. For this particular problem we are using
Euclidean distance, and Q is considered a convex polytope in an N-dimensional
Euclidean space.

4.2

Locational Optimization

Based on [16], let Q ⊂ RN be a convex polytope including its interior. Assume a
mapping φ(q) : Q 7→ R+ with q ∈ Q called a distribution density function (or sensory
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function) which represents a measurement of the probability of a specific event on
Q. The locational optimization function is then defined as
H(P ) =

n Z
X
i=1

f (kq − pi k)φ(q)dq,

(4.1)

Vi

where P is the set of all the n generator points {p1 , . . . , pn } ∈ Q and Vi is the Voronoi
partition of the i-th robot.
Now, based on [7] we can adapt some physical concepts namely, the mass MVi ,
the first moment LVi , the polar moment of inertia JV,p and the centroid CVi of a
Voronoi region Vi . Their definitions are given by the following equations,
MVi =

Z

φ(q)dq,

Vi

LVi =

Z

qφ(q)dq,

Vi

kq − pi k2 φ(q)dq,
Vi
Z
1
=
qφ(q)dq.
MVi Vi

JV,p =
CVi

Z

(4.2)

From [7], if we define f (kq −pi k) = kq −pi k2 and replace it in (4.1), after applying
a partial derivative with respect to pi we have that
Z
∂HV (P )
∂
=
f (kq − pi k)φ(q)dq
∂pi
Vi ∂pi
= 2MVi (pi − CVi ).

(4.3)

Therefore, all the Voronoi tessellation in Q where the generator points are at the
same time the centroids of their Voronoi partitions minimize the locational optimization function. These tessellations are usually called centroidal Voronoi tessellations
[36].
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4.3

Adaptive Control for Holonomic Sensors

In [5] the authors propose an approach which guarantees that the network of mobile
agents minimizes the cost function HV (P ) in (4.1). They assume that each agent
measures the sensory function without requiring a previous knowledge.
In order to deal with the lack of knowledge of the sampling space they proposed
a decentralized adaptive control based on the following assumptions,
Assumption 1 (Matching Conditions). There exists a parameter vector a ∈ Rm
+ and
a vector function K : Q 7→ Rm
+ such that
φ(q) = K(q)T a,

(4.4)

where m ∈ N, and (·)T denotes transpose.
The parameter vector a is unknown by the agents but K(q) is available to them.
Assumption 2 (Lower Bound). Given that a(j) is the j-th element of the vector a
and β ∈ R+ then
a(j) ≥ β ∀j = 1, . . . , m,

The reason for a lower bound for the parameter vector is to avoid that K(q)T a =
φ(q) = 0 leading to a zero in the denominator of (4.2).
The sensory function estimated by the i-th agent is given by φ̂i = K(q)T âi , where
âi is the estimation of the parameter vector a calculated by the agent i. Furthermore
the parameter error vector ãi is given by
ãi = âi − ai .

(4.5)

33

Chapter 4. Adaptive Algorithm for Holonomic Sensor Networks
In [7] the mobile agents are considered holonomic vehicles with first-order continuous dynamics, that is
ṗi = ui ,

(4.6)

which is called a single integrator.
The control law is defined as
ui = k(ĈVi − pi ),

(4.7)

where ĈVi is an estimate of the real centroid CVi of the i-th Voronoi region defined
by
ĈVi =

L̂Vi
M̂Vi

R

= RVi

q φ̂(q)dq

φ̂(q)dq
Vi

.

Finally, the adaptation law is given by
â˙ i = Γ(â˙ prei − Iproji â˙ prei ),

(4.8)

with
â˙ pre = −Fi âi − ξ(Λi âi − λi ) − ζ

X

(âi − âj ),

(4.9)

j∈Ni

where ξ, ζ ∈ R+ are scalar gains, Γ ∈ Rm×m is a diagonal positive definite gain
matrix. The variables Fi , Λi, and λi are given by the following equations,
Fi =
Λi =
λi =

Z
Z

Z



(4.10)

w(τ )Ki (τ )Ki (τ )T dτ,

(4.11)

w(τ )Ki (τ )φi (τ )dτ.

(4.12)

T

K(q)(q − ĈVi ) dq ṗi

Vi
t

0
t
0

Given a set of indexed vertices Ve = {v1 . . . , vn } and a set of edges E = {e1 . . . el },
where ei = {vj , vk } then Ni = {j|{vi, vj} ∈ E} i.e., Ni contains the indexes of the
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vertices which are neighbors of the vertices associated to the Voronoi partition of the
generator point i.
The function w(t) ∈ L1 is called a weighting function. Since we are dealing with
dynamic density functions, we use a forgetting factor δ ∈ R which encourages the
parameter convergence. The weighting function w(t, τ ) = e−δ(t−τ ) gives more weight
to the latest measurements than to the older ones which is suitable to our particular
case. Based on [5] there can be other types of weighting functions as we discuss later
in Section 4.3.1.
The matrix Iproji (j) is defined as follows

Iproji (j) =




0 for âi (j) > β,



0 for âi (j) = β and â˙ prei ≥ 0,



 1 otherwise.

(4.13)

The index j denotes the j-th diagonal element of the matrix Iproji and the j-th
element of the vector âi . This matrix implements a projection law which prevents
the parameter vector âi from taking values less than or equal to the lower bound β.
Lastly, in [5] the authors state and prove the following convergence theorem
Theorem 3 (Convergence Theorem). Under Assumption 1, for the system of n
agents with the dynamics given by (4.6) and the control law in (4.7),

lim kĈVi − pi k = 0, ∀i ∈ In ,

t→∞

lim K(pi (τ ))T ãi = 0, ∀τ | w(τ ) > 0 and ∀i ∈ In ,

t→∞

lim kâi − âj k = 0, ∀i, j ∈ In ,

t→∞

with In = {1, . . . , n}.
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4.3.1

Weighting Functions

There are several options to build the weighting function w(·) in (4.11) and (4.12) as
long as it encourages the parameter convergence of the adaptation law. Based on [5],
if we choose w(τ ) as a square wave, the integral given in (4.11) does not incorporate
any other term in the summation after some fixed time determined by the decay time
of the square wave. We can soften the elimination of old terms in the integral using an
exponential decay w(τ ) = e−τ or a decaying sigmoid w(τ ) = 1/2(erf(c −τ ) + 1). If we
specifically use the function w(t, τ ) = e−α(t−τ ) the integrals (4.11) and (4.12) become
first-order systems, introducing a forgetting factor α which allows the tracking of
slow varying density functions.
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Adaptive Control for
Nonholonomic Sensors
The stability analyzes of the controllers in [7] and [5] have been conducted assuming
holonomic kinematics, but now we propose to formally extend the previous results
to nonholonomic vehicles.

5.1

Nonlinear Steering Control

Since several real world vehicles such as aircraft at cruising attitude, sea vessels and
skid-steered mobile robots can be modeled as nonholonomic vehicles, we propose to
use the unicycle model kinematics equations for a differential steering as a suitable
approach. The equations of motion for the i-th agent in the team of robots are given
as follows

ẋ
 i

 ẏi

φ̇i





ui cos φi

 
 
 =  ui sin φi
 
ωi





,


(5.1)

37

Chapter 5. Adaptive Control for Nonholonomic Sensors
where ui and ωi are the linear and angular speeds of the i-th robot respectively.
We need to choose an appropriate steering control for nonholonomic vehicles to
drive every robot to the centroid of its Voronoi region. For that purpose we use the
following kinematics equations given in [38]

 

ρ̇
−ui cos αi
 i  


 

sin
α
i
 α̇i  =  −ωi + ui ρ  ,
i

 

θ̇i
ui sinρiαi

(5.2)

where

αi = θi − φi ,

(5.3)

φ̇i = ωi .

As shown in Fig. 5.1 the position of the agent inside its Voronoi cell is represented
in polar coordinates where φi is the heading angle of the vehicle, ρi represents the
position error between the agent and the centroid point and αi is the angle between
the principal axis of the robot and the vector error ρi .
As in [38] we use the following control law,

 

u
(γ cos αi )ρi
 i =
,
cos αi sin αi
ωi
kαi + γ
(αi + hθi )
αi

(5.4)

where k, γ and h are positive gains.

The control law in (5.4) allows the agent to reach asymptotically the point
(0, 0, 0). Therefore if we carry out an axis translation to set the centroid at the
origin of the plane we can use this control law to drive the robots to their centroidal
Voronoi tessellation. We do not include the proof of the stability of the steering
control in this section; however, it is developed as part of the stability analysis in
Section 5.2. In Fig. 5.2 we show eight robots with different starting positions and
initial heading angles φi = π/2 going to the point (0, 0, 0).
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Vl

Vk

Vj

{G} Y
θi

ρi

ωi

αi

ĈV

X

i

φi

ui

Vi

Figure 5.1: Unicycle model and variables in the goal frame {G}: Notice the vectors
and angles which determine our nonholonomic model in polar coordinates.

5.2

Stability Analysis

The following is our extended convergence theorem for the distributed and adaptive
control for nonholonomic vehicles.
Theorem 4 (Extended Convergence Theorem). If Assumptions 1 and 2, are satisfied
we have that for the system of n nonholonomic agents with dynamics (5.2) and control
law (5.4),

lim K(pi (τ ))T ãi = 0, ∀τ | w(τ ) > 0 and ∀i ∈ In ,

t→∞

lim ρi , kαi k, kθi k = 0, ∀i ∈ In ,

t→∞

lim kâi − âj k = 0, ∀i, j ∈ In ,

t→∞
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−0.2
−0.4
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−0.8
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−0.5

0

0.5

1

Figure 5.2: Illustration of the nonlinear steering control over eight robots with different initial positions. All the robots go to the position (0, 0, 0).

with In = {1, . . . , n}.

Proof. To carry out the stability analysis we propose the following Lyapunov function
candidate
V =H+

n 
X
1
i=1

2

ãTi Γ−1 ãi



1 2
2
+
α + hθi .
2 i

(5.5)

Notice that compared with the Lyapunov function proposed in [5], the expression
in (5.5) has the extra term 21 (αi2 + hθi2 ) related to the robot orientation (see Fig. 5.1).
The matrix Γ is the same diagonal positive definite matrix in (4.8), H is described
by (4.1), and αi , θi and ρi are the state variables in the dynamics in (5.2). Lastly, ãi
is the parameter estimation error given by (4.5).
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Taking the time derivative of (5.5), we obtain

n 
X
∂H
T −1 ˙
ṗi + ãi Γ âi + (αα̇i + hθi θ̇i ) .
V̇ =
∂p
i
i=1

(5.6)

Now, replacing (4.3) in (5.6) we get
V̇

n h
i
X
=
MVi (pi − CVi )T ṗi + ãTi Γ−1 â˙ i + (αα̇i + hθi θ̇i ) .

(5.7)

i=1

Furthermore, it is easy to show that
LVi = MVi ĈVi + M̃Vi (ĈVi − C̃Vi ) = MVi CVi ,

(5.8)

then replacing (5.8) in (5.7), we have
V̇

=

n h
X
−Mvi (ĈVi − pi )T ṗi + (M̃Vi C̃Vi − M̃Vi ĈVi )ṗi
i=1

+ãTi Γ−1 â˙ i

i

+ (αα̇i + hθi θ̇i ) .

(5.9)

Taking into account that
Z
M̃Vi C̃Vi − M̃Vi ĈVi = ãi
K(q)T (q − ĈVi )dq,
Vi

and replacing the adaptation law given by (4.8)-(4.12) in (5.9) the final expression
for the derivative of the Lyapunov function becomes
V̇

Z t
n 
X
T
= −
MVi (ĈVi − pi ) ṗi + ξ
w(τ )(Ki(τ )T ãi )2 dτ
0

i=1

+ãTi ζ

X

#

(âi − âj ) + ãTi Iproj â˙ prei − (αi α̇i + hθi θ̇i ) .

j∈Ni

(5.10)

The second, third and fourth terms in the summation in (5.10) have already
been proven to be positive semidefinite [5], considering the negative sign before the
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summation (see Appendix A). Now, we are interested in proving that the first and
fifth terms are positive semidefinite as well.
Calculating ĈVi − pi and based on Fig. 5.1, we can assert that

 
 

x2 − x1
ρi cos θi
ρi cos(φi + αi )
=
=
.
ĈVi − pi = 
y2 − y1
ρi sin θi
ρi sin(φi + αi )
Taking the first term MVi (ĈVi − pi )T ṗi of (5.10) and replacing ĈVi − pi and ṗi by
using the unicycle model in (5.1) with the control law in (5.2) we have


MVi (ĈVi − pi )T ṗi = MVi 

ρi cos(φi + αi )

T 

(γ cos αi )ρi cos φi



,
(γ cos αi )ρi sin φi

T 

ρi cos φi cos αi − sin φi sin αi
γρi cos αi cos φi
 
,
= MVi 
ρi sin φi cos αi + cos φi sin αi
γρi cos αi sin φi
ρi sin(φi + αi )

 

= MVi ρ2i γ(cos2 φi cos2 αi + sin2 φi cos2 )αi ,
= MVi ρ2i γ cos2 αi .

(5.11)

Since the mass MVi of the i-th Voronoi region and the control gain γ are nonnegative, the first term in the summation of (5.10) is non-negative.
MVi (ĈVi − pi )T ṗi = MVi ρ2i γ cos2 α ≥ 0.
Analyzing the fifth term in (5.10) namely, −(αi α̇i + hθi θ̇i ) we have that replacing
the polar kinematics in (5.2) it gives based on [38],


 
ui sin αi
ui sin αi
−(α̇i + hθi θ̇i ) = − αi −wi +
+ hθi
,
ρi
ρi
 

(hθi + αi ) ui sin αi
= − αi −wi +
.
αi
ρi
42
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Replacing the control law (5.4) in (5.12) we get
−(αi α̇i + hθi θ̇i ) = kαi2 ≥ 0,
and the fifth term −(αi α̇i +hθi θ̇i ) in (5.10) is non-negative. Since V is lower bounded,
V̇ is negative semidefinite and uniformly continuous in time we conclude that V̇ → 0
as t → ∞ by the Lyapunov-like lemma.
From the Lyapunov function derivative in (5.10) it is easy to see that all the
limits converge to zero except the third one limt→∞ kθi (t)k. Differentiating (5.3) and
using the equations in (5.2) with the control law in (5.4) we have as in [38] that
α̇i = θ̇i − φ̇i,
α̇i = γ cos αi sin αi − kαi − γ
α̇i = −γhθi

cos αi sin αi
(αi + hθi ),
αi

cos αi sin αi
.
αi

Since αi → 0 and θi → c as t → ∞, then we have that
lim α̇i = −γhc.

t→∞

Since α̇i is a uniformly continuous function, lower bounded and negative semidefinite; therefore, by the Lyapunov-like lemma α̇i → 0 as t → ∞ and this implies
that θi → 0 as well. Therefore the controller guarantees the convergence of the state
variables ρi , αi and θi to zero under the goal frame {G} shown in Fig. 5.1.

5.3

Dynamic Density Function

We consider the case of estimating the parameters of a time-varying density function
φi (q, t) = K(q)T a(t) where the j-th entry aj (t) (j = 1, 2, . . . , m) of a(t) is a piecewise
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m
constant function aj (t) : Rm
+ 7→ R+ and is right continuous. It means that every

entry of the function vector a(t) has a finite number of discontinuities and takes
on constant values between two consecutive discontinuities. This is a reasonable
approximation if we consider slow-time varying systems.
Also, we assume that limt→∞ a(t) = ac where ac ∈ Rm
+ is a constant value i.e.,
the density function reaches a steady state which is reasonable for many real-world
phenomena such as oil spills [1] and forest fires [2].
From now on, we will call switching time ts , the time when each discontinuity
happens, where s = 1, · · · , k, and k is the total number of switching times before the
density function reaches its final value. This terminology was taken from [39] given
the partial similarity with the switching systems.
Moreover let us assume that the adaptation law rate and the angular and linear
speeds of the agents are fast enough to follow the dynamics of the density function
φ(q, t).
From (4.8) we know that every robot looks for the centroid of its Voronoi cell
while taking measurements of the distribution function on its trajectory. During
this time, the tracking error decreases but notice from Theorem 4 that the network
of robots converges to a near optimal coverage configuration. Based on Theorem
5.2 this behavior does not necessarily imply that the parameter estimation vector
ã(t) → 0 as t → ∞.
Furthermore, since we are dealing with a piecewise constant system, the time
interval between two switching times ∆ts = ts − ts−1 is finite, in contrast with the
infinite time necessary to guarantee full parameter convergence.
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Simulation Tests

In this chapter we show simulation results in order to verify our convergence theorem
given by Theorem 4. The simulations were carried out using Matlab and Stage
(see Section 8.2.1). The reason why we implement the simulations in those two
different scenarios is that in Matlab we are able to use just the kinematic model of
the unicycle vehicle neglecting the dynamics equations. Therefore, using Matlab we
can get simulation results closer to our theoretical approach since we do not consider
speed constraints and forces that the real vehicle has to deal with. Furthermore, using
the Matlab ode45 solver we can implement the adaptation law given by (4.9) whose
numerical calculation in real time makes it unfeasible for a regular computer, however
it allows us to confirm that the adaptation law is estimating the right parameters
and that the variables indicated in Theorem 4 are convergent.
On the other hand, Stage has the kinematic and dynamic model of the four
wheel skid steer system of the P3-AT robot. Furthermore, Stage presents a relation
Simulation time ≈ 0.9 for our particular case, so the simulation is closer to the
Real time
real application. This implies that the implementation of the adaptation law based
on (4.9), which is a continuous differential equation, should be approximated by a
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difference equation in order to carry out the calculation in real time. Otherwise
an ODE solver requires a high computational cost. In this case the simulations in
Matlab and Stage are not redundant at all, and together allow us to make conclusions
about how the theoretical and practical implementations differ even though, they are
strongly related.

6.1

Simulation in Matlab

In this section we give a detailed description of the simulations carried out using
Matlab.

6.1.1

Simulation Design in Matlab

For this simulation we used a population of 20 unicycle models randomly distributed
over a sample space Q defined as a unit square. We implement the control law given
in (5.4) with γ = 3 and k = h = 1.
The parameter values we used in the adaptation law given by (4.8) and (4.9) are
Γ = I64 , ξ = 1000, ζ = 1 and δ = 1. For the matrix Iproji defined by (4.13), we have
β = 0.1.
We divided the sampling space Q in a 8 × 8 grid where the geometric center of
every square cell corresponds to the mean µi of a bidimensional Gaussian function.
Using a function similar to the one in [5] we have that the i-th entry Ki of the vector
function K(q)64×1 is calculated as,
Ki = e

−(q−µi )2
2σ 2
i

,

(6.1)

with σi = 0.05.
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For this simulation we decided to use the unicycle robots to detect a density
function which behaves as an expanding circle. The expanding circle recreates a
simplified behavior of a forest fire where the higher temperatures are localized at the
circumference of the circle.
The dynamics of the expanding circle are modeled by the following parametric
equations,



x(t)





cos φ





0.5



 = 1 r(t) 
+
,
3
y(t)
sin φ
0.5

with the radius r(t) defined by the following differential equation,

ṙ(t) = −

5.7
r(t) + 1,
100

with r(0) = 1 − e−0.3 .
We sample the circumference of the circle using the 64 squared cells which divide
the sample space Q as explained before. We assign to each of the k-th cells containing
a segment of the circumference a bidimensional Gaussian function defined by (6.1)
with σk = 0.05 and mean µk equal to the geometric center of the k-th cell. In this
way we assign a height to the expanding circle which is maximum at the points
located at the circumference of the circle.
Since our approach covers just piecewise constant dynamics we assume that the
robots are taking measurements of the density function at the discrete-time instants
0, 20, 40 and 100 s. This means that assuming a slow varying distribution function
the robots can reach their respective centroids and rest until some problem dependent
condition is fulfilled to start taking measurements again.
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6.1.2

Simulation Results in Matlab

In Fig. 6.1 (a)–(d) we show the averaged behavior of the parameter estimation error
given by
K(pi (τ ))T ãi (t) ∀τ |w(τ ) > 0,
as well as the error distance ρi (t), the angle αi (t) and the consensus error given by
kâi (t) − âj (t)k ∀i, j ∈ In .
Notice that the switching times of the simulation are indicated by the dashed vertical
lines in green.
Let us define
¯i (t) = 1
ã
n

n
X
i=1

ãi (t)

!

∀t > 0,

(6.2)

which is the averaged parameter error vector over all robots. In Fig. 6.1 (a) we
¯i (t) averaged over the whole population
show the parameter estimation error K(q)T ã
of robots. In a similar way let us define
!
n
1 X
ρ̄(t) =
ρi (t) ∀t > 0,
n i=1

(6.3)

which is the averaged position error of all the robots in Q, which is plotted in Fig.
6.1 (b).
Notice that the angle αi (t) plotted in Fig. 6.1 (c) looks noisy. In order to make
it clear we just illustrate the angle corresponding to one robot selected randomly.
Finally, for the consensus error let us define the quantity ca as
ca =

n
n
X
X
i=1

2

(âi − âj ) ,

(6.4)

j=1
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which shows the summation of the squared norm of the vector
the whole population of robots and is plotted in Fig. 6.1 (d).

Pn

j=1 (âi

− âj ) over

In the plots in Fig. 6.1 (a), (b) and (d) it is easy to note the asymptotic convergence to zero after every switching time ts , but in the case of αi this is difficult
to see because the approximation of the numerical integrals of the centroids in (4.2)
induces some noise in the trajectory of the robots. Furthermore, notice that the
transitions of αi from −π to π look like spikes in the plot, however, the robots spend
the majority of the time oscillating around the angle αi = 0 as the filtered red signal
illustrates in Fig. 6.1 (c).
We calculate the mean square error between the vector a and the averaged pa¯ = 1 P20 âi at every time instant t, and plot it using the
rameter estimation error â
20

i=1

blue line in Fig. 6.2. Notice that in this case we are just relying on the robustness of
the adaptive control to follow changes in the parameters. Furthermore notice that
the parameter estimation error in Fig. 6.1 (a) goes asymptotically to zero as the
Theorem 4 states whereas the mean squared parameter error in Fig. 6.2 does not
since from the Lyapunov function it cannot be guaranteed by Theorem 1. A proof
of the additional richness condition to guarantee parameter convergence is given in
[5].
Based on the second term on the right side of (4.9), the gradient estimator is
excited by the difference between what the robot measures and what the robot
estimates. In order to increase that difference to excite the adaptation law, we can
change the parameter estimation vector âi at every switching time ts to guarantee
the maximum excitation of the control law in (5.4). This is an interesting problem
to be formalized but its solution is part of our future research.
Since we are assuming that the robots do not have information of the density
function φi (q, t) we set all the entries of the estimate parameter vector âi to β =
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0.1 (any value β > 0 from Assumption 2) for every robot at every switching time
ts . Then, the estimated density function is approximately uniform, exciting the
adaptation law (if there is not an uniform density function in Q) and improving the
parameter estimation error as shown by the red line in Fig. 6.2.
In Fig. 6.3 we present some snapshots of the robot distribution over the piecewise
dynamic density function at different times just before the switching time ts happens.
Notice the centroidal Voronoi tessellations shown in Fig. 6.3 (b) – (d).

6.2

Simulation in Stage

Now, we proceed with a detailed description of the simulation carried out using Stage
(see Section 8.2.1).

6.2.1

Simulation Design in Stage

The simulation was carried out using Stage 3.0.0 setting a population of four P3-AT
robots in the initial configuration shown in Fig. 6.5 (a). The white light distribution
function is modeled by (4.4) where the i-th entry Ki of the vector function K(q)
is given by (6.1) with σi = 0.7 m and µi being the geometric centroid of the i-th
squared cell of Q.
The adaptation law is a differential equation, although this continuous differential
equations provide solid theoretical results, they are difficult to implement in realworld situations, where the arithmetic precision and computational power are limited.
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The following approximations of (4.9), (4.11) and (4.12) based on [40]

λi (t + 1) = λi (t) + K(pi (t))φi (t),

(6.5)

Λi (t + 1) = Λi (t) + K(pi (t))K(pi (t))T ,
X
âipre = âi + ξ(Λiâi − λi ) − ζ
(âi − âj ),

(6.6)
(6.7)

j∈Ni

âi = max(âipre , β).

(6.8)

were used in order to carry out the adaptation law calculation in real time.
The parameter values we used in the approximation of the adaptation law given
by (6.5) – (6.8) are ξ = 1000, ζ = 1 and δ = 1. The matrix Iproji defined by (4.13)
now is replaced by the max operation in (6.8) β = 0.1.
The piece-wise constant property of the density function is simulated by manipulating the parameter vector a such that we have a Gaussian function in the yellow
area A indicated in Fig. 6.5 (a). After 150 s of simulation time we change the
distribution function such that we have a Gaussian function in the green area B.

6.2.2

Simulation Results in Stage

In Fig. 6.4 (a)–(c) we show the behavior of the error distance ρ̄(t) defined in (6.3),
the angle αi , and the consensus error ca given by (6.4). Notice that all these variables
present a different behavior compared with the Matlab simulation due to the consideration of the dynamical model of the P3-AT robots. Another factor affecting the
behavior of the plots is the approximation by difference equations of the adaptation
law given by (6.5)–(6.8). However, the filtered versions indicated by the red lines
in the plots in Fig. 6.4 (a)–(c) show that the average behavior of ρ̄(t), αi and ca
remains close to zero after the switching time ts happens.
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Notice how in Fig. 6.4 (a) the mean estimated position error goes to zero and
after the switching time ts = 140 s the error increases because of the change of the
light distribution and start going to zero again according to Theorem 4. However this
approximation to zero does not seem to be asymptotic as in the Matlab simulation
case since as we mentioned before there is a mechanical model with additional forces
perturbing the behavior of the variables. The angle αi in Fig. 6.4 (b) is oscillating
around zero as the filtered signal in red indicates. Lastly, the consensus error ca in
Fig. 6.4 (c) goes quickly to values close to zero, at the beginning of the simulation
and during the switching time indicated by the green dashed vertical line.
In Fig. 6.5 (b) and (c) we illustrate some snapshots of the Stage simulation. The
robots reach their estimated centroidal Voronoi tessellation based on the first light
distribution in the position A. Afterwards, they distribute themselves in a second
centroidal Voronoi tessellation after the light has been displaced to the position B at
t = 108 s. in Fig. 6.6 (a) and (b) we can see the average estimated light distribution
obtained by the whole population of robots. Notice that given the approximation
of the adaptation law with the difference equations (6.5)-(6.8) the values of the
distribution function shown in Fig. 6.6 are not the true values and we do not include
units in the z axis. However, the peaks in the shown surfaces are well located in
correspondence to the simulated light distribution function.
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Figure 6.1: Plots of the parameter estimation error K(q)T ã¯i (t), the error distance
ρ̄(t), the angle αi and the consensus error ca for the simulation in Matlab.
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Figure 6.2: Mean squared error of the parameter estimation vector âi averaged over
the whole population of robots and the real parameter vector a for the simulation
in Matlab. The blue line shows the response of the system without changing the
parameter estimation vector âi and the red line illustrates the obtained improvement
by applying the change at every switching time ts .
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Figure 6.3: Simulation in Matlab with a population of 20 nonholonomic robots represented by the blue triangles over a dynamic density function indicated by the multicolor ring-shape contour. The yellow color of the contour means maximum density.
This results correspond to the simulation changing âi = β at every switching time
ts . The Cyan circles represent the estimated centroids ĈVi of the i-th robot and the
green lines surrounding the robots form their Voronoi cells. Notice the centroidal
Voronoi tessellations in (b)–(d).
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Chapter 7
Experimental Verification
This section describes the details of the experiments carried out using the multivehicle
testbed described in Chapter 8.

7.1

Experimental Design

The experiments were carried out using a population of four P3-AT robots like the
one shown in Fig. 8.3 (see Section 8.1 for a technical description), sensing a white
light concentration in a rectangular sampling space of 4.7 × 6.6 m. Similar to the
simulations, the sampling space was divided into a 8 × 8 grid. The geometric center
of each rectangular division corresponds to the mean of a bidimensional Gaussian
function given by (6.1) with σi = 0.7 m. As in the Stage simulation, the parameter
values we used in the approximation of the adaptation law given by (6.5) – (6.8) are
ξ = 1000 and ζ = 1. The matrix Iproji defined by (4.13) now is replaced by the max
operation in (6.8) with β = 0.1.
The light concentration is dynamic under the assumptions presented in Section
5.3. There is one switching time ts to switch between two different light sources at
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108 s of the experiment. The gyroscope and the wheel encoders embedded in the
robots are used for robot positioning. A set of four Phidgets light precision sensors
(see Section 8.1.1) are set up at the top of the robots and the network communication
with the robots is carried out using Player 3.0.0 (see Section 8.2.1) through a Linksys
wireless router.
The Voronoi partitions vertices are calculated using the library Voro++ version
0.3 [41] and the centroid integrals were approximated by Riemann summations discretizing the inside of the polygons in an 8 × 8 grid and adding the volumes of the
hexahedra corresponding to every division. The adaptation law was approximated
by the difference equations given in (6.5) – (6.8).

7.2

Experimental Results

In Fig. 7.1 (a)–(c) we show the behavior of the error distance ρ̄(t) defined in (6.3),
the angle αi , and the consensus error ca given by (6.4). Since we do not know the
¯i (t).
real parameters to model the light distribution we cannot calculate ã
Notice the convergence of the signal in Fig. 7.1 (a) and (c) which are visibly
affected by the noise of the real measurements and the numeric approximation of the
centroid integrals. In order to make them clear we plot the filtered signal in red to
show convergence. Furthermore, the effect of the adaptive law approximation given
by (6.8) is evident in Fig. 7.1 (c), where the constant intervals correspond to the
moment when the robots are going to their Voronoi cell centroid. The discontinuous
edges of the signal represent the moment when the robots take a light measurement
and calculate the centroids again.
Also notice that compared with the simulation results in Fig. 6.1 (c), the behavior
of the angle αi does not look as clear in Fig 7.1 (b) because of the presence of the
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odometry errors and the mentioned noise. However, it is possible to see that again
the majority of the time the robots are oscillating around αi = 0.
In Fig. 7.2 (a) and (d) we illustrate some snapshots of the experiment. In Fig.
7.2 (b) and (e) we can see the averaged light distribution estimated by the robots.
Furthermore, in Fig. 7.2 (c) the top view based on the real data of the experiments
show how the robots reach their estimated centroidal Voronoi tessellation related
to the first light distribution. Afterwards they calculate a second centroidal Voronoi
tessellation shown in 7.2 (f) once the light has been abruptly displaced in the sampling
space at t = 108 s. Again, as in the Stage simulation the light distribution does not
have units in the z axis because the approximation of the adaptation law by difference
equations does not give the true distribution function values. However, the peaks of
the surface are well located according to the real light distribution.
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Figure 7.1: Plots of the error distance ρ̄(t), the angle αi and the consensus error ca
for the experiments.
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Figure 7.2: The picture in (a) shows a snapshot of an experiment with four P3 - AT
robots sensing a light distribution at 107 s. The figure in (b) shows the estimated
density function averaged over the four robots and the plot in (c) illustrates a top
view done in Matlab with the robot data. The picture in (d) shows the snapshot
of the experiment at 259 s. The figure in (e) shows the estimated density function
averaged over the four robots, and the plot in (f) illustrates a top view done in
Matlab based on the real data
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Chapter 8
Multivehicle Testbed
Our new multivehicle testbed in the Marhes lab expands on our original testbed
COMET [42] to include mechanisms that allow for environmental sensing. In this
way we enable the validation and verification of cooperative control algorithms that
depend on measurements of the environment.
The testbed can accommodate laser-based navigation and Global Positioning System (GPS) navigation, as well as gripper manipulation tasks. Although this work
concentrates on experiments involving the P3-AT robots, it is worthy to mention that
our testbed contains ten all terrain vehicles which are based on the Tamiya TXT-1
chassis, a Dragonflyer X-Pro quadrotor, and two AscTec Hummingbird quadrotors.
Furthermore, we have two Scorpion robots from Evolution Robotics. All the mentioned platforms are shown in Fig. 8.1.
The experimental testbed has its own dedicated IEEE 802.11 WLAN, which provides a low-latency network that is used by the robotic platforms for communication
through third party server/client applications such as Player/Stage [43] from the University of Southern California or the Advanced Robotics Interface for Applications
(ARIA) [44] from MobileRobots.
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(a) A team of 10 TXT-1 robots

(b) Two hummingbird quadrotor

(a) One Dragonflyer quadrotor

(b) Two Scorpion robots

Figure 8.1: The pictures illustrate the variety of robotic platforms available in the
Marhes lab at the University of New Mexico.

8.1

The Pioneer 3 - AT Robots

The Pioneer 3 - AT robots (P3-AT) [45] are programmable intelligent platforms
equipped with the basic devices for navigation and sensing in the real world. They
are part of a large family of robots released in 1995 with the Pioneer 1 which continued
with the Pioneer AT, Pioneer 2-DX, the first of the family Pioneer 2, until the most
recent family the Pioneer 3 with the Pioneer 3-DX and P3-AT model.
The basic P3-AT robot is provided with high resolution motion encoders, re-
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Table 8.1: General specifications of the P3-AT robots.
Length
Width
Height
Weight
Payload
Translate speed max
Rotate Speed max

50.1 cm
49.3 cm
27.7 cm
14 kg
40 kg
0.7 m/s
140◦ /s

versible DC motors and the motor controllers, as well as the four-wheel skid steer
which carries out the balanced drive system of the robot. The power source consists of up to three 12 VDC lead-acid batteries and the control of all sensors and
devices in the robot is carried out using a server/client application. The robots are
equipped with a radio ethernet board which allows the wireless communication with
the sensors and devices attached to the robots.
The P3-AT robot reaches speeds up to 0.7 m/s. Furthermore, it can carry a
payload of up to 40 kg and can climb a traversable slope of up to 40%. In Table 8.1
we show some mechanical features of the robot [43].
The main accessories for the P3-AT available in the Marhes lab are shown in
Fig. 8.2. As you can notice, some sensors such as the SICK laser and the GPS are
aimed to carry out outdoors experiments whereas some others such as the hokuyo
laser are oriented to indoors experiments.
A special aluminum plate and mounting system was created to interface the
environmental sensor suite. The plate and mounting system allows for multiple sensor
configurations as well as the ability to mount multiple accessories on each robotic
platform. Fig. 8.3 shows the custom built aluminum plate with four precision light
sensors and three magnetic sensors. Also shown is a Hokuyo UHG-08LX laser range
finder. The addition of the custom plate and mounting brackets allows for a quick
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Robai Cyton Alpha
7D 1G

Bumblebee2
Camera

Novatel
GPS-702GG
Propack-v3

Sick LMS 200
Laser
Hokuyo UHG
Laser

Phidgets USB
Interface

Figure 8.2: Accesories available for the P3-AT robots at the Marhes lab at the
University of New Mexico.

swapping of sensors and accessories to address a variety of experimental tests.

8.1.1

Sensor Suite

This section describes the different sensors available for use on the experimental
testbed at the Marhes lab.
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Figure 8.3: One of the four P3-AT robots available in the Marhes lab. Notice the
detailed pictures of three different kinds of sensors, namely, Phidgets light precision
sensors (top), Phidgets magnetic sensors (middle) and a Hokuyo UHG-08LX laser
range finder (bottom), mounted on a custom fixture attached to the robot.

Phidgets Environmental Sensor Suite

The environmental sensor suite consists of a Phidgets USB interface I/O board [46]
capable of measuring eight digital and analog inputs, and capable of driving eight
digital outputs. The Phidgets I/O board can accommodate pressure, temperature,
humidity, light intensity, and magnetic field sensors among others. Furthermore, it
is equipped with a digital input hardware filter to eliminate false triggering at the
digital inputs. A detailed view of a Phidgets USB interface with an attached light
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Figure 8.4: A Phidgets USB interface I/O board with an attached light precision
sensor. Notice the USB port at the bottom of the image and the digital input
outputs at the right and left edges respectively. The analog inputs are located at the
top edge of the board where the light sensor is connected.

precision sensor is shown in Fig 8.4.

Light Precision Sensors
The 1127 precision light sensor [47] is a 5 VDC device able to measure from 1 lx to
1000 lx with a typical accuracy of 95%. The formula to convert the sensor data to
luminosity units is
Luminosity (lx) = SensorValue

The main features of the device are given in Table 8.2, and a picture of the sensor
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Table 8.2: General specifications of the Phidgets 1127 light precision sensor
Current consumption
Bandwidth
Minimum Voltage
Maximum Voltage
Minimum light level
Maximum light level
Error

2 mA
50 Hz
3.3 VDC
5 VDC
1 lx
1000 lx
5%

Table 8.3: General specifications of the Phidgets 1108 magnetic sensor
Current consumption
Voltage output range
Device supply operating range
Typical error (@25◦ C)
Sensitivity

2 mA
0.2 - 4.7 VDC
4.5 - 5.5 VDC
±0.5%
1 G/SensorValue

is shown in Fig. 8.3 (b).

Magnetic Sensors

The 1108 magnetic sensor [48] is a temperature stable sensor with a sensitivity of 1
G/SensorValue. The formula to convert the sensor value to Gauss units is

Φ (G) = 500 − SensorValue.

We illustrate the main features of this sensor in Table 8.3. The sensor is shown
in Fig. 8.3 (c).
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Table 8.4: General specifications of the Hokuyo UHG-08LX laser
Power source
Current consumption
Detection Range
Accuracy
Resolution
Scan Angle
Angular resolution
Scan time
Ambient light resistance

Weight
External dimensions

12 VDC ±10%
0.3 A
0.03 ∼ 11 m (Accuracy not guaranteed beyond 8 m)
0.1 ∼ 1 m : ±30mm
1 ∼ 8 m : 3% of the distance
1 mm
270◦
0.36◦
67 ms/scan
Halogen/Mercury: 10000 lx or less
Florescent: 6000 lx or less
May cause measurement errors
under strong light e.g. sunlight.
Approx 500 g
88 × 83 × 83 mm

UHG-08LX Laser
The Hokuyo UHG-08LX Laser [49] is an indoor range sensor which applies phase
difference to get its distance measurements, minimizing the effect of the color and
reflectance of the detected objects. The laser has a scan angle of 270◦ and a pitch
of 0.36◦ . The maximum range of the sensor is 8 m with a divergence of 80 mm at
that distance. The main features of the laser are illustrated in Table 8.4. The laser
device is shown in Fig. 8.3 (d).

SICK LMS 200 Laser
As the UHG-08LX laser the SICK LMS 200 laser [50] is a non-contact measurement
system which works in two-dimensions. The laser emits a pulsed laser beam which
is reflected back if it reaches an object. The distance is calculated based on the time
taken by the beam to go back to the device since this time is proportional to the
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Table 8.5: General specifications of the SICK LMS 200 laser
Power source
Current consumption
Operating ambient temperature
Data interface
Transfer rate
Range
Angular resolution
Response time
System Error
Weight
Dimensions

24 VDC ±15%
current required max. 1.8 A
0 − 50◦ C
RS232
9.6/19.2/38.4/500 kbaud
max 80 m
0.25◦ /0.5◦/1◦ selectable
53 ms/26 ms/13 ms
typ ±15 mm (mm mode), range 1 . . . 8 m
typ ±4 cm (cm mode), range 1 . . . 20 m
approx. 4.5 kg
156 × 185 × 136.8 mm

distance between the laser and the object.
In contrast to the UHG-08LX Laser this device is optimized to be used outdoors and implements an algorithm for fog correction, and for cutting raindrops and
snowflakes out.
The main technical features of the SICK LMS 200 laser are shown in Table 8.5.
The SICK LMS 200 is shown in Fig. 8.5(a)

Global Positioning System
A Global Positioning system (GPS) is available to be mounted in our testbed for
outdoor applications. It is composed of two parts namely, the enclosure and the
antenna respectively. The enclosure model we have is a ProPak-V3 [51] and the
antenna model is a GPS-702-GG [52].
The ProPak-V3 provides 72 channels, L1 and L2 GPS+GLONASS, a USB interface and SPAN capabilities which links the ProPak-V3 to an IMU. This guarantees
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Table 8.6: General specifications of the ProPak-V3
Power source
Power consumption
Antenna port power output
Communication ports

Operating temperature
Horizontal position accuracy (RMS)
Data Rate
Time accuracy
Dimensions
Weight

9 - 18 VDC
2.8 W
5 VDC max 100 mA
1 RS-232 (921,600 bps)
1 RS-232 (230,400 bps)
1 USB 1.1 (5 Mbps)
−40◦ C − 75◦ C
Single point L1: 1.8 m
Single point L1/L2: 1.5 m
50 Hz
typ 20 ns
185 × 160 × 71 mm
1 kg

stability for position, velocity and attitude measurements even in periods when satellite signals are blocked.

The GPS-702-GG antenna uses L1 and L2 frequencies and the signal reception
is combined GPS+GLONASS. Furthermore, the phase center is stable which means
that the phase center remains constant as the azimuth and elevation angle of satellites
change.

Both devices, the enclosure and the antenna are made of durable, waterproof
materials. Furthermore, they are vibration resistant.

The technical specifications of the ProPak-V3 and the GPS-702-GG are given in
Tables 8.6 and 8.7 and the devices are shown in Fig. 8.5(b).
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Table 8.7: General specifications of GPS-702-GG
Power source
Power consumption
Operating temperature
3dB pass band
LNA gain
Propagation delay
Nominal impedance
Dimensions
Weight

4.5 - 18 VDC
35 mA
−40◦ C − 85◦ C
L1: 1588.5 ± 2 MHz
L2: 1236 ± 18.3 MHz
29 dB
5 ns (maximum)
50 Ω
185 mm diameter × 69 mm
500 g

Sonar Front Array

This low cost sensor is a classroom oriented tool to give the students experience with
obstacle detection sensors [45]. As shown in Fig. 8.6(a), the circular sensors at the
front of the robot forms an array of sonars, with 2 sonars on each side and 6 more

(a)

(b)

Figure 8.5: The picture in (a) shows The SICK LMS 200 laser at the Marhes lab at
The University of New Mexico and the picture in (b) shows the enclosure ProPak-V3
(lower left) and the antenna GPS-702-GG (upper right) for the GPS system.
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Table 8.8: General specifications of the motion encoders of the P3-AT robots
Counts/rev
Counts/mm
Counts/rotation

34,000
49
22,500

Table 8.9: General specifications of the Werker Battery
Charge
Run Time
Run Time
Recharge time
Recharge time

252 W-hrs
2-3 hrs (with PC)
4-6 hrs (without PC)
6 hrs/battery (std charger)
2.4 hrs/battery (hight speed charger)

forward covering interval angles of 20◦ .

Motion Encoders
The P3-AT comes with 4 motion encoders [45] ready-to-use with the features shown
in Table 8.8,

8.1.2

Power Source

The P3 - AT robot can accommodate up to three [53] WKA12-7.5F batteries which
can store up to 252 W-hrs and provide 12 VDC. If the robot is equipped with good
condition batteries the average run time is around 2 to 3 hrs. The werker battery
used for our experiments is shown in Fig. 8.6(b).
Some features of the standard batteries are shown in Table 8.9.
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(a)

(b)

Figure 8.6: The picture in (a) shows the front sonar array of a P3-AT robot and the
picture in (b) a 12VDC werker battery used in the P3-AT robots.

8.2

The P3-AT Software Libraries

In this section we describe the software tools available in the Marhes lab, used to
access and control the different sensors and devices in the P3-AT robots.

8.2.1

The Player/Stage/Gazebo Project

The Player/Stage/Gazebo project is an open source development oriented to support
the research in robotics and sensor systems [43]. Player/Stage/Gazebo is available
for download at http://sourceforge.net/projects/playerstage/files/ under
the policies of the GNU General Public License. Any developer has access to the
codes in order to modify them, in that way new hardware drivers can be developed
and the old drivers can be improved.
The project involves three components namely Player, Stage and Gazebo. The
operating systems compatible with Player/Stage/Gazebo are Solaris, Linux and Mac
OSX. Recently, just the component Player v-3.0.0 has been ported to run on Windows
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but any work has been done neither in Stage nor Gazebo yet.

Player
Player [43] is a network server aimed to control the robots and the sensors and
actuators attached to it thorough an IP network. A program running in the client
communicates to a Player server through a TCP socket. Player provides a network
interface for the sensors and actuators on the robot which allows the client program
to read data and send commands to the actuators in real time.
Player has a good variety of drivers which support several robot models, sensors
and actuators. Some developments in speech and pattern recognition software are
supported by Player as well. Furthermore, it is worth mentioning that simulators like
Stage and Gazebo are compatible with Player. A complete list of Player supported
devices can be found at http://playerstage.sourceforge.net/doc/Player-2.1.
0/player/supported\_hardware.html.
Using Player, several clients can access the same robot at the same time which
makes it a good option for experimenting with multivehicle control and coordination
applications. The typical programming languages used for player are C++, Tcl, Java
and Python which support TCP sockets. Particularly in the Marhes lab we have
been working with C++.

Stage
Stage [54] is a two-dimensional simulator aimed to support research in multiagent
autonomous systems. It can simulate populations of sensors, robots, objects and
environments to be sensed and manipulated by the robots. It provides simplified
models of several devices in order to make the simulations computationally possible,
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providing a good approach to the real experiment.
Stage is provided with several mechanicals and dynamical models which are realistic enough to try the algorithms out before implementing them in the real robots.
Using the Stage plug-in for player libstageplugin we can interface Player with Stage
in order to control a population of virtual robots in a virtual world thorough a TCP
socket.
In order to create a customized virtual world, Stage provides tools to identify
blueprints of a building from a common bitmap and allows you to add customized
bodies with dynamical and geometric parameters to be manipulated by the virtual
robots. Stage has an available model of the P3-AT robot which was used in our
simulations. A sampling of a P3-AT robot taking measurements of an obstacle using
a Stage model of the SICK LMS 200 laser is shown in Fig. 8.7.

Gazebo
Gazebo [55] is a three-dimensional simulator which provides virtual environments
composed of objects and blueprints that can be sensed and manipulated by virtual
robots. It is provided with dynamical models which simulate different forces such as
friction and gravity that are merely considered in a two-dimensional simulator such as
Stage. Furthermore, Gazebo can emulate collisions and even sensor measurements.
Gazebo interfaces with Player in order to implement the client applications in the
virtual environment. However, using the Gazebo libraries libgazebo the developers
are able to interface Gazebo with their own customized server/client applications.
Gazebo provides some tools to design customized models of new sensors, robots
or even objects using three-dimensional predefined geometric shapes and different
colors and textures. There is a predefined mechanical model of the P3-AT robot for
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Figure 8.7: A Stage model of a P3-AT robot (in red) with a gripper and an LMS
200 laser exploring a virtual world with different kinds of objects, including another
P3-AT robots.

gazebo as the one shown in Fig. 8.8 (b). Notice the resemblance with the picture
shown in Fig. 8.8 (a).

8.2.2

Hardware-Software Interaction

After describing the main features of the hardware and software modules involved in
our multivehicle testbed we consider convenient to describe the interaction between
them. Based on Fig. 8.9 we See that the embedded computer in the P3-AT robot
accesses the sensors and actuators in the robot through several interfaces such as
the USB, FireWire or RS-232 ports. Using the P3-AT player libraries the computer
can communicate with each one of the sensors and actuators using the corresponding
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(a) Real P3-AT

(b) Virtual P3-AT

Figure 8.8: The pictures show the appearance of the real P3-AT and the Gazebo
model of a P3-AT.

drivers.
The embedded computer acts as a server and the client program can be running
locally or remotely, so that the client uses a TCP socket through a network which
most of the time is wireless as indicated in the diagram. A wired connection is
possible, however for the mobility of the robots it becomes cumbersome.
Notice that the client program can access the service from the embedded computer
in the robot or from one of the simulators we presented previously. Lastly, in the
Marhes lab all the P3-AT robots work with a reduced installation of Ubuntu linux
version 8.04 which is a stable version suitable for network applications.
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Client
High Level Control
(Remote)

Simulators

Embedded Computer (Server)
Ubuntu Linux 8.04
Pioneer 3 – AT Libraries

Stage (Player - 2D)
Gazebo (Player - 3D)

Wi-Fi
802.11g

Robot Control Software

Pioneer 3 – AT Robots
Player Sensor Server
Camera
Hokuyo Laser
SICK LMS 200 Laser
Sonar Ring

USB
FireWire
RS-232

Phidgets
Robotic Arm
Novatel GPS
Odometry

Figure 8.9: The diagram illustrates the software-hardware interaction and the software architecture of the robot. Notice that the services of Player run locally in
the P3-AT robots allowing a local or remote application to access the sensors and
actuators of the real or virtual robot.
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Chapter 9
Conclusions and Discussion
In this thesis we have developed an adaptive controller for deployment of nonholonomic sensor networks to carry out a coverage and estimation of a parameterizable
density function in a convex sampling space. We provided a stability theorem which
states that the robots distribute themselves in an optimal way over the density
function solving the locational optimization problem. The theorem guarantees the
convergence of the estimation of the density function parameters based on local
measurements of the mobile sensors. The mobile sensors were modeled as unicycle
vehicles and a nonlinear steering control law in polar coordinates was used to drive
them and guarantee stability.
Previous versions of this controller in the literature [56],[57] have shown that
this kind of controller can be useful in search and rescue missions, environmental
monitoring and automatic surveillance of buildings or towns. The main difference
with similar approaches in the literature is the inclusion of nonholonomic sensor
networks as well as the validation of the controller in dynamic density functions with
piece-wise constant parameter dynamics.
Through simulations in Stage and Matlab as well as some experimental testing
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using a team of four P3-AT robots and the Player/Stage/Gazebo project we verified
our theoretical results. The experiments showed that the implementation of our
coverage controller is feasible and useful in practice.
The assumptions presented in the development of this thesis may or may not be
fulfilled in a real scenario. The sampling space is considered convex and the density
function is not only assumed to be parameterizable but the parameters should be
positive. The communication between the sensors and their neighbors is considered
perfect to allow the calculation of the Voronoi partitions and the transmition of
their measurements and positions thorough the network. During the experiments we
assumed that the odometry was perfect, but usually some error corrections method
should be applied.
Our future work is aimed to overcome the mentioned issues. Designing an extension for non-convex sampling spaces similar to the one in [37] and considering
obstacles would give us a more realistic approach. Considering possible communication failures in our mathematical model and applying odometry correction mechanisms such as vision and Kalman filtering [58] would help us improve the robustness
and accuracy of the system. Furthermore, the development of a theoretical framework for continuous time variant density functions rather than piece-wise constant
density functions is encouraging in order to spread the range of applications of our
controller. Finally, the study of mechanisms to fulfill the persistency of excitation
condition to guarantee the convergence of the parameter estimation vector âi to zero
would improve the estimation performance of the system.
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Complement of the Proof of
Stability (Theorem 4)
Since the weighting function w(t) in the second term

Pn

i=1

γ

Rt
0

w(τ )(Ki(τ )T ãi )2 dτ in

(5.10) is designed to be non-negative (e.g., an exponential function) and is multiplied
by a quadratic expression, then the whole term is non-negative.
For the third term in (5.10)

Pn

i=1

ãTi ζ

P

j∈Ni (âi

− âj ), and following the same

procedure as [57], we have that for a graph G = (V, E) with vertices V = {v1 , . . . , vn }
and edges E = {e1 , . . . , el }, ei = {vj , vk }, we can associate every agent to one vertex.
Now, we can define the neighborhood set of vertex vi as Ni = {j|vi , vj } ∈ E with
the adjacency matrix A of G defined as

 1 for {v , v } ∈ E,
i j
A(i, j) = A(j, i) =
 0 otherwise.

Based on [57] we define the laplacian matrix as L = diagni=1 (|Ni|) − A. For this

specific case the graph is connected, then L ≥ 0 with a unique eigenvalue in 0 and the
associated eigenvector 1 = {1, . . . , 1}. This means that L1 = 1T L = 0, xT Lx ≥ 0∀x,
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and xT Lx = 0 implies x = 0 or x = 1c for some c ∈ R.
Now, expressing the third term in (5.10) in terms of the laplacian we have
n
X

ãTi ζ

i=1

X

(âi − âj ) = ζ

m
X

b̃Tj L(t)b̂j ,

(A.1)

j=1

j∈Ni

where bj = a(j)1, b̂j = [â1 (j) . . . ân (j)]T and b̃j = b̂j − bj .
Then we have that bTj L(t) = a(j)1T L = 0 and (A.1) becomes
ζ

m
X

b̃Tj Lb̂j

j=1

=ζ

m
X

b̂Tj Lb̂j ≥ 0,

j=1

Since for the connected graph L(t) ≥ 0 ∀t ≥ 0 then the third term in (5.10) gives
n
X
i=1

ãTi ζ

X

(âi − âj ) ≥ 0,

j∈Ni

which is non-negative.
ãTi Iproj â˙ prei in (5.10) we have that the j-th scalar term
in the summation is ãTi (j)Iproj (j)â˙ prei (j).
For the fourth term

Pn

i=1

From (4.13) we have that if ãi (j) > amin or if ãi (j) = amin and â˙ prei ≥ 0 the
scalar term becomes 0. On the other hand if âi (j) < amin and â˙ pre < 0 then
i

ãi (j) = âi (j) − a(j) ≤ 0 and from (4.13) Iproji (j) = 1, then
ãTi (j)Iproj (j)â˙ prei (j) ≥ 0 ∀j = 1, . . . , n,
and we conclude that the fourth term in (5.10) is non-negative.
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