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Abstract
Hand signals are commonly used in applications such as
giving instructions to a pilot for airplane takeoff or direc-
tion of a crane operator by a foreman on the ground. A
new algorithm for recognizing hand signals from a single
camera is proposed. Typically, tracked 2D feature posi-
tions of hand signals are matched to 2D training images.
In contrast, our approach matches the 2D feature positions
to an archive of 3D motion capture sequences. The method
avoids explicit reconstruction of the 3D articulated motion
from 2D image features. Instead, the matching between the
2D and 3D sequence is done by backprojecting the 3D mo-
tion capture data onto 2D. Experiments demonstrate the ef-
fectiveness of the approach in an example application: rec-
ognizing six classes of basketball referee hand signals in
video.
1. Introduction
Hand signals are useful for non verbal communication when
people are out of voice range or in a noisy environment.
Such hand signals are commonly used in scenarios such as
directing an airplane to the runway for takeoff or controlling
the flow of traffic at a road junction. Hand signals are also
used as an interface for instructing robots [18].
This paper describes a technique for recognizing hand
signals from a sequence of tracked 2D feature positions ob-
tained with a single uncalibrated camera. The sequence of
2D feature positions is assumed to be temporally segmented
and the system tries to recognize the sequence by matching
it against an archive of 3D motion capture data of hand sig-
nals.
The two key motivations for using 3D motion capture in-
clude ease in obtaining high quality motion capture data and
greater accuracy in representing hand signals as compared
to a 2D representation.
The matching algorithm between a 2D sequence and a
3D sequence lies at the heart of our recognition algorithm.
Broadly speaking, the algorithm computes a dissimilarity
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score between a 2D sequence and a 3D motion capture se-
quence in two steps. Firstly, the 3D motion capture data is
projected to 2D and the optimal projection matrix is cho-
sen by minimizing the back projection error between each
frame of the 2D and 3D sequences. Secondly, a Dynamic
Time Warping (DTW) algorithm is used to find the best
alignment between the 2D and 3D sequence. In our imple-
mentation, the two steps are fused together to form a coher-
ent matching algorithm. During recognition, the 3D motion
capture data with the lowest matching score will be output
as the recognition result.
This technique does not place any assumptions on the lo-
cation or movement of the camera. The camera is allowed
to move freely and such flexibility gives the algorithm the
ability to compare 2D motion taken from an uncalibrated
camera from any view point. Additionally, there is no need
to reconstruct the 3D body motion from the tracked 2D fea-
tures sequence during the matching process.
In this prelimiary study, we assume that the sequence has
been temporally segmented and the 2D feature points can
be reliably tracked over the whole sequence. Based on this
assumption, experiments are performed on synthesized test
sequences and results are encouraging. Further experiments
in Section 4 also show that the algorithm works well when
feature points are missing or corrupted with noise.
2 Related Work
Typically, such an algorithm would be useful in gestural
communication with intelligent vehicles such as directing
an Unmanned Aerial Vehicle (UAV). Cohen worked on
recognizing oscillatory motion [5] derived from frequently
used aircraft runway commands. The two main types of os-
cillatory motion identified are circular and linear. Circular
motions are those that form an ellipse on the image plane
and linear are those that form a line in the image plane. The
oscillatory motions are compactly described using a system
of differential equations. Though elegant, a fair amount of
trial and error is needed to handcraft models for hand signal.
2D-2D Matching: Template based methods typically
build and store models of features extracted from the train-
ing video footage to be used for comparison during the
recognition stage. Motion Templates [2] compress informa-
tion from a temporal sequence into a single image. Efros,
et al. [6] separate optical flow into four channels and use
it as a feature for each frame. High recognition rates have
been reported using such techniques but templates are usu-
ally view-dependent and require training video footage to
be taken from multiple viewpoints in order to form a repre-
sentative training set.
2D-3D Matching: A technique based on invariants [13]
has been proposed for human motion recognition. The
technique extracts 2D invariants from the video footage for
matching with 3D invariants obtained from motion capture
sequences. Classification is achieved by matching the 2D
invariants against a set of 3D invariant features obtained
from a motion capture library. Thus given a 2D invariant
feature, the algorithm will try to solve for the correspond-
ing 3D invariant feature. As it is a under-constrained prob-
lem, the solution is a quartic surface in 3D invariant feature
space. Therefore recognition is reduced to a path-surface
intersection problem with the 3D invariants from the mo-
tion capture library. Only results of classifying individual
frames for running, walking and sitting sequences are re-
ported. Moreover, the method does not address the time
scaling problem between two motion sequences.
3D-3D Matching: Dynamic Time Warping is used in an
animation retrieval system [9, 10]. Given a 3D motion data
segment as a query, comparison between the query and an
element in the database is done using a dynamic program-
ming approach. Each frame of the motion data consists of
surface points derived from the mesh representing the an-
imation model. Taking into account that motion matching
should be invariant to the location of the animation model
on the ground as well as the direction it is facing, the dissim-
ilarity function first computes the rotation and translation
that aligns the two frames, and then takes the weighted Eu-
clidean distance between corresponding points. The dissim-
ilarity measure proposed in this paper shares a similar idea
of finding the optimal transformation parameters to project
the 3D database motion frame in order to match it with a
2D query frame. The main difference lies in the fact that
the rotation and translation are represented in the projection
matrix implicitly.
3. Aligning a 2D sequence with a 3D
sequence
Alignment is usually a preprocessing step prior to comput-
ing the actual matching score between two sequences. The
purpose of aligning two sequences is to handle the time
scale difference between the two time sequences. For ex-
ample, both sequences may be sampled from the same sig-
nal at different rates, thus there is a mismatch in the num-
ber of sample size. Natural variation in speed among peo-
Figure 1: Hand signals used for the experiments. Images are
obtained from NBA website at www.nba.com
ple is another probable cause. Thus alignment ensures that
the points on one sequence are matched to correspondingly
similar points on the other sequence.
A standard technique for aligning sequences is to use
the Dynamic Time Warping algorithm (DTW). Tradition-
ally the two sequences to be aligned are expressed in the
same representation. For example, matching time series or
aligning words to find the longest subsequence.
When dealing with a 2D pose sequence and a 3D pose se-
quence, we need to define a dissimilarity between the two.
One way to make a comparison is to transform one signal
into the same representation as the other. Such a transfor-
mation can be applied to the 2D pose sequence or the 3D
pose sequence. A method of transforming the 2D pose se-
quence into 3D pose sequence is to reconstruct the 3D struc-
ture from the 2D pose sequence using techniques such a
pose from a single image [1, 16, 14]. Alternatively, tech-
niques for monocular motion capture could be used to re-
construct a 3D pose sequence from the monocular 2D pose
sequence [12, 7]. Both sets of approaches are inherently dif-
ficult as such a reconstruction is an ill-posed inverse prob-
lem.
An alternative explored in this paper is to back-project
the 3D pose sequence onto the 2D pose sequence. Such
a transformation is more appealing as the problem is well-
posed, granted that a sufficient number of correspondences
is known. Then the next issue is finding the best projection
matrix to back-project the 3D pose onto 2D.
3.1 Matching a 2D pose with a 3D pose
Assuming that correspondences between the 3D points and
2D feature points are known, given a 3D pose p with k
joints
p = (x1, y1, z1, . . . , xk, yk, zk)T
and a 2D pose q with k feature points,
q = (u1, v1, . . . , uk, vk)T
the goal is to find the projection matrix M that minimizes
the back-projection between p and q. Where
M =

m11 m12 m13 m14m21 m22 m23 m24
m31 m32 m33 m34

 .
One way of recovering the matrix M is to minimize the
least squares distance between the 2D points and the back-
projected 3D points. A solution is given in Section 6.3 of
[17] and a minimum of six correspondences is required in
order to solve for the eleven independent entries in M. For
completeness the algorithm is briefly described here.
Since the correspondences between the 3D points p and
the 2D features q are known, we can form the equation :
Am = 0,
with
A=
0
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and
m = [m11,m12, . . . ,m33,m34]T .
The least squares solution to the above equation can
be obtained via the Singular Value Decomposition (SVD).
With A = UDVT , m corresponds to the column of V
with the smallest singular value found in A.
The matrix M is correct up to a scaling factor γ. To
recover γ, it suffices to observe that
κγ
√
m231 +m
2
32 +m
2
33 =
√
r231 + r
2
32 + r
2
33 = 1
where κ ∈ {1,−1} denotes the sign and rij are the entries
of the rotation required to align the 3D points with the 2D
points. The value of κ can be derived from m34 using the
relation
Tz = κγm34
where [Tx, Ty, Tz]T is the origin of the world reference
frame. The value of [Tx, Ty, Tz]T can always be chosen
to be positive as it is user defined. In our experiments, the
world reference frame is translated to the root of the skele-
ton, that is joint one in Figure 2.
After obtaining the correct scaling factor γ, the desired
dissimilarity function is
D(p,q) =
k∑
i=1
‖P(

xiyi
zi

)−
[
ui
vi
]
‖
Where P is the function that applies the projection matrix
γκM to [xi, yi, zi]T to obtain the corresponding 2D points.
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Figure 2: Feature positions for the 3D motion capture data.
3.2 Computing the alignment score
Given a 3D motion capture sequence
P =< p1, . . . ,ps >
of length s and a sequence of 2D feature locations
Q =< q1, . . . ,qt >
of length t, an alignment between the two sequences can
be computed via the DTW algorithm. The score σ for the
alignment is defined using the recurrence relation
σ(P,Q) =


0 if len(P) = 0 or len(Q) = 0
D(p1,q1) +min


σ(⇓P,Q),
σ(P,⇓Q),
σ(⇓P,⇓Q)
otherwise
where
len(< p1, . . . ,ps >) = s
⇓< p1,p2, . . . ,ps > = < p2, . . . ,ps >
An efficient algorithm to compute the σ is to use dy-
namic programming. The DTW algorithm proceeds by
computing an s + 1 by t + 1 matrix E starting from the
cell E(s, t). Where
E(i, j) =


0 if i > s or j > t
D(pi,qj) +min


E(i+ 1, j)
E(i, j + 1)
E(i+ 1, j + 1)
otherwise
and the algorithm is summarized in Algorithm 1.
The matrix E is used to solve the recurrence relation in
a bottom up manner. Ultimately, the entry E(1, 1) will con-
tain the score σ. It stores the cumulative dissimilarity value
of the optimal alignment path between the two sequences.
To prevent bias toward lower error for shorter sequences,
σ is normalized by the length of the optimal path l. The
average dissimilarity score σˆ is defined as
σˆ(P,Q) = σ(P,Q)/l.
Computation of the optimal path length l is described by
the function backtrack in Algorithm 1.
For each query, the algorithm computes the dissim-
ilarity function D O(st) times. Each invocation of
D makes a call to the SVD algorithm with complexity
O(min{2k(12)2, (2k)2k}). Ignoring constants the com-
plexity is O(k) for the SVD algorithm and the overall time
complexity is O(stk).
4 Experiments and Results
The motion capture data used in our experiments is obtained
from the CMU Graphics lab [4]. It contains motion cap-
ture of nine different subjects performing basketball hand
signals. Six different signals are chosen and manually seg-
mented into the individual hand-signals. The hand-signals
are depicted in Figure 3. Below is a breakdown of the six
hand-signals :
1. Blocking and Technical Foul are static poses.
2. Jumpball and Pushing are non-cyclic but dynamic
hand-signals
3. Illegal Dribble and Traveling are cyclic and dynamic
hand-signals
Table 1 shows the distribution of the motion capture data
for training and testing. From the nine subjects, four of
them are used for training and the remaining five subjects
are used for testing. The feature points used in the experi-
ments are show in Figure 2.
The classifier used is the nearest neighbor classifier.
Given a query sequence Q, the classifier will compare Q
against all 3D motion segments in the database using the
score σˆ. The query Q is assigned the same motion label
as the lowest scoring 3D motion segment. The algorithm is
summarized in Algorithm 1.
Currently using unoptimized Matlab code, it takes ap-
proximatly 55 secs to compare a query sequence of length
40 frames against the entire database of 5170 frames. The
machine used is a 2.2 GHz AMD Opteron Processor run-
ning Matlab 6.5.
Algorithm 1 Classifying a 2D features sequence Q.
Input : Query Q =< q1, . . . ,qt > and database DB contain-
ing 3D motion capture sequences
for each element P ∈ DB do
score[i] = σˆ(P,Q)
label[i] = handsignal category of P
end for
Return the label with the lowest score
Function σˆ(< p1, . . . ,ps >,< q1, . . . ,qt >)
Initialize a matrix E of size s+ 1 by t+ 1 with zeros
Set row s+ 1 and column t+ 1 of E to ∞
E(s+ 1, t+ 1) = 0
for i = s downto 1 do
for j = t downto 1 do
E(i, j) = min{E(i+1, j), E(i, j+1), E(i+1, j+1)}
E(i, j) = E(i, j) +D(p,q)
end for
end for
l=backtrack(E)
Return E(1, 1)/l
Function : backtrack(E)
Let s and t be the number of rows and columns in E respec-
tively.
l = 0
r = 1, c = 1
while not (i = s and j = t) do
if r = s then
c = c+ 1
else if c = t then
r = r + 1
else
Find the minimum value among E(r + 1, c), E(r, c + 1)
and E(r+ 1, c+ 1). The variable r and c will take on the
coordinates of the lowest value.
end if
l = l + 1
end while
Return l
4.1 Experiment 1: Using all feature positions
In the first experiment, all the feature positions in Figure 2
are used for testing the effectiveness of the algorithm. The
test cases are synthesized from the five testing subjects E,
F, G, H and I. The test subjects’ motion capture data is pro-
jected to obtain a frontal view. The projected 2D feature
positions are used as input for this experiment.
Results of the experiment are shown in Table 2. All the
2D query motions are correctly classified except for two
misclassified Illegal Dribble sequences. For the first mis-
classification, the subject did not lift his hands high enough
when executing the Illegal Dribble hand-signal. Therefore,
from a frontal view, it was confused with the Pushing hand-
signal. For the other query, it was wrongly matched to a
Subj Bl
oc
ki
ng
Ill
eg
al
D
rib
bl
e
Ju
m
pB
al
l
Pu
sh
in
g
Te
ch
ni
ca
lF
o
u
l
Tr
av
el
in
g
Train
A 0 2 2 2 2 2
B 0 1 1 1 1 1
C 0 2 2 2 2 2
D 2 2 2 1 0 3
Total 2 7 7 6 5 8
Test
E 0 2 2 2 2 2
F 0 2 2 2 2 2
G 0 1 1 1 1 1
H 0 1 1 1 1 1
I 3 3 3 3 0 3
Total 3 9 9 9 6 9
Table 1: The distribution of motion capture samples used for
training and testing in the experiments.
training subject who was not performing the full action of
the Jumpball hand-signal. The training subject’s Jumpball
hand-signal moved only a small distance instead of over the
head and this lead to the confusion.
4.2 Experiment 2: Simulating a robust
tracker
This experiment simulates the scenario when the 2D fea-
tures could be robustly tracked. Such tracking results could
come from tracking brightly colored markers on the subject;
for example, using a robust estimator to fit features tracked
over multiple frames with a motion model [11] .
Given the true 2D position x of a feature point on the
image and the corresponding feature position y obtained by
using the tracker, the tracker error  is defined as  = ‖x −
y‖. We further assume  follows a Gaussian distribution
where  ∼ N (0, α). The tracker is parameterized by its
error margin α. For example with an error margin of α
pixels, it implies that 95% of the time, the tracked position
falls within a radius 2α of the true position .
In this experiment, the height of the person is scaled to
one and zero mean Gaussian noise is added to each feature
position to simulate tracked feature points. The standard
deviation of the noise was varied between 0 and 0.1.
The recognition results are shown in Figure 3. The x-
axis represents the error margin of the tracker and the y-axis
denotes the overall recognition rate. The solid line curve
represents how the overall recognition rate varies with the
tracker’s error margin. The black dots represent the experi-
ments conducted under the corresponding error margin.
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Blocking 3 0 0 0 0 0 100%
Illegal Dribble 0 7 1 1 0 0 78%
Jumpball 0 0 9 0 0 0 100%
Pushing 0 0 0 9 0 0 100%
Technical Foul 0 0 0 0 6 0 100%
Traveling 0 0 0 0 0 9 100%
Overall Acc 96%
Table 2: Confusion Matrix results. Each row contains outcome
of classifying queries drawn from the same hand-signal category.
The diagonal entries are the number of correctly classified queries
and the off-diagonal entries represent misclassification
Within the range 0 to 0.06 error margin, the overall accu-
racy drops slowly with a gentle slope. Beyond 0.06 standard
deviation, the recognition declines at a higher rate. Thus in
the context of tracking, it is desirable that the tracker per-
forms with an error margin of at most 0.06 (in normalized
coordinates), to obtain reasonable recognition rates of 96%
to 70%. Analogously if the person’s height is 300 pixels
tall, the error between the tracked feature points and true
feature position should be less than 36 pixels, 95% of the
time.
4.3 Experiment 3: Reduced number of fea-
ture positions
In a realistic scenario, not all the 31 feature positions in Fig-
ure 2 are trackable. Experiment 3 investigates the effect of
decreasing feature positions on recognition rate. In a bas-
ketball game sports video, feature positions like 4,7 and 10
are on the spine. These positions may not be realistically
trackable and hence they are dropped from Experiment 3.
Similarly, positions 1, 2, 3, 8, 9, 11, 12, 18, 22, 23, 24 and
25 are also dropped. The number of feature positions is re-
duced from 31 to 14. These 14 feature positions are denoted
by the shaded circles in Figure 2. As before, noise is also
added to the 2D feature sequences to simulate tracking.
The experiment results are shown in Figure 3. The
dashed line with triangles plots recognition rate versus noise
level using the 14 shaded feature positions. The triangles
denote the actual experiments performed and the curve is
interpolated from these points.
To obtain a reasonable accuracy between 75 % and 90%,
the tracker is expected to have an error margin less than 0.04
measured in normalized coordinates. Again, using the 300
pixels tall man as an example, the tracker should be within
24 pixels of the true position 95% of the time.
In the last experiment, the number of feature positions
are further dropped from 14 to 10. The four points removed
represent feature positions on the legs. This simulates the
real world example where only the upper body of the ref-
eree is visible in the video. The recognition curve is shown
as a dotted curve with crosses in Figure 3. Once noise is
added, the experiment’s overall accuracy falls below 30%.
This experiment suggests that the upper body representation
is not robust to noise. With the feature points on the legs
removed, the upper body feature points are able to match
more 3D poses by rotating about the spine, thus reducing
the chances of finding the correct match. A possible solu-
tion may be to track more feature points on the arms, hands
and face.
5 Conclusion and Future Work
A new technique for recognizing 2D motion using a 3D mo-
tion capture data archive is described in this paper. The
algorithm has the advantage of viewpoint invariance as it
automatically computes the optimal projection matrix be-
tween the 2D and 3D sequence as part of the matching pro-
cess.
In this preliminary work, only synthesized data is used
for experiments and results are encouraging as misclassi-
fication rates are reasonable. In the experiments, we have
shown the behavior of the tracker with respect to differ-
ent levels of noise. Simulating different real world condi-
tions, the experiments relate the behavior of the tracker to
the recognition rate of the algorithm.
The next step is to evaluate the recognition rate of the
algorithm on real footage of basketball games. This will
require modules for detection and tracking of the referee
e.g, [8, 19]. Given overall position of the referee ob-
tained via person tracking, body feature locations could be
tracked [3]. Reliability of body feature tracking could be
further improved through the use of skin-color based hand
tracking, as well as a face detection/tracking module [15].
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