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Abstract
We examine statistical approaches to two signicant areas of deconvolution - Blind
Deconvolution (BD) and Robust Deconvolution (RD) for stochastic stationary signals.
For BD, we review some major classical and new methods in a unied framework of
nonGaussian signals. The rst class of algorithms we look at falls into the class
of Minimum Entropy Deconvolution (MED) algorithms. We discuss the similarities
between them despite dierences in origins and motivations. We give new theoretical
results concerning the behaviour and generality of these algorithms and give evidence
of scenarios where they may fail. In some cases, we present new modications to the
algorithms to overcome these shortfalls.
Following our discussion on the MED algorithms, we next look at a recently
proposed BD algorithm based on the correntropy function, a function dened as a
combination of the autocorrelation and the entropy functiosn. We examine its BD
performance when compared with MED algorithms. We nd that the BD carried
out via correntropy-matching cannot be straightforwardly interpreted as simultane-
ous moment-matching due to the breakdown of the correntropy expansion in terms
of moments. Other issues such as maximum/minimum phase ambiguity and compu-
tational complexity suggest that careful attention is required before establishing the
correntropy algorithm as a superior alternative to the existing BD techniques.
For the problem of RD, we give a categorisation of dierent kinds of uncertainties
encountered in estimation and discuss techniques required to solve each individual
case. Primarily, we tackle the overlooked cases of robustication of deconvolution
lters based on estimated blurring response or estimated signal spectrum. We do
this by utilising existing methods derived from criteria such as minimax MSE with
iii
imposed uncertainty bands and penalised MSE. In particular, we revisit the Modied
Wiener Filter (MWF) which oers simplicity and exibility in giving improved RDs
to the standard plug-in Wiener Filter (WF).
iv
Table of contents
Abstract ii
1 Introduction 2
1.1 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Preamble: A Review of Methodologies for Some Important Prob-
lems in Deconvolution 8
2.1 Blind Deconvolution . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1 Blind Deconvolution - Minimum Entropy Deconvolution (MED)
and Related Algorithms . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Blind Deconvolution - Correntropy-based Deconvolution . . . 13
2.2 Robust Deconvolution . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Inhomogeneous Signals, Ill-conditioned Systems and Other Interesting
Problems in Deconvolution . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Wavelet Based Deconvolutions . . . . . . . . . . . . . . . . . . 17
2.3.2 Other Deconvolution Approaches - Maximum Likelihood De-
convolution, MAP Deconvolution, Relative Entropy Deconvo-
lution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3 Blind Deconvolution - Signal Considerations 22
3.1 The Generalised Gaussian Distribution . . . . . . . . . . . . . . . . . 23
3.1.1 Simulation of GGD variates . . . . . . . . . . . . . . . . . . . 24
3.1.2 SubGaussianity, SuperGaussianity and the Generalised Gaus-
sian Distribution . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 GGD Related Models - the Laplace Mixture Model and the Normal
Scale Mixture Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.1 The Laplace Mixture Model . . . . . . . . . . . . . . . . . . . 26
3.2.2 Continuous Scale Mixture of the Gaussian Distribution . . . . 26
3.3 Complex Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4 Blind Deconvolution - Minimum Entropy Deconvolution and Re-
lated Methods 30
v4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2 A Note on Partial Order . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3 Constant Modulus Algorithm (CMA) . . . . . . . . . . . . . . . . . . 33
4.3.1 Implementation of CMA . . . . . . . . . . . . . . . . . . . . . 35
4.3.2 CMA Cost Surface . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3.3 Stabilising Matrix . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.4 CMA - Example . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3.5 Convergence Issues . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.6 Extension of CMA for Complex signals - Constant Norm Algo-
rithm (CNA) . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.4 Gray's Variable Norm Algorithm . . . . . . . . . . . . . . . . . . . . 48
4.4.1 Implementation of the VNA . . . . . . . . . . . . . . . . . . . 50
4.4.2 Perturbation Method (Newton-type Method) . . . . . . . . . . 53
4.4.3 Gray's VNA Cost Surface . . . . . . . . . . . . . . . . . . . . 56
4.4.4 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.4.5 Gray's Variable Norm and Spectral Smoothing . . . . . . . . . 63
4.5 Shalvi-Weinstein's Super-Exponential Methods . . . . . . . . . . . . . 65
4.5.1 Toeplitz SW Algorithm . . . . . . . . . . . . . . . . . . . . . . 67
4.5.2 Implementation of the SW . . . . . . . . . . . . . . . . . . . . 69
4.5.3 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.5.4 SW in the Frequency Domain . . . . . . . . . . . . . . . . . . 78
4.6 Pinchas and Bobrovsky's Maximum Entropy Approach for Blind De-
convolution with Conditional Expectation . . . . . . . . . . . . . . . 81
4.7 Comparison of CMA, VNA and SW . . . . . . . . . . . . . . . . . . . 84
4.7.1 Example - GGD signals . . . . . . . . . . . . . . . . . . . . . 85
4.7.2 Example - GGD signals, Colouring in Signal, Noise and Prewhiten-
ing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.7.3 Example - Complex Signals . . . . . . . . . . . . . . . . . . . 92
4.7.4 Example - Laplace Mixtures . . . . . . . . . . . . . . . . . . . 92
4.8 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.9 Further Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5 Blind Deconvolution - Entropy and Correntropy 97
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2 Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.3 The Correntropy Function . . . . . . . . . . . . . . . . . . . . . . . . 105
5.4 Correntropy and its expansion in terms of moments . . . . . . . . . . 108
5.4.1 Correntropy and the form of the source process . . . . . . . . 109
5.4.2 Stationarity of Source Process . . . . . . . . . . . . . . . . . . 109
5.4.3 NonGaussianity of Source Process . . . . . . . . . . . . . . . . 109
5.4.4 A Divergent Expansion . . . . . . . . . . . . . . . . . . . . . . 110
5.4.5 A Sucient Condition for Convergence . . . . . . . . . . . . . 112
vi
5.4.6 Formal Denitions of Sub-Gaussianity . . . . . . . . . . . . . 113
5.4.7 Discussion and Summary . . . . . . . . . . . . . . . . . . . . . 119
5.4.8 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.5 Blind Deconvolution using Correntropy Matching . . . . . . . . . . . 120
5.5.1 Online Implementation . . . . . . . . . . . . . . . . . . . . . . 122
5.5.2 Oine Implementation . . . . . . . . . . . . . . . . . . . . . . 123
5.6 Suboptimal Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.6.1 Existence of unwanted Minima . . . . . . . . . . . . . . . . . 124
5.6.2 Suboptimal Solutions and kernel size K - Examples . . . . . 126
5.7 Correntropy BD - Examples . . . . . . . . . . . . . . . . . . . . . . . 128
5.7.1 White Laplace and Uniform signals . . . . . . . . . . . . . . . 129
5.7.2 Coloured Laplace and Uniform signals . . . . . . . . . . . . . 130
5.7.3 Deconvolver Length M and Lag P . . . . . . . . . . . . . . . 132
5.7.4 Starting Value for Deconvolver w0 . . . . . . . . . . . . . . . 134
5.8 Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6 Robust Deconvolution - Uncertainties in Blurring H(f) 139
6.1 Robust Deconvolution - Introduction . . . . . . . . . . . . . . . . . . 139
6.2 Wiener Filter and Modied Wiener Filter for the Simplest Case - Sx(f)
and H(f) Known . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.2.1 The Wiener Filter . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.2.2 The Modied Wiener Filter . . . . . . . . . . . . . . . . . . . 143
6.3 Robust Deconvolution with Uncertainties in H(f) - Introduction . . . 144
6.4 Case One - H(f) stochastic, G(f) function of H(f) and 2H(f), the
Minimum Average MSE Approach . . . . . . . . . . . . . . . . . . . 146
6.5 Case Two - Unknown deterministic blurringH(f) = HT (f) with known
uncertainty band, G(f) based on bounds of jH(f)j, fAU(f); AL(f)g,
the Minimax MSE Approach . . . . . . . . . . . . . . . . . . . . . . . 150
6.6 Case Three - Unknown deterministic blurring H(f) = HT (f) with
known estimate H^(f), G^(f) based on H^(f) . . . . . . . . . . . . . . . 152
7 Robust Deconvolution - Uncertainties in Signal Spectrum Sx(f) 160
7.1 Case One: Sx(f) unknown, G(f) based on bounds fSx;U(f); Sx;L(f)g 161
7.1.1 Eldar's Minimax Regret . . . . . . . . . . . . . . . . . . . . . 162
7.1.2 Kassam and Lim's Filter - Minimax Filter with Energy Con-
straints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.2 Case Two: True Signal Spectrum Sx(f) unknown, G^(f) based on S^x(f) 172
7.3 Relation of the KL lter to other Uncertainty Models . . . . . . . . . 175
8 Conclusion 178
8.1 Blind Deconvolution . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
8.2 Robust Deconvolution . . . . . . . . . . . . . . . . . . . . . . . . . . 180
vii
8.3 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
References 188
viii
List of Figures
1.1 Notations for the deconvolution model for the Blind Deconvolution
chapters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Notatons for the deconvolution model for the Robust Deconvolution
chapters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Two blurring lters h1 (top left) and h2 (bottom left), their amplitude
(middle) and arguments(right). . . . . . . . . . . . . . . . . . . . . . 11
2.2 Steps involved in ForWARD . . . . . . . . . . . . . . . . . . . . . . . 20
3.1 The pdf of GGD for  = 1(dots),  = 2(dash) and  = 3(solid). . . . 24
3.2 Distributions with standard deviations of unity. (a) Laplace (peaked),
Gaussian (dashed) and uniform (at). (b) Tukey's lambda distribution
(solid line) and Gaussian (dashed). . . . . . . . . . . . . . . . . . . . 25
3.3 16-PSK and 16-QAM signals (rst row) in the complex plane, their
blurred images (second row) and deconvolved estimates. . . . . . . . 29
4.1 (sample estimate of) log cost of the CMA for GGD signals with  = 1
(rst row),  = 2 (second row) and  = 10 with respect to  = (0; 1)
T
(left column) and w = (w0; w1)
T . The crosses indicate the location of
desired minima, i.e., values which correspond to an ideal BD. . . . . . 41
4.2 ISI values for CMA1(solid), CMA2(dash) and CMA4(dot) for GGD
signals with varying shape . . . . . . . . . . . . . . . . . . . . . . . 44
4.3 jjzjjq norms with q = 1, q = 2 and q =1. . . . . . . . . . . . . . . . 47
4.4 The diagonal elements of the Hessian c versus 3 for (1; 2) equal to
(2; 1) (solid), (3; 2) (dash) (4; 2) (dotted) (6; 2) (circled) and (1:5; 1)
(star), the plot on the right is for the values of 2 and 2 reversed:
(1; 2) (solid), (2; 3) (dash) (2; 4) (dotted) (2; 6) (circled) and (1; 1:5)
(star). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.5 (sample estimate of) Gray's VNA (2 = 2) cost for 1 = 1 (rst row),
1 = 2 (second row) and 1 = 10 with respect to  = (0; 1)
T (left
column) and w = (w0; w1)
T . Source variance 2 is set to one as usual.
The valleys which are proportional to the crosses correspond to values
for which the ideal BD is achieved. . . . . . . . . . . . . . . . . . . . 61
LIST OF FIGURES ix
4.6 ISI values of G12 (solid),G
4
2 (dash) and G
6
2 (dot) for GGD signals with
varying shape . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.7 ISI values of SW3 (solid), SW5 (dash) and SW7 (dot) for GGD signals
with varying shape . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.8 ISI of CMA1, CMA2, CMA4, VNA1, VNA4, VNA8, SW3, SW5 and
SW7 for Laplace signals (top) and uniform signals (bottom). Default
SNR=20. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.9 Figure 4.8 with SNR=5. . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.10 Cost surface of CMA with respect to w (left) and (right) for un-
whitened (top) and prewhitened (bottom) coloured  = 10 GGD sig-
nals. Colouring is for an MA(1) coecient of 0.5. . . . . . . . . . . . 89
4.11 Figure 4.10 with AR colouring - AR(1) with coecient 0.5. . . . . . . 90
4.12 ISI Mean of VNA4 (solid) and SW3(dash) algorithms versus SNR
Laplace signals (left) and uniform signals (right). . . . . . . . . . . . 91
4.13 Figure 4.12 for AR(1) coloured signals. . . . . . . . . . . . . . . . . . 91
4.14 Figure 4.12 for MA(1) coloured signals. . . . . . . . . . . . . . . . . . 91
4.15 ISI values of CMA1, CMA2, CMA4, VNA1, VNA4, VNA8, SW3 and
SW5 for PSK signals (top) and QAM signals (bottom). . . . . . . . . 93
4.16 examples of how Grays and SW might perform (oine) on alternate
models, solid lines denotes performances on s1, dashed s2 and dotted
s3. The top left plot is of the densities of s1 (solid), s2 (dash) and s3
(dot). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.1 Renyi's entropy as a function of a GGD shape , the order of entropies
are  = 0:5(solid),  = 1(dash),  = 2(dot),  = 3(-+),  = 5(-o) and
 = 10(-x). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.2 Terms in the expansion (5.8) for a Laplace distribution for z, ( = 1)
and K = 3 for (a) and (b), K = 1 for (c) and (d), and K = 0:5 for
(e) and (f). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.3 As for Fig. 5.2 but for a GGD distribution with  = 3: . . . . . . . . 121
5.4 As for Fig. 5.2 but for a uniform distribution. . . . . . . . . . . . . . 122
5.5 Estimated log cost of the correntropy algorithm for K = 1 and (a)
 = 1 and (b)  = 20; with respect to w = (w0; w1)
T : N = 15000 and
P = 4: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.6 Estimated log cost of the correntropy algorithm for Gaussian distribu-
tion for fstg and (a) K= = 0:5; (b) K= = 1; (c) K= = 3; and
(d) K= = 5; with respect to w = (w0; w1)
T : N = 15000 and P = 4: 128
5.7 As for Fig. 5.6 but for Laplace distribution for fstg: . . . . . . . . . . 129
5.8 As for Fig. 5.6 but for uniform distribution for fstg: . . . . . . . . . 130
5.9 ISI of CMA2, VNA4 and Corr1 and Corr3 for i.i.d. Laplace and uni-
form signals with SNR=20. . . . . . . . . . . . . . . . . . . . . . . . 131
5.10 Figure 5.9 with SNR=5. . . . . . . . . . . . . . . . . . . . . . . . . . 131
LIST OF FIGURES x
5.11 ISI of CMA2, VNA4 for prewhitened AR(1) Laplace and uniform sig-
nals and Corr1 and Corr3 for the same signals, without prewhitening.
SNR=20. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.12 Figure 5.11 for SNR=5. . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.13 ISI of the oine correntropy algorithm with P = 3(solid), P = 4
(circles) and P = 5 (pluses), VNA4 algorithm (dash) and the SW3
algorithm (dot). The signals are Laplace (left) and GGD  = 3 (right).
Blurring is AR(1) coecient 0.5. . . . . . . . . . . . . . . . . . . . . 133
5.14 Figure 5.13 for blurring MA(1) coecient 0.5. . . . . . . . . . . . . . 134
5.15 ISI of the correntropy BD algorithm (left) and VNA4 (right) with
w0 = (1; 0; 0) (solid), w0 = (0; 1; 0) (dash), and w0 = (0; 0; 1) (dot).
wopt = (1; 0:5). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.16 Figure 5.15 with the same blurring ipped left to right so that wopt =
( 0:5; 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.1 classication of model assumptions . . . . . . . . . . . . . . . . . . . 142
6.2 EHe(GMA; H) (solid line) and EHe(GWF ; H) (dotted) versus SNR where
EHe(G;H) = EH
R j1 GHj2Sx+ jGj2Sndf , for dierent values of 2H .
Note that the signal is white and has unit variance. . . . . . . . . . . 149
6.3 The left plot is jHT j2 with the two thresholds being SnSx(1 )(higher)
and Sn
Sx(1 )(lower) - so the range of frequencies for which jH^j2 exceeds
the higher line corresponds to case (a) and the rest case (b). The
right plot is of 1=jHj(solid), jGMM j (dash) and jGWF j(dot). a (phase
uncertainty) and  (gain uncertainty) here have been set to zero and
0.3 respectively, SNR=5 and K = 5. . . . . . . . . . . . . . . . . . . 152
6.4 Deconvolution of Laplace signals with a two-tapered H^, K = 2. For
four levels of SNR, the boxplots of MSE (over 100 replicates) EG^e(G^;HT )
for G^WF (WF), G^MWF (q^opt) (MWF) and G^MM(^opt) (MM). . . . . . 156
6.5 Figure 6.4 with K = 5. . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.6 Figure 6.4 with uniform signals and K = 2. . . . . . . . . . . . . . . . 158
6.7 Figure 6.4 with uniform signals and K = 5. . . . . . . . . . . . . . . . 158
7.1 Uncertainty sets for KL lter . . . . . . . . . . . . . . . . . . . . . . 166
7.2 The left column plots Sx;R(top) and the corresponding jGRj(bottom)
for the KL as the uncertainty band  varies. The solution kx decreases
as  increases, making jGRj atter in appearance. The right column
is for the MWF lter as the regularisation parameter q varies. For the
KL, Sx;R simply denotes Sx;R = Sx=q. Note that the solid lines for the
top plots denote the true signal spectrum Sx whereas for bottom plots,
the solid line plots the MSE-optimal lter GWF . SNR = 2. . . . . . . 170
7.3 Figure 7.2 with SNR = 20. . . . . . . . . . . . . . . . . . . . . . . . 171
LIST OF FIGURES 1
7.4 Example 2. K = 2. For four leves of SNR, the boxplots of MSE (over
100 replicates) EG^
h
e(G^; Sx)
i
, G^WF (WF), G^KL(^kl) (KL), G^MR(^mr)
(MR) and G^MWF (q^) (MWF). . . . . . . . . . . . . . . . . . . . . . . 174
7.5 Figure 7.4 with K = 5. . . . . . . . . . . . . . . . . . . . . . . . . . . 175
2Chapter 1
Introduction
Deconvolution is a process where a distorted version of a signal is observed after
some blurring and an attempt is made to unravel the blurring in order to recover the
original signal [47] [60] [12]. Namely, given some observed stationary and zero-mean
signal xt (indexed by discrete time t) which is a distorted series of our original version
st, we represent the channel distortion by a convolution/distortion lter ht:
xt = (h  s)t + nt =
X
j
hjst j + nt (1.1)
where nt is Gaussian white noise that is independent of st for all discrete time t. We
assume in this thesis that the signal is stochastic and stationary, but we will discuss
the alternatives of this assumption later on. We deconvolve the output xt using a
linear lter wt,
yt  s^t = (w  x)t =
X
j
wjxt j: (1.2)
In order to recover the original signal, we naturally assume that xt is always observed,
the additive noise nt is never directly observed and its variance is often assumed known
for simplicity. Figure 1.1 illustrates the convolution and deconvolution ltering.
The deconvolution model described above lends itself to many contexts. For ex-
ample, in reection seismology, the blurring ht models the source wavelet , the signal
st models the reection coecients and nt the measurement noise [47]. Likewise, the
Chapter 1. Introduction 3
nt
#
st ! ht ! ! xt ! wt ! yt
Figure 1.1: Notations for the deconvolution model for the Blind Deconvolution chap-
ters.
deconvolution is ubiquitous in other elds such as astronomy [63] and communication
systems [24] [62]. Of course, the optimal deconvolution often heavily depends on the
assumptions made about what we know a priori of the system, which depends on the
particular application we have in mind.
Deconvolution problems can be roughly categorised into blind and non-Blind De-
convolutions. When the blurring lter ht is assumed unknown, then we refer to the
problem as Blind Deconvolution [30]. In this case, we could resort to using some
knowledge about certain signal statistics, such as kurtosis, skewness or cumulants.
A well designed Blind Deconvolution algorithm restores some property of the orig-
inal signal and we can assess this restoration in our simulation studies in terms of
an InterSymbol-Interference (ISI) measure which is minimal when the deconvolver
resembles most the inverse of the blurring.
On the other hand, when the blurring or its response is known, then the problem,
which is now referred to as just deconvolution, is drastically simplied - we can
attempt to recover the original signal by nding a lter which minimises the Mean
Squared Error (MSE). The diculty in this arises when the exact blurring response
(frequency response of the blurring lter) or signal spectrum is unknown, instead,
we work with some prior uncertainty model imposed on the blurring response or
signal spectrum and use this information to robustify the lter. Thus this class of
problems is called Robust Deconvolution. Unlike Blind Deconvolution, signals in
Robust Deconvolution are often assumed to be stochastic or deterministic, the nature
of the signal could also inuence the basis of the optimal deconvolution lter. To
be consistent with the notation found in Robust Deconvolution and in general (non-
blind) deconvolution literature, we will denote the original signal, its estimate and the
observed signal here by xt, x^t and yt respectively (in place of st, yt and xt respectively
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for Blind Deconvolution), so that:
yt = (h  x)t + nt
is unblurred by ltering with deconvolver gt (in place of wt for Blind Deconvolution)
x^t = (g  y)t
to produce the estimate x^t of xt, see Figure 1.2.
nt
#
xt ! ht ! ! yt ! gt ! x^t
Figure 1.2: Notatons for the deconvolution model for the Robust Deconvolution chap-
ters.
The deconvolution model also becomes hard to solve when the magnitude of the
frequency response of the blurring has values equal or close to zero in the frequency
domain. This is often referred to as `ill-conditioned' deconvolution. The main detri-
mental eect is that the deconvolution lter amplies the additive Gaussian noise
drastically. Therefore, some thesholding/shrinkage rules are usually applied to the
output so that the MSE is minimised. Again, the thesholding techniques involved
also depend on the type of signals under scrutiny.
In particular, the thesis will focus on Blind Deconvolution and Robust Deconvo-
lution, which both deal with varying degrees of uncertainty in the blurring and the
signal. In the blind case, as the blurring could be unknown and the signal known only
in terms of some statistical behaviour, we will study various model assumptions and
corresponding techniques in achieving the desired deconvolution. For Robust Decon-
volution, we aim to pin-point the nature of the uncertainty and apply robustication
techniques to each category of uncertainty.
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1.1 Thesis Outline
We give a brief description of the contents in each chapter.
Chapter2
An overview of signicant modern methods for Blind Deconvolution, Robust Decon-
volution, deconvolution of inhomogeneous signals and deconvolution of ill-conditioned
blurring.
Chapter3
We give a brief introduction of the kind of signals we will later use in simulated
studies. In particular, we will introduce the Generalised Gaussian Distribution (GGD)
which is a exible family of symmetric distributions which capture a wide range of
nonGaussian shapes.
Part 1: Blind Deconvolution
The main part of thesis is divided into two parts, the rst deals with Blind Decon-
volution and the second Robust Deconvolution. In Part 1, we discuss the theoretical
and computational aspects of some Blind Deconvolution algorithms and analyse the
convergence properties by studying the cost surfaces. In particular, we compare
the existing Minimum Entropy Deconvolution (MED) techniques [15] with a new
correntropy-based algorithm [62] for Blind Deconvolution.
Chapter4
In Chapter 4, we start by introducing a few important deconvolution methods -
the Constant Modulus Algorithm (CMA) of Godard [24], Gray's Variable Norm Al-
gorithm (VNA) [26] and Shalvi-Weinstein's super-exponential algorithm (SW) [65].
These methods are based on the idea of moment/cumulant matching which are closely
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related to minimum entropy ideas and could oer alternative interpretations, for ex-
ample, spectral smoothing in the frequency domain. We derive results concerning
their performances in ideal settings. Furthermore, we propose new modications to
CMA and SW algorithms in light of these results, which guarantees Blind Deconvo-
lution in ideal settings. For example, the modied CMA allows Blind Deconvolution
of superGaussian signals unlike conventional CMA.
Chapter5
The correntropy function addresses the issue of coloured signals in Blind Deconvolu-
tion by incorporating the auto-correlation statistics into the deconvolution criterion.
We discuss its interpretation as a linear combination of moments and when this in-
terpretation breaks down. We also compare it to the algorithms discussed in Chapter
4.
Part 2: Robust Deconvolution
In the second part of the thesis, we move away from the problem of Blind Deconvo-
lution to Robust Deconvolution. In this case, we assume that the blurring is known,
but often not exactly.
Chapter6
In Chapter 6, we study in particular the solution to the minimax MSE criterion with a
band model for the signal spectrum. We give a classication of the type of uncertainty
and borrowing from existing algorithms, we discuss Robust Deconvolution when an
estimate of the signal spectrum is given.
Chapter7
In Chapter 7, we apply the same techniques to deal with uncertainties in the blur-
ring response, by considering a band model for its spectrum. Similarly, we consider
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applying the band model to the case where an estimate of the blurring response is
known.
Conclusion
Chapter 8
In Chapter 8, we give an overview of the results obtained from the discussions on
Blind Deconvolution and deconvolution, analyse the merits and shortcomings of the
algorithm for the deconvolution and Blind Deconvolution models, and summarise the
contexts for which each of the methods are suiteds.
Furthermore, we discuss potentially extending the work presented here into the
domain of non-stationary signals. Although there exists a myriad of contemporary
wavelet techniques dealing with denoising non-stationary signals in a deconvolution
setting, few have dealt with blind or Robust Deconvolution.
8Chapter 2
Preamble: A Review of
Methodologies for Some Important
Problems in Deconvolution
The three signicant areas of interest in statistical deconvolution are blind deconvo-
lution, robust deconvolution and deconvolution of ill-conditioned systems, the latter
two belong to the category of non-blind deconvolution. These three classes are dened
by each of their unique set of assumptions made about the system, so are dierent
to methodological terms like Bayesian deconvolution or wavelet deconvolution which
could apply to any of these three settings.
Robust deconvolution can be seen as a natural extension to blind deconvolution
in the following sense. Recall from Chapter 1 that blind deconvolution assumes that
the blurring (as well as the signal of course) is unknown, so we work with statistical
descriptions of the signal such as its kurtosis in order to select an optimal deconvolver.
Relaxing the assumption about the blurring, we now say that the blurring is known
within some variation, or that its estimate is known, then we nd the optimal lter
by working with the statistical description of the blurring variation as well as the
signal.
Recall from Chapter 1 that the deconvolution of ill-conditioned systems deals with
the situation where the blurring response has zeroes in the frequency domain, i.e., it
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has an unbounded inverse. Recall that blurring response is dened as the frequency
response of the blurring lter. Some regularisation procedures are usually applied
to the deconvolution lter which curbs their amplication of the additive noise. Un-
like robust deconvolution, the blurring and the signal spectrum in ill-conditioned
deconvolution are assumed known exactly, so as not to overcomplicate the crux of the
problem - regularising an ill-conditioned blurring. Of course, we could also implement
the robust techniques into the framework of ill-conditioned deconvolution.
Incidentally, most applications in the deconvolution of ill-conditioned systems deal
with deterministic inhomogeneous signals, therefore the point of choosing a good
representative basis for the signal (and simultaneously for the noise) is an important
point of consideration when applying the regularisation. For example, when the signal
is a stochastic stationary signal, then the Fourier basis is an appropriate choice for
the representation of the signal. However, wavelets are more suitable when the signals
display inhomogeneous local characteristics.
The interest of the thesis will focus on the rst two of the three deconvolution
problems, we will primarily be interested in comparing methodologies that deal with
uncertainties in or not knowing at all the blurring or the signal spectrum. Moreover,
we will be primarily concerned with stationary stochastic signals, thus the contem-
porary techniques in ill-conditioned deconvolution of inhomogeneous signals are not
applicable to the area of interest in the later chapters. Nevertheless, we will now give
an overview of the signicant ideas and methods in each of the three deconvolution
problems before discussing in more depth the techniques in blind deconvolution and
robust deconvolution in the upcoming chapters.
2.1 Blind Deconvolution
When the blurring is known, the most natural criterion to use for recovery of the
unknown signal is the Mean Squared Error (MSE). However, blind deconvolution
criteria usually involve higher-order statistics such as the kurtosis. The reason for
this can be understood as follows.
When the blurring is unknown, the blind deconvolution of signals using second
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order statistics is such that the blurring response H(f) is indeterminable - consider
the noiseless case of the blind deconvolution model in equation 1.1 with discrete
stationary signal xt and blurring lter ht:
xt = (h  s)t
in the frequency domain, this can be written in terms of the power spectra of st and
xt, Ss(f) and Sx(f), and the blurring response H(f):
Sx(f) = jH(f)j2Ss(f)
where jH(f)j is the magnitude/amplitude of the blurring response:
H(f) = jH(f)jeiH(f)
H(f) being the phase of the blurring response. Thus, the blind deconvolution of
Gaussian signals are indeterminable - if the signal xt is Gaussian, then yt is completely
determined by the second order statistics of xt, consequently, we can only determine
the magnitude of the blurring response H(f), and not its phase. If one can assume
that blurring is minimum phase (invertible), then we can determine the phase also
assuming that the zeros of the transfer function (Laplace transform) of the blurring
lter fall inside the unit circle.
If the signal is non-Gaussian however, we do not need to rely on the minimum-
phase assumption for the blurring to be determinable. In this case, by exploiting
the fact that the phase information of the blurring lter is reected by higher-order
statistics of yt, we could shape the distribution of yt towards the more non-Gaussian
distribution of xt. As ltering/blurring of the original signal makes the output more
Gaussian, so this approach also makes sense in terms of restoring nonGaussianity to
the signal. The correct phase recovery of the blurring response is therefore aided by
manipulation of higher-order statistics of the signal and the output. This is further
illustrated by Figure 2.1 - two blurring lters diering by a shift in time which is
reected in phase but not amplitude.
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Figure 2.1: Two blurring lters h1 (top left) and h2 (bottom left), their amplitude
(middle) and arguments(right).
In terms of non-Gaussianity, the distinction between superGaussianity and sub-
Gaussianity is an important subject in blind deconvolution where methods are often
tailored to a specic area of application (conventionally, superGaussianity and sub-
Gaussianity are dened as mesokurtic leptokurtic, but we will dene them more
rigorously in Chapter 3). For example, the source xt may represent transmitted
data symbols in communications or primary reection coecients in geophysics; both
model xt as non-Gaussian. For the latter, it is common practice to model xt as re-
alisations from a real superGaussian process whereas in the former context, the data
are assumed to be real or complex signals with subGaussina discrete-valued marginal
densities (e.g., Pulse Amplitude Modulation data symbols).
2.1.1 Blind Deconvolution - Minimum Entropy Deconvolution (MED)
and Related Algorithms
The Minimum Entropy Deconvolution (MED) method proposed initially by Wiggins
[74] was used to recover the sparsity in superGaussian seismic reection coecients,
the criterion that he used for blind deconvolution of a length N signal was simply the
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sample kurtosis:
W =
1
N
PN
t=1 jytj4
( 1
N
PN
t=1 jytj2)2
which can be seen as a measure of nonGaussianity or entropy of a symmetrically
distributed signal. This was later generalised to the variable norm criterion by Gray
[26]:
O(yt)  G12 = log
( 
1
N
P jytj1N=1 
1
N
P jytj2N=2
)
this allows further exiblity to suit the dierent nature of the signals. The parameter
2 is usually set to be two:
G12 =
N
1
log
(
1
N
P jytj1 
1
N
P jytj21=2
)
This objective function can be seen as a distance measure from a Gaussian variable.
The two most commonly used cases are G42 (equivalent to Wiggins' MED G
4
2 =
N
4
log(W )) and G21:
G21 = log
P
i jytj2
(
P
i jytj)2
:
The exact relation between kurtosis, higher-order statistics, nonGaussianity and en-
tropy will be discussed in more details in Chapter 4.
Given a choice of these criteria, the implementation could vary depending on
specied preferences, for example, preferences for speed or stability. For example,
one could wish to optimise a particular criterion using online algorithms (feeding new
data points at each iteration) rather than oine ones (dataset used in one batch).
Furthermore, for oine algorithms, we could carry out the optimisation in an iterative
fashion or non-iterative fashion when applicable.
In Chapter 4, we will explore the dierences and similarities of the aforementioned
criteria in terms of their iterative schemes and their requirement of knowledge of the
source statistics. We will see that dierent starting points can often lead to the same
iterative deconvolution schemes.
Their performances will be assessed in terms of how closely the combined blurring-
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deconvolver lter ftg resembles a delta-lter, the combined blurring-deconvolver l-
ter ftg is dened as:
t = (h  w)t =
X
j
hjwt j: (2.1)
Therefore, a good deconvolution is synonymous with a t that minimises the Inter-
Symbol Interference (ISI), dened as:
ISI = 10 log10
(
P
t jtj2) maxt jtj2
maxt jtj2 (2.2)
which is more appropriate than second order statistics e.g., MSE, as it takes into
account phase recovery as well as amplitude recovery of H(f).
The problem with most MED algorithms is that they assume that the signal is
independent. In certain cases, when the correlation function is known, we could apply
a simple prewhitening lter to remove the eect of colouring.
2.1.2 Blind Deconvolution - Correntropy-based Deconvolution
The correntropy function was introduced by Santamaria et al. [62] as a way of
amalgamating serial (temporal) as well as marginal statistics of a time series. It
is dened for some strictly stationary time series xt as:
Vx(m)  E[K(xt   xt m)]
=
Z
K(xt   xt m)fxt;xt mdxtdxt m
=
Z
K(xt   xt m)fxt xt mdfxt   xt mg
where K() is some kernel function and fxt;xt m the joint distribution of xt and xt m.
As a function of both the autocorrelation function and the marginal distribution, it
is a natural extension to kurtosis, cumulants and entropy.
The origin of the correntropy function also stems from the idea of entropy ma-
nipulation, in this case, non-parametric estimates of entropy measures. For example,
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Shannon's entropy for xt as dened by:
H(xt) =  
Z 1
 1
f(xt) log f(xt)dxt
which can be generalised to Renyi's th order entropy, dened as:
H(xt) =
1
1   log
Z 1
 1
fx (x)dy =
1
1   logE

f 1x (x)

(2.3)
which approaches the Shannon entropy when  ! 1. The similarities between
the correntropy function and these entropy measures becomes clear when the un-
known probability density function (pdf) is replaced by their kernel density estimators
f^x(xj) =
1
N
P
iK(xj   xi):
H^(xt) =
1
1   log
1
N
X
j
f^ 1x (xj) (2.4)
=
1
1   log
1
N
X
j
 X
i
K(xj   xi)
! 1
(2.5)
We observe that these entropy measures only take into account marginal statistics
and are immensely computationally costly to estimate. On the other hand, the cor-
rentropy function informs of the temporal structure and is less computationally costly
compared to these entropy measures, making it a desirable cost function for blind de-
convolution. Correntropy deconvolution is then carried out via the matching of the
correntropy function of the source and that of its estimate.
We will compare the correntropy-based deconvolution algorithm to the MED algo-
rithms for a selection of non-Gaussian signals, white and coloured, under various noise
levels. We will also question the justication of the computational complexity of the
correntropy algorithm compared to the MED algorithms, by discussing its potential
pitfalls. In particular, we derive some new theoretical results concerning the validity
of equating correntropy matching to simultaneous moment matching. Other pitfalls
include the existence of nonignorable suboptima when signals are nearly Gaussian.
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2.2 Robust Deconvolution
In the second part of the thesis, we move away from the problem of blind deconvolution
to robust deconvolution. In this case, we assume that the blurring is known, but often
not exactly. Whereas in blind deconvolution, the algorithms were driven by ideas of
shaping the distribution of the output away from that of a Gaussian distribution,
in deconvolution, the knowledge of the blurring function means that the distinction
between Gaussian and nonGaussian signals is less of an issue. The performance of a
deconvolution of a signal xt can be assessed by the MSE:
MSE = E[(xt   x^t)2] (2.6)
where the expectation is with respect to the noise and the signal. Again, we assume
here that the signal is stationary and stochastic. When dealing with stochastic sta-
tionary signals, the minimum MSE approach can be solved in the frequency domain -
in terms of the signal spectrum and the blurring response - as the MSE for stochastic
signals can be written as:
E[(xt   x^t)2] =
Z
jSx(f)  Sx^(f)j2df
=
Z
jSx(f)  jG(f)j2Sy(f)j2df
=
Z
j1 G(f)H(f)j2Sx(f) + jG(f)j2Sn(f)df
the minimum MSE solution, the Wiener Filter is:
G(f) =
H(f)
jH(f)j2 + Sn(f)=Sx(f)
which is a function of the exact signal spectrum Sx(f) and blurring response H(f).
However, when the assumed spectrum or blurring deviates from the exact ones
- often the exact blurring is unknown, in this case we can assume a certain struc-
ture/model for uncertainties and then `robustify' the basic methods by incorporating
known statistics with respect to the uncertainties, this class of problems is called
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`robust deconvolution'.
We will study in particular the band model Sx;l(f)  Sx(f)  Sx;u(f), the solu-
tion to the minimax MSE criterion for the band model was solved by Kassam and
Lim [37] and we will apply the solution to the problem of robust deconvolution when
an estimate of Sx(f), S^x(f) is given. As it is often more likely to have an estimate
to work with, rather than knowing a certain uncertainty model beforehand, it will
be interesting to analyse the best robust strategy for deconvolution given these cir-
cumstances. Often, the estimation procedure gives known statistical properties of the
estimates which could also prove useful in the robustication.
We apply the same techniques to deal with uncertainties in H(f), the blurring
response, by considering a band model for H(f). Similarly, we apply the solution
(given by [50]) to the case where some estimate of H(f), H^(f) is known.
2.3 Inhomogeneous Signals, Ill-conditioned Systems and Other
Interesting Problems in Deconvolution
The fundamental ideas that motivate the existing techniques in deconvolution can be
categorised according to model assumptions made about two factors - the blurring and
the signal. Robust deconvolution deal with the very specic problem of lacking exact
statistical descriptions of the signal and the blurring. However, there also exists an
abundance of deconvolution algorithms that are designed for other problems such as
deconvolving non-stationary or inhomogeneous deterministic signals or ill-conditioned
blurring. As it happens, the majority of the techniques which deal with non-stationary
or deterministic signals also assume an ill-conditioned blurring which is accounted for
by techniques such as wavelet thesholding. Though the methods discussed in the
thesis are solely focused on stationary stochastic signals, we will introduce here a few
of those contemporary deconvolution methods which share a lot of the same ideas as
with the stationary stochastic case.
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2.3.1 Wavelet Based Deconvolutions
As mentioned previously, the assumed nature of the signal is vital in its reconstruction
- should it be treated as stochastic or deterministic? Furthermore, if it is stochastic,
is it stationary, or if deterministic, is it spatially homogeneous? This is often clearly
specied given some context, so that in general, depending on the application, it is
clear what bases we should choose to reconstruct the signal. For example, if the signal
is stochastic and stationary, then the signal is well represented in a Fourier basis. If on
the other hand, the signal is non-stationary, or deterministic and inhomogeneous, then
an alternative basis such as the wavelet basis could be more suited to economically
representing the signal.
The idea of sparse representation of a signal is the key to reducing MSE via suc-
cessful denoising. The problem of denoising is attributed to the nature of the blurring
- denoising is more dicult to achieve if the blurring is non-invertible, or if its inverse
is unbounded (often, due to the magnitude of its frequency response nearing zero).
In this case, thesholding is necessary to curtail the amplication of noise due to this
blurring characteristic, and the success of this thesholding depends on the suitability
of the chosen basis with respect to the signal. This class of problems, usually referred
to as `ill-conditioned' problem, is of big interest in image reconstruction which treat
signals as being deterministic and inhomogeneous.
We will use the same notation here as for robust deconvolution - use xt to denote
the signal, yt observed output, ht blurring and gt deconvolver.
For some orthonormal basis, we can write the signal as:
xt =
X
l
< xt; bl;t > bl;t
where <  > denotes the inner product. Given the output yt, we can estimate xt
naively by applying the inverse of blurring ht, gt (assumed known), directly to yt:
x^t =
X
l
(< xt; bl;t > + < (g  n)t; bl;t >) bl;t
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which can then be regularised by shrinking the lth component by some parameter l:
x^t; =
X
l
(< xt; bl;t > + < (g  n)t; bl;t >)lbl;t
The Fourier basis is often preferred as the computation of a circular convolution
reduces to multiplication in the frequency domain:
X^(fl) = l (X(fl) +N(fl)=H(fl))
where X(fl), N(fl) and H(fl) are the Fast Fourier Transform (FFT) of xt, nt and ht
respectively.
Now the wavelet transform of a signal xt (representing the source) can be written
as:
xt =
X
l
< xt; jl;t > jl;t +
X
j;l
< xt;  jl;t >  jl;t

X
l
sj0;ljl;t +
X
j;l
wjl jl;t (2.7)
where the dilated and translated scaling basis jl;t and wavelet basis  jl;t form an
orthonormal basis and are generated from some given wavelet and scaling functions
 and  , jl;t = 2
j=2(2jt  l),  jl;t = 2j=2 (2jt  l), j; l 2 Z. The parameters j and
l control scale and location respectively [44].
Given that wavelet basis is more adequete in capturing non-stationary stochastic
or inhomogeneous deterministic signals, Donoho proposed a new Wavelet-Vaguelette
Decomposition (WVD) approach by using a set of `vaguelettes' ujl to simultaneously
compute the wavelet coecients wjl and the inverse of blurring ht:
< (x  h)t; djujl >=< xt;  jl;t >= wjl
where dj normalises ujl. Taking the FFT of this gives:
< H(fk)X(fk); djUjl(fk) >=< X(fk);	jl(fk) >
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where 	jl(fk) denotes the FFT of  jl;t. This implies that the vaguelettes can be
expressed simply as:
Ujl(fk) = d
 1
j
	jl(fk)
H(fk)
Projecting the output yt onto the vaguelettes then gives us the noisy wavelet coe-
cients w^jl. For simplicity, we have omitted the scaling coecients in the discussion
of the WVD (the same results for the wavelet coecients apply to the scaling coe-
cients).
The WVD of xt can then be written as:
x^wvd;t =
X
j;l
< yt; djujl >  jl;t =
X
j;l
w^jl jl;t (2.8)
where the coecients are then thresholded using some thrinkage function () via
shrinkage parameter wj :
x^wvd;t =
X
j;l
(w^jl; 
w
j ) jl;t
Instead of decomposing xt in terms of wavelet bases with the wavelet coecients
mapped onto vaguelettes, Abramonich and Silverman[1] suggest a contrasting ap-
proach - the Vaguelette Wavelet Decomposition (VWD). First expanding (h  x)t in
terms of wavelets and rewrite the wavelet expansion of xt in terms of vaguelettes
uj;l;ts:
xt =
X
j;l
< (h  x)t;  jl;t > djujl 
X
j;l
w^jldjujl
which after thresholding gives the VWD estimator x^vwd;t:
x^vwd;t =
X
j;l
(w^jl; 
w
j )djujl
VWD oers advantages over WVD in several respects. Firstly, due to the orthog-
onality of the wavelet basis, the wavelet coecients in VWD are uncorrelated, thus
the thresholding with an appropriately chosen w can achieve asymptotic near opti-
mality. Furthermore, Abramonich and Silverman[1] showed that VWD has a lower
computational complexity compared to WVD.
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The wavelet techniques discussed so far can be summarised by two steps - de-
convolution in the frequency domain followed by wavelet denoising which is apt for
well-conditioned systems. Neelamani et al. [51] then argued that for ill conditioned
systems, frequency-domain regularisation is also necessary alongside wavelet domain
regularisation, i.e., an integrated approach of both wavelet decomposition and Fourier
decomposition to account for both irregularities and regularities in a signal plus noise
context. We know that Fourier regularisation smooths all components uniformly
whereas wavelet shrinkage is scale-dependent (smooths more in smooth regions [51]).
In other words, too much Fourier regularisation leads to unwanted smoothing over
the non-stationarities whereas wavelet representation of the signal might not be the
most ecient for a linear combination of both signal and noise. Note that the more
general signal estimation problem (using e.g., time-varying WF or Kalman Filter)
relies on knowledge of the non-stationarities which is usually unavailable.
The wavelet methods mentioned above involve crude Fourier domain inversions
which can be improved upon by regularisation. Neelamani et al. [51] suggest a new
algorithm, Fourier-wavelet regularized deconvolution (ForWARD), which carries out
regularisation in the Fourier domain, followed by thresholding in the wavelet domain
- see Figure 2.2.
yt ! regularised inverse G ! x^;t ! wavelet denoising ! x^;w;t
Figure 2.2: Steps involved in ForWARD
Finally, ForWARD uses a parameter  controls the balance of Fourier/wavelet
regularisation, i.e., between noise suppression and signal distortion. Thus it is chosen
to minimise the overall MSE of Fourier regularisation and wavelet thresholding:
MSE() =
Z  j1 G(f)H(f)j2Sx(f)df +Xmin  jwj;l(x^;t)j2; 2j ()
where x^;t denotes the Fourier-regularised signal, wj;l(x^;t) denotes the wavelet coef-
cient of x^;t and 
2
j () the variance of wavelet domain noise at scale j.
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2.3.2 Other Deconvolution Approaches - Maximum Likelihood Decon-
volution, MAP Deconvolution, Relative Entropy Deconvolution
Returning to the general deconvolution model, we could construct alternative costs to
the average MSE which potentially takes into account any known prior information
with regard to the distribution of the signal.
The posterior of the signal given the output can be written as:
p(xtjyt) / p(ytjxt)p(xt)
Thus the MAP solution or the Bayes solution, is found by maximising this posterior
with respect to xt. On the other hand, the ML approach simply maximises the
likelihood p(ytjxt).
When assuming Gaussian noise, the ML solution is equivalent to minimising the
MSE, which is again given by the WF. In addition, if we assume that the signal is
also Gaussian, then the Bayes solution is again the WF.
If the signal prior is known, or could be estimated by some model such as a
Gaussian mixture [61], or a Bernoulli-Gaussian [47], or a Generalised Gaussian, then
the posterior could be written in a tractable form or calculated using for example,
Markov Chain Monte Carlo [16]. It is the case that the underlying signal distribution
is completely unknown. We could then instead construct a Gaussian prior based on
the Fourier transform of the signals or the wavelet transform [11] depending on the
type of signals we are looking at, thus the prior then acts as shrinkage regularisation
on the wavelet coecients.
Alternative costs to the Bayesian posterior have also been suggested - costs which
involve the prior, such as the relative entropy [61] between the parametrised prior of
the signal and some normal pdf (this is similar to the maximum entropy or minimum
entropy ideas in blind deconvolution):Z
p(xt) log
p(xt)
(xt)
dxt
where  is the distribution of a Gaussian variable.
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Chapter 3
Blind Deconvolution - Signal
Considerations
We will introduce some signals that we will see later in the thesis, namely, the Gen-
eralised Gaussian distributed signal, some related distributions and a few complex
examples. First, we mention briey some model assumptions we will be making with
regard to blind deconvolution and robust deconvolution in the later chapters. For
both cases, we will assume that the original signal is strictly stationary and invert-
ible. On the other hand, we do not restrict the blurring to be minimum phase. The
additive noise will always be assumed white and independent of the signal.
A time-domain signal can be characterised by its temporal and marginal prop-
erties, the latter referring to the distributional characteristics of the signal at one
given time, this is related to the white innovation noise that drives the process. For
blind deconvolution, it is often the marginal statistics of the signal that are exploited
and thus often relies upon the assumption of the signals being i.i.d.. However in
practice, signals are often temporally correlated. If we assume that the temporal
correlation is of a simple second-order nature (can be fully characterised by the auto-
correlation function), and that the colouring is known, we can remove the colouring
via prewhitening. This elimination of temporal correlation is exact when there is no
additive white noise. However in the presence of noise, the prewhitening of noise
(which then makes the noise coloured) alters the outcome of the deconvolution, in a
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way that is dependent on the nature of the prewhitening lter.
3.1 The Generalised Gaussian Distribution
For our simulation studies, we will primarily simulate our data from one family of
distribution in particular - the Generalised Gaussian Distribution (GGD). A zero-
mean GGD has the probability density function (pdf:
f(x) =
A(; )
2 (1=)
e (A(;)jxj)

(3.1)
where A(; ) = 1

p
 (3=)= (1=) where  () denotes the gamma function. Its
shape and scale parameter are  and  respectively. The shape parameter usually
determines peakedness of the distribution, for example  = 1 gives a Laplace distri-
bution whereas !1 is a uniform. On the other hand, the scale parameter gives an
indication of the spread (variance). The GGD is often used in modeling geophysical
data with shape parameter falling within the range (0.6,1.5) [70]. Figure 3.1 shows
the shape-parameter control of the GGD. Furthermore, GGD has zero-skewness, a
property that allow certain blind deconvolution methods to be advantageous over oth-
ers, albeit a comparison of the methods discussed in this chapter will not be aected
by this assumption.
The even moments of a GGD are:
E[jXjr] = A r 
 
r+1


 (1=)
for even r. The odd moments are zero for a zero-skewness GGD.
The rst two even moments of a GGD are:
E[jXj2] = 2; E[jXj4] = 4 (1=) (5=)
 (3=)2
so the kurtosis is a function of only the shape:
K =
 (1=) (5=)
 (3=)2
(3.2)
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Figure 3.1: The pdf of GGD for  = 1(dots),  = 2(dash) and  = 3(solid).
We can introduce temporal correlation into our GGD series by ltering a white
GGD signal with a colouring lter. The resulting Auto-regressive moving average
(ARMA) process captures a exible range of signal characteristics.
3.1.1 Simulation of GGD variates
The simulation method for zero-mean GGD variates we employ involves three steps
[14] [49]:
1) Simulate W from a Gamma distribution with shape 1= and sale 1=A. Note that
a Gamma density with shape k and scale  has density f(x) = xk 1ex=b=k (k).
2) Transform W into new variable Zsy via Z =W 1=
3) Further transform Z via Y = ( 1)BZ where B is a Bernoulli random variable,
Y then follows the GGD distribution with shape  and scale .
3.1.2 SubGaussianity, SuperGaussianity and the Generalised Gaus-
sian Distribution
We saw that the distributions corresponding to the range  < 2 of the GGD distribu-
tion in equation (3.1) are more peaked and longer-tailed than the Gaussian and are
often said to be `superGaussian.' [5],[71]. The Laplace distribution with  = 1 shown
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Figure 3.2: Distributions with standard deviations of unity. (a) Laplace (peaked),
Gaussian (dashed) and uniform (at). (b) Tukey's lambda distribution (solid line)
and Gaussian (dashed).
in Fig. 3.2(a) is such a superGaussian example. Those corresponding to  > 2 are
atter and shorter-tailed than the Gaussian and are called `subGaussian.' [5, 71]. The
uniform distribution ( =1) shown in Fig. 3.2(a) is such a subGaussian example.
Often the super/subGaussian classication for distributions is made based on the
kurtosis of the distribution [33, 40]. The kurtosis for the GGD (in equation 3.2),
depending only on . The kurtosis is 6, 3 and 1.8 for the Laplace, Gaussian and
uniform distributions. Under this classication a kurtosis exceeding 3 is identied
with a superGaussian distribution, and less than 3 with a subGaussian distribution.
While there is no doubt about the monotonic tail and peakedness behaviour of the
distributions within the GGD class as /kurtosis varies, and hence no doubt about
consequent super- and subGaussianity classications, there is a real problem when
using the kurtosis classication more widely. Fig. 3.2(b) shows Tukey's symmetric
lambda distribution [35] when  = 6: The distribution has only a nite range. Its tail
behaviour is uniform-like, while its central behaviour is Laplace-like. Its kurtosis is
about 3.4 and hence it would be classied as superGaussian and yet has shorter tails
than the Gaussian, which, based on the GGD class, we expect to be a subGaussian
characteristic! This illustrates that peakedness, kurtosis and tail length are not always
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synonymous [35]. We will give more formal (and somewhat dierent) denition(s)
of sub/superGaussianity later in Chapter 5 which are not necessarily the same as
lepto/mesokurtic denitions. Until then, we will simply use sub/superGaussian to
mean the same thing as lepto/mesokurtic.
3.2 GGD Related Models - the Laplace Mixture Model and
the Normal Scale Mixture Model
3.2.1 The Laplace Mixture Model
We can extend the GGD  = 1 signals by constructing a mixture of two or more
Laplace distributions providing a kurtosis exceeding six [73]. A mixture of two Laplace
distributions is weighted by the mixing probabilities p and 1  p:
fs(s;1; 2; p) =
p
22
e jsj=1 +
1  p
22
e jsj=2  1 < s <1
3.2.2 Continuous Scale Mixture of the Gaussian Distribution
Now we consider a continuous mixture of the Gaussian distribution which has an
interpretation of a Gaussian with a continuously varying scale parameter with its
own specied density. We can replace the discrete mixing weights seen above for
Laplace signals by a continuous density v() (functions of the varying scale) [73]:
f(s;) =
Z 1
0
1p
22
e 
s2
22 v(2;)d2
Alternative representations could be:
f(s;) =
Z 1
0
p
p
2
e 
s2
2 v(;)d;  =
1
2
Teichroew[67] showed that for the Laplace pdf:
f(s;) =
1
2
e jsj=
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the corresponding v(2;) would then be that of an exponential:
v(2;) =
1
22
e 
2
22 0 < 2 <1
hence, we get:
v(;) =
1
222
e
  1
22 0 <  <1
Therefore, the mixture of two Laplace distributions that we discussed previously
can be written in the form:
fs(s;1; 2; p) =
Z 1
0
1p
22
e 
s2
22 (ph1(;2) + (1  p)h2(;2))d
this gives the interpretation that the source is normally distributed with a standard
deviation that follows the mixture density ph1(;2) + (1  p)h2(;2).
Additionally, the Generalized Gaussian density can also be written as a normal
scale mixture [73]:
e jAsj
 /
Z 1
0
v(;)e s
2=2d
where:
v(;) =  1=2
Z
e jAtj
=2
e itdt
ie, a GGD density:
f(s;) / e jsj
mixes the Gaussian mixtures
p
p
2
e s
2=2 via the above v(;) (up to a constant).
3.3 Complex Signals
Although we will primarily look at real signals, it is apt at this point to examine
the type of complex signals that signal processing based deconvolution tools such as
Complex Modulus Algorithm (CMA) were designed. It is usually the case that prior
to transmission, the elements of a signal taken from M symbols ranging from integer
zero to M   1 is converted into complex valued data symbols, these complex values
can be represented as constellations on the complex plane, i.e., they are mapped on
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to a set of complex numbers using some predened mapping.
The conversion from the message to the complex signal depends on the type of
modulation carried out. In the CMA case, Godard originally intended the algorithm
to be applied to Phase Shift Keying (PSK) modulated signals which have their con-
stellations equally spread across the radius of a circle. The other predominantly used
modulation technique is (rectangular) Quadrature Amplitude Modulation (QAM)
which allocates the symbols across a rectangular grid by modulating the amplitude of
a cosine and a sine wave (called quadrature carriers). QAM has the advantage of be-
ing easily implemented and also simple to demodulate, but unlike PSK, its allocation
does not optimise the constellation space for a given energy.
In Figure 3.3, we see an example of a digital message (consisting of equal probable
integers from zero to 15) modulated into 16-PSK (left column) and 16-QAM (right
column) symbols and then deconvolved by CMA respectively. We simulated the
PSK and QAM signals by allocating a uniformly distributed string of numbers (one
to sixteen) to the circular and grid constellations respectively. The blurring lter
was taken to be an rst order Auto-regressive lter, namely, an AR(1) lter, with
coecient 0.5.
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Figure 3.3: 16-PSK and 16-QAM signals (rst row) in the complex plane, their blurred
images (second row) and deconvolved estimates.
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Chapter 4
Blind Deconvolution - Minimum
Entropy Deconvolution and
Related Methods
4.1 Introduction
Recall from the introduction that Blind Deconvolution (BD) is the process of recov-
ering the original signal st in the absence of knowing the blurring ht. The additive
noise nt is never observable.
If the blurring is known, then the most natural criterion for the recovery of the
unknown signal is the Mean Squared Error (in which case we get the Wiener Filter).
However, BD criteria usually involve higher-order statistics such as the kurtosis. The
reason for this can be understood as follows.
Recall from Chapter 2 that when the blurring is unknown, the BD of signals using
second order statistics is indeterminable, therefore for non-Gaussian signals, we utilise
higher-order statistics to characterise and the desired property of the signal which we
wish to restore. In the case of independent and identically distributed (i.i.d.) signals,
as blurring makes the signal more Gaussian, we want to restore the nonGaussianity
of the signal, characterised by a chosen higher-order statistic.
The superGaussianity (leptokurtic) and subGaussianity (mesokurtic) of the signal
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is often known a priori specic to an area of application. For example, the source st
may represent transmitted data symbols in communications and primary reection
coecients in geophysics; both model st as non-Gaussian. For the latter, it is common
practice to model st as realisations from a real superGaussian process whereas in the
former context, the data are assumed to be complex with discrete marginal densities
(the innovation noise from which the signal is generated is discretely distributed).
The Minimum Entropy Deconvolution (MED) methods proposed initially by Wig-
gins [74] was used to recover the sparsity in superGaussian seismic reection coe-
cients. Recall from chapter two that the criterion that he used for BD was simply
the kurtosis which can be seen as a simple measure of nonGaussianity or entropy of
a symmetrically distributed signal. This was later generalised to the Variable Norm
Algorithm (VNA) criterion by Gray [26] which allowed further exiblity to suit dif-
ferent signals. This class of algorithms, simply referred to as MED algorithms, can be
implemented via several techniques including recursive Toeplitz, Newton's algorithm
or Stochastic Gradient Descent (SGD) [71].
A dierent approach by Shalvi and Weinstein's Super-exponential Algorithm [65]
(which we denote by SW) originated from thinking about spiking the blurring-deconvolver
lter  = fkg (dened earlier in equation (2.1)) which resembles a delta-function
when the perfect deconvolution is achieved. This spiking is then translated in terms
of the deconvolver and known quantities and implemented in the same fashion as
MED-type algorithms. We will see that though coming from dierent starting points,
the SW algorithm is closely related to the MED-type algorithms.
Apart from noting similarities in implementations of the VNA, CMA and SW, we
will endeavour to answer the two following questions:
 Under what conditions do they achieve BD? In other words, do they facilitate
BD regardless of the nature of the signals under consideration? For example,
we know that the kurtosis case of CMA fails for superGaussian signals, but how
do we formalise this result for the general case CMA and can we modify it such
that it can give universal BD?
 Do the higher-order implementations oer any advantages in terms of BD per-
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formance? The answer to this is especially pertinent as higher-order version of
VNA, CMA and SW have not been implemented in practice, we will explore the
higher-order algorithms through a simulated example of nonGaussian signals.
Their performances will be assessed in terms how closely  resembles that of a
delta-sequence  (a sequence with one unit-sized element and zeroes everywhere else)
which minimises the ISI, dened earlier in equation (2.2). We will implement the
algorithms later on via batch methods, though the results discussed are applicable to
online cases also. Note that for simplicity, we will assume the source signal to be i.i.d.
and symmetrically distributed, though the results discussed here can be extended to
signals not satisfying these conditions.
4.2 A Note on Partial Order
For i.i.d. source, Donoho [15] dened the partial order   as a useful way of quanti-
fying the increase in Gaussianity when taking a linear combination of i.i.d. random
variables:
Denition 1. For st and xt,
st = xt
holds if and only if xt shares the same distribution as st.
Denition 2. For st and xt, the partial order st  xt holds if and only if
P
i aisi =
xt where sis are i.i.d. and ai are some arbitrary constants.
Thus, we can express the partial order of st, its linear combination and a Gaussian
random variate zt as:
st 
X
i
ist i  zt
where
P
i ist i is simply our output yt. We can rewrite this in terms of the decon-
volver wt: X
i
w0i  xt i 
X
i
wixt i  zt
where w0t is the true value of the deconvolver.
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Denition 3. An objective function O() is dened to agree with the partial order if
it satises:
xt > yt ) O(xt) > O(yt)
where  > is   without  =.
Therefore the maximisation of the scale-invariant objective function O() would
restore the nonGaussianity of st away from a Gaussian variable zt. Furthermore,
such an estimator ^ is a consistent estimator of the delta-lter. In other words, if a
given BD objective function agrees with the partial order, or rather it can be either
maximised/minimised under any circumstance, then it is a unied BD criteria in the
sense that it can deconvolve any signal regardless of its statistical properties.
Examples of objective functions which agree with the partial order include the
absolute value of standardised cumulants:
O(yt)  Kmy =
 C(y : m)C(y : 2)m=2

where C(y : m) is the mth order cumulant of yt. For m  2, the absolute cumulant of
the linear combination of st, yt satises C(y : m)  C(s : m). Donoho also included
the Shannon entropy and the Fisher Information as other examples of partial order
objectives.
Now we will discuss more closely each of the BD algorithm and give results for
whether they agree with the partial order. In other words, we will examine the
conditions under which they can give universal BD.
4.3 Constant Modulus Algorithm (CMA)
The Constant Modulus Algorithm (CMA) was designed by Godard [24] in the early
eighties to perform adaptive blind channel deconvolution of Phase Shifted Keyed
(PSK) signals and has since become a conventional tool to blind-deconvolve a wide
array of distorted signals found in signal processing. CMA was originally designed as
an online tool but it can also be implemented in a batch fashion. To see this we rst
look at its cost function.
4.3 Constant Modulus Algorithm (CMA) 34
The cost function of CMA is:
OCMA = E[(jynjq  Rq)2] (4.1)
where j  j is the complex modulus of a complex yn and the absolute value if yn is real.
Additionally, the statistic Rq is:
Rq =
E[jsnj2q]
E[jsnjq]
and q > 1 is even. It is important to note that in the equation above and in the
discussion that is to follow, we will switch from using subscript t to n when referring
to online algorithms, as the nth iteration of an online algorithm inputs signals at
time n. We will still use t to denote time index for oine derivations and theoretical
time-invariant statistics (as we assume the signals are stationary).
Rq is some function of the known properties of sn that could aid our deconvolution,
ie: some statistic of sn that we want to match our jynjq in order to achieve a good
ISI convergence.
Now we discuss the derivation of the scalar Rq. The motivation behind using the
CMA objective function (which Godard called a dispersion function) is in fact to be
found from comparing it to the cost function:
E

(jynjq   jsnjq)2

when a sequence of the source sn is not available, Godard investigated minimising
instead OCMA in equation (4.1) and set Rq to be the value which minimises the cost
when perfect deconvolution is achieved. This is obtained by equating to zero the
stochastic gradient (with respect to the deconvolver w) when yn = sn deips (ps is
the indeterminable constant phase shift and d the constant delay). The gradient of
equation (4.1) is:
E

(jynjq  Rq)ynjynjq 2xn

= 0
where xn is the vector of the M most recent data points xn = (xn; :::xn M+1)T and
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xn its complex conjugate. Note that even in the case of complex signals, we always
assume the blurring and its corresponding deconvolver to be real.
Substituting yn = sn deips and xn =
P
j hjsn j into the system of equations and
assuming the source to be i.i.d. (which Godard assumed) then we obtain:
E
"
jsn djqsn djsn djq 2
X
j
hjs

n j
#
= RqE
"
sn djsn djq 2
X
j
hjs

n j
#
) Rq = E[jsnj2q]=E[jsnjq]
We now discuss the implementation of CMA for online and oine cases.
4.3.1 Implementation of CMA
We elucidate some dierence in notations for online and oine/batch algorithms.
Denoting the length of the deconvolver asM , the nth iteration of the online algorithm
is a convolution of the deconvolver and the M most recent data points from the nth
position xn = (xn; xn 1; :::; xn M+1)T :
yn =
M 1X
j=0
w
(n 1)
j xn j
where w
(n 1)
j denotes the jth element(tap) of the online (n 1)th iterated deconvolver.
The nth iterated yn (a single data point) then contributes to the update of w
(n 1) to
w(n) according to some specied criterion.
On the other hand, each iteration in an batch/oine algorithm requires N  M +
1 convolutions of the nth iterated w[n] and the whole dataset (x1; :::xN) to get a
deconvolved series of length N  M + 1 which we denote by y[n] = (y[n]1 ; :::y[n]N M+1):
y
[n]
k =
MX
j=0
w
[n 1]
j xk j; k =M; :::; N
The superscript is the iteration number whereas the subscript is the element position
for the batch/oine algorithm. Note that we use the round bracket for the nth online
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iteration and square bracket for the nth oine iteration. For the online case, the (n)
supercript is omitted for yn as unlike the oine y
[n]
k , yn is not updated for online
implementations.
For the nth online iteration of the algorithm, the qth order CMA algorithm nds
the nth iterated deconvolver w(n) = (w
(n)
0 ; :::; w
(n)
M 1) (of a nite length M) that
minimises the expected dierence between the qth power of the nth iterated equalized
signal yn = (w
(n) x)n =
PM 1
j=0 xn jw
(n)
j and some statistics of the original source s.
Note that the CMA is an online algorithm in the sense that it iterates temporally
across the given series (x1; :::xN)
T . For the nth iteration, it convolves a window of M
most most recent data points with w(n) to give a new estimate yn of sn. Hence the
subscript in yn represents the iteration number as well as bearing connotation as a
temporal index.
Now the algorithm replaces the CMA cost function in equation (4.1) expectation
by its instantaneous value:
OCMA = (jynjq  Rq)2
So we get the stochastic gradient of the cost with respect to w(n) to be:
dOCMA
dw(n) = (jynjq  Rq)sgn(yn)jynjq 1 dyndw(n)
= (jynjq  Rq)ynjynjq 2xn
Note that dyn
dw(n) is derived from dierentiating yn =
P
iw
(n)
i xn i with respect to
each element of w(n) = (w
(n)
0 ; :::; w
(n)
M 1), this results in the vector (
dyn
dw
(n)
0
; :::; dyn
dw
(n)
M 1
) =
(xn; :::; x

n M+1) which we then write as x

n.
The corresponding update of Stochastic Gradient Descent (SGD) algorithm, namely:
w(n+1) = w(n)   dOCMA
dw(n)
is then:
w(n+1) = w(n)   (jynjq  Rq)ynjynjq 2xn
Godard recommended using q = 2 and q = 1 for computational ease. For q = 1,
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the online CMA update rule is:
w(n+1) = w(n)   

jynj   E[jsj
2]
Ejsj

sgn(yn)x

n (4.2)
and for q = 2:
w(n+1) = w(n)   

jynj2   E[jsj
4]
E[jsj2]

ynx

n (4.3)
The equivalent oine CMA algorithm can be expressed by replacing yn by y
[n]
and xn by X:
X =
0BBBBBBBBBBB@
x1 0 : : : 0
x2 x1 : : : 0
...
xM xM 1 : : : x1
...
xN xN 1 : : : xN M+1
1CCCCCCCCCCCA
i.e., X is a N times M composite matrix of the observed xks. so that algorithm for
CMA for q = 1 can be written as:
w[n+1] = w[n]   sgn(y[n]):

jy[n]j   E[jsj
2]
E[jsj]

X (4.4)
and for q = 2:
w[n+1] = w[n]   y[n]:

jy[n]j:2   E[jsj
4]
E[jsj2]

X (4.5)
where  denotes element-wise operation - multiplication and power. These oine
adaptions of the CMA will become clearer when we discuss Gray's VNA later on.
We will implement these algorithms shortly on some GGD signals, but rst, we
give a discussion on how we might expect CMA to work in practice, namely, when it
succeeds in achieving BD and when it fails.
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4.3.2 CMA Cost Surface
An explanation for CMA's inability to deconvolve superGaussian source in the case
of an i.i.d. source can be found in [39] where the stationary points for the CMA cost
for an i.i.d. source are found in terms of the source moments/cross-moments (up to
the fourth order). We will give a brief description of the analysis here.
Let us assume for simplicity that the source is real and we denote the length of 
by M 0. To locate the minima of the CMA cost, we nd the zeros of the gradient by
solving:
f  E

dOCMA
d

= 0
, E (jynjq  R2)ynjynjq 2sn = 0
For q = 2, this is equivalent to:
, E
2664
 
(
X
i
isn i)2  R2
!X
i
isn i
0BB@
sn
...
sn M 0+1
1CCA
3775 = 0;  = 0; : : : ;M 0   1
,
X
i
R;i;i;i
3
i + 3
X
i6=j
R;i;i;j
2
i j +
X
i6=j 6=k
R;i;j;kijk  R2
X
i
R;ii = 0
for  = 0; : : : ;M 0   1, where Ri;j;k;l = E[sm ism jsm ksm l] and Ri;j = E[sm ism j]
for 0  m  . From this we can see that changing the autocorrelation and the fourth-
order moments/cross-moments of s can eect the deconvolution hence coercing the
CMA ISI to converge at dierent levels.
For i.i.d. sources, the system of equations simplies to:
f  E[s2]
 
ks
2
 + 3
X
i 6=
2i   ks
!
= 0;  = 0; : : : ;M   1
where ks is the kurtosis. We see that for ks = 3, ie: a Gaussian source, the system of
equations is degenerate and our  will converge to some place on the sphere
P
i i = 1.
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For the ks 6= 3 case, say we have l nonzero elements s, they would then share
the same magnitude as the equations are identical for all the ks. Hence the solutions
to the system of equations are:
 =
s
k2
ks + 3(l   1)
for l of the ks and the remaining elements are zero.
Now for l = 1, we can classify the behaviour of each stationary point, we derive
the diagonal and o-diagonal elements of the Hessian matrix M by dierentiating f:
M(; ) =
df
d
= 4
 
3ks
2
 + 3
X
i 6=
2i   ks
!
M(; ) =
df
d
= 64
These entries evaluated at the stationary points are:
M(; ) =
(
3  ks  = 0
2ks  6= 0
M(; ) =
8>><>>:
 6  =  6= 0
6  =   6= 0
0 else
We see that the stationary points,  are such that only one of its element is nonzero.
In this case, the o diagonal elements of the Hessian matrix are zero and the diagonal
elements consist of one 3 ks and 2ks elsewhere. Hence we deduce that the stationary
points corresponding to perfect deconvolution are minima for subGaussian source and
saddles for superGaussian source.
Additionally, the stationary points for a general l (number of non-zero ks) were
found to be saddles regardless of source distributions [39]. Classication of stationary
points for correlated source also can be carried out via the recommended procedures
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of [39].
Figure 4.1 shows the log cost of CMA with respect to the combined blurring-
deconvolver lter  (left column) and deconvolver w (right column) each for the
simplest case of length two. For our blurring lter hn being AR(1) with coecient
0.5, we expect a well designed cost surface to have minima at w = (1;0:5)T . We
see this being satised for GGD signals with  = 10, but the cost surface for the
GGD  = 2 (Gaussian) and superGaussian  = 1 (Laplace) cases are ill-shaped for
deconvolution as precedented.
CMA's inability to deconvolve superGaussian source is an interesting issue as it
cannot be solved by simply inverting the sign of the objective function and hence the
gradient. This we will see, sets it apart from the rest of the methods in this section.
We will formalise this statement for the general case CMA, in the following Theorem.
This new result establishes the behaviour of the general case CMA.
Theorem 1. For real i.i.d. signals, CMA only deconvolves those signals which satisfy:
(2q   1)E[s2q 2]  (q   1)E[sq 2]E[s2q]=E[sq] > 0 (4.6)
Therefore, CMA does not agree with the partial order.
For CMA2 (CMA q = 2), this reduces to the condition of kurtosis being greater
than three.
Proof. For the CMA, the gradient can be written as:
E[f] = E[(y
q
t  Rq)qyq 1st ] (4.7)
for which  =  is a solution. If we rst dene the following terms:
u =
X
k0;:::km

2q   1
k0; :::km

k01 :::
km
m 
k 1
 kE[s
k0
t :::s
km
t mst ]
u0 =
X
k0;:::km

q   1
k0; :::km

k01 :::
km
m 
k 1
 kE[s
k0
t :::s
km
t mst ]
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Figure 4.1: (sample estimate of) log cost of the CMA for GGD signals with  = 1
(rst row),  = 2 (second row) and  = 10 with respect to  = (0; 1)
T (left column)
and w = (w0; w1)
T . The crosses indicate the location of desired minima, i.e., values
which correspond to an ideal BD.
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v;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X
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
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then the Hessian matrix can be written as:
M(; ) = u  Rqu0
and:
M(; ) = v;  Rqv0;
At  = , the Hessian reduces to:
M(; ) =
8>>>>>>>>>><>>>>>>>>>>:
(2q   1)E[s2q] Rq(q   1)E[s2q]
 6= 0( = 1)
(2q   1)E[s2q 2]2s  Rq(q   1)E[sq 2]2s2s
 = 0
=
8>>>>>>>><>>>>>>>>:
qE[s2q]
 6= 0( = 1)
2s

(2q   1)E[s2q 2]  (q   1)E[sq 2]E[s2q ]
E[sq ]

 = 0
The o diagonal terms of the Hessian are zero. Therefore, as the term qE[s2q]  0,
we require that (2q   1)E[s2q 2]   (q   1)E[sq 2]E[s2q ]
E[sq ]
 0 is also satised such that
the CMA has a minimum at  = .
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However, there is something we can do to extend the class of signals for which
CMA can achieve deconvolution, by including a stabilising matrix in the stochastic
gradient. We discuss this technical modication next.
4.3.3 Stabilising Matrix
For CMA, we observed that in practice, the inclusion of a stabilising matrix Q =
(XTX) 1 = R 1 in the stochastic gradient seemed to correct the behaviour of CMA
for superGaussian signals. We therefore propose that for the general case, the in-
clusion of Q makes CMA a unied blind deconvolution criteria. We prove this new
result in the following theorem.
Theorem 2. The inclusion of the stabilising matrix Q = (XTX) 1 makes CMA agree
with the partial order.
Proof. The oine gradient of the qth order CMA can be written as:
f =

QXT (y:2q 1  Rqy:q 1)
	

thus the Hessian matrix with respect to w is:
M(; ) =
d
dw

QXT (y:2q 1  Rqy:q 1)
	

Now taking the matrix QXT aside, the matrix that is the derivative of the column
matrix (y:2q 1  Rqy:q 1) is:
d
dw
(y2q 1  Rqyq 1) =

d
dw
(y2q 1  Rqyq 1 )

;
= g(Y )X
where Y = diag(y1; :::yn) and the function g(y) = (2q   1)y2q 2   (q   1)Rqyq 2
is applied element-wise. Therefore, as the matrix X in the derivative cancels out
with the additional QXT , we can say that the diagonals of the Hessian are of equal
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magnitude and satisfy:
(2q   1)E[y2q 2]  (q   1)RqE[yq 2]
<
>
0
which near convergence ( = ), is simply the two-way extension to the condition
for CMA convergence in equation (4.6). Therefore, the stabilised CMA Hessian is
positive/negative denite.
4.3.4 CMA - Example
We now implement the stabilised CMA1 (CMA q = 1), CMA2 (CMA q = 2) and
CMA4 (CMA q = 4) for simulated GGD signals of size N = 15000 with varying shape
. The blurring lter is set to ht = 0:5
t, t = [0 : 30] and the SNR is set to 20. We
take average BDs over 100 replicates.
The CMA statistic R2 for a GGD-ARMA(1,1) (ARMA(1,1) series with GGD
innovations) source is:
R2 = 
2 (1=) (5=)
 (3=)2
1 2 3 4 5
−45
−40
−35
−30
−25
−20
−15
−10
−5
0
alpha
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I
Figure 4.2: ISI values for CMA1(solid), CMA2(dash) and CMA4(dot) for GGD signals
with varying shape .
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In Figure 4.2, we see that as  approaches two (Gaussian), all three stabilised
CMAs give reasonable good BDs away from  = 2 (Gaussian signals) thus verifying
our theoretical results for stabilised CMA in the case of GGD signals.
Note that the ISI values in Figure 4.2 are converged values for the oine algorithms
with convergence speed varying across dierent algorithms. As with the examples
we will see later on, we are not too concerned with the convergence speed (dened
by the number of iterations required for convergence which is found by taking the
stochastic gradient constant  to be as large as possible before the algorithm diverges)
as the class of algorithms we encounter in this chapter are all extremely quick. More
importantly we are interested in the converged ISI values which we desire to be close
to negative innity for a good deconvolution.
In Figure 4.2, we see that for superGaussian signals ( < 2), CMA1 is clearly the
best choice whilst for subGaussian signals ( > 2) CMA2 does best. Furthermore,
CMA4 does not oer superior BDs of GGD signals compared to CMA1 and CMA2
for the range of  2 (0:5; 5).
4.3.5 Convergence Issues
Although we have established theoretically that the stabilised CMA have minima
at the desired location  =  (combined blurring-deconvolver lter equal to some
delta-sequence), this does not in fact give us much of an indication of the convergence
properties of the ISI value in practice. In other words, although we know that for i.i.d.,
symmetricaly distributed signals with neglible noise,  converges to  in expectation
given appropriate initial conditions, we still do not know the variance of the converged
deconvolver w which contributes to the ISI.
Furthermore, the addition of non-neglible noise contributes to even more per-
formance degradation reected in ISI. In this case, we might not even expect  to
converges to  in expectation.
Therefore, it is extremely dicult to analytically track the convergence of ISI for
a given algorithm. However, the ISI behaviour we see from our simulated studies
gives us an idea of how robust a given algorithm is in terms of both the variance of
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the converged deconvolver and in terms of robustness towards the additive noise.
Lastly, we recall an earlier statement that  converges to  in expectation given
appropriate initial conditions. This refers to the fact that we need to select an initial
deconvolver value away from a local minimum to avoid being trapped there. This of
course is going to be dicult as in general we do not know the location of the unwanted
minima. However, there exist many techniques for dealing with local minima such as
annealing, taking the best performance for multipaths, varying stepsize.
4.3.6 Extension of CMA for Complex signals - Constant Norm Algo-
rithm (CNA)
For a signal st, Goupil and Palicot [25] generalised the CMA-type cost function Con-
stant Norm to be:
J(st) =
1
ab
E
jna(st)  jb
where n() is a chosen norm and  being the positive roots of:
 2 froots of
b 1X
k=0
 
b  1
k
!
kE

na(b k)(st)
g
which for b = 2 simplies to:
 =
E[n2a(st)]
E[na(st)]
For a = b = 2, with n(z) = jzj  jjzjj2 (the complex modulus for a complex z or the
absolute value for a real z), J() reduces to the second order CMA cost.
The main motivation behind CNA is to develop a method that would deconvolve
complex square-shaped signals (Goupil and Palicot uses QAM as an example) as well
as the constant-square-norm-PSK source that was originally considered by Godard,
see Figure 4.3. Hence the more general Lq-norm was considered:
jjzjjq = q
p
jRe(z)jq + jIm(z)jq
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p=2p=1
Figure 4.3: jjzjjq norms with q = 1, q = 2 and q =1.
The Lq-norm gives rise to the CNA-q family of algorithm:
w(n+1) = w(n)   (jjynjj2q   )F (yn)xn
where:
 =
E[jjSjj2aq ]
E[jjSjjaq ]
and the function F (yn) is the derivative of jjynjj2q with respect to yn. For the extreme
case of innite norm jjzjj1 = max(jRe(z)j; jIm(z)j), F (yn) has the form:
F (yn) =
(
Re(yn) Re(yn) > Im(yn)
Im(yn) else
As a means of trade-o between the two types of signals, Goupil and Palicot advo-
cate combining the two norms n1(z) = jjzjj1 and n1(z) = jjzjj1 to give another norm
n1 + (1   )n1 where the fraction  is iterated along with the deconvolver coe-
cients in a recursive CNA algorithm. Unsurprisingly, this proved to be advantageous
over CMA for deconvolving QAM and also its online implementation has sensitive
time-tracking abilities built in via the iterative component .
However, the implications of this algorithm is only signicant when the source is
complex since all norms reduce to the absolute value for a real signal. The resulting
class of algorithms maximise the generalised cost:
J(y) =
1
ab
E
jyja   jb
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which for b = 2 reduces to the family of CMA. Note that we merely include the
discussion of the CNA as an interesting footnote to the CMA and will not implement
it for our examples as we are not focusing on the nuances of varying geometry of
complex signals.
4.4 Gray's Variable Norm Algorithm
Wiggins' Minimum Entropy Deconvolution (MED) [74] maximises:
W =
1
N
P jyj4 
1
N
P jyj22
which takes into consideration a small number of large events with the smallest resid-
ual error. Hence it is easily biased towards larger events and best suited for extracting
the source sn from an almost uniformly distributed xn. This motivated certain mod-
ications made in geophysical applications for superGaussian signals.
The most important generalisation was made by Gray [26]:
G12 = log
( 
1
N
P jyj1N=1 
1
N
P jyj2N=2
)
we see that Gray's cost for 1 = 4 and 2 = 2 is equivalent to Wiggins' cost, G
4
2 =
2N log(W ). If we set 1 to be two, namely assume that the observed x is almost
Gaussian, then the direction towards which we deconvolve xn is reected by 1.
Gray's method is in fact tailored to t the Generalised Gaussian distribution.
Apart from the obvious appeal of GGD as a exible and well-tted distribution for
the type of superGaussian seismic data in his studies, this statement is also true
for several other aspects. First, the GGD can be shown to maximise the Shannon's
Entropy:
 
Z 1
 1
f(x) log f(x)
subject to: Z 1
 1
f(x) = 1
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for a xed th absolute moment:Z 1
 1
jxjf(x) = 
To see this, we rst derive the variation of the quantity I dened as:
I 
Z 1
 1
 f(x) log f(x) + 1f(x) + 2jxjf(x)dx
I =
dI
df
=  (1 + log f(x)) + 1 + 2jxj
thus entropy is maximum at:
f(x) = e1 1e2jxj

The rst constraint gives us the value of the rst constant 1:
e1 1 =
( 2)1=
2 (1=)
and the second constraint gives the second constant 2:
2 =   1

which then implies that the distribution f(x) is that of a GGD:
f(x) / exp jxj


Hence a GGD with shape parameter  maximises the Shannon's entropy with the
constraint that the absolute th moment is xed. In particular, Shannon's entropy
is maximised by the Laplace distribution for a xed L1 norm, by the Gaussian distri-
bution for a xed L2 norm and by the uniform for a xed L1 norm.
Now that we have seen the appeal of GGD in relation to entropy, it then comes as
no surprise that Gray's objective function can be understood as a mutual information
measure of one GGD against another, the two being parametrised by the same scale
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and dierent shapes. In fact, Gray's objective function takes its cue from Hogg's
scale-invariant, most powerful test statistic [31]:
 
1
N
P jyj1N=1 
1
N
P jyj2N=2
for testing a GGD with one shape parameter against another. In other words, max-
imising G12 drives the GGD shape of the deconvolved yk away from 1 towards 2.
We know that blurring causes the source to be more Gaussian, so it is then in-
tuitive to set 2 ' 2. We are then interested in deconvolving the observed signal
towards a direction of nonGaussianity that is known a priori. In other words, we
would maximise Gray's cost with 1 < 2 for a superGaussian source and 1 > 2 for
subGaussian.
4.4.1 Implementation of the VNA
We now derive three implementations of the VNA and detail their relationships with
one another. First we derive the derivative and Hessian matrix of the cost function.
We can derive the gradient of Gray's objective function by dierentiating G12
with respect to yk:
(5G12)k =
 jykj1 1
1
  jykj
2 1
2

sgn(yk) (4.8)
where:
1 =
1
N
X
j
jyjj1 ; 2 = 1
N
X
j
jyjj2 (4.9)
Furthermore, the derivative with respect to the deconvolver w, is simply:
X
k
(5G12)k
yk
dw
=
X
k
 jykj1 1
1
  jykj
2 1
2

sgn(yk)xk  (4.10)
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which could also be written in vector form as:
X
k
(5G12)k
yk
dw
=X
 jyj:1 1
1
  jyj:
2 1
2

:sgn(y) (4.11)
in the same notation as we used previously for batch CMA.
Now we dierentiate the gradient in equation (4.10) to obtain the Hessian matrix
which has diagonal elements:
(52G12)kk = (1   1) jykj
1 2
1
  (2   1) jykj2 22
 1
N

jykj1 1
1
2
+ 2
N

jykj2 1
2
2
+2(yk)

jykj1 1
1
  jykj2 1
2

and o-diagonal elements:
(52G12)kj =

1
N
jykyjj1 1
21
  2
N
jykyjj2 1
22

sgn(yk)sgn(yj)
The factor of 1=N means that the o-diagonal elements are neglible. Additionally as
E[(yk)] = 0, we deduce that the expected Hessian is a diagonal matrix:
E[52G12 ] = cI (4.12)
where:
c =
1   1
1
E[jykj1 2]  2   1
2
E[jykj2 2]
Iterative Toeplitz Method (Wiggins-type Method)
The maximisation for Gray's objective function for the superGaussian case can be
written as a Toeplitz equation. Previously we derived the gradient of the cost with
respect to yk. To derive the Toeplitz equations, we simply set the gradient of the
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VNA objective function G12 with respect to w to be zero:
dG
1
2
dw
=
P
k(5G12)k dykdw = 0
, Pk  jykj11   jykj22  sgn(yk)xk  = 0
For 1 = 2, this reduces to:
X
k
 jykj
1
  jykj
2
2

sgn(yk)xk  = 0
in which case we can write yk as
P
l xk lwl, rearranging both sides gives:X
l
wl
X
k
xk lxk  =
X
k
u3(yk)xk 
where:
u3(yk) =
1
N
P
j y
2
j
1
N
P
j jyjj2
jykj2 1sgn(yk)
This can be written in the matrix form Rw = g where R is a weighted sum
of the autocorrelated matrices of the matrix X (dened earlier for oine CMA),
R =XTX. g is a vector of cross-correlations between x and the vector of reweighted
current deconvolved series y0 = (y01; ::::y
0
N) = u3(y) = (u3(y
0
1); ::::u3(y
0
N)):
g =XTy0
The transformation u3() accentuates the larger values and suppresses the smaller
ones for 2 < 2 and vice versa. The system of equations can be eciently solved by
an iterative Levinson-Durbin algorithm.
Equivalently, the Toeplitz equations can be derived in its matrix form by solving
in a least squares sense for a spiked response y0 in the model y0 =Xw:
min
w
jjy0  Xwjj2
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, w = (XTX) 1XTy0
, w = R 1g : (4.13)
Higher order iterative moment/cumulant-matching methods can be derived in a
similar fashion, for example for non-symmetric (skewed) pdfs or non-i.i.d. signals, we
have:
C^XXw = C^XXy0
where C^XXX is a matrix of sample estimates of third order cumulants of x and C^XXy0
the sample estimates of cross-cumulants of x and y0. But of course, the higher-
order approach comes with computational burden. Moreover, these cumulant-based
methods have been extensively studied in Mendel [48] where he pointed out that
the nesse in such approaches lies in nding appropriate sets of lags over which the
cumulants are concatenated, this exploits the fact that the cumulants can vanish for
certain combinations of lags.
We observe that the Toeplitz equation is symmetric for 1 and 2, namely setting
1 = 2 instead of 2 = 2 would lead us to the same set of equations above. This is
related to the fact that deconvolution via the simple Toeplitz method is inadequate
for the superGaussian case (Wiggins intended it to maximise G42, i.e., deconvolves
subGaussian source by minimising G24). As the method does not distinguish between
subGaussian and superGaussian source (it does not incorporate the changing sign of
the objective) it leads to a minimisation of G22<2 rather than maximisation so we
look at iterative methods to obtain the minimum of Gray's cost function [70].
4.4.2 Perturbation Method (Newton-type Method)
We look to an alternative lter perturbation algorithm which could be formulated
as follows [70]. Let us denote the reiterative terms in the nth oine iteration by a
superscript of [n]. Using Newton's method, we can write the nth iteration as:
dy = y[n+1]   y[n] =X(w[n+1]  w[n]) =  (52G12(y[n])) 15G12(y[n])
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hence using the expressions for the gradient and Hessian derived previously, the nth
update in terms of w = fwkg can be written as:
dw = w[n+1] w[n] = (XTX) 1XTdy =   1jc[n]jR
 1XT (jy[n]j:1 1 [n]jy[n]j:2 1):sgn(y
[n])

[n]
1
where [n] =

[n]
1

[n]
2
=
P
j jyj j1P
j jyj j2 . The absolute value operator here j  j is applied element-
wise and  element wise multiplication and power. The constant c[n] comes from the
scaling of the Hessian matrix, 52G12(y[n]) = c[n]I. In practice, we let c[n] be some
non-iterative stepsize .
In particular, for 1 = 1 and 2 = 2, 
[n]
1 =
1
N
P jy[n]i j2  ^2[n] and [n]2 =
1
N
P jy[n]i j, hence the nth oine (Newton's) iteration of G12 can be written as:
w[n+1]  w[n] =   1jc[n]j^2[n]R
 1XT (y[n]   [n]sgn(y[n])) (4.14)
where [n] =
P
k jy[n]k j2=NP
k jy[n]k j=N
. Likewise, the nth oine (Newton's) iteration of G42 can be
written as:
w[n+1]  w[n] =   1jc[n]j^2[n]R
 1XT (jy[n]j:2   [n]):y[n] (4.15)
where [n] =
P
k jy[n]k j4=NP
k jy[n]k j2=N
.
For the subGaussian case, we simply reverse the sign of the cost giving the decon-
volver update:
w[n+1]  w[n] =   1jc[n]j^2[n]R
 1XT ([n]sgn(y[n])  y[n]) :
Stochastic Gradient Method
Both Toeplitz and the Perturbation methods are `batch' methods [70]. We may wish
to implement the algorithm for an online setting like the CMA, since this has the
Chapter 4. Blind Deconvolution - Minimum Entropy Deconvolution and
Related Methods 55
advantage of being more ecient and able to time-track certain characteristics of the
signal.
The stochastic gradient descent algorithm for optimising G12 follows:
w(n) = w(n 1)    dG
1
2
dw(n)
(4.16)
where the gradient is:
dG12
dw(n)
=
dG12
dyn
dyn
dw(n)
(4.17)
as only yn is a function of w
(n). Hence the gradient is:
dG12
dw(n)
=
1

(n)
1
 jynj1 1   (n)jynj2 1 sgn(yn)xn (4.18)
where we can set (n) to be its approximate expectation at convergence (thus assumed
known a priori):
(n) =
E[s1t ]
E[s2t ]
by making an analogy to CMA. Gray's VNA is not traditionally implemented online.
In fact, if we were to take this approach, then the online VNA of G1=2q2=q is equivalent
to the general case CMAq.
In particular, for 1 = 4 and 2 = 2, the update is:
w(n) = w(n 1)   
^2(n)
 jynj2   (n) ynxn (4.19)
and for 1 = 1 and 2 = 2:
w(n) = w(n 1)   
^2(n)
 jynj   (n) sgn(yn)xn (4.20)
which are identical to CMA1 and CMA2 in equations (4.2) and (4.3). The dierences
of these lower-order CMA and VNA only exist when we use their oine implemen-
tations. Alternatively, for the online VNA, we could calculate (n) by performing
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cumulative averaging over a certain window length Nw of yis:
(n) =
1
Nw
Pn
i=n Nw+1 jyij1
1
N2
Pn
i=n Nw+1 jyij2
Additionally, we could optionally insert a stabilising/decorrelation matrix Q =
R 1 if it is known a priori, i.e., write:
w(n) = w(n 1)   
^2(n)
 jynj   (n) sgn(yn)R 1xn
which would render it equivalent to the Newton-perturbation method discussed ear-
lier. Note that replacing R 1 with its instantaneous value (xTnxn)
 1 is equivalent to
letting it be absent in the update ([27], [59]).
4.4.3 Gray's VNA Cost Surface
Before we discuss simulated examples of the VNA algorithm, we give some analysis
on its cost surface behaviour. We start o by giving a brief summary of Gray's own
gradient/Hessian analysis which is based on modelling the output yk as a GGD signal
[26].
Let us denote 3 as the GGD shape parameter that best describes the current
deconvolved estimate of the source sn, then we can write 1 and 2 of the gradient
of G12 in equation 4.10 as approximately their limits:
1 '
 (1+1
3
)
 (1=3)
A 1 ; 2 '
 (2+1
3
)
 (1=3)
A 2
where A = 1

q
 (3=3)
 (1=3)
.
In terms of the Hessian, again we can substitute the ks by their limits:
c ' 3A2
0@ 

1+3 1
3

 

1+1
3
    

2+3 1
3

 

2+1
3

1A
We observe that when 1 > 2, the expected Hessian is negative denite (c < 0)
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for a superGaussian estimate yk of sk (3 < 2) and positive denite (c > 0) for
subGaussian - see the plot on the left in Figure 4.4.
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Figure 4.4: The diagonal elements of the Hessian c versus 3 for (1; 2) equal to
(2; 1) (solid), (3; 2) (dash) (4; 2) (dotted) (6; 2) (circled) and (1:5; 1) (star), the plot
on the right is for the values of 2 and 2 reversed: (1; 2) (solid), (2; 3) (dash) (2; 4)
(dotted) (2; 6) (circled) and (1; 1:5) (star).
The fallacy of Gray's cost surface analysis is that it assumes that the output y
can be modelled as a GGD, we can in fact explicitly derive the behaviour of G1=42=2
(Wiggins' MED) case for i.i.d. symmetrically distributed signals at the point  = ,
without relying on this assumption. Later on, we extend the results for the general
case VNA G12 . Note that for simplicity of notation, all subsequent Hessian analysis
is carried out on the stochastic gradient as opposed to the batch gradient.
We know from extending the expression of the online gradient with respect to w
in equation (4.18) that the online gradient of Gray's cost function with respect to 
(which we denote by f) for the special case 1 = 4, 2 = 2 is:
f = E

d
d
log
1
N
P
i y
4
i
( 1N
P
i y
2
i )
2

= E [(jynj2   2)ynsn ]  = 0; :::;M   1
we can see that its only dierence to the CMA gradient is having 2 =
1
N
P
i y
4
1
N
P
i y
2 replace
R2 =
E[s4]
E[s2]
.
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As we can write yn as the convolution of n and sn, we have:
2 =
PN
i=1 (
P
k ksi k)
4PN
i=1 (
P
k ksi k)
2
Assuming that 2 is approximate independent of ynsn , we can write:
E[2ynsn ] ' E[2]E[ynsn ]
Additionally, we approximate 2 by:
2 ' E[y
4]
E[y2]
Hence nding the zeros of the gradient is then equivalent to solving:
f = E
24 X
k
sn kk
!3
  2
 X
k
sn kk
!
sn 
35 = 0
where we will let 2 denotes its approximate value E[y
4]=E[y2] from now on. This
simplies to:


E[s4]2 + 3E[s
2]2
P
i6= 
2
i   2E[s2]

= 0
, 4

ks
2
 + 3
P
i6= 
2
i   22

= 0
As 2 is a symmetric function of is:
2 =
2

ks
P
i 
4
i + 6
P
i 6=j 
2
i 
2
j

P
i 
2
i
we can deduce that at the stationary points, if we have N nonzero i elements, they
would then take equal values , 2 then becomes:
2 = 
22(ks + 6N(N   1))
Chapter 4. Blind Deconvolution - Minimum Entropy Deconvolution and
Related Methods 59
giving the gradient:
f = 
4
 
ks
2 + 3(N   1)2   ks2   6N(N   1)2

For the N = 1 case, the terms inside the bracket vanish, hence the N 2s can take
the value of any arbitrary constant. This is of course directly related to the fact
that Gray's cost is scale-invariant. That is why for implementation, we usually nor-
malise the deconvolver wn at every step of the algorithm to stop it from inating
unboundedly.
We now derive the Hessian matrix. The diagonal entries are:
M(; ) =
df
d
= 4(ks2
2
 + 2
X
i6=
2i  
2
2
  
2
d2
d
)
where:
d2
d
= d
d

2(ks(40+:::4bw)+6
P
i6=j 
2
i 
2
j)
20+
2
1+:::+
2
bw

=
2(4ks3(20+:::+2bw)+12
P
j 6= 
2
i (
2
0+:::+
2
bw) 2ks(40+:::4bw) 12
P
i 6=j 
2
j 
2
j)
(20+:::+
2
bw)
2
The o-diagonal elements are:
M(; ) = 64   2 d2d
= 64    4ks
3
(
2
0+::::+
2
bw)+::: 12
P
i6=j 
2
j 
2
j
(20+:::+
2
bw)
2
At the stationary points, d2
d
becomes:
d2
d
=
(
22ks
N
 6= 0
0  = 0
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and thus the elements of the Hessian matrix at the stationary points are:
M(; ) =
(
22(3ks + 3(N   1)  ks   6N(N   1)  2ksN )  6= 0
22(3N   ks   6N(N   1))  = 0
and:
M(; ) =
8>><>>:
642   2ks
N
2  =  6= 0
 642 + 2ks
N
2  =   6= 0
0 else
Hence when N = 1 (ie: when n is a delta function), the o diagonal Hessian
elements M(; ) are zero, and the only non-zero diagonal elements is 22(3   ks)
situated at the only non-zero . This is consistent with the idea of maximising Gray's
G42 cost for superGaussian source and vice verse.
Figure 4.5 shows the cost function with respect to the combined blurring-deconvolver
lter  (left column) and deconvolver w (right column) each for the simplest case of
length two. Recall that with our default blurring example of hn being AR(1) with coef-
cient 0.5, we expect a well designed cost surface to have minima at w = (1;0:5)T .
We see that unlike the minima of CMA, Gray's scale-invariant minima are situated
at valleys dened by a constant  (1;0:5)T for nonGaussian cases ( = 1 and
 = 10). There also exist plateaus along the diagonals of the  plots . For the
Gaussian case  = 2, we see that the optimal stationary points are in fact inection
points, the minima are then shifted towards valleys that are suboptimal.
Now we give a new proposition that describes the Hessian behaviour for the general
case VNA. By the general case VNA, we mean the algorithm corresponding to the
cost G12=2.
Theorem 3. BD can be achieved via Gray's VNA by either maximising or minimising
its objective function depending on the following condition:
(1   1)2sE[s1 2]  E[s1 ]
<
>
0
In other words, Gray's VNA agrees with the partial order.
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Figure 4.5: (sample estimate of) Gray's VNA (2 = 2) cost for 1 = 1 (rst row),
1 = 2 (second row) and 1 = 10 with respect to  = (0; 1)
T (left column) and
w = (w0; w1)
T . Source variance 2 is set to one as usual. The valleys which are
proportional to the crosses correspond to values for which the ideal BD is achieved.
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Proof. We can write the expected gradient of the G12 cost as:
E[f] = E

((  s)1 2t   )(  s)tst 

=
P
k0;:::km
 
1 1
k0;:::km

k01 :::
km
m E[s
k0
t :::s
km
t mst ]
 2s
where  (replacing its sample equivalent
P
i y
1
i =NP
i y
2
i =N
) is a function of :
2s =
P
k0;:::km
 
1
k0;:::km

k01 :::
km
m E[s
k0
t :::s
km
t m]P
i 
2
i
(4.21)
We dierentiate this to obtain the Hessian matrix:
M(; ) =
P
k0;:::km
 
 1
k0;:::km

k
k0
1 :::
km
m 
k 1

E[sk0t :::s
km
t mst ]  d 2s   2s
M(; ) =
P
k0;:::km
 
 1
k0;:::km

k
k0
1 :::
km
m 
k 1

E[sk0t :::s
km
t mst  ]  d2s
where:
2s
d
d
=
2i
P
k0;:::km
( 1k0;:::km)
k0
1 :::
km
m 
k 1
 kE[s
k0
t :::s
km
t m]P
i(
2
i )
2
 2
P
k0;:::km
( 1k0;:::km)
k0
1 :::
km
m E[s
k0
t :::s
km
t m]
(2i )
2
At the point  = , the terms 2s and 
2
s
d
d
become:
2s =
(
1 2E[s1 ]  6= 0
0  = 0
(4.22)
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and:
2s
d
d
=
(
1 3 (1   2)E[s1 ]  6= 0
0  = 0
(4.23)
Consequently, the o diagonal terms of the Hessian disappear and the diagonal
terms are:
M(; ) =
(
0  6= 0
1 2 f(1   1)2sE[s1 2]  E[s]g  = 0
(4.24)
Therefore, the condition for which the Hessian is positive denite/negative denite
is:
(1   1)2sE[s1 2]  E[s1 ]
<
>
0
Interestingly, if the signal is GGD, then the condition crosses zero at 1 = 2, the
Gaussian case.
4.4.4 Example
With the same setting as our previous example in CMA, we test the oine G12, G
4
2 and
G62 on 100 replicates of N = 15000 GGD signals. Again, we see that that G
1
2 which
is closely related to CMA1 is best for superGaussian signals whilst G42 (similar to
CMA2) subGaussian signals. G62 performs comparably to G
4
2 for subGaussian signals
but is worst among all three for the superGaussian case. We can say that for GGD
signals, Gray's VNA seems to be less sensitive to change in the algorithmic parameter
compared to CMA.
4.4.5 Gray's Variable Norm and Spectral Smoothing
Previously in the context of the Toeplitz method, we discussed that the motivation
behind Gray's Variable Norm Algorithm is to achieve deconvolution by `spiking the
data' [26]. Gray revisits the idea in terms of a frequency domain example. If we look
back to the set of Toeplitz equations derived from zeroing the gradient of the cost
4.4 Gray's Variable Norm Algorithm 64
1 2 3 4 5
−45
−40
−35
−30
−25
−20
−15
−10
−5
0
alpha
IS
I
Figure 4.6: ISI values of G12 (solid),G
4
2 (dash) and G
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2 (dot) for GGD signals with
varying shape .
G1=22=4, we get:
X
l
wl
X
k
xk lxk j =
X
k
1
N
P
i jyij2
1
N
P
i jyij4
jykj3sgn(yk)xk j
we see that the algorithm is basically reweighting the current deconvolved estimate
y by an estimate:
yk  jykj3sgn(yk) = y3k
which translates to three convolutions of the FT of y in the frequency domain (this
smoothing can be interpreted as whitening of the current estimate of the deconvolved
series y when our signal s is i.i.d.), Y (f) =
P
k e
2ikfyk:
Y (f) Y (f)  Y (f)  Y (f)
We can write the FT of wk, W (f) in terms of the convolution of the FTs of the
current estimate y, Y (f) and the observed signal x, X(f):
W (f)X(f) = (Y (f)  Y (f)  Y (f))
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) W (f) = (Y (f)  Y (f)  Y (f))
X(f)
and as we set our initial deconvolver to be a delta function, our initial estimate of the
source is:
yk = xk k0
) Y (f) = eifk0X(f)
then after n iterations of the algorithm, W (f) becomes:
W (f) =
X(f)3n
X(f)
eifk0
where X3n(f) = X(f)     X(f)| {z }
3n
denotes X(f) convolved with itself 3n times. We
thus get the iterated spectrum of y to be:
Y (f) = X(f)W (f) = X(f)3neifk0
this in the time domain is equivalent to:
yk = x
3n
k k0
Hence the observed signal is practically being spiked as the iterations are carried out.
We will now see a method which exploits similar ideas but is motivated by `peaking'
the lter-deconvolver response  rather than the data itself.
4.5 Shalvi-Weinstein's Super-Exponential Methods
Shalvi and Weinstein [65] developed a method based on ideas similar to Gray's about
spectral smoothing/whitening. They begun by considering the following `peaking'
adjustment to the lter-deconvolver response:
n  pn(n)q (4.25)
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with normalisation:
n  njjjj (4.26)
where jjjj denotes the norm of the complex vector , ie: jjjj =
p
 =
pP
n jnj2.
When p + q  2, these adjustments force the deconvolver elements with smaller
magnitudes to decay to zero whilst the largest tap approaches one, ie: achieving op-
timal deconvolution. Additionally, the method can also be interpreted as maximising
a certain class of kurtosis-related costs that generalises the CMA criterion [64].
The fact that for SW's algorithm, ISI of the iterated  converges super-exponentially
(exponential to a power) to zero can be understood as follows. As the lth iterated
(l):
(l)n =
(
(l 1)
n )p(
(l 1)
n )q
jj((l 1))p((l 1))qjj
(the powers in the denominator are element-wise) is such that:(l)n(l)m
 =
(l 1)n(l 1)m

p+q
and allowing p and q to satisfy p+ q  2, we then see that the iterations preserve the
order of the deconvolver elements:
j(l 1)n0 j  j(l 1)n1 j  : : :) j(l)n0 j  j(l)n1 j  : : :
As Shalvi and Weinstein uses the non-decibel ISI denition:
ISI =
P
i jij2  max jij2
max jij2
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the preservation of order then implies that the ISI satises:
ISI((l)) =
P
n6=n0
 (l)n(l)n0
2
=
P
n6=n0
 (l 1)n(l 1)n0
2(p+q)

 P
n 6=n0
 (l 1)n(l 1)n0
2
!p+q
=

ISI((l 1))
p+q
) ISI((l)) 

ISI((0))
(p+q)l
hence the name `Super-Exponential' methods, though convergence is conditioned on
ISI((0)) being less than one.
When there are M n0s, the limiting (stationary point)  has M elements of equal
magnitude 1=
p
M , but like the CMA and Gray's algorithm, these equilibria points
are unstable.
4.5.1 Toeplitz SW Algorithm
Let H be a matrix whose elements are composed from shifted versions of the blurring
lter h, ie: Hi;j = hi j, we can then write in matrix form the relationship between
the deconvolver and the combined blurring-deconvolver lter as:
 = Hw
For simplicity, we allow w here to be of innite length.
When h is known, the least squares approach minimises:
min jjHw   (k)jj2
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where (k) has one at the kth position and zero elsewhere, giving the solution:
w = (H+H) 1H+(k) (4.27)
)  = H(H+H) 1H+(k) (4.28)
where the matrix H+ is the Hermitian ofH (we use + to denote Hermitian of a matrix
and  for complex transpose of a vector). Note that H(H+H) 1H+ approaches the
identity matrix when the deconvolver length M increases to innity.
In the case of a nite deconvolver length, SW's method minimises instead:
min jjHw   gjj2
where g has elements:
gn = 
p
n(

n)
q
Hence the minimisation gives:
w = (H+H) 1H+g (4.29)
with the normalisation step:
w  wp
w+H+Hw
(4.30)
which can be equivalently expressed in terms of :
 = H(H+H) 1H+g
  jjjj
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It then follows that  converges to the value:
~ =
H(H+H) 1H+(k)q
((k))TH(H+H) 1H+(k)
which diers from the innite M case predictive value  = H(H+H) 1H+(k) up to
a gain factor. It then follows that the ISI corresponding to the limiting  is:
ISI(~) =
1  ((k))+H(H+H) 1H+(k)
((k))TH(H+H) 1H+(k)
As the matrix H(H+H) 1H+ approaches the identity matrix when its dimension M
is suciently large (namely that the deconvolver length is long enough to accomodate
perfect deconvoltuion), ~ converges to the delta function and the corresponding ISI
is zero.
4.5.2 Implementation of the SW
We have seen the formulation of the Toeplitz SW in terms of the unknown combined
blurring-deconvolver lter  = ftg [65], the next step then is to translate equations
(4.29) and (4.30) into an algorithm for the deconvolver w via cumulant manipulations
of y and s. We give a brief description of the relevant steps, taken from [65].
Recall that the mth order univariate cumulant of some variable x is dened as the
mth order derivative of the log of the characteristic function (t) = E[etx] evaluated
at zero:
C(x : m) =
d log (t)
dxn

t=0
for the multivariate case, say for variables (x1; ::::xn), the joint cumulant of (xn1 ; :::; xnm),
ni 2 f1; :::; ng is dened as:
C(xn1 ; :::xnm) = ( i)m
dm log (t)
dxn1 :::dxnm

t=0
where (t) is the joint characteristic function of (xn1 ; :::; xnm).
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First, we relate the cumulants of the observed signal xn and input st via the
blurring elements hi:
C(xt n; xt n) = C(st; s

t )(H
+H)mn (4.31)
C(yt : p; y

t : q; x

t n) =
X
k
hk nC(yt : p; y

t : q; s

t n)
where C(yt : p; y

t : q; x

t n) is the cumulant of p of yts, q of y

t and x

t n.
We can write the yts as the convolution of ts and sts:
C(yt : p; y

t : q; s

t n) =
P
l1
: : :
P
lp
P
m1
: : :
P
mq
l1 : : : lp

m1
: : : mq
C(st l1 ; : : : ; st lp ; s

t m1 ; : : : ; s

t mq ; s

t n)
and in the case of i.i.d. source:
C(st l1 ; : : : ; st lp ; s

t m1 ; : : : ; s

t mq ; s

t n) =
8>><>>:
C(st : p; s

t : q + 1) l1 = : : : = lp =
= m1 = : : : = mq = k
0 otherwise
giving the simplied expression C(yt : p; y

t : q; s

t n):
C(yt : p; y

t : q; s

t n) = gkC(st : p; s

t : q + 1)
thus C(yt : p; y

t : q;x

t n) can be written as:
C(yt : p; y

t : q;x

t n) = C(st : p; s

t : q + 1)(H
+g)n (4.32)
Finally using equations (4.31) and (4.32), we can write equations (4.29) and (4.30)
as the Toeplitz equation:
w = R 1d (4.33)
with normalisation:
w  wp
wTRw
(4.34)
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then rearranging the cumulants gives the elements of theMM matrix R andM1
vector d to be:
Rnm =
Cov(xt m;xt n)
Var(st)
and d the M  1 vector:
dn =
C(yt; : p; y

t : q; xt n)
C(st : p; st ; q + 1)
The cross cumulant term C(yt : p; xt ) can be calculated via the recurrence
relation given in the following proposition:
Proposition 1.
C(yt : p; xt ) = E[y
p
t xt ] 
1
p+ 1
pX
k=1

p
k   1

n
(p+ 1  k)E[yp kt xt ]C(yt : k) + E[yp k+1t ]kC(yt : k   1; xt )
o
(4.35)
Proof. The cross cumulant term C(yt : p; xt ) can be calculated by dierentiating
C(y : p+ 1) in the following relation:
C(y : p+ 1) = E[yp+1] 
pX
k=1

p
k   1

E[yp k+1]C(y : k)
) C(yt : p; xt ) = ddwC(y : p+ 1)=(p+ 1)
= E[ypt xt ]  1p+1
Pp
k=1
 
p
k 1

n
(p+ 1  k)E[yp kt xt ]C(yt : k)
+E[yp k+1t ]kC(yt : k   1; xt )
o
(4.36)
which is a recurrence relation.
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For example, the p = 5 case of this is:
C(yt : 5; xt ) = E[y5t xt ]  10E[y3t st ]E[y2t ] 
 5E[y4t ]E[ytxt ] + 30E[y2t ]2E[ytxt ]
(4.37)
We observe that as the cross cumulant can be written in terms of E[xt ykt ]E[y
k0
t ] for
some k and k0, this means that the Toeplitz SW in equation (4.33) can be written as:
w = QXTu4(y)
where u4() is some nonlinear function. We then see from comparing equation (4.33) to
equation (4.13) that in terms of Toeplitz implementations, scalings aside, VNA diers
from SW only in the nonlinearity applied to the output - u3() and u4() respectively.
In order to implement the algorithm, R and d are then replaced by their sample
estimates:
R^nm =
C^(xt m;xt n)
C(st; st )
; d^n =
C^(yt : p; y

t : q;xt n)
C(st : p; st : q + 1)
If st is real and zero-mean, then for the case p = 2 and q = 1, the sample cumulant
estimator in the nominator of d^n becomes:
C^(yt : 3;xt n) =
1
N
NX
t=1
jytj2ytxt n   3
N
NX
t=1
jytj2 1
N
NX
t=1
ytxt n
hence we see that apart from the scalings of both sides by Var(st) and C(st :
4) = E[jstj4]   3E2[js2t j], the SW Toeplitz equation for p = 2 and q = 1 diers
from the Gray's G1=22=4 (or equivalently G
4
2) Toeplitz equation in the extra term
3
N
PN
t=1 jytj2 1N
PN
t=1 ytxt n in the vector d which acts as the equivalent of g in Gray's
Toeplitz VNA.
Shalvi and Weinstein then shows that replacing the empirical cumulants changes
the convergence point of the nite-M least squares solution ~ to:
^ =
H(H+H) 1H+vp
+H(H+H) 1H+
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where:
vn =
8<: 1 +
C(st;st ) C^(st;st )
2C(st;st )
n = 0
C^(st:p;st :q;st n)
C(st:p;st :q+1)
  C^(st;st n)
C(st;st )
n 6= 0
In the case when the sample cumulant estimators are unbiased, the nite deconvolver
length solution ^ is unbiased for the innite length deconvolved solution ~.
The ISI associated with the sample cumulant estimated stationary point ^ is
related to the variance of ^ in the following way:
E[ISI(^)] = E
h
1
j^n0 j2
P
i6=0 j^nij2
i
= ISI(~) + 1jn0 j2
h
tr(Cov(^))  Var(^n0)
i
Recursive SW Algorithm
Shalvi and Weinstein [65] derives the recursive algorithm by refashioning the Toeplitz
and normalisation steps by recursively weighting the sample cumulants and the inverse
covariance matrix by some forgetting factor n. We omit the full derivations here as
we will give a full proof of the implementation of the general case SW in the next
section.
In particular, for p = 2 and q = 1, the online SW algorithm is [65]:
w(n) = w(n 1) +
n

Q(n)xnyn

jynj2   E[s
4
n]
E[s2n]

(4.38)
where  = E[s
4] 3E2[s2]
E[s2]
and Q(n) = 1
1 n

Q(n 1)   nQ(n 1)xnxnQ(n 1)
1 n+nxnQ(n 1)xn

(discussed in
more detail in the next section).
We observe that equation (4.38) is similar to Gray's online algorithm with cost
G42 (CMA2). Their main dierences lie in the decorrelation matrix Q
(n) which is
the equivalent of the noniterative R 1 in Gray's algorithm. However, recall that
in Gray's online SGD algorithm, we either set the decorrelation matrix R 1 to be a
value known beforehand or we leave it out (same as replacing it with its instantaneous
value). Therefore we could easily adopt SW's useful approach of recursively updating
the decorrelation matrix for Gray's online algorithm. Furthermore, the relationship
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between SW with p = 2 and q = 1 and the second order CMA follows naturally from
the equivalence of the latter and Gray's G42 online algorithm. Another slightly more
trivial dierence of the two recursive algorithms is of the parameters n in SW and
2(n) in Gray's algorithm, both of which can be set to be constant.
Implementing the General Case SW
In short, we saw that Shalvi and Weinstein formulated the recursive implementation
by inducing exponential-forgetting to C(yt : p; xt ) and the inverse covariance ma-
trix Q. Here, for real signals, we extend the original results by giving a generalised
recursion rule for the higher-order SW algorithm, given in the following proposition.
Note that the proposition does not implement the constraint Var(y) = Var(s) ex-
plicitly, but we give a discussion in the next section `Modications to the Recursive
SW' on the appropriate way to integrate this constraint into the higher order SW
implementation.
Proposition 2. Following Shalvi and Weinstein's recursive Toeplitz approach to im-
plementating the SW algorithm, the recursion of the p; qth order SW for the decon-
volver can be written as:
w(n) = w(n 1) + Q(n)  (C(yn : p;xn)   E[ynxn]) (4.39)
where Q(n) is updated via equation (4.41) and the cross cumulant terms C(yn :
p; xn ),  = 0 :M   1, are calculated using equation (4.35).
Proof. Shalvi andWeinstein derives the recursive algorithm by refashioning the Toeplitz
and normalisation steps by recursively weighting the sample cumulants. Namely, if
we rewrite equation (4.33) as:
w = Qq= (4.40)
where g = q= where q = C(yn : p;xn) = fC(yn : p;xn )g and  = C(sn :
p+ 1)=Var(sn).
We update the inverse of the inverse covariance matrix via some forgetting factor
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n:
(Q(n)) 1 = (1  n)(Q(n 1)) 1 + nxnxn
which means that the inverse covariance matrix itself can be updated according to:
Q(n) =
1
1  n

Q(n 1)   nQ
(n 1)xnxnQ
(n 1)
1  n + nxnQ(n 1)xn

(4.41)
The forgetting factor n corresponds to the weighting of the observed signals in the
sample cumulants. n = 1=n corresponds to a uniform weighting whereas setting n
to a constant corresponds to exponential weighting for a decaying past.
We then recursively update q in the same forgetting fashion:
q(n) = (1  n)q(n 1) + nC(yn : p;xn); (4.42)
We then substitute equation (4.42) and (4.41) into equation (4.40):
w(n) =
Q(n)
 
 
(1  n)q(n 1) + nC(yn : p;xn)

=
Q(n)
 
 
(1  n) (Q(n 1)) 1w(n 1)+
nC(yn : p;xn))
=w(n 1) +
t
 
Q
(n)
t (C(yn : p;xn)   xnyn) (4.43)
Meanwhile, the update of the matrix Q(n) can be written recursively as in equation
(4.41).
Remark 1. In practice, we can implement the recursion batch-wise by replacing xn
by X and yn by y
[n]. Moreover, we set Q = (XTX) 1 for simplicity.
Remark 2. Furthermore, the term C(yn : k) used in the update in equation (4.39) (as
we use equation (4.35) to calculate C(yt : p;xt) in in terms of C(yt : k)) in practice
is replaced by C^(yt; k). As the estimate can be written as a linear combinations of
E[ykt ]E[y
k0
t xt ], the instantaneous stochastic online and oine gradient can then be
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written in the form of u(yt)ytxt  and XTu(y):y respectively (just like VNA and
CMA), for some nonlinear function u().
Remark 3. The original approach by Shalvi and Weinstein of introducing the con-
straint
P
i 
2
i = 1 into the gradient is to simply replace Var(y) by Var(s).
If the constraint Var(s) = Var(y) is omitted and we implement the SW in equation
(4.39) with no moment constraints, then it can be veried that the unconstrained SW
gradient (without Var(y) = Var(s)) leads to a Hessian which are saddles at the optimal
 = .
Now, if we x the even moments of yt to be the same as that of st for beyond the
second order, and up to order p  2, then the resulting algorithm resembles closely to
Gray's recursion in equation (4.16) with gradient in equation (4.17):
w(n) = w(n 1) + Q(n)xnyn


jynjp 1   E[s
p+1]
E[s2]

(4.44)
In practice, this recursion behaves very similarly to Gray's VNA.
Modications to the Recursive SW
The constraint Var(y) = Var(s), which is equivalent to
P
i 
2
i = 1, was applied
unevenly in the original recursive SW algorithm - Shalvi and Weinstein suggested
replacing Var(yn) by Var(sn) in the fourth order SW gradient:
f = C(yt : 3; st )   E[ytst ]
= (E[y3t st ]  3E[y2t ]E[ytst ]   E[ytst )
= (E[y3t st ]  3E[s2t ]E[ytst ]   E[ytst )
where in fact terms such as E[y3t st ] are also functions of
P
i 
2
i = 1.
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Alternatively, we suggest updatingw using the unconstrained gradient in equation
(4.39) and then manually scaling Var(y) = Var(s) at each iteration (assuming that
the source variance is known).
Proposition 3. If we follow our proposed procedure described above, then the SW
agrees with the partial order and the Hessian is positive/negative denite according to
the following condition:
  2s
>
<
0
Proof. If we follow this procedure described in proposition 3, then the resulting ex-
pected gradient of SW with respect to  is eectively:
E[f] =
p
(
P
i 
2
i )
p=2
C(s; p+ 1)   2s

(
P
i 
2
i )
1=2
Therefore, the Hessian has diagonal elements:
M(; ) =

pp 1
(
P
i 
2
i )
p=2   p
p+1

(
P
i 
2
i )
p=2+1

C(s; p+ 1)
  2s

1
(
P
i 
2
i )
1=2   
2

(
P
i 
2
i )
3=2

At the stationary points  = , the o diagonal elements are zero and the diagonal
ones reduce to:
M(; ) =
(
  2s  = 0
0  6= 0
Therefore, the Hessian matrix is positive/negative denite depending on the sign of
 .
Remark 4. For the SW algorithm, the sign of the source cumulant which determines
the sign of the stochastic gradient, can be estimated from the observed xt when as-
suming source to be i.i.d. (as C(xt : p+ 1) =
P
i h
p+1
i C(st : p+ 1), p odd). However,
for coloured signals, and for CMA and VNA, estimating the sign of the stochastic
gradient is a little trickier in the absence of knowing certain moments of the source.
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4.5.3 Example
We illustrate the ISI convergence properties of SW using the same example of real
GGD family of signals as previously seen for CMA and VNA. Figure 4.7 veries that
our modied approach to implementing the general case SW works for i.i.d. GGD
signals with SW3, SW5 and SW7. However in this case, we do not observe any
improvement in using the higher order SW5 (SW with p = 0, q = 5) and SW7 (SW
with p = 0, q = 7) as opposed to SW3 (SW with p = 0, q = 3). In particular, SW5
and SW7 are notably worse for superGaussian GGD signals.
1 2 3 4 5
−45
−40
−35
−30
−25
−20
−15
−10
−5
0
5
alpha
IS
I
Figure 4.7: ISI values of SW3 (solid), SW5 (dash) and SW7 (dot) for GGD signals
with varying shape .
4.5.4 SW in the Frequency Domain
For i.i.d. source, we can write the (p; q)th order source spectra in terms of the Fourier
transform of its cumulant [65]:
Ss:p;s:q+1(f1; : : : ; fp+q) =
X
l1
: : :
X
lp+q
C(st; st l1 ; : : : ; st lp 1 ; s

t lp ; : : : ; s

t lp+q)e
 i2Pp+1k=1 lkfk
(4.45)
In particular, (p; q) = (1; 0) gives the power spectrum, (p; q) = (1; 1) gives the bispec-
trum and (p; q) = (2; 1) the trispectrum.
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Furthermore, the (p; q)th order spectra of the blurred signal xt can be expressed
in terms of the source spectrum [9]:
Sx:p;x:q+1(f1; : : : ; fp+q) = H(
p+qX
i=1
fi)
p 1Y
i=1
H( fi)
p+qY
i=p
H(fi)Ss:p;s:q+1(f1; : : : ; fp+q)
(4.46)
The (p; q) = (1; 0) case gives:
Sx;x(f) = jH(f)j2Ss;s(f)
Note that for i.i.d. source st, the spectra are simply:
Ss:p;s:q+1(f1; : : : ; fp+q) = C(st : p; s

t : q + 1)
Now the two motivating steps of the algorithms equations (4.25) and (4.26):
n  pn(n)q; n  
n
jjjj
can be written in the frequency domain as:
(f) (f)  : : : (f)| {z }
p
(f)  : : : (f)| {z }
q
the RHS is the convolution of p (f)s and q (f)s. This written out explicitly is:
(f) 
Z
: : :
Z
(f  
p+q 1X
l=1
fl)
p 1Y
l=1
(fi)
p+q 1Y
j=p
( fj)df1 : : : dfp+q 1 (4.47)
The normalisation step becomes:
(f) (f)R j(f)j2df (4.48)
Note that we use the capital letters (e.g.,(f), W (f), S(f) and so on) to denote
the Fourier transforms of the respective time-domain signals whereas a capital S
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subindexed by some signal (e.g., S;(f), Sw;w(f), Ss;s(f)) denotes its power spectra.
Recalling that:
W (f) = H(f)S(f)
we substitute equations (4.45) and (4.46) into steps (4.47) and (4.48) which gives us
the frequency domain algorithm:
W (f) 1
H(f)
R
: : :
R
H(f  Pp+q 1l=1 fl)Qp 1i=1 H(fi)Qp+q 1j=p H( fj)
W (f  Pp+q 1l=1 fl)Qp 1i=1 W (fi)Qp+q 1i=p W ( fi)df1 : : : dfp+q 1
we can write the terms involving the Fourier transforms of hk as:
H(f  
p+q 1X
l=1
fl)
p 1Y
i=1
H(fi)
p+q 1Y
j=p
H( fj) = Sx:p;x:q+1( f1; : : : ; fp+q 1; f)
H(f)Ss:p;s:q+1( f1; : : : ; fp+q 1; f)
and as:
1
H(f)H(f)
=
Ss;s(f)
Sx;x(f)
we have:
W (f) Ss;s (f)
Sx;x (f)
R
: : :
R
W (f  Pp+q 1l=1 fl)Qp 1i=1 W (fi)Qp+q 1j=p W ( fj)
Sx:p;x:q+1( f1;:::; fp+q 1;f)
Ss:p;s:q+1( f1;:::; fp+q 1;f) df1 : : : dfp+q 1
W (f) W (f)qR Sx;x (f)
Ss;s (f)
jW (f)j2df
Let us now compare the frequency domain SW algorithm for the case p = 2 and
q = 1 and Gray's G42 algorithm. Additionally assume that the source is real and i.i.d..
The SW p = 2 and q = 1 deconvolver update is:
W (f) Ss:2(f)
Sx:2(f)
Z Z
W (f   f1   f2)W (f1)W (f2)Sx:4( f1; f2; f)
Ss:4( f1; f2; f)df1df2 (4.49)
note that Ss:2(f) = jS(f)j2 and Sx:2(f) = jX(f)j2 are just the power spectra. Fur-
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thermore Ss:4 for i.i.d. real source is equal to:
Ss:4(f1; f2; f3) = C(st : 4) = E[jstj4]  3(E[jstj2])2
Now in Gray's G42 case, we start o with:
Y (f) Y (f)  Y (f)  Y (f)
Y (f) 
Z Z
Sy:4( f1; f2; f)df1df2
where Sy:4( f1; f2; f) = Y (f   f1  f2)Y ( f1)Y ( f2) = Y (f   f1  f2)Y (f1)Y (f2)
for real i.i.d. source. As Y (f) = X(f)W (f), we can write this as:
W (f) 
Z Z
W (f   f1   f2)W (f1)W (f2)Sx:4( f1; f2; f)df1df2 (4.50)
hence we see from equations (4.49) and (4.50) that the frequency domain SW algo-
rithm for p = 2 and q = 1 and Gray's G42 algorithm are almost equivalent save for
the dierence in their respective normalisations - Gray's algorithm normalises W (f)
whereas the SW algorithm normalises (f).
4.6 Pinchas and Bobrovsky's Maximum Entropy Approach
for Blind Deconvolution with Conditional Expectation
We have discussed so far various MED methods that aim to achieve the extraction
of a distorted st from xt (possibly with some corruption noise nt) by minimising
a particular cost function. The cost function embodies either a dierence between
some statistic of yt and that of st, or it could be a certain statistic reecting the non-
Gaussianity of the yt. These MED algorithms are also often referred to as Bussgang
algorithms as their stochastic gradient can often be presented as (g(yt)  yt)xt where
g() is some nonlinear function [3]. Let us consider the online case for simplcity and
use index n to denote time/iteration number.
Now, we dene the error signal associated with MED/Bussgang-type algorithms
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as:
en = sn   yn
which can be thought of as the convolution noise or ISI. It is estimated by:
e^n = g(yn)  yn
where the zero memory nonlinearity g(yn) is an estimate of sn. We then attempt to
eliminate the convolution noise (or equivalently ISI) by minimising the squared error
je^nj2, this procedure basically gives us the Bussgang algorithms. The corresponding
update equation looks like:
wn+1 = wn + e^nx

n
where xn = (xn; xn 1; :::xn M+1)T (note that when e^n is replaced by en, then this is
simply the nonblind Least Mean Squares (LMS) algorithm). Hence a good g(yn) is
the key to a good deconvolution algorithm. The methods we have so far discussed
plus some more examples of Bussgang algorithms are listed in the following table (for
subGaussian source, the signs infront of all the terms except yn are inverted for the
superGaussian case).
A popular choice of g() in communications literature is the conditional expecta-
tion E[sjy] which can be thought of as the approximate MSE of sn given yn (mean of
the posterior density) [53]:
Tcond:MSE(yn) =
Z
sfsjyds = E[sjy]
Using the Laplace Integral method, Pinchas and Bobrovsky [56] then derived the
conditional expectation to be:
E[sjy] '
y +
f 001 (y)
2g(y)
(2y   2s) + f
00
1 (y)
8g(y)
(2y   2s)2
1 +
f 001 (y)
2g(y)
(2y   2s) + f
00
1 (y)
8g(y)
(2y   2s)2
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Algorithm T (yn)
DD dec(yn)
Sato sgn(yn)
Wiggins' MED (jynj  jynj3 + 2jynj) sgn(yn)
Gray's G12

jynj 

jynj1 1
1
+ jynj
2 2
2

sgn(yn)
CNA-p yn   (jjynjj2p   )F (yn)
SW (p = 2 and q = 1) yn  n Q(n)yn

jynj2   E[s4n]E[s2n]

Benveniste-Goursat yn + k1(yn   dec(yn))+
+k2jyn   dec(yn)jsgn(yn   dec(yn))
CMA (jynj  (jynj2p 1 +Rqjynjp 1)) sgn(yn)
where the prior f(y) has been given the form of the Maximum Entropy distribution:
f(y) = exp(
KX
k=2
ky
k)
namely f(y) maximises: Z
 f(y) log f(y)dy
subject to: Z
yif(y)dy = mi k = 0; : : : K
The Lagrange multipliers k can be calculated by solving:
mk 2(k   1)k + 2km2k 2k2 +
KX
L=2;L6=k
2Lmk+L 2kL = 0; k = 2; 4; ::K
This is a newly proposed method by Pinchas and Bobrovsky based on their derivation
of E[(s^   s)2] (s^n being E[sjy] conditioned on its denominator being positive and
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setting it to yn otherwise.
We now look at the implementation of the PB algorithm which has the online
update:
w(n+1) = w(n)   Wxn
where:
W =
ynE[sjy]
E[y2n]
E[sjy]  yn
E[y2n] is replaced by E[s
2
n] in practice.
In order for the denominator in E[sjy] to be positive and non-zero, Pinchas and
Bobrovsky impose the condition:
Ns = 1 +
f 001 (y)
2g(y)
(2y   2s) +
f 001 (y)
8g(y)
(2y   2s)2 > "
where " is a small positive constant.
In Pinchas and Bobrovsky, this method has been implemented under the assump-
tion that the error signal (convolution noise) en is very low and no corruption noise at
the blurring stage is added (i.e., SNR=1), in which case the conditional expectation
is simply E[sjy] = y. Hence the expression for W reduces to:
W =
y3n
E[s2]
  yn
which is interestingly equivalent to the q = 2 case of CMA (and G42). The higher-
order PB algorithms are not straight-forward to derive and are beyond the scope of
this thesis. In short, our discussion on PB further illustrates the fact that CMA and
related MED algorithms can be arrived from many dierent starting points.
4.7 Comparison of CMA, VNA and SW
We now test the three algorithms on a variety of signals to illustrate their dierent
sensitivities and robustness to signal variance, noise, change in algorithmic parameter
and many other factors.
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4.7.1 Example - GGD signals
We now implement the three algorithms CMA, SW and VNA (with stabilising matrix
included for all three) for a selection of algorithmic parameters - 1 = 1; 4; 8 for VNA
(denoted VNA1, VNA2 and VNA8), p = 3; 5; 7 for SW (SW3, SW5 and SW7) and
q = 1; 2; 6 for CMA (CMA1, CMA2 and CMA6). We test the algorithms on 100
replicates of N = 15000-sized simulations of zero mean, i.i.d., unit variance Laplace
and uniformly distributed signals blurred by our standard AR(1) lter ht = 0:5
t,
t = 0; ::; 30. The default SNR level has been set to 20. The algorithms themselves
cannot be directly compared for any given 1, p and q. The point is more to give
a simple illustration of whether individually, higher order versions of each algorithm
(as opposed to the standard kurtosis based CMA2, VNA4 and SW3) have something
to oer, and to see which algorithm gives the best deconvolution in a variety of
circumstances.
Figure 4.8 illustrates the resulting ISI performances in boxplots (median, 25% 75%
quantiles and extreme values). shows that for Laplace signals, CMA1 and VNA1 give
the best deconvolutions whilst CMA6 and VNA8 are best for uniform signals. The
improvements in both cases are evident in terms of a reduced ISI mean and variance.
The reason that the higher order SW does not do so well may be due to inaccurate
estimations of higher-order cumulants (due to extra moment terms).
What we also notice from deconvolutions of both types of signals is that VNA
is least insensitive to its algorithmic parameter in terms of ISI median and variance
and that also oers an improved deconvolution via a higher-order implementation.
Moreover, we have veried that the classication of minimisation/maximisation for
the three algorithms from the earlier propositions work in practice for superGaussian
and subGaussian signals.
If we now raise noise level to SNR=5, we see in Figure 4.9 that for Laplace and
uniform signals, CMA2 and VNA4 give consistently the best BDs whereas previously,
the lower-order CMA1 and VNA1 were more apt for superGaussian Laplace signals.
Furthermore, the degradation in performance is worst for the SW in both cases.
It is clear from this particular example that CMA2 and VNA4 are most robust in
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Figure 4.8: ISI of CMA1, CMA2, CMA4, VNA1, VNA4, VNA8, SW3, SW5 and SW7
for Laplace signals (top) and uniform signals (bottom). Default SNR=20.
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deconvolving the GGD class of signals with considerable noise interference.
4.7.2 Example - GGD signals, Colouring in Signal, Noise and Prewhiten-
ing
We now consider the BD of coloured signals. As partial order is essentially dened
in terms of i.i.d. (and therefore uncorrelated) signals, we need to prewhiten coloured
signals using the knowledge of an assumed known autocorrelation lter. BD is impos-
sible if the autocorrelation is not known. If prewhitening is not performed, then the
cost surfaces of CMA, VNA and SW may change as will the location of the desired
minima. In other words, the shifted minima will correspond to an optimal decon-
volver which undo the eect of both colouring and blurring. Note that for simplicity,
we only consider deviation away from the i.i.d. assumptions in terms of colouring and
not more complicated forms of serial dependence.
Let us denote the prewhitening lter by p which is the inverse of the autocorrela-
tion/colouring lter, and the prewhitened signal by x
(pw)
t
x
(pw)
t = (p  h  s)t + (p  n)t = (h  s(pw))t + (p  n)t (4.51)
where the prewhitened s
(pw)
t is uncorrelated. The noise nt plays an interesting part
in the analysis as it is often modelled as i.i.d. and normally distributed. We saw the
detrimental eect of noise on the algorithms in the previous example.
This is clear from Figure 4.10 and 4.11 where the top rows are of the contours
of CMA for coloured  = 10 GGD signals (MA and AR colouring respectively) and
bottom the contours of the same signals, prewhitened. For the unprewhitened signals
on top, the minima have clearly moved away from the desired locations indicated by
the crosses towards values which deconvolve instead combined blurring and colouring
eects.
Thus prewhitening is essential for the BD of coloured signals, and from equation
(4.51) its eect is synonymous to having coloured Gaussian noise instead of white
noise.
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Figure 4.9: Figure 4.8 with SNR=5.
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Figure 4.10: Cost surface of CMA with respect tow (left) and (right) for unwhitened
(top) and prewhitened (bottom) coloured  = 10 GGD signals. Colouring is for an
MA(1) coecient of 0.5.
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Figure 4.11: Figure 4.10 with AR colouring - AR(1) with coecient 0.5.
We now test the eect of additive noise on white and coloured (prewhitened)
signals. Our usual setting applies - 100 replicates of N = 15000 simulated Laplace
and uniformly distributed signals with blurring ht = 0:5
t, t = 0; ::; 30. In Figure 4.12,
we have the performances of VNA4(equivalent to CMA2) and SW3 for a range of SNR
values. We see that VNA is more robust across the whole range of SNR. However
the same trends are not evident for prewhitened AR(1) coloured signals in Figure
4.13 and prewhitened MA(1) coloured signals in Figure 4.14. Overall, we remark
that the VNA4 is more robust especially for high SNR. One point of confusion that
we would like to clarify here is that the combination of colouring and prewhitening,
or equivalently having coloured noise instead of white noise, does not always lead to
degradation in performance (as was suggested in [62]) as seen by comparing these
gures. This depends on the parameters of the colouring and blurring.
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Figure 4.12: ISI Mean of VNA4 (solid) and SW3(dash) algorithms versus SNR Laplace
signals (left) and uniform signals (right).
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Figure 4.13: Figure 4.12 for AR(1) coloured signals.
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Figure 4.14: Figure 4.12 for MA(1) coloured signals.
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4.7.3 Example - Complex Signals
For complex signals, we simply replace the absolute value j  j by the Euclidean norm
jj  jj, and as the MED algorithms have stochastic gradients that can be written as
M(yt)ytxt (for example, for the online case), as the calculations follow through, these
gradients in the complex case simply work out as M(yt)ytx

t .
We now test the algorithms on 100 replicates of N = 15000 complex PSK and
QAM signals and set the blurring lter to be h = (0:41   0:70:60:3   0:40:1) which
is non-minimum phase (similar to the setting found in the example of [65]). Again,
we set the SNR to be 20 (white Gaussian noise). In Figure 4.15, we see that best
deconvolutions of PSK signals are given by VNA1 and SW5 and for QAM signals,
VNA4, SW3 and SW5. It is interesting to see that here, SW5 oers superior BD
compared to SW3 for both PSK and QAM signals, though marginally. It also seems
to be the case that performances between CMA1 and VNA1; CMA2 and VNA4 are
noticeably dierent here whereas for real signal example, observed performances of
each pair were equivalent.
4.7.4 Example - Laplace Mixtures
Figure 4.16 shows three examples of how the (perturbed) Gray's G21, G
4
2 and the SW
algorithm might perform on (symmetrical and zero-mean) signals other than GGD.
The three examples are:
s1  Mixture of two Laplaces with mixture probabilities and shape parameters
p = (0:833; 0:167); b = (0:018; 0:035)
s2  Mixture of two Laplaces with probabilities and variances
p = (0:8; 0:4; 0:2);  = (0:1; 0:5; 1)
s3  Mixture of two Laplaces with probabilities and variances
p = (0:8; 0:4; 0:2);  = (3; 2; 1)
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Figure 4.15: ISI values of CMA1, CMA2, CMA4, VNA1, VNA4, VNA8, SW3 and
SW5 for PSK signals (top) and QAM signals (bottom).
They have been blurred by a MA(1) lter with coecient 0.5 and the initial
deconvolver value set to w[0] = (0; 0; 1; 0; 0)T , SNR=20. We see that the VNA1
achieves the best deconvolution for all three examples of superGaussian Laplace mixed
signals.
4.8 Results and Discussion
We have discussed some important MED-type algorithms for the problem of blind de-
convolution. We analysed the algorithmic behaviour of each algorithm by determining
whether the parameters of the deconvolution correspond to optima on the cost sur-
face. Using this analysis, we extended the range of deconvolvable signals for the CMA
by making modications to the algorithm. Furthermore, we veried these results for
the higher-order cases of the algorithms which have hitherto been overlooked. We
saw evidence in our simulated examples that for certain signals, higher-order imple-
mentations of the algorithms oer potential improvement compared to the standard
4.8 Results and Discussion 94
−50
−40
−30
−20
vna1 vna4 sw3
s1
IS
I
−45
−40
−35
−30
−25
−20
−15
vna1 vna4 sw3
s3
IS
I
−45
−40
−35
−30
−25
−20
−15
vna1 vna4 sw3
s3
IS
I
−3 −2 −1 0 1 2 3
0
200
400
600
800
1000
densities
Figure 4.16: examples of how Grays and SW might perform (oine) on alternate
models, solid lines denotes performances on s1, dashed s2 and dotted s3. The top left
plot is of the densities of s1 (solid), s2 (dash) and s3 (dot).
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kurtosis based ones. On the other hand, VNA4 was found in general to be most
favourable for subGaussian signals and VNA1 for superGaussian signals.
4.9 Further Remarks
The algorithms discussed in these pages belong to the MED/Bussgang class of algo-
rithms that also in certain cases have equivalent formulations as algorithms based on
higher-order-statistics. Furthermore, we have seen how Gray's algorithm is related
to the idea of maximising the entropy of the estimate yt as a way of unGaussianising
it away from the observed signal xt that has been Gaussianised by blurring. We see
that when subject to a xed absolute moment, the maximum entropy distribution is
that of a Generalised Gaussian and the sucient statistic of testing one GGD against
another is simply a ratio of moments, this gives rise to Gray's objective function.
However the implementation of the minimum entropy idea poses countless variations.
Next, we will look at a class of blind deconvolution techniques which is associated
with optimising entropy-related statistics in such a way that the error signal is non-
linear in yn. For example, we could maximise the mutual information between the yt
and xt dened as:
I(Y;X) =  
Z Z
f(x; y) log

f(xjy)
f(x)

dxdy
or minimise the mutual information between the estimate yt and st. Alternately, we
could minimise the Kullback Leibler divergence between two likely densities for yt
D(f1(y)jjf2(y)) =
Z
f1(y) log
f1(y)
f2(y)
dy
Parzen density estimation and other techniques are then employed as realistic ways
of computing these entropy-related statistics.
Another prospective deconvolution method that we will particularly look at is
based on the correntropy function [62], dened for a stationary time series st as:
V (m) = E[K(xi   xi m)]
4.9 Further Remarks 96
where K() is a chosen kernel function, typically set to be the Gaussian kernel. This
function can be interpreted intuitively as unied statistic of the autocorrelation func-
tion and entropy and also as the autocorrelation of the transformed time series (si)
for some () satisfying K(x; y) =< (x);(y) >. Furthermore, the correntropy
function is a Reproducing Kernel in the Reproducing Kernel Hilbert Space that is
induced by the nonlinear mapping (). Blind deconvolution is then achieved by
minimising the objective function:
E[
X
m
(Vs(m)  V^y(m))2]
where Vs(m) is the correntropy function of the source and V^y(m) the sample corren-
tropy estimate of the estimate yt, V^y(m) =
1
N
PN
i=mK(yi   yi m), hence we would
have to know the source correntropy a priori. Nevertheless, this could lead to a
unied and elegant approach for deconvolving signals that can be white, coloured,
superGaussian or subGaussian.
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Chapter 5
Blind Deconvolution - Entropy and
Correntropy
5.1 Introduction
As we know from our earlier discussion on existing techniques, BD often relies on
the idea of entropy and relative entropy even though it is not necessarily the entropy
function itself that is utilised.
In particular, Shannon's Entropy for a continuous distribution f(x) has the form:
H(f(x)) =  
Z 1
 1
f(x) log f(x)dx
and the Kullback-Leibler (KL) Divergence which is the most commonly used form of
relative entropy for one random variable y against another x:
DKL(f(y)jjf(x)) =
Z
f(y) log
f(y)
f(x)
dx
or one possible density for x against another:
DKL(f(x)jjg(x)) =
Z 1
 1
f(x) log
f(x)
g(x)
dx
The relative entropy between the original source and that of the deconvolved signal
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can be used as a measure of mutual information that requires iterative minimisation
(carried out via a stochastic descent algorithm). Note that in the context of blind
deconvolution, we could assume full knowledge of the source entropy.
The need for entropy in deconvolution arose out of the need to restore non-
Gaussianity of the source which is lost through the convolution-distortion. As the
Gaussian distribution possesses the largest entropy for a specied mean and variance
with innite support (whereas the uniform distribution maximises entropy among all
distributions with a nite known support), this anti-Gaussian criterion can then be
translated in to the minimisation of entropy of the deconvolved signal. The entropy
function used in such a procedure can be of rst order (e.g.,Shannon) or higher-order.
We will later discuss some higher order examples of the entropy function - Renyi's
entropy and Renyi's relative entropy.
On the other hand, when we lack exact or estimable knowledge about the proba-
blity distribution (which is often the case) of the source, we can maximise the relative
entropy of the observed distorted signal and that of the deconvolved series at each
iteration. In doing so, the deconvolved series is being pushed away from the observed
Gaussianised signal.
The two ideas above underpin the older geophysical deconvolution methods such
as Wiggin's Minimum Entropy Deconvolution (MED), Gray's Variable Norm and
Godfrey's relative entropy method. Recall that the objective function for Wiggin's
MED is simply the sample kurtosis:
1
N
P jyj4 
1
N
P jyj22
which can loosely be intepreted to maximise/minimise the entropy (minimise/maximise
the disorder) of the estimated signal for an i.i.d. symmetrically distributed sub/superGaussian
source signal; this objective function is then generalised by Gray's Variable Norm:
1
N
P jyj 
1
N
P jyj2=2
which is a sucient statistic for testing one Generalised Gaussian distribution against
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another; lastly Godfrey's relative entropy method maximises the relative entropy
(Kullback-Leibler divergence or the mutual information) between y and x and replaces
the expectation with its sample estimate:
1
N
 X
n
ln f(yn) 
X
n
ln f(xn)
!
which is used to push the current pdf f(y) away from the initial probability density
function (pdf) f(x). Although Godfrey utilised the generalized Cauchy distributions
as a model for the pdf of y, he also suggested using nonparametric Kernel meth-
ods(e.g., Parzen) to estimate the pdf. In this sense, Godfrey's thinking is synonymous
with the motivation behind Erdogmus and Principe's minimum/maximum entropy
methods [22] which we will describe in the next section. Note that for more details on
the methods mentioned in this section, one should refer to [70] in which an elucidated
framework that demarcates the use of dierent forms of entropies is given.
Additionally, the relative entropy has been proven to be a good cost function for
the tracking of time-varying channels [2]. We can think of Gray's Variable Norm
type methods as a special case of Godfrey's relative entropy - with tted Generalized
Gaussian distributions for y and x with shape parameters  6= 2 and  = 2 respec-
tively. Under such circumstances, Godfrey's relative entropy would reduce down to a
ratio of the kurtosi of y and x.
After studying moment/cumulant based methods in the previous chapter, we are
then interested in the justication for using the full entropy function in blind decon-
volution. We can think of entropy as a function of the moments so relative entropy
minimisation (which is equivalent to entropy matching of the source and the estimated
output) is the same thing as matching all moments of the source and its estimate si-
multaneously. But we will see that the relative entropy functions do not take into
consideration the autocorrelation of the source.
The main disadvantage in using the full entropy (or relative entropy) form rather
than moments is that it is hard to estimate accurately with fully specied paramet-
ric distributions. [19] has proposed using Parzen windowing to non-parametrically
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estimate the pdfs, thus simplifying the minimisation of the error-entropy drastically
for the Shannon and higher-order entropies. For the higher-ordered entropies, this is
furthered simplied to the minimisation of the error-potential (which we will dene
shortly). However, Parzen windowing cannot be implemented for a correlated source;
this inspired a method that can perform BD by capturing the marginal distributions
as well as the correlations of our source across time. Correntropy-matching is de-
signed for such a task, so we will discuss its possible merits over the others for blind
deconvolution of correlated and uncorrelated source. Again, we test correntropy BD
in relation to the existing methods on a variety of signals, primarily looking at GGD
ARMA(1,1) series as the parameters of this class of distributions can be manipulated
to encompass a wide range of source characteristics for comparison.
In the following pages, we will begin by devoting a section to minimum entropy
deconvolution in the full sense of the entropy function rather than moments or cu-
mulants. These methods were developed more for the purpose of error-entropy min-
imisation - instead of pushing the entropy of the convolved series away from that of
that of the distorted signal or towards that of the source, we may wish to minimise
entropy of the error (discrepancy between the desired and the predicted deconvolved
series) as we desire the ideal form of this error to be uniformly zero (This would give
us a delta-like error distribution which would minimise the error-entropy for a xed
constant). This is of course a non-blind (supervised) technique that relies on knowing
the source sequence, so we do not aim to delve deep into its intricacies, but it will
serve as an interesting motivation to the correntropy function that is introduced in
the subsequent section.
5.2 Entropy
In the previous chapter, we discussed various MED-type methods such as VNA, CMA
and SW. Though the entropy in the name MED initially referred to a measure of large
events, MED-type methods do not explicitly minimise entropies such as Shannon's
entropy.
We recall that the concept of entropy is often exchangeable with nonGaussianity
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(especially in a geophysical setting) as the maximum entropy distribution given a
xed variance is that of the Gaussian distribution.
As ltering of an i.i.d. source can be regarded as a Gaussianising process that
requires reversal, it is then desirable to restore nonGaussianity via entropy manip-
ulation. In particular, we discussed the role of the partial order in formalising this
idea for i.i.d. signals, with examples including MED-type objectives (standardised
cumulants) and measures of information and entropy (e.g., Fisher's Information, the
Shannon entropy). In the case of an entropy measure, the following result [6], [20]
states explicitly the justication of minimising entropy for the deconvolution of an
i.i.d. source: if si are i.i.d. and yn = a1s1 + :::ansn, then for the kth order Renyi's
entropy of order  > 1 dened as:
H(Y ) =
1
1   log
Z 1
 1
fy (y)dy =
1
1   logE

f 1y (y)

(5.1)
we have the result:
H(Y )  H(S) + log ja1:::anj1=n
Equality occurs i ai = ij. Although this result seems directly applicable to BD, the
inequality does not necessarily apply to estimated entropy functions. Note that as
! 1, Renyi's entropy converges to the Shannon entropy:
HS(Y ) = E

log(f 1y (y))

Entropy measures are usually tricky to estimate and the estimators are generally of
complexity O(N2) where N is the sample size, but nonparametric Parzen windowing
gives simplication such that the complexity is reduced to order O(N). An array
of Parzen-window-based entropy criteria have been proposed recently by Erdogmus,
Hild and Principe ([18] and [22]). The Parzen window (kernel density) estimator of
a pdf f(x) given its sample of independent variates (x1; :::; xN), is:
f^(x) =
1
N
=
NX
i=1
K (x  xi)
5.2 Entropy 102
where kernel K() is some chosen kernel function, most commonly set to be the
Gaussian kernel function. The expectation of the estimator is just sum of continuous-
integral convolutions of the kernel and the true density at the sample points:
E[f^(x)] =   1
N
NX
i=1
(K  f)(xi)
Hence the Parzen window estimator of the Shannon entropy has the form:
H^S(Y ) =   1
N
NX
j=1
log
 
1
N
NX
i=1
K(yj   yi)
!
for a dataset (y1; :::; yN) and the gradient with respect to the deconvolver parameter
is then:
dH^S
dw
(Y ) =   1
N
NX
j=1
PN
i=1K
0
(yj   yi)

dyj
dw   dyidw

PN
i=1K(yj   yi)
(5.2)
(5.3)
=   1
N
NX
j=1
PN
i=1K(yj   yi)(yj   yi)(xj   xi)PN
i=1K(yj   yi)
(5.4)
Simplications can be made for the online algorithm - the O(N2) online algorithm
seen above is considered more as an adaptive algorithm as each element of the window
(yn; :::yn Nw) are updated via the new w
(n) whereas the alternative is to update only
yn like the algorithms seen in the previous chapter. Erdogmus et al. [18] proposed us-
ing the stochastic equivalents of the Shannon entropy measure (again for the purpose
of error-entropy minimsation), dened as:
H^S;n(Y ) =   log
 
1
Nw
n 1X
i=n Nw
K(yn   yi)
!
so that the online algorithm becomes:
w  w  dH^S;n(Y )
dw
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where:
dH^S;n
dw
=  
Pn 1
i=n Nw K(yn   yi)(yn   yi)(xn   xi)Pn 1
i=n Nw K(yn   yi)
These algorithms work eciently within the context of online error-entropy manipu-
lations, but they do not adapt well to the blind deconvolution setting, namely entropy
minimsation/maximisation of the source estimate rather than entropy minimisation
of the error.
In extension to the rst order Shannon entropy, Principe et al. [58] investigated
the idea of Parzen window estimation with Renyi's error entropy which was dened
in equation (5.1).
Figure 5.1 shows the dierently ordered entropy estimates as functions of the GGD
shape parameter . The entropy estimates are each based on 50000-sized simulation
of independent GGD variates and use a Gaussian kernel K(y) = 1p
22K
e y
2=22K with
a kernel size of one. The estimator of Renyi's entropy with a Parzen windowed pdf
is:
H^(Y ) =
1
1   log V^(Y )
where V^(Y ) is dened by Principe et al. [58] as the information potential (analogous
to the conventional physical denition is explained in [58]):
V^;(Y ) =
1
N
P
j f^
 1
y (yj)
= 1
N
P
j (
P
iK(yj   yi)) 1
Hence minimising the entropy translates to maximising the information potential for
 > 1 or minimising it for  < 1. The gradient of H with respect to w is:
dH^
dw
(Y ) =  
PN
j=1(
PN
i=1K(yj   yi)) 2
PN
i=1K
0
(yj   yi)

dyj
dw   dyidw

PN
j=1(
PN
i=1K(yj   yi)) 1
Consequently, plugging in the gradient term into:
w  w  dH^(Y )
dw
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gives the oine algorithm. For the online algorithm, N is taken to be the size of the
sliding window Nw.
Whilst minimising the theoretical Shannon's entropy is equivalent to the max-
imisation of non-Gaussianity for a xed variance, this is not necessarily the case for
the Parzen-estimated Shannon entropy. Although in [20], it was noted that for small
kernel sizes, the estimated Shannon entropy only requires maximisation for BD, we
see in Figure 5.1 that the estimated Shannon entropy requires minimisation for BD of
superGaussian signals (shape  < 2) but maximisation for BD of subGaussian signals
(shape  > 2).
Furthermore, higher-order Renyi's entropy also require separate treatments for
sub/super-Gaussian signals - see Figure 5.1. Erdogmus et al. [20] suggested that for a
GGD series that gives a very Gaussianised signal after blurring, blind deconvolution of
superGaussian source can be achieved by minimising entropy of order of  > 1 and for
subGaussian source, minimising entropy of order  < 1, hence suggesting the need to
select dierent orders of Renyi's entropy for sub/super-Gaussian cases. Nevertheless,
we still know from experience that the behaviour of the estimators depends very much
on the choice of kernel size which has not been fully investigated.
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Figure 5.1: Renyi's entropy as a function of a GGD shape , the order of entropies
are  = 0:5(solid),  = 1(dash),  = 2(dot),  = 3(-+),  = 5(-o) and  = 10(-x).
Alternatively, as the minimisation of the entropy is equivalent to maximisation of
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the potential, we can update w instead via the increment [22]:
dV^(Y )
dw
=
  1
22N
X
j
 X
i
K(yj   yi)
! 2 X
i
K(yi   yj)(yi   yj)(xi   xj)
!
In particular, Renyi's quadratic entropy ( = 2) was investigated as a criterion for
error-entropy minimisation (for nonblind deconvolution) in [21]. In this case, the
update reduces to:
dV^2
dw
(Y ) =
1
2N22
X
i
X
j
K(yi   yj)(yi   yj)(xi   xj)
We will see later the similarity of this to the correntropy algorithm.
In comparison to the methods discussed in the previous chapter, the computational
cost of these methods is immense. We will now discuss the correntropy BD algorithm
which can be regarded as a natural extension to the Parzen-inspired minimum-entropy
algorithm, the discussion of which has been intended to serve as a precursor to our
subsequent analysis of the latter. The computational complexity of the correntropy
algorithm is less cumbersome than the Parzen window minimum-entropy methods
but more costly than MED methods.
5.3 The Correntropy Function
The Parzen window related methods mentioned in the previous section are designed
for i.i.d. sources, thus dependencies across the signal symbols is detrimental to the
performance of these Parzen-based minimum entropy methods. Although we have
discussed earlier the technique of prewhitening in overcoming this, we also observed
the problem with prewhitening when noise is large. This anticipated the need for
a function that takes into consideration the source correlations (and higher-order
temporal information) as well as their marginal densities, namely, the correntropy
function.
Recently there has been a surge of interest in the correntropy function which is a
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generalized similarity measure between two random variables x and y (in this chapter,
we allow a slight abuse of notations to use small letters to denote variables so as to
not confuse capital letters to mean Fourier Transforms) dened by:
V (x; y; K) = EfK(x  y)g (5.5)
where Efg denotes expected value, and K() is the Gaussian kernel
K(z) =
1
K
p
2
e z
2=22K ; (5.6)
K > 0 being the kernel size. (Another continuous, symmetric, non-negative denite
kernel could be chosen, but the Gaussian is almost invariably used in practice. The
random variables could be vector-valued, but for simplicity we only consider scalar
variables.) Possible applications are increased by the fact that X and Y can be
elements of two stochastic processes so that correntropy can reect both temporal
(correlation) and distributional structures in the processes.
Correntropy was introduced by Santamaria et al. [62] who suggested an ap-
plication to blind deconvolution. Subsequent work has used correntropy for blind
source separation [41] and as a measure for determining nonlinear dynamics [28]. A
correntropy-based minimum average correlation energy (MACE) lter is given in [34].
Further discussions on correntropy can be found in [43] and [52].
Let z = x  y: In what follows we shall write V (z;K) more simply as V . Using
a series expansion for the Gaussian kernel K();
V = EfK(z)g
=
1
K
p
2
Z 1
 1
1X
n=0
( 1)n
n!

z2
22K
n
f(z)dz; (5.7)
where f() is the probability density function (PDF) of z: The correntropy is written
in [28, 62, 41, 34] as
V =
1
K
p
2
1X
n=0
( 1)n
2n2nK n!
Efz2ng; (5.8)
Chapter 5. Blind Deconvolution - Entropy and Correntropy 107
which assumes the interchange of integration and summation. Equation (5.8) was
interpreted in [28, 41, 34] to mean that correntropy thus involves higher-order even
moments of z: Indeed [34, p. 874] \the kernel size K controls the emphasis of the
higher order moments with respect to the second, since the higher order terms of the
expansion decay faster for larger K : As K increases, the high order moments decay
and the second-order moment tends to dominate." The expansion (5.8) is clearly
important in trying to understand the statistical properties of correntropy, but to-
date has not been carefully scrutinized or justied. It is well-recognized [43] that the
kernel size \should be selected according to the application." The random variable z
will have a particular distribution and a standard deviation, ; say. We shall look at
the eect the ratio K= and the distribution of z have on our interpretation of (5.8).
It is important to appreciate that it is not necessary for the expansion (5.8) to exist
for correntropy to exist. However (5.8) has been widely publicized in connection with
correntropy and it is timely to examine its justication. We will return to the initial
application of correntropy, namely blind deconvolution [62], to further illustrate the
eects of the ratio K=; rstly on the moments contributing to (5.8), and secondly
on the minima of the correntropy cost surface.
The correntropy function for a stationary time series sn is dened as function of
lag  :
Vs()  E[K(sn   sn  )]
where K(x) is a particular kernel, we will use the Gaussian kernel
K(x) = e x
2=2K=
q
22K
K being the kernel size, so we can also write the correntropy as:
Vs() = E[K(si   si  )]
= E[K(zi; )]
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where zi; = si   si  .
Given a series s1; :::sN , the naive sample estimator of the correntropy function is:
V^s() =
1
N   
NX
i=+1
K(si   si  )
it is unbiased for Vs() even for correlated sis (unlike the Parzen-windowed entropy
estimators).
From an interpretive point of view, [62] states that the mean of the correntropy
across the lags is equal to the estimate of the second order information potential of
y:
V^2(y) =
1
N2
PN
i=1
PN
j=1K(yj   yi)
= 1
N2
PN
i=1K(0) +
PN 1
=1
PN
i=+1K(yi   yi  ) +
P 1
= N+1
PN j j
i=1 K(yi   yi  )

= < V^y() >
where <  > in this case denotes average over lags  N + 1    N   1. Thus we
can interpret the minimisation of
P
 V^ () as the minimisation of the 2N   1 times
the second order information potential V^2(y).
The relationship between higher-order error-entropy minimization (plus autocor-
relation matching or error-decorrelation) and perhaps a generalised high-order cor-
rentropy is harder to ascertain.
5.4 Correntropy and its expansion in terms of moments
We now examine the expansion (5.8) in detail. Firstly we demonstrate that the con-
tributions of the even moments of fzt;g in (5.8) to the correntropy is not straightfor-
ward. We assume strict stationarity and take  to be some chosen xed value. Hence
for brevity in this section we shall replace zt; by z:
We saw in Fig. 3.2(a) the Laplace, Gaussian and uniform distributions, all with
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standard deviations of unity. The shape parameter determines the peakedness at the
origin and long-tailedness of the distribution relative to the Gaussian.
5.4.1 Correntropy and the form of the source process
We are most interested in the case where the source process fstg is both nonGaussian
and nonwhite (correlated) | since correntopy utilises both temporal and distribu-
tional properties | and the resulting correntropy is only a function of  and not t:
We would like more general series than ltered binary sequences used in [62]. We
shall also be interested in the simpler case where fstg is just nonGaussian and white.
5.4.2 Stationarity of Source Process
The correntropy need not exist for second order stationary (SOS processes), but is
properly dened and a function of  only for a strictly stationary (SS) process.
Given the validity of (5.8), the correntropy will depend only on  if Ef(zt; )2ng
depends only on  for all n  1: It is not sucient that fstg is a stochastic process
that is strictly stationary on the even moments, since the 2n-powers of zt; will involve
expectations of products of odd moments of st also, (this contradicts the comment in
[62, p. 2189]).
5.4.3 NonGaussianity of Source Process
A suitable source process for correntropy, where the source process fstg is strictly
stationary and also both nonGaussian and nonwhite, is one generated by passing
a SOS Gaussian process through a zero-memory nonlinearity (ZMNL). A Gaussian
process fGtg; say, is strictly stationary and if passed through a ZMNL of the form
F 1(); where  is the Gaussian distribution function and F is a continuous strictly
increasing distribution function for a particular marginal distribution for fstg; then
st = F
 1(Gt) will be strictly stationary with the specied marginal distribution
[42].
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For the less interesting case where the source process is merely strictly stationary
and nonGaussian we can simply equate fstg to an i.i.d. nonGaussian sequence.
We have thus established that source processes exist satisfying the requirements
for correntropy.
5.4.4 A Divergent Expansion
We can write (5.8) as
Vs() = EfK(z)g = 1
K
p
2
Z 1
 1
1X
n=0
( 1)n
2n2nK n!
z2nf(z)dz: (5.9)
Suppose fzg has a Laplace distribution with  = 1: Let b  1=A(1; ); then
b = =
p
2: If we can interchange integration and innite summation we get
Vs() =
1
K
p
2
1X
n=0
( 1)n
2n2nK n!
Z 1
 1
z2nf(z)dz (5.10)
=
1
K
p
2
1X
n=0
( 1)n2n(2n)!
22n2nK n!
; (5.11)
since Efz2ng = (2n)!2n=2n for the Laplace distribution. Let un denote the nth term
of the sum, then jun+1=unj = (n + 1=2)(2=2K) ! 1 as n ! 1; so the sum is
divergent by the ratio test. Alternatively, making use of the form of K directly,
Vs() = EfK(z)g = 1
2bK
p
2
Z 1
1
e z
2=(22K)e jzj=bdz
=
1
bK
p
2
Z 1
0
e [z+(
2
K=b)]
2
=(22K)+
2
K=(2b
2)dz
=
e
2
K=(2b
2)
bK
p
2
Z 1
K=(b
p
2)
e y
2
K
p
2 dy
=
e
2
K=(2b
2)
2b
erfc(K=[b
p
2])
=
e
2
K=
2

p
2
erfc(K=); (5.12)
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where erfc() is the complementary error function dened as erfc(m) = (2=p) R1
m
e y
2
dy:
This function has an asymptotic series expansion [1, 7.1.23]
p
m em
2
erfc(m) =
1X
n=0
( 1)n(2n)!
(2m)2nn!
: (5.13)
Putting m = K= and substituting in (5.12) we obtain (5.11). Asymptotic series
typically occur when the mathematically incorrect procedure of exchanging the order
of summation and integration is carried out, implying that (5.8) must be carefully
interpreted when z has a Laplace distribution and K() is a Gaussian kernel. Even
though (5.13) is a divergent series, if it is truncated at its smallest magnitude term,
retaining only its rst few terms, it will give an excellent approximation to the func-
tion. In fact truncation at n0 := m2; is appropriate for the erfc function [13, p.2], so
we get n0 := 2K=
2; the ratio of the variance of the Gaussian kernel to the variance of
the Laplace-distributed random variable z. Clearly n0 should be a small integer. So
Efz2ng for n > n0 would be irrelevant as a contributor to the correntropy in (5.8),
with n0 depending on the variance ratio. With regard to the variance ratio, K is at
least under user control, whereas  will typically not be.
This is illustrated in Fig. 5.2. The plots in the left column show just the rst few
terms in the expansion (5.8), while the right column shows a larger number of terms
with big changes in the scaling on the y-axes of the plots. Take the case K = 3;  = 1;
so n0 := 9: Using in fact only 7 terms in (5.8), plot (a), there is agreement with (5.12).
However, after about term 20 oscillations start to occur in the terms of (5.8), plot
(b), and these grow and grow. Now consider K = 1;  = 1; for which we would not
expect the asymptotic expansion to work. This is shown to be the case in plots (c)
and (d) of Fig. 5.2; even more extreme oscillatory behaviour is seen in plots (e) and
(f) of Fig. 5.2 for K = 0:5;  = 1:
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Figure 5.2: Terms in the expansion (5.8) for a Laplace distribution for z, ( = 1) and
K = 3 for (a) and (b), K = 1 for (c) and (d), and K = 0:5 for (e) and (f).
5.4.5 A Sucient Condition for Convergence
Let us write (5.8) as
Vs() =
1
K
p
2
Z 1
 1
lim
N!1
NX
n=0
( 1)n
2n2nK n!
z2nf(z)dz: (5.14)
If we dene gN(z) =
PN
n=0
( 1)n
2n2nK n!
z2nf(z) then this can be written as
Vs() =
1
K
p
2
Z 1
 1
lim
N!1
gN(z)dz: (5.15)
Now limN!1 gN(z) = g(z) =
P1
n=0
( 1)n
2n2nK n!
z2nf(z) and so by the Dominated Conver-
gence Theorem if
for all N 2 N; jgN(z)j  G(z) and
Z 1
 1
G(z)dz <1; (5.16)
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then g(z) is integrable and
Vs() =
1
K
p
2
Z 1
 1
1X
n=0
( 1)n
2n2nK n!
z2nf(z)dz
=
1
K
p
2
lim
N!1
Z 1
 1
NX
n=0
( 1)n
2n2nK n!
z2nf(z)dz
=
1
K
p
2
lim
N!1
NX
n=0
Z 1
 1
( 1)n
2n2nK n!
z2nf(z)dz;
and so (5.10) is obtained. But
jgN(z)j 
NX
n=0
 ( 1)n2n2nK n!z2nf(z)
  NX
n=0
1
2n2nK n!
z2nf(z)

1X
n=0
1
2n2nK n!
z2nf(z) = ez
2=(22K)f(z);
and so by (5.16) the validity of (5.10) will be guaranteed ifZ 1
 1
ez
2=(22K)f(z)dz  Efez2=(22K)g <1: (5.17)
Thus (5.17) is a sucient condition for the validity of (5.10), i.e., of the expansion
(5.8) in terms of the even moments of z:
We now formalise various denitions of subGaussiantiy/superGaussianity existing
in current literature, and discuss their relations to the convergence condition for the
correntropy function.
5.4.6 Formal Denitions of Sub-Gaussianity
A general denition of sub-Gaussianity is given in [36, 66]. A random variable z is
said to be sub-Gaussian with parameter  > 0; if for t 2 R; its moment generating
function M(t) satises
M(t)  Efetzg  et22=2: (5.18)
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( is uniquely dened as the minimum of the values satisfying (5.18)). The mean must
be zero [66]. We denote random variables of this class as being `sGM.' Note a zero
mean Gaussian variable would satisfy (5.18) with equality and 2 = 2 in this case.
If z is bounded and has zero mean then z is sGM [66], so Tukey's lambda distribution
of Fig. 3.2(b) is thus classied here as sub-Gaussian (unlike under kurtosis).
Theorem 4. Let z be sGM. Let  be any constant such that  > 2: Then
Efez2=(2)g   + 2
   2 :
Proof. Firstly we note that:Z 1
0
g0(z)(1  Fz(z))dz =
Z 1
z=0
g0(z)
Z 1
y=z
fz(y)dy

dz
=
Z 1
y=0
fz(y)
Z y
z=0
g0(z)dz

dy
=
Z 1
0
[g(y)  g(0)]fz(y)dy
=
Z 1
0
g(y)fz(y)dy   g(0)
Z 1
0
fz(y)dy;
i.e., Z 1
0
g(y)fz(y)dy =
Z 1
0
g0(z)P (Z > z)dz + g(0)
Z 1
0
fz(y)dy:
Similarly,Z 0
 1
g(y)fz(y)dy =  
Z 0
 1
g0(z)Fz(z)dz + g(0)
Z 0
 1
fz(y)dy:
So Z 1
 1
g(y)fz(y)dy =
Z 1
0
g0(z)(1  Fz(z))dz
 
Z 0
 1
g0(z)Fz(z)dz + g(0): (5.19)
Let g(z)  ez2=(2): Then g0(z) = [2z=(2] exp[z2=(2)] and g(0) = 1: Then (5.19)
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gives
Efez2=(2)g =
Z 1
0
2z
2
ez
2=(2)(1  Fz(z))dz
 
Z 0
 1
2z
2
ez
2=(2)Fz(z)dz + 1
Making the change of variable z !  z in the second integral on the right we get
Efez2=(2)g =
Z 1
0
2z
2
ez
2=(2)(1  Fz(z))dz
+
Z 1
0
2z
2
ez
2=(2)P (Z <  z)dz + 1:
But since z is sub-Gaussian we know, [66], that (1 Fz(z))  e z2=(22) and moreover,
since  z is also sub-Gaussian with parameter ; [66], P (Z <  z)  e z2=(22) also.
Hence,
Efez2=(2)g  4
2
Z 1
0
z e z
2[ 1
2
  1

]=2dz + 1: (5.20)
But for p > 0; Z 1
0
z e pz
2
dz = (2p) 1;
So (5.20) gives
Efez2=(2)g  4
   2 + 1 =
 + 2
   2 ;
which completes the proof.
In consideration of the sucient condition (5.17), we thus haveZ 1
 1
ez
2=(22K)f(z)dz 
Z 1
 1
ez
2=(2)f(z)dz   + 2
   2 (5.21)
for 2  22K ; i.e., 2  22K= < 2K : So we arrive at:
A sucient condition for the validity of (5.8) is thus,
z is sGM with  < K : (5.22)
This result can be further illustrated as follows. It is shown in [23, p. 200] that if
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z is sGM with parameter  then
Efz2ng  2n+1n! 2n; n  1: (5.23)
So (5.10) gives
jVs()j  1
K
p
2
1X
n=0
 ( 1)n2n2nK n!Efz2ng

=
1
K
p
2
1X
n=0
1
2n2nK n!
Efz2ng
 1
K
p
2
1X
n=0
1
2n2nK n!
2n+1n! 2n
=
2
K
p
2
1X
n=0


K
2n
<1; (5.24)
provided  < K :
Remark 5. It is worth stressing that (5.22) is a sucient, but not necessary, con-
dition. As an example, take the case of a uniformly distributed random variable over
[ b; b]: This has variance 2 = b2=3 and
Efz2ng = (3
2)n
(2n+ 1)
;
so that (5.10) gives
Vs() =
1
K
p
2
1X
n=0
 32
22K
n
1
n!(2n+ 1)
;
which is convergent for all nite, positive, K ; ; (e.g., by the ratio test).
However, a uniform distribution on [ b; b] is sGM with parameter  = bp2 =

p
6; [66], so that the sucient condition  < K is equivalent to the requirement

p
6 < K ; in contrast to our direct calculation nding that convergence holds for all
nite, positive values K ; :
Remark 6. It is interesting to note that even with the denition of sub-Gaussianity
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in (5.18), the tails of a probability density function fz() for a sGM variable need not
be below that of a Gaussian distribution for all values of jzj exceeding some value z0;
see [10].
An alternative denition of sub-Gaussianity was given in [54] based on the idea of
relative convexity. Suppose we have a zero-mean random variable z with unimodal
density f(z) / e  (z); with  (z) symmetric and strictly increasing on (0;1): Ordi-
narily, a function is said to be convex on an interval I if it is true that, for 0    1;
 (z0 + (1  )z1)   (z0) + (1  ) (z1); (5.25)
for distinct z0; z1 2 I; [7]. This means that for any two points z0; z1 in I, the function
value at all intermediate points is no larger than the value of the linear function
dened to match the value of  at z0 and z1: Convexity can be extended to compare
a function  to non-linear functions. If  is convex relative to '; [54] write   ':
A particularly relevant case is when '(z) = z2 in which case  is said to be square-
convex. In [54] z is said to be sub-Gaussian if
 is square-convex on (0;1): (5.26)
We denote random variables of this class as being `sGC.'
Theorem 5. Let z be sGC. Suppose
there exists a point z0 2 (0;1) such that  
0(z0)
z0
>
1
2K
: (5.27)
Then
Efez2=(22K)g <1;
i.e., (5.17) and consequently the expansion (5.8) holds.
Proof. Suppose there exists a point z0 2 (0;1) such that  0(z0)=z0 > 1=2K : Since
 (z) is square-convex we know [54] that for z 2 (0;1);
 (z0)   (z)   
0(z0)
2z0
[z20   z2]: (5.28)
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Hence,
e  (z)  C(z0) e 
 0(z0)
2z0
z2
;
where
C(z0) = exp((z0=2) 
0(z0)   (z0)):
Then, with K a constant of proportionality,
Efez2=(22K)g =
Z 1
 1
ez
2=(22K)f(z)dz
= K
Z 1
 1
ez
2=(22K)e  (z)dz
 KC(z0)
Z 1
 1
ez
2=(22K)e z
2 0(z0)=(2z0)dz
= KC(z0)
Z 1
 1
e
 z2[ 0(z0)
z0
  1
2
K
]=2
dz <1;
under the assumption that  0(z0)=z0 > 1=2K :
As a consequence, when (5.27) is true, the expansion (5.8) is valid for sGC random
variables.
Remark 7. The square convexity denition of sub-Gaussianity is almost equivalent
to that given in [4], who dened sub-Gaussianity as holding when  0(z)=z is strictly
increasing on (0;1): We denote random variables of this class as being `sGB.' For
equivalence of sGC and sGB we need to require strict convexity
Proof. A function is said to be strictly convex on an interval I if it is true that, for
0 <  < 1;
 (z0 + (1  )z1) <  (z0) + (1  ) (z1); (5.29)
for distinct z0; z1 2 I; [8]. Write e  (z) = e (z2) = e ('(z)); with '(z) = z2; also a
strictly convex function. Then
 (z) = ('(z)))   ' 1(z) = (z):
But  is strictly convex relative to ' on (0;1); if  ' 1 is strictly convex on (0;1);
Chapter 5. Blind Deconvolution - Entropy and Correntropy 119
(by extension of [54, p. 43] to strict convexity); hence  will be strictly convex on
(0;1): Now 0(z2) =  0(z)=(2z): Since  is strictly convex, 0(z) is strictly increasing
with z 2 (0;1); (by extension of [7, p. 117]), and hence so is 0(z2) and  0(z)=z;
and so z is sGB, i.e., sub-Gaussian by the denition of [4]. Here strict convexity
of  implies that  0(z)=z is strictly increasing; however the converse is also true [7,
p. 117]), and so the denitions of [54] and [4], i.e., sGC and sGB, are equivalent
when  (z) is strictly convex relative to '(z) = z2 on (0;1): Strict convexity can be
partially characterized by second-order conditions [8, p. 71]: if
d2
dz2
(  ' 1)(z) > 0; z 2 (0;1)
then (z) = (  ' 1)(z) is strictly convex. This is equivalent to [54, p. 43]
 00(z)
 0(z)
>
'00(z)
'0(z)
=
1
z
: (5.30)
So if (5.30) holds, (z) = (  ' 1)(z) is strictly convex.
Clearly the sGB class is a sub-class of sGC, since the stronger strict convexity is
required.
Consider a random variable z with the generalized Gaussian distribution having
 = 2 + ;  > 0: Then  (z) = z2+ for z 2 (0;1) and  0(z)=z = (2 + )z which
is strictly increasing on (0;1); so z is sGB and hence sGC. (Also,  00(z)= 0(z) =
(1 + )=z > 1=z; and (z) is strictly convex on (0;1);
Remark 8. In the case of strict convexity of  (z) relative to z2 we know from the
dening criterion for sGB that  0(z)=z; will be strictly increasing on (0;1): Hence
almost always there will exist a z0 satisfying (5.27) and hence the expansion (5.8) will
be valid.
5.4.7 Discussion and Summary
We have seen in this section that for distributions classied as sub-Gaussian via mo-
ment generating function, sGM, or via square-convexity, sGC, that conditions (5.22)
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and (5.27), respectively, are sucient for the validity of the expansion of correntropy
in terms of its even moments. These conditions involve the size of the Gaussian
kernel K : It is dicult to make denitive statements for super-Gaussian distribu-
tions corresponding to  0(z)=z being strictly decreasing on (0;1); [4], or  being
square-concave on (0;1); [54]. For example a random variable having the Laplace
distribution, super-Gaussian under both denitions, gave rise to a divergent asymp-
totic series expansion (5.13). Under square-concavity, (rather than square-convexity),
an inequality equivalent to (5.28) is in the wrong direction to be useful.
5.4.8 Examples
Here we consider two examples where the distributions are sGB and sGC (by the
discussion following Remark 3). A convergent expansion (5.8) is expected by Remark
4. Consider the terms in expansion (5.8) for a GGD with  = 3 | see Fig. 5.3. For
K= = 3; plots (a) and (b), and for K= = 1; plots (c) and (d), the terms in the
series expansion quickly decay. The case K= = 0:5; plots (e) and (f), is interesting
as we see that there is a large oscillation which is bounded but dies away. So in this
case most of the contribution to correntropy would come from extremely high-order
moments, not a desirable situation!
Fig. 5.4 examines the case  = 1; i.e., a uniform distribution. In this case the
terms in series (5.8) die away quickly for K= = 3; 1 and 0.5.
These results are consistent with a convergent expansion in both cases. But we
can see that the choice of K is quite crucial: choose it too large and correntropy
will do no more than utilise second-order properties [34], but choose it too small and
`pathological' behaviour like that illustrated in Fig. 5.3(f) can arise.
5.5 Blind Deconvolution using Correntropy Matching
Recall that for our deconvolution problem, we seek to reverse the blurring eect of h
on s. We observe the distorted signal x:
xn = h  sn + nn
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Figure 5.3: As for Fig. 5.2 but for a GGD distribution with  = 3:
where nn is the channel noise. We then deconvolve x via a deconvolution lter w
giving a series yn:
yn = w  xn
such that y = (y1; ::::yN)
T resembles as closely as possible to our original s. We
usually treat nn as absent in any theoretical analysis.
Given a series of observed distorted signals x = (x1; :::xN)
T , the correntropy blind
deconvolution algorithm minimises the cost function:
J =
PX
=1
(Vs()  V^y())2 (5.31)
where Vs() is the known correntropy of s (we assume a full knowledge of this) and
V^y() is the sample-correntropy of our equalized series y.
We consequently nd the update of Stochastic Gradient Descent (with gradient
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Figure 5.4: As for Fig. 5.2 but for a uniform distribution.
tuning parameter ) for a length M deconvolver w to be:
w(n+1) = w(n) + 
PX
=1
(Vs()  V^y())dV^y()
dw(n)
where P is the number of lags for which we carry out the correntropy matching ends.
5.5.1 Online Implementation
For the Online Correntropy Algorithm, we iteratively use our observed x = (x1; :::; xN)
T
from left to right with a window size of Nw datapoints over which we calculate the
increment:
PX
=1
(Vs()  V^y())dV^y()
dw
In this sense, the online correntropy algorithm is less `online' than the methods that
only use one observation per iteration.
Recall that we letw(n) denote the online iterated deconvolver whereasw[n] denotes
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an oine deconvolver. The nth iterated online update of the correntropy algorithm
is:
w(n+1) = w(n) + 
PX
=1
(Vs()  V^y())dV^y()
dw(n)
where the sample correntropy estimator for y over a window size of Nw is:
V^y() =
1
Nw   
nX
i=n (Nw )+1
K(yi   yi  )
and its gradient is:
dV^y()
dw =   1Nw 
Pn
i=n (Nw )+1K(yi   yi  )(yi   yi  )( dyidw   dyi dw )
=   1
Nw 
Pn
i=n (Nw )+1K(yi   yi  )(yi   yi  )(xi   xi  )
where xi = (xi; xi 1; :::xi M+1)T is the M -most recent observations of xis up to the
ith time point.
5.5.2 Oine Implementation
For each iteration of the oine correntropy algorithm:
w[n+1] = w[n] + 
PX
=1
(Vs()  V^y())dV^y()
dw[n]
we calculate the increment over the whole series of observations x instead of over a
small window, ie: the correntropy estimator and the correntropy-gradient estimator
are now:
V^y() =
1
N    + 1
NX
i=+1
K(yi   yi  )
dV^y()
dw
=
 1
N    + 1
NX
i=+1
K(yi   yi  )(yi   yi  )(xi   xi  )
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The new increment then gives an updated deconvolver w and consequently a new y
which we use for the calculation of the increment in the next iteration.
5.6 Suboptimal Solutions
5.6.1 Existence of unwanted Minima
In the limit that N ! 1, the cost surface (objective function) in (5.31) can be
written as:
X

E[(Vs()  V^z^())2] =
X

(E[Vs()  V^z^()])2 +
+V ar[Vs()  V^z^()]
!
X

(Vs()  Vs^())2
as the sample correntropy is an unbiased and consistent estimate E(V^z^) = Vs^, V ar(V^z^)!
0.
Therefore, if there exists w(1) and w(2) such that the correntropy function of z^t is
the same, then the cost surface at these two points would also be identical as N !1.
A simple example now shows that the correntropy objective function (5.31) can
have multiple minima.
We consider a blurring lter of the form hj = 1=2
j, j = 0; : : : ; 20 so that the
optimal solutions are, to a close approximation, w = (1;1=2); the sign uncertainty
in a blind deconvolution is a well-known eect and must be resolved by physical
considerations. However, in the absence of noise, two other solutions can readily be
shown to exist. Assume fxtg is stationary and Gaussian due to the eects of the
convolution [45]. Now yt = w0xt + w1xt 1 and let y0t = w1xt + w0xt 1: Then,
z^t; = yt   yt  = w0(xt   xt  ) + w1(xt 1   xt  1)
z^0t; = y
0
t   y0t  = w1(xt   xt  ) + w0(xt 1   xt  1):
But xt xt  and xt 1 xt  1 are exchangeable, (their statistical structure is invariant
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to an exchange), so that the correntropy computed from fz^t;g and fz^0t;g will be the
same, and hence so will the correntropy objective function. So we expect other minima
at w = (1=2;1); corresponding to the interchange of w0 and w1:
Fig. 5.5 shows the logarithm of the estimated correntropy cost (5.31) with respect
to the deconvolver for (a)  = 1, and (b)  = 20: The optimal, w = (1;1=2); and
predicted suboptimal solutions, w = (1=2;1); are marked by plus signs. The op-
timal solutions agree closely with the minima of the cost surface, while the predicted
suboptimal solutions dier a little more; the latter is most likely a reection of the
convolution giving fxtg close-to, rather than exactly, Gaussian. The actual subop-
tima rotate slightly anti-clockwise from that predicted when fstg is super-Gaussian,
(Fig. 5.5(a)), and slightly clockwise when fstg is sub-Gaussian, (Fig. 5.5(b)). Nev-
ertheless, the basic structure expected is present, showing that suboptima can exist
even in this simple case. Note that similar patterns of local minima have also been
observed in [52], but no explanation was given.
Correntropy function is minimal/maximal phase-blind
We now extend the 2D case to the M -dimensional case, i.e.,
z^t; = w0(xt   xt  ) + w1(xt 1   xt 1  ) + :::
+wM 1(xt M+1   xt M+1  )
Rearranging the terms on the RHS, we get:
z^t; = w0xt + w1xt 1 + :::(w   w0)xt 
+(w 1   w1)xt  1 + ::: (5.32)
+(wM 1   wM 1  )xt M+1   :::
 wM xM    :::
 wM 1xt M+1  (5.33)
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Now let z^0t; denote z^t; with the following swap applied to its coecients:
wi $ wM 1 i i = 0; 1; :::;M   1 (5.34)
namely:
z^0t; = wM 1xt + wM 2xt 1 + :::(wM 1    wM 1)xt 
+(wM 1  1   wM 2)xt  1 + :::
+(w0   w )xt M+1   w 1xt M   :::
 w0xt M+1  (5.35)
We see from comparing (5.32) and (5.35) that the coecients in z^0t; are just the set
of coecients in z^t; ipped left to right and multiplied by minus one. Using similar
arguments to the 2D case, we can then say that Vs^() is the same as Vz^0() (for all
) after this swap due to the distributions fxt;:::xt M+1 and fxt M+1;:::xt being identical
(as xt is nearly Gaussian). Therefore the correntropy cost surface will have two
unwanted minima w(2) = (wM 1;wM 2; :::;w0) for every two wanted minima
w(1) = (w0;w1; :::;wM 1) (Appendix 5.6.1).
It is important to note when xt is exactly Gaussian, the unwanted minima will
have the same magnitude as the wanted minima, thus techniques such as annealing
will not help correct the correntropy cost surface.
Next, we discuss some interesting observations regarding the dependence of the
suboptimal solutions to the kernel size.
5.6.2 Suboptimal Solutions and kernel size K - Examples
Again, we consider the blurring lter hj = 1=2
j, j = 0; : : : ; 20 with optimal solutions
at w(1) = (1;1=2).
Fig. 5.6 shows the south-east quadrant of the logarithm of the estimated corren-
tropy cost (5.31) with respect to the deconvolver for a Gaussian distribution for the
source fstg: Results are shown for four values of the ratio K=; namely 0:5; 1; 3 and
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Figure 5.5: Estimated log cost of the correntropy algorithm for K = 1 and (a)  = 1
and (b)  = 20; with respect to w = (w0; w1)
T : N = 15000 and P = 4:
5: The optimal, (+1; 1=2); and predicted sub-optimal solution, (+1=2; 1); in this
south-east quadrant are marked by plus signs. The optimal solution and the sub-
optimal solution agree very closely with the minima of the cost surface for all values
of K=; as predicted by the theory presented above.
Fig. 5.7 shows the same sort of plots, but this time for a Laplace-distributed
source. The optimal solution (+1; 1=2) agrees closely with the minimum of the cost
surface for all values of K=; while the other minimum of the cost surface converges
to the predicted sub-optimal solution (1=2; 1) as K= increases. Fig. 5.8 also shows
the same sort of plots, but this time for a uniformly-distributed source. For the super-
Gaussian source the convergence of the minimum of the surface to the sub-optimal
solution (1=2; 1) is clockwise, while for the sub-Gaussian source the convergence is
counter-clockwise.
Thus increasing K= for a given distribution of fztg has a similar eect on the
sub-optimal minima of the cost surface as increasing the Gaussianity of fztg for a given
K= : in both cases the sub-optimal minima of the cost surface become coincident
with the sub-optimal solution w(2) predicted by the Gaussian theory.
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Figure 5.6: Estimated log cost of the correntropy algorithm for Gaussian distribution
for fstg and (a) K= = 0:5; (b) K= = 1; (c) K= = 3; and (d) K= = 5; with
respect to w = (w0; w1)
T : N = 15000 and P = 4:
5.7 Correntropy BD - Examples
We are interested to see how the performance of the correntropy algorithm changes
with SNR for both white and coloured source. We know from previous chapter
that prewhitening aids methods that are ideally designed for i.i.d. source in that
the autocorrelation-induced bias would be eliminated in the deconvolution stage.
However, as the prewhitening is carried out on the observed signal xis, this means
that the additive channel noise ni in xi = h  si + ni would also be ltered by the
prewhitening lter. When the SNR is signicantly low, ie: noise almost dominates,
one can imagine this prewhitening step to cause problems. On the other hand, the
correntropy algorithm avoids this by directly matching the correntropy function of
the correlated source to that of the outcome. In this sense, we expect the correntropy
algorithm to do better than the prewhitened MED type methods for correlated source
with low SNR, but in fact correntropy was found to do worse than the SW algorithm
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Figure 5.7: As for Fig. 5.6 but for Laplace distribution for fstg:
for low SNR for duobinary data with a blurring lter that is representative of a
telephone channel [62]. Here, we will compare the correntropy algorithm with the
standard VNA and CMA algorithms for a variety of signals with dierent levels of
SNR.
5.7.1 White Laplace and Uniform signals
We will begin by looking at the uncorrelated case. We test the algorithms on some zero
mean unit variance white Laplace and uniform signals, w0 = (1; 0; 0)
T (deconvolver
length used isM = 3), h being our standard AR(1) with coecient 0.5 and we test for
two noise levels SNR = 20dB and SNR = 5dB. We test the correntropy algorithm
with VNA4 and CMA2 as benchmarks. For all simualtions carried out in this section,
the results are average over 30 replicates of sample size N = 5000 each.
In Figure 5.9 and Figure 5.10, we let corr1 and corr3 denote correntropy BDs
with K = 1 and K = 3 respectively, we see that corr1 does slightly worse and
corr3 better than CMA2 and VNA4 for Laplace and uniform signals for SNR=20.
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Figure 5.8: As for Fig. 5.6 but for uniform distribution for fstg:
For SNR=5, the performances of all four algorithms are comparable, though corr3
is doing a little worse whilst having the smallest ISI variance. So for this simplest
case scenario of i.i.d. signals with low SNR, the correntropy algorithm does not give
signicantly better BDs than the MED-type algorithms.
5.7.2 Coloured Laplace and Uniform signals
We now test the correntropy algorithm on some coloured signals and compare its
performance to the standard VNA4 and CMA2 for prewhitened versions of the signals.
In Figure 5.11 and 5.12, we have the same Laplace and uniform signals, coloured by an
another AR(1) lter with coecient 0.5, corrupted by additive noise level of SNR=20
and SNR=5 respectively. We test the correntropy algorithm corr1 and corr3 on the
coloured signals and CMA2, VNA4 on the same signals but prewhitened.
We see from Figure 5.11 and 5.12 that for both SNR=20 and SNR=5, the cor-
rentropy BD is doing better than CMA2 and VNA4 with a more pronounced im-
provement in the uniform case. It is also clear that the performances for prewhitened
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Figure 5.9: ISI of CMA2, VNA4 and Corr1 and Corr3 for i.i.d. Laplace and uniform
signals with SNR=20.
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Figure 5.10: Figure 5.9 with SNR=5.
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coloured signals are poorer that that of white signals and they degrade drastically
with respect to a decreasing SNR.
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Figure 5.11: ISI of CMA2, VNA4 for prewhitened AR(1) Laplace and uniform signals
and Corr1 and Corr3 for the same signals, without prewhitening. SNR=20.
5.7.3 Deconvolver Length M and Lag P
We are concerned also with the eect of increasing the deconvolver length in our
correntropy deconvolution algorithm.
In particular, we will look at superGaussian Laplace signals and subGaussian
GGD  = 3 signals.
Figure 5.13 shows that for our default blurring lter h = AR(1) with coecient
AR = 0:5 (so that our ideal deconvolver w =MA(1) with the same coecient), the
optimal M is two (with P = 3). This also makes sense as if the ideal w has only
two nonzero elements, xing the remaining elements at zero would give a superior ISI
than if we let them vary round zero from estimation.
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Figure 5.12: Figure 5.11 for SNR=5.
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Figure 5.13: ISI of the oine correntropy algorithm with P = 3(solid), P = 4
(circles) and P = 5 (pluses), VNA4 algorithm (dash) and the SW3 algorithm (dot).
The signals are Laplace (left) and GGD  = 3 (right). Blurring is AR(1) coecient
0.5.
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To illustrate how the performance of the correntropy algorithm behaves in response
to varying the deconvolver length, we now choose an MA(1) blurring lter h with
coecient 0.5. For this h, the ideal deconvolver w is then an AR(1) with coecient
0.5 which has an innite MA representation, i.e., we would think that a larger M
should aid the deconvolution process. On the other hand the trade-o between bias
(small M) and variance (large M) should be reected in terms of the existence of an
optimal M .
Figure 5.14 gives the ISI for this MA lter for M = 2 to M = 6, we notice
that the optimal deconvolution is achieved at M = 5 (with P = 4), a surprisingly
low value for our MA(1) blurring lter. The inevitable increase in variance of the
additional parameters with M gives us the intuitive explanation for the ination in
ISI. Therefore, the correntropy algorithm appears to be at a disadvantage to the MED
algorithms in the sense that it is more sensitive to changes in the deconvolver length
as well as to its own algorithmic parameter P .
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Figure 5.14: Figure 5.13 for blurring MA(1) coecient 0.5.
5.7.4 Starting Value for Deconvolver w0
In the previous examples, our algorithms were initiated by setting setting the decon-
volver value to w0 = (1; 0; 0) which is favourable for our specic blurring - AR(1)
with coecient 0.5. However, performances could dier when we set w0 dierently,
this is especially pertinent for the correntropy algorithm due to our earlier discussion
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on the existence of suboptima on the correntropy BD cost surface. Similarly for the
MED-type methods, we have not previously examined cases where these methods
could fail due to badly chosen w0.
In Figure 5.15, we see that the performance of the correntropy BD algorithm
(we've set the default kernel size to be K = 1) suers signicantly when we set
w0 = (0; 0; 1) or w0 = (0; 1; 0) for our minimum phase AR(1) blurring lter. In
comparison, VNA only responds badly to w0 = (0; 0; 1).
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Figure 5.15: ISI of the correntropy BD algorithm (left) and VNA4 (right) with w0 =
(1; 0; 0) (solid), w0 = (0; 1; 0) (dash), and w0 = (0; 0; 1) (dot). w
opt = (1; 0:5).
In Figure 5.16, we have the standard AR(1) blurring ipped left to right so that
the ideal deconvolver now is noww = ( 0:5; 1). In this case, we see that as before, the
correntropy works well only for the initial value that is closest to the ideal deconvolver,
w = (0; 0; 1), whereas VNA gives reasonable BDs for both w = (0; 0; 1) and w =
(0; 1; 0). In practice, we have also found that for more more complicated examples
of both minimum phase and nonminimum phase blurring lters, the correntropy BD
algorithm is often very sensitive to w0, such that the common practice of setting w0
to be a delta with zero in the middle is not sucient to guarantee a reasonable BD.
In order to overcome these local suboptimal minima on the cost surface, we could
anneal the algorithm by letting it begin with a slightly larger than usual kernel size
and decrease it throughout the iterations. This in eect locally dilates the cost surface
without making too large a step size adjustment and thus overshooting.
However in practice, the annealing carried out for correntropy BD is not auto-
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Figure 5.16: Figure 5.15 with the same blurring ipped left to right so that wopt =
( 0:5; 1).
mated and hence is a very time-consuming procedure. More insight into the behaviour
of the correntropy cost surface is required in order to avoid an exhaustive search over
possible kernel size over which to dilate the cost surface. We know from practice that
this is not necessarily the case.
Alternatively, we could simply use MED-type algorithms to set an initial w0 for
the correntropy algorithm (which has been indirectly suggested by the correntropy
authors) and hope for an improvement in ISI and convergence speed of the correntropy
BD algorithm.
5.8 Remarks
We considered the existence of suitable source processes more general than the ltered
binary sequences of [62] - a class of source processes which are SS, nonGaussian and
nonwhite, to be those generated by passing a SOS Gaussian process through a zero-
memory nonlinearity.
We demonstrated that the expansion of correntropy, and its interpretation, in
terms of even moments of z; can be guaranteed when z is subGaussian according to
the denition (5.18) and the condition  < K holds, or is subGaussian according to
the denition (5.26) and condition (5.27) holds. Both conditions involve K ; the size
of the Gaussian kernel. An example of a Laplace distribution for z (super-Gaussian
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under the kurtosis or square-concave classications) gave rise to an asymptotic se-
ries expansion corresponding to a divergent series. However, we observed that the
correntropy algorithm still gave reasonable BDs even when the correntropy function
itself does not admit the expansion in terms of moments. This tells us that instead
of achieving BD through moment matching, the correntropy algorithm can still be
interpreted as a nonGaussianity measure which can be optimised for BD.
We also discussed the problem of unwanted minima for the correntropy cost sur-
face. We gave examples of the occurrence of multiple suboptima in the correntropy
objective function for a simple blurring lter. This could essentially be explained by
the statistical exchangeability of key terms in the correntropy objective function when
the blurring signal is roughly normal (justied by the normalising eect of blurring
i.i.d. signals).
The role of the ratio =K was also found to have an eect on the correntropy BD
cost function, the unwanted minima of which converge to those which theoretically
exist for when the blurred signals is approximately normal. The implication of this
is that for the normal case, the unwanted minima have the same magnitude on the
cost surface as the wanted ones, thus making it global rather than local and not
redeemable by annealing. So these unwanted minima are trickier to jump out of in a
sense when =K is large or the blurred signal is roughly normal. On the other hand,
correntropy may well be used in conjunction with MED-type algorithms, by using
results from the latter as a starting value. As a standalone algorithm, it is unstable
and slow.
In addition to being sensitive to w0, we also found that the correntropy algorithm
gives variable performances with regard to change in certain parametrisations such as
deconvolver length and number of lags over which to perform correntropy matching.
Furthermore, simulations studies have shown very varied behaviour for the corren-
tropy deconvolution algorithm with respect to dierent data-types, so far there has
been little success in adapting correntropy BD for complex signals. These are intricate
issues that need to be addressed carefully before justifying the correntropy algorithm
as a superior deconvolution tool for correlated and uncorrelated signals.
However, it is still very much evident that the correntropy algorithm for coloured
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signals improves upon the performances of the MED-type algorithms on prewhitened
signals, again conditioned on favourable parametrisations.
We conclude that correntropy-based deconvolution is an interesting new approach
to the deconvolution problem, but that more research is needed to appreciate its
practical utility within the various settings, such as seismic signal processing and
communications, where deconvolution is ubiquitous.
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Chapter 6
Robust Deconvolution -
Uncertainties in Blurring H(f )
6.1 Robust Deconvolution - Introduction
In this chapter, we introduce the robust deconvolution model which diers from the
blind deconvolution model in that we know the blurring or its estimate and we seek
to deconvolve the observed signal in order to extract the unknown original signal. In
consistency with conventional notation of robust deconvolution literature, we switch
st, xt and yt to xt, yt and x^t respectively, so that we observe yt and would like to
extract xt:
yt = (x  h)t + nt (6.1)
As we assume that xt is a stochastic signal, we can write the convolution in the
frequency domain as:
Sy(f) = jH(f)j2Sx(f) + Sn(f):
where Sy(f) and Sx(f) are the spectra of yt and xt respectively and H(f) is the
impulse response of ht. Furthermore, we assume that the noise is white and Gaussian,
and the noise level is known, Sn = 
2
n. Additionally, as we use capital letters here to
denote the FTs and capital S(f) to denote a spectrum, we will occasionally drop the
(f) for brevity.
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We denote the deconvolver as gt (as opposed to wt in blind deconvolution) and its
response G(f):
x^t = (g  y)t
Sx^(f) = jG(f)j2Sy(f)
The assumptions made here dier from the previously discussed blind deconvo-
lution in that we now know a little more about xt or ht. The stochastic signal xt
(previously referred to as st) is unobservable and the criterion of assessment of de-
convolution is the MSE E[(xt   x^t)2]. As we are dealing with stochastic stationary
signals, the full MSE could be written as:
e(G;Sx; H)  E[(xt   x^t)2] =
Z
j1 G(f)H(f)j2Sx(f) + jG(f)j2Sn(f)df (6.2)
When we know Sx exactly and wish to nd an optimal lter G for an uncertain H, we
do so by minimising MSE e(G;H) (e(G;Sx; H) with Sx given). On the other hand,
if we want to nd an optimal lter G for an uncertain Sx when H is known exactly,
we denote the corresponding MSE by e(G;Sx) (e(G;Sx; H) with H given).
The rest of chapter 6 will be devoted to methods concerning uncertainty in the
blurring H(f) whereas chapter 7 will be focused on uncertainty in the signal spectrum
(with some theoretical consideration for noise spectrum uncertainty).
Chapter 6 will be structured according to a classication of dierent model as-
sumptions - see rst and second branches of Figure 6.1. We will denote the true
blurring reponse by HT (f). Later on for chapter 7, we will denote the true signal
and noise spectra by Sx;T (f) and Sn;T (f) respectively. In chapter 7, as the blur-
ring response is assumed known, we will revert back to using notation H(f) for the
reponse.
In the rst part of this chapter, we will give a brief description of the basic model,
model assumptions, the Wiener Filter and the more generalised Modied Wiener
Filter. In this case - when HT (f), Sx;T (f) and Sn(f) are known exactly - the Wiener
Filter (WF) achieves the minimum MSE.
The second part deals with the degradation in performance which occurs when
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the true underlying HT (f), Sx;T (f) or Sn;T (f) are unknown and deviate from the
given estimated impulse response or spectrum (or knowing the true statistics up to
some variability). We discuss ways to robustify the Wiener Filter when the blurring is
uncertain. The nature of this uncertainty could be due either to a randomly varying
blurring or simply not knowing the exact deterministic blurring. In this case, we could
possibly use the minimax MSE criterion along with a known uncertainty model of the
unknown spectrum/response or construct uncertainty models from known estimates
instead. The classication of the dierent natures of uncertainty of H(f) emphasised
in this chapter has not hitherto been claried in the robust deconvolution literature.
A few examples of uncertainty model of the signal spectrum Sx(f) are (which can
also be applied to the blurring response H(f)) [38] :
1) -model: Sx = (1  )Sx;T + ,  some constant,  is some zero-mean variable.
2) Variational model:
R jSx   Sx;T j  c, c a constant.
3) p-point models:
R

i
Sx =
R

i
Sx;T where 
i are sets of the frequency range.
4) Band Model: Sx;l  Sx  Sx;u. Note that the -model can be rewritten as a band
model.
5) Generalised Moment Constraints:
R
fkSx = ck, ck known constants.
We consider only the most commonly used model, the band model. As it is some-
what restrictive to assume that such a model is known a priori, we could estimate the
unknown spectrum/spectra from a given dataset, and incorporate the variability of
the estimators by modifying the plug-in Wiener Filter in some way. This modication
could be done via constructing the band model from the estimate and optimising the
width of the band by minimising some MSE-type criterion. Other uncertainty models
could also be considered and their parameter optimised in this way.
In chapter 7, we apply similar techniques to deal with uncertainties in Sx(f). The
minimax MSE criterion with the band model in this case yields a dierent solution,
and we implement this solution for the cases where the band model is specied and
constructing the band model from an estimate S^x(f) , as before. The full panoply of
models is given in Figure 6.1
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robust deconv
Sx(f), H(f) known
WF
Sx(f), known
H(f) unknown
random blurring aspects of H(f) known
band model
or H^(f) known
Sx(f) unknown
H(f) known
aspects of Sx(f) known
band model
or S^x(f) known
Figure 6.1: classication of model assumptions
6.2 Wiener Filter and Modied Wiener Filter for the Sim-
plest Case - Sx(f) and H(f) Known
We start by introducing the Wiener Filter and the generic Modied Wiener Filter.
6.2.1 The Wiener Filter
For the estimation of a signal xt by some ltered estimate x^t, the Wiener Filter
minimises the MSE dened in equation (6.2):
e(xt; x^t) = E[jxt   x^tj2] (6.3)
which in the Fourier domain can be written as:
e(G;H)  e(G(f); HT (f)) =
Z
j1 G(f)HT (f)j2Sx(f) + Sn(f)jG(f)j2df (6.4)
) GWF (f) = 1
HT (f)
jHT (f)j2
jHT (f)j2 + Sn(f)=Sx(f) (6.5)
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Consequently, the best attainable MSE which is the MSE of the WF is given by:
e(G;H) =
Z
Sx(f)Sn(f)
jHT (f)j2 + Sn(f)=Sx(f)df
In practice, we replace the true HT by some estimate H^:
G^WF (f) =
1
H^(f)
jH^(f)j2
jH^(f)j2 + Sn(f)=S^x(f)
this lter minimises the cost:
e(G; H^) =
Z
j1 GH^j2S^x + SnjGj2df (6.6)
6.2.2 The Modied Wiener Filter
The Modied Wiener Filter (MWF) generalises the WF by incorporating the param-
eter q which controls the eect of the signal to noise ratio Sn(f)=Sx(f):
GMWF (f) =
H(f)T
jH(f)T j2 + qSn(f)=Sx(f) (6.7)
We introduce the MWF here as a generic extension to the WF, as it lends itself to
many interpretations, depending on the context/problem. For example, for removing
ill-conditioned noise amplication or just denoising in general, we could wish to min-
imise the MSE penalised by the power/variance of the deconvolver-ltered noise, i.e.,
some linear combination of the MSE and the penalty term parametrised by constants
1 and 2:
1E[(x^t xt)2]+2E[(ng)2t ] =
Z
1j1 G(f)HT (f)j2Sx(f)+2Sn(f)jG(f)j2df (6.8)
in which case the MWF with q = 1 + 1=2  1 would be the solution [72].
The MWF is closely related to the Tikhonov lter (or ridge regression) which is
often applied to deconvolution when assuming a at noise spectrum as well as a at
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signal spectrum, the Tikhonov lter minimises the modied observation based cost:
1E[(y^t   yt)2] + 2E[x^2t ]
where y^t  (h  x^)t. The penalty can be interpreted as a prior distribution on
xt or modifying the MSE criterion to favour estimates x^t which have small norms.
Interestingly, if we specify the prior to be Laplace distributed, then the cost is just
the Lasso criterion.
The optimisation of the regularisation parameter can be done in several ways. If
we interpret the penalty term as the prior of xt, then the relative ratio of penalty term
to MSE can be intuitively set to 1=2 = 
2
n=
2
x. Often in ridge and Lasso regres-
sion, cross-validation is used to optimise q or  by minimising the expected/averaged
prediction error ([68], [69], [29]) which could be adapted for time series.
6.3 Robust Deconvolution with Uncertainties in H(f) - In-
troduction
We discuss methods that robustify the Wiener Filter in dealing with uncertainties
in the blurring response H(f) in the model in equation (6.1) with additive Gaussian
noise nt. Furthermore, to isolate the eect of the uncertainty of H(f), we will assume
that we know the variance of the white additive noise Sn = 
2
n, the signal spectrum
Sx and that only the realisations of the output yt is observed unless otherwise stated.
In practice, our uncertainty about the blurring could be dierent in nature, we
consider three possible models for the blurring.
The rst case assumes that the underlying blurring is stochastic. Various criteria
can be used as possible means of robustifying the WF, depending on the prior knowl-
edge given about H(f) - e.g., Minimum Average MSE, Minimax MSE. For example,
when the range of H(f) is unbounded, the minimax approach is redundant as the
maximum MSE over the innite range could potentially be innite. On the other
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hand, the minimum average criterion minimises:
min
G(f)
EH(f) [e(G;H)] = min
G(f)
EH(f)
Z
j1 G(f)H(f)j2Sx(f) + jG(f)j2Sn(f)df
The resulting optimal lter involves statistics of the response, e.g., E[H(f)], Var[H(f)].
The underlying model for H(f) could be for example, H(f)  N(HT (f); 2H(f)).
In the second case, the underlying blurring is assumed to be deterministic and
characterised completely by its impulse response HT (f) which is known up to a vari-
ation - for example, within a known bound: HL(f)  HT (f)  HU(f). The minimax
approach then minimises the worst MSE over all possible values of HT (f):
min
G(f)
max
HL(f)HT (f)HU (f)
e(G;H) =
min
G(f)
max
HL(f)HT (f)HU (f)
Z
j1 G(f)HT (f)j2Sx(f) + jG(f)j2Sn(f)df (6.9)
In the third case, we assume that underlying blurring HT (f) is deterministic, but
we might not necessarily know the bounds within which HT (f) varies. We could
have an estimate of the impulse response H^(f) = S^xy(f)=Sx(f) where S^xy is the cross
spectrum calculated from some reference/training set. We could then use this in place
of HT (f) to construct out deconvolver lter G^(f). To construct our deconvolver G^(f)
based on H^, we could adopt the MWF and other methods described later in the second
case for the third case using some prior knowledge of the estimator. We then use the
true MSE:
e(G;HT ) =
Z
j1 G(f)HT (f)j2Sx(f) + jG(f)j2Sn(f)df (6.10)
as our measure of performance.
This third case is often overlooked but is often applicable to scenarios found in
practice. It is worthwhile emphasising that even though we assume knowledge of
some estimate of the response, we do not assume that the training sequence which
the estimator based on is available. If the training sequence is known, then the
problem may also be tackled by superior time series or regression techniques. What
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we want to nd is a good deconvolver based only on some estimate of the response
and its known properties (for example, its variance).
6.4 Case One - H(f) stochastic, G(f) function of H(f) and
2H(f), the Minimum Average MSE Approach
For this case, we are more concerned with the randomness inherent in the blurring. In
other words, the problem here is not that HT is unknown, but rather the realisation H
varies from dataset to dataset. We will start by assuming that the mean H = HT (f)
is known exactly in the context of a randomisedH(f). The realisations of the blurring,
H(f), are strictly assumed to be unobservable. We will see that using the WF based
on the mean blurring HT (f) may not give the best deconvolution in a MSE sense.
We assume that the random process ht is independent from xt and nt.
As the blurring is random, the minimum MSE lter for each realisation is the WF
based on the realisation of the corresponding blurring which is unobservable. We wish
therefore to devise a lter incorporating known blurring statistics which can then be
applied to a set of realisations and give good overall results.
The instinctive thing to do is to replace H by its mean HT in the WF, denoted
GWF (f):
GWF (HT ) =
HT (f)
jHT (f)j2 + Sn(f)=Sx(f)
which minimises e(G;HT ).
However, it is more apt to minimise the average MSE with respect to H(f):
EH [e(G;H)] =
Z
(1  2EH [H]G+ jGj2EH [jHj2])Sx + SnjGj2df
(6.11)
Minimising EHe(G;H) wrt G by setting its derivative to zero, we obtain Maurer and
Frank's [46] Minimum Average (MA) MSE lter which modies the WF, let us denote
this by GMA(f):
GMA(f) =
E[H(f)]
E[jH(f)j2] + Sn(f)=Sx(f) (6.12)
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Now, we can write the variance of the blurring reponse H(f) as:
2H = Var[H] = E[(H   H)(H   H)] (6.13)
where H = E[H] = HT . This is not to be confused with the variance of jHj, 2jHj:
2jHj = Var[jHj] = E[(jHj   jHj)2] (6.14)
where jHj = E[jHj]. For example, if we simulate ht from the model ht = h;t + et,
et  N(0; 2h), then H(f) = H(f)+E(f) where H = FT (h) and E(f) = FT (et) 
N(0; 2h) (since Var[H(f)] = Var(ht)), FT denoting Fourier Transform.
Therefore, using equation (6.13), we can write E[jH(f)j2] in the denominator of
equation (6.12) as:
E[jH(f)j2] = 2H + jHT j2 (6.15)
to give:
GMA(f)
HT (f)
jHT (f)j2 + 2H + Sn(f)=Sx(f)
(6.16)
which is a specic case of the generic Modied Wiener Filter (MWF):
GMWF (HT (f)) =
HT (f)
jHT (f)j2 + qSn(f)=Sx(f)
with regularisation parameter q set to:
q = qMA  1 + 2HSx=Sn (6.17)
Now we can decompose the MSE as follows:
EHe(G;H) = EHE[jX(f) G(f)Y (f)j2]
=
Z
(1  2HTG+ jGj2(jHT j2 + 2H))Sx + SnjGj2df
= e(G;HT ) +
Z
2H jGj2Sxdf (6.18)
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The rst term is the MSE of GWF (f) when the underlying blurring is non-random
H(f) = HT (f) and the second term is the increase in MSE when the underlying
blurring is randomised. In other words, we see that the rst term on the RHS is
minimised by GWF (HT ) and the second term favours a lter G with a smaller squared
norm to compensate for the variability in H(f). This is achieved by regularisation
the MWF or the MA lter.
We can write the average MSE of GMA(HT ) and GWF (HT ) as:
EHe(GMA(HT ); H) = e(GMA(HT ); HT ) +
Z
jGMA(HT )j22HSxdf
=
Z 1  jHT j2jHT j2 + 2H + Sn=Sx
2 Sx +  jHT jjHT j2 + 2H + Sn=Sx
2 Sn
+
 jHT jjHT j2 + 2H + Sn=Sx
2 2HSx
=
Z
Sn + 
2
HSx
jHT j2 + 2H + Sn=Sx
(6.19)
EHe(GWF (HT ); H) = e(GWF (HT ); HT ) +
Z
2H jGWF (HT )j2Sxdf
=
Z
Sn
jHT j2 + Sn=Sx +
2H jHT j2
(jHT j2 + Sn=Sx)2Sxdf (6.20)
Example
For this example, we convolve our standard AR(1) blurring with coecient 0.5 on a
N = 5000 sample of white zero mean unit variance Laplace signals and et  N(0; 2h).
For each of the 100 replications, we independently simulate xt, ht and nt to give the
observed yt.
We can readily verify some direct results of equation (6.20) in Figure 6.2. We see
that EHe(GWF ; H)! 2HSx as Sn=Sx ! 0(SNR!1).
For SNR> 0 (Sx > Sn), we can also make the following conclusion for GWF
- when the variance 2H is quite small, the second term in EHe(GWF (HT ); H) in
equation (6.20) is neglible, thus the MSE decreases down to the base value 2HSx as
SNR increases. When 2H is large enough such that the second term becomes non-
Chapter 6. Robust Deconvolution - Uncertainties in Blurring H(f) 149
neligible, we see that the MSE then increases when Sn decreases (as SNR increases)
due to the ination of this second term with respect to SNR - this is veried in Figure
6.2.
In Figure 6.2, we see that the dierences betweenEHe(GMA; H) and EHe(GWF ; H)
become more noticeable when the noise level 2n is small and variance of the blurring
2H is high. On the other hand, we also notice that when the blurring variance 
2
H
is relatively big, the MSE increases with the noise level. We also notice that the
improvement of GMA based on GWF in terms of average MSE is more noticeable
when 2H (in relation to 
2
x) and SNR are both reasonably big. This is consistent with
equation (6.18).
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Figure 6.2: EHe(GMA; H) (solid line) and EHe(GWF ; H) (dotted) versus SNR where
EHe(G;H) = EH
R j1 GHj2Sx+ jGj2Sndf , for dierent values of 2H . Note that the
signal is white and has unit variance.
Now, if HT is unknowable, we could do a little worse by replacing HT in GWF and
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GMA by some xed realisation (nominal value) H0:
G0WF (H0) =
H0 (f)
jH0(f)j2 + Sn(f)=Sx(f)
G0MA(H0) =
H0 (f)
jH0(f)j2 + 2H + Sn(f)=Sx(f)
which should give similar behaviour to those of GMA(HT ) and GWF (HT ) in terms of
average MSE in Figure (6.2).
6.5 Case Two - Unknown deterministic blurring H(f) = HT (f)
with known uncertainty band, G(f) based on bounds of
jH(f)j, fAU(f); AL(f)g, the Minimax MSE Approach
Here, we assume that the underlying true blurring HT (f) is deterministic but un-
known. What we do know is an uncertainty band around the random variable jH(f)j
and also its argument, we assume that the random variable H(f) falls within the
specied magnitude and phase uncertainty sets:
H : AL(f)  jH(f)j  AU(f)
arg(H(f)) = (f) 2 (f)
We are interested in minimising with respect to the deconvolution response G(f) the
worst MSE over all possible HT s:
min
G
max
H
e(H;G) = min
G
max
H
Z
j1 GHj2Sx + jGj2Sndf
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The solution to the minimax problem has the form [50]:
GMM(f) =
8>>>>>>>><>>>>>>>>:
0 cos(a(f))  0
 2 cos(a(f))
AL(f)+AU (f)
cos(a(f))  0 and A2L(f)Sx(f)
Sn(f)
 2AL(f)
AU (f) AL(f)
 AL(f) cos(a(f))
A2L(f)+Sn(f)=Sx(f)
cos(a(f))  0 and A2L(f)Sx(f)
Sn(f)
< 2AL(f)
AU (f) AL(f)
(6.21)
where 2a is the angle outside . The last case is just a WF matched to the lowest
gain with a phase uncertainty cos(a(f)).
If we set the phase uncertainty to be zero and the gain uncertainty band to be
AL(f) = (1   )jH(f)j and AU(f) = (1 + )jH(f)j where H(f) 6= HT (f) is some
observed nominal blurring response,  is some constant, then jGMM(f)j can be written
as:
jGMM(f)j =
8<: 1jH(f)j jHj2 
Sn(f)
Sx(f)
1
(1 ) (a)
AL(f)
AL(f)2+Sn(f)=Sx(f)
= (1 )jH(f)jj(1 )H(f)j2+Sn(f)=Sx(f) jH(f)j2 <
Sn(f)
Sx(f)
1
(1 ) (b)
(6.22)
Therefore, unlike GMWF which applies shrinkage to 1=jH(f)j across all frequencies,
GMM thesholds 1=jH(f)j only for frequencies where the signal to noise ratio is small
(or when 1=jH(f)j is too large). Note that we have assumed the phase uncertainty
to be zero here for simplicity.
Remark 9. Figure 6.3 gives an idea of the dierence in nature between jG^MM j and
jG^WF j, the former giving regularisation to 1=jH^j over a truncated range with more
emphasis on the larger values whereas the latter gives more of a proportional regular-
isation over the whole range.
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Figure 6.3: The left plot is jHT j2 with the two thresholds being SnSx(1 )(higher)
and Sn
Sx(1 )(lower) - so the range of frequencies for which jH^j2 exceeds the higher
line corresponds to case (a) and the rest case (b). The right plot is of 1=jHj(solid),
jGMM j (dash) and jGWF j(dot). a (phase uncertainty) and  (gain uncertainty) here
have been set to zero and 0.3 respectively, SNR=5 and K = 5.
6.6 Case Three - Unknown deterministic blurring H(f) =
HT (f) with known estimate H^(f), G^(f) based on H^(f)
We now look at the case where the observations y result via ltering x by the true
hT (or equivalent HT (f)). The randomness is introduced in this case via the decon-
volution lter due to our ignorance of HT , we know instead its estimate H^ (often
referred to as the design reponse). We then construct our deconvolver based on this
H^ under either the minimax or the minimum average MSE criterion, we denote this
deconvolver by G^. Also note that unlike the simple model discussed in case one, 2
H^
(as suppose to 2H) here could be a function of both frequency and SNR. We begin
by looking at adopting case One - the minimum average MSE framework for this
problem. The plug-in WF deconvolver is then:
G^WF (f) =
H^(f)
jH^(f)j2 + Sn(f)=Sx(f)
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which minimises e(G; H^). Here we use the hat on G^WF to denote that its a function
of H^ rather than H. Similarly, the plug-in Modied Wiener Filter (MWF) is:
G^MWF (f) =
H^(f)
jH^(f)j2 + qSn(f)=Sx(f)
Note that despite making the assumption of knowing some H^, we do not assume
the availibity of the set of xt and yt from which this estimate is derived. The latter
assumption denes a dierent, more general ltering model.
We are interested in assessing the performance of a particular lter G^ using the
average true MSE:
EG^e(G^;HT ) = EG^
Z
j1  G^HT j2Sx + jG^j2Sndf
If we restrict the optimal lter to be a MWF, then the minimisation of the rst term
gives q = 1 - the Wiener Filter based on the underlying (unobserved) HT , assuming
that G ' G(HT ). We denote the q which minimises EG^e(G^;HT ) by qopt.
In practice, we don't know HT so instead of minimising EG^e(G^;HT ), we could
substitute HT by H^.
e(G; H^) =
Z
j1 GH^j2Sx + jGj2Sn
=
Z
j1 GHT j2Sx + jGj2Sn + 2H^Sx
= e(G;HT ) +
Z
jGj22
H^
Sxdf
Now if we let G^ = G^MWF (q), then jG^MWF (q)j2  jG^MWF (q = 1)j2 = jG^WF j2 which
means that the second term on the RHS has its minimum at q < 1. On the other
hand, the LHS is achieved by the WF based on H^, ie, has minimum at q = 1, therefore
we deduce that the rst term on the RHS, which is the term we wish to minimise for
G^ = G^MWF (q), has a minimum at q > 1.
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Now we derive the variation of e(G^;HT ) wrt q:
d
dq
8><>:
jH^j2 + qSn=Sx   H^HT 2 Sx + SnjH^j2
(jH^j2 + qSn=Sx)2
9>=>;
=
1
(jH^j2 + qSn=Sx)3

2
Sn
Sx
Sx

jH^j2 + qSn=Sx   (H^HT )

(jH^j2 + qSn=Sx)
 2Sn
Sx

jjH^j2 + qSn=Sx   H^HT j2Sx + SnjH^j2

The nominator simlies to (two times):
 jH^j2jHT j2Sx + (H^HT )Sx(jH^j2 + qSn=Sx)  SnjH^j2 (6.23)
Using the approximation:
E[(H^HT )jH^j2] ' E[H^]HTE[jH^j2] = jHT j2E[jH^j2]
we set the expectation of equation (6.23) to zero and solve for q, giving:
qopt =
E[jH^j2]
jE[H^]j2 = 1 +
2
H^
jH^ j2
(6.24)
where H^ = HT . Assuming that we know 
2
H^
= Var[H^], we approximate this param-
eter by:
q^opt = 1 +
2
H^
jH^j2 (6.25)
To recap, we derived qopt from the criterion:
qopt = argmin
q
EH^e(G^MWF ; HT ) (6.26)
and estimated it using some observed estimate H^ and known 2
H^
. We will denote the
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corresponding MWF deconvolver by G^MWF :
G^MWF (f) =
H^(f)
jH^(f)j2 + q^optSn(f)=Sx(f)
(6.27)
As an alternative to G^MWF , we look at G^MM which is simply the lter in equation
(6.22) with HT replaced by H^. In fact, G^MM(f) could be matched to G^MWF for
certain parameterisations - if the following conditions are met: ([72]):
(a)   cos(a(f)) = 1=(1 + q(f)Sn(f)=j ^H(f)j2Sx(f))
(b)   cos(a(f)) =
AL(f)
jH^(f)j +
jH^(f)jSn(f)
Sx(f)AL(f)
1 + q(f)Sn(f)=j ^H(f)j2Sx(f)
and:
arg(GMM(f)) = arg(GMWF (f)),     = arg(H^(f))
(Recall that the angle a is  minus the half the range of phase uncertainty.) How-
ever for simplicity, we only consider setting  to be some constant (constant over the
frequencies). There are of course more sophisticated ways of choosing  so as to min-
imise the true MSE, but here we will merely introduce some preliminary possibilities
to dealing with case three.
Example
We now deconvolve a simulated zero mean AR(1) coloured Laplace-distributed time
series. Next, we blur the time series using an AR(1) lter with coecient 0.5, and add
Gaussian noise with zero mean and variance determined by some set SNR. From the
simulated signal and output, we calculate the multi-tapered estimate of the blurring
response, H^mt =
S^mtxy
S^mtx
(details on multitapering techniques can be found in [55]). Let
K denote the number of sine tapers that we are using, we know from the properties
of the multitapered estimator that the variance of H^mt rapidly decreases with K.
Recall that for G^MWF , we optimise q over e(G^MWF ; HT ) to get q^
opt dened earlier
in equation 6.25. For G^MM , we simply set  to be 0.1.
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They are then compared to the best performance possible given by GWF and also
the rudimentary plug-in WF G^WF .
In Figure 6.4, we see that for two tapers, K = 2, the MWF lter G^MWF is doing
really well compared to WF for all SNR. On the other hand, the MM lter G^MM is
consistently worse than WF.
As we increase the number of tapers to K = 5 so that Var(H^) is now smaller, we
see in Figure 6.5 that all three algorithms have improved relative to K = 2. We also
observe that the improvememt of MWF is a little less than before (it is now in fact
doing worse than WF for SNR=5), and that the MM algorithm is doing even worse
in relation to WF.
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Figure 6.4: Deconvolution of Laplace signals with a two-tapered H^, K = 2. For four
levels of SNR, the boxplots of MSE (over 100 replicates) EG^e(G^;HT ) for G^WF (WF),
G^MWF (q^opt) (MWF) and G^MM(^opt) (MM).
We now test the same model on some zero mean unit variance uniform signals. We
see in Figure 6.6 and 6.7 the same conclusions can be drawn here as for the Laplace
signals - the performance of the MWF supercedes that of the WF for all scenarios
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Figure 6.5: Figure 6.4 with K = 5.
with the exception of SNR=5 K = 5, MM still gives no evidence of improvement.
From these two relatively simple examples of case three, we can say that our
proposed MWF shows promise as an improvement to the basic plug-in WF when
noise does not dominate. However, we can also say that having a good estimator H^
is perhaps more pertinent than choosing a good alternative to WF.
Remark 10. For this most interesting and applicable third case, we have discussed
new implementations of both the minimax and minimum average (average with respect
to H^) approaches. Both are then assessed by the true average MSE EG^e(G^;HT ) over
replicates of simulated H^.
The generalisation of the minimum average lter G^MA, G^MWF , gives more exibil-
ity via its regularisation parameter q, which we optimised via criterion min e(G^;HT )
and then estimated using H^ ' HT and prior knowledge of Var[H^]. The resulting q^opt
worked quite well compared to the standard plug-in WF. The improvement was most
noticeable when the SNR was relatively high (noise level not overwhelmingly high) and
when the variance of H^ was high.
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Figure 6.6: Figure 6.4 with uniform signals and K = 2.
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Figure 6.7: Figure 6.4 with uniform signals and K = 5.
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Similarly, we used the plug-in MM estimator with uncertainty parameter  set to
an arbitrary constant and saw that its performances is in general quite poor compared
to that of the MWF. In fact, practical attempts at setting jH^j(1 ) to reect actual
condence intervals of jH^j did not result in any improvement of the MM estimator
over MWF. Therefore, choosing  seems not as straightfoward and intuitive as choos-
ing q for MWF. There are a lot more intricacies to be explored in terms of nding a
good  (and phase uncertainty) if one was to utilise the full potential of MM in the
context of case three.
Remark 11. Note that for our case three, we emphasised not making the assumption
of knowing some set of training sequence fxt; ytg from which the estimator H^ is
derived. If however we do know some xt and yt, the spectral approaches described
here are still justied if we know those signals to be stationary. Furthermore, by
splitting the sequence into a training set and test set from which we get H^ and H^b,
improvement over plug-in WF is almost guaranteed when we optimise q of MWF and
 of MM over e(G^; H^b). However, if xt and yt are known, there are potentially a lot
more algorithms (perhaps of higher order) we can throw at the problem even for the
stationary case. The automated and quick MWF approach we have discussed here are
very useful for situations where some H^ is cached from older data that is not easily
accessible.
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Chapter 7
Robust Deconvolution -
Uncertainties in Signal Spectrum
Sx(f )
We now turn out attention to the problem of dealing with uncertainties in the signal
spectrum Sx. We rst introduce two inuential robust lters that solve the minimax
MSE within a band-model framework by either modifying the minimax MSE criterion
or by imposing extra conditions on the class of possible signals. These methods deal
with uncertainties in both signal and noise spectra, but in implementation, we simplify
the problem setting by assuming we know the variance of the white Gaussian additive
noise.
For the second case, where we assume that we know some S^x, we utilise the band-
model by reducing the problem to choosing an appropriate band centered around this
estimate, in a way that is similar to the methods described in case three of the last
chapter.
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7.1 Case One: Sx(f) unknown, G(f) based on bounds fSx;U(f); Sx;L(f)g
We seek the optimal deconvolver which minimises the worst possible MSE (worst
w.r.t the signal and noise spectra):
min
G
max
Sx2N ;Sn2N
ex(Sx; Sn; G)
where
e(Sx; Sn; G)  E[(x^t   xt)2]
=
R j1 GHj2Sx + jGj2Sndf (7.1)
where the uncertainty sets of signal and noise spectra are expressed in terms of a
band-model [37] [38] [17]:
Sx;L(f)  Sx(f)  Sx;U(f)
Sn;L(f)  Sn(f)  Sn;U(f)
where we assume Sx;T (f) and Sn;T (f) fall into these bands.
If we impose no energy constraints on either of the spectra, then the solution is
simply:
min
G
e(Sx;U ; Sn;U ; G)
and as we know that the Wiener Filter minimises the MSE, we get:
G(f) =
H(f)Sx;U(f)
Sx;U(f)jH(f)j2 + Sn;U(f)
which only takes the upper bounds into account.
We look at ways of how the band model constraints on Sx help to shape less
conservative lters. The minimax criterion is an obvious choice when we do not know
the true signal spectrum Sx;T .
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7.1.1 Eldar's Minimax Regret
Eldar proposes a less conservative approach by minimising instead the maximum of
the regret function which is dened as the dierence between the MSE using G(f)
and the smallest possible MSE [17]:
R(Sx; Sn; G) =
1
2
Z 
 

j1 H(f)G(f)j2Sx + jG(f)j2Sn(f)  Sn(f)Sx(f)
Sx(f)jH(f)j2 + Sn(f)

the second term, the smallest possible MSE corresponds to the MSE of GWF , a
function of the unknown Sx.
The solution to minimising the maximum of R(Sx; Sn; G) with a constrained band
model on Sx, Sn:
min
G
max
Sx;Sn
R(Sx; Sn; G)
is:
Greg(f) =
Hp
Sn;U + Sx;LjHj2 +
p
Sn;L + Sx;U jHj2
 
Sx;Lp
Sn;U + Sx;LjHj2
+
Sx;Up
Sn;L + Sx;U jHj2
!
which takes into account upper as well as lower bounds of the spectra. If Sx;U = Sx;L
and Sn;U = Sn;L then the regret lter reduces to the WF. The derivation of the
solution can be found in [17].
We set the bounds as a symmetric interval around the spectral estimate of the
source signal xt, i.e., (1 )S^x(f) < S^x(f) < (1+)S^x(f) (though the bounds should
represent some known uncertainty of the true spectra rather than their estimates).
The parameter  is set to the value for which the MSE is minimised. A symmetric
interval does not reect a realistic probabilistic condence interval on S^x(f) and S^n(f)
as we know they are chi-squared distributed. But the exact condence intervals rely
on knowing the exact Sx(f) and Sn(f).
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7.1.2 Kassam and Lim's Filter - Minimax Filter with Energy Con-
straints
Kassam and Lim [37] found that by constraining the energy of the solution, the
minimax MSE problem has a unique solution. They solved the minimax MSE problem
in the signal estimation model (where the signal st is the equivalent of our (h  x)t):
yt = st + nt; Sy(f) = Ss(f) + Sn(f)
With the constraints: Z 1
 1
Ss(f)df = cs (7.2)Z 1
 1
Sn(f)df = cn (7.3)
for some specied constants cs and cn. Kassam and Lim showed that the optimal
solution KL is in fact a saddle point (Ss;R; Sn;R;R) of the minimax problem:
min

max
Ss;Sn
es(Ss; Sn;)
and:
es(Ss; Sn;) = E[(s  s^)2]
=
R j1 j2Ss + jj2Sn (7.4)
i.e, (Ss;R; Sn;R;R) satises:
es(Ss; Sn;R)  es(Ss;R; Sn;R;R)  es(Ss;R; Sn;R;)
max
Ss;Sn
es(Ss; Sn;R) = es;W (Ss;R; Sn;R) = min

es(Ss;R; Sn;R;) (7.5)
where (Ss;R; Sn;R) denotes the least favourable pair for the MSE with  set to R =
Ss;R=Sn;R
1+Ss;R=Sn;R
. R is the WF which minimises the MSE given (Ss; Sn) = (Ss;R; Sn;R), this
corresponds to the second inequality, so we are only interested in nding the least
favourable pair which satisfy the rst inequality. Note that for the deconvolution
setting, we can think of Ss and  as Ss = jHj2Sx and  = GF .
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The least favourable pair takes the form [37]:
Ss;R =
8>><>>:
ksSn;L f 2 1(ks)
Ss;U f 2 2(ks)
Ss;L f 2 (ks)
Sn;R =
8>><>>:
1
kn
Ss;L f 2 1(kn)
Sn;U f 2 2(kn)
Sn;L f 2 (kn)
(7.6)
over the sets 1, 2, 1, 2:
1(ks) = ff jSs;L < ksSn;L  Ss;Ug
2(ks) = ff jSs;L < Sx;U  ksSn;Lg
1(kn) = ff jknSn;L  Ss;L  knSn;Ug
2(kn) = ff jknSn;L  knSn;U  Ss;Lg
and  denotes the complement set of  = 1U2,  = (1U)2)
0. The constants kn
and ks are solutions to the energy constraint equations (equations (7.2) and (7.3)) for
Ss;R and Sn;R:
Ps(ks) 
Z 1
 1
Ss;R(f)df = cs
Pn(kn) 
Z 1
 1
Sn;R(f)df = cn
and it is assumed that the resulting constants satisfy kn  ks.
The solutions to the cases when there exists no ks, kn such that kn  ks can be
found in Kassam and Lim [37]. See Figure 7.1 for an illustration of the uncertainty
sets.
We will write the solution for the deconvolution model and show that the Kassam
and Lim (KL) solution to the problem:
min
G
max
Sx;Sn
es(Sx; Sn; G)
is equally valid for the deconvolution model. Note that for simplicity, we only state
the result for the case where there exists kn  ks.
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The solution for the deconvolution model is given in the following proposition:
Proposition 4. If there exists kn  kx such that the energy of the spectral pair is
constrained by some constants cx and cn:
Px(kx) 
Z
Sx;R(f)df = cx; Pn(kn) 
Z
Sn;R(f)df = cn (7.7)
then the least favourable pair is:
Sx;R =
8>><>>:
kx
jHj2Sn;L f 2 1(kx)
Sx;U f 2 2(kx)
Sx;L f 2 (kx)
Sn;R =
8>><>>:
1
kn
jHj2Sx;L f 2 1(kn)
Sn;U f 2 2(kn)
Sn;L f 2 (kn)
(7.8)
over the sets 1, 2, 1, 2:
1(kx) = ff jjH(f)j2Sx;L < kxSn;L  jH(f)j2Sx;Ug
2(kx) = ff jjH(f)j2Sx;L < jH(f)j2Sx;U  kxSn;Lg
1(kn) = ff jknSn;L  jH(f)j2Sx;L  knSn;Ug
2(kn) = ff jknSn;L  knSn;U  jH(f)j2Sx;Lg
See Figure 7.1 for an illustration of the uncertainty sets.
The proof for the least-favourable pair for the deconvolution problem can be easily
adapted from those found in Kassam and Lim [37], we will present an intuitive and
rigorous proof for the no-noise uncertainty case later on.
If we were to assume that the noise and signal are white, then their spectra would
be fully specied by the power constraint as the blurring response H(f) is known. In
this case, the uncertainty sets would become:
1(kx) = ff jjHj2Sx = kxSng
2(kx) = ff jjHj2Sx < kxSng
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Figure 7.1: Uncertainty sets for KL lter
1(kn) = ff jknSn = Sx;LjHj2g
2(kn) = ff jknSn < Sx;LjHj2g
in which case the least favourable signal and noise spectral pair would just be Sx and
Sn, i.e., we would just get the Wiener Filter. The power constraints in equation 7.7
would then reduce trivially.
No Noise Uncertainty
The following result is a direct corollary from the earlier proposition, however we
present a refashioned and hopefully more intuitive version of Kassam and Lim-style
proof seen earlier on.
Corollary 1. If we eliminate noise uncertainty, then the KL lter for the deconvo-
lution problem can be written as:
Sx;R =
8>><>>:
kxSn;L=jH(f)j2 ff : Sx < kx2n  jHj2Sx;Ug
Sx;U ff : jHj2Sx;U  kx2ng
Sx;L ff : jHj2Sx;L  kx2n(kx)g
(7.9)
(where 2n is used interchangeably with Sn).
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Proof. To show that the solution in equation (7.9) satises:
e(Sx; GR)  e(Sx;R; GR)  e(Sx;R; G)
i.e., (Sx;R; GR) is the saddle-point solution to:
min
G
max
Sx;LSxSx;U
e(Sx; G)
we need to show that:
e(Sx; GR)  e(Sx;R; GR) =
Z
j1 GRHj2(Sx   Sx;R) (7.10)
=
Z  1Sx;RjHj2=Sn + 1
2 (Sx   Sx;R)
 0
i.e.: Z
f(x)(g(x)  g0(x))  0 (7.11)
with constraint: Z
g(x) =
Z
g0(x)
where f(x) =
 1Sx;RjHj2=Sn+1 2, g(x) = Sx(f) and g0(x) = Sx;R(f).
Consider dividing the range into the groups:
1 : f > K 2 : f < K 3 : f = K
then, in order for inequality (7.11) to be true, we require that:
1 : g   g0 < 0 2 : g   g0 > 0 3 : g   g0 = 0 (7.12)
so that:Z
f(g   g0) =
Z
1
f(g   g0) 
Z
2
f(g0   g) < K
Z
1
(g   g0) K
Z
2
(g0   g) = 0
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Therefore, in short, we require:
1 : g   g0 < 0 f > K
2 : g   g0 > 0 f < K
0 : g = g0 f = K
which is the same as:
1 : Sx;R = Sx;U Sx;RjHj2=Sn = Sx;U jHj2=Sn < k; k = 1=K   1
2 : Sx;R = Sx;L Sx;RjHj2=Sn = Sx;LjHj2=Sn > k
3 : Sx;RjHj2=Sn = k Sx;L  Sx;R  Sx;U
Therefore Kassam and Lim's RWF - a piece-wise ensemble of Sx;U , Sx;L and some
constant, is the unique solution to the minimax criterion.
Now ideally, it would be extremely useful to know whether kx exists and if so,
whether it satises jHj2Sx;L=Sn  kx  jHj2Sx;U=Sn. The following propositions
shows that if the true spectrum is within the specied bounds, then kx is guaranteed
to exist.
Proposition 5. If we choose Sx;L and Sx;U such that:Z
Sx;L 
Z
Sx 
Z
Sx;U
and choose the power constraint to be c =
R
Sx, then there must be kx such that:
min
f
Sx;LjHj2=Sn  kx  max
f
Sx;U jHj2=Sn:
Proof. We know from [37] that the function P (kx) =
R
Sx;Rdf , is a monotonically
non-decreasing function of kx. Therefore the function F (kx) = P (kx)   c is also a
monotonically non-decreasing function. Now, the function F (kx) evaluated at the
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extremal points maxf jHj2Sx;U=2n and minf jHj2Sx;L=2n are:
F (kx = min
f
jHj2Sx;L=2n) 
Z
Sx;L   c =
Z
Sx;L  
Z
Sx  0
F (kx = max
f
jHj2Sx;U=2n) 
Z
Sx;U   c =
Z
Sx;U  
Z
Sx  0
Therefore, there must be a solution kx which lies between minf jHj2Sx;L=2n and
maxf jHj2Sx;U=2n.
Remark 12. For our white noise scenario, if kx does not exist such that it lies between
Sx;L=
2
n and Sx;U=
2
n, then Kassam and Lim's solution is Sx;R = Sx;U . In this case,
the KL is simply the MWF with q = 1=(1  ).
Assuming that kx exists, we can think of the KL as MWF on one section of the
frequencies. For example, if we think of q  1=(1   ), then the KL is a MWF
on 2 with q = 1=(1   ) and for the rest of the frequencies, the analogous MWF
penalisation is more severe on  and less severe on 1. This dierence in penalisation
is illustrated in Figure 7.2 and Figure 7.3 for SNR=2dB and SNR=20dB respectively.
We see that the smooth looking jGRj for KL (bottom left) crosses the MSE-optimal
lter GWF whereas MWF only dier from GWF in one direction. Furthermore, when
 is large enough such that Sx;R is at, then again KL is the same as MWF with a
very small q.
Let us now consider an interesting extension to the KL minimax problem - what
happens if we increase the energy constant in the energy criterion:Z
Sx;R = c1 !
Z
Sx;R = c2
where c1 < c2. Then the value of k which denes the minimax solution Sx;R will also
increase. Therefore, as ci increases to
R
Sx;U , the solution slowly approaches Sx;U ,
making it more conservative. Furthermore, if we were to change the energy condition
from
R
Sx;R = c to the inequality
R
Sx;R  c, then the solution will be same, as
e(G;Sx) is an increasing function of k (with G xed). The following proposition
formalises this statement:
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Figure 7.2: The left column plots Sx;R(top) and the corresponding jGRj(bottom) for
the KL as the uncertainty band  varies. The solution kx decreases as  increases,
making jGRj atter in appearance. The right column is for the MWF lter as the
regularisation parameter q varies. For the KL, Sx;R simply denotes Sx;R = Sx=q. Note
that the solid lines for the top plots denote the true signal spectrum Sx whereas for
bottom plots, the solid line plots the MSE-optimal lter GWF . SNR = 2.
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Figure 7.3: Figure 7.2 with SNR = 20.
Proposition 6. The solution to the minimax problem with an energy inequality con-
straint is identical to that of the minimax problem with an energy equality constrained
to the upper/lower limit of the inequality.
Proof. We know that the solution to the minimax criterion with band model con-
straint is the unique KL lter (which is also unique for a given energy constraint c,
shown by [37]). We also know that with the band model, the minimax solution Sx;R
for an arbitrary k satises the following:
e(Sx; GR)  e(Sx;R; GR) =
Z  1Sx;RjHj2=Sn + 1
2 (Sx   Sx;R)  K Z (Sx   Sx;R)
so far we have not used the energy constraints on Sx, but if we now specify thatR
Sx  c and choose Sx;R such that
R
Sx;R = 0, then:
K
Z
(Sx   Sx;R) = K
Z
(Sx   c)  0
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Therefore, the solution to the minimax problem with energy equality constraint and
inequality constraint are the same.
7.2 Case Two: True Signal Spectrum Sx(f) unknown, G^(f)
based on S^x(f)
We now discuss the most interesting case where S^x is known, possibly estimated from
some training dataset. Again, we assume that the training data itself is not necessarily
known. We will utilise the Modied Wiener Filter (MWF), Minimax Regret (MR)
lter and Kassam and Lim's (KL) lter based on this S^x and seek to minimise the
true MSE.
As the MWF has the most simplistic construction, we will give a brief description
next of our attempt at choosing the best regularisation parameter q for the MWF. As
the KL and MR lters are quite complex, we will not go into details of optimisation
of the band model parameter for these two lters. The simulated example which
follows will serve as an illustration of potential improvement provided by these three
alternative lters in the specic context of working with some spectrum estimate S^x.
Modied Wiener Filter
Recall that in the third case of the previous chapter, we considered minimising the
true MSE of an estimator based on some estimate of the response. We now seek the
analogous solution to the scenario where an estimate of the signal spectrum is given,
i.e., construct a deconvolver based on some estimate of the signal spectrum S^x, we
denote this deconvolver by G^.
If we minimise the integrand of the sample MSE e(Sx; G^) =
R j1 G^Hj2Sx+jG^j2Sn,
the resulting solution is q ' 1 + Var[S^x]
E[S^2x]
, mimicking the role of q = 1+ Var[H^]jE[H^]j2 in case
3 of the previous chapter. However, we found this MWF to be poor in practice,
therefore we require a more exact approach to optimising the MWF performance
with respect to q. Assuming that our estimator is unbiased and close to its expected
value, we Taylor expand the sample MSE e(Sx; G^) and then minimise its expected
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value:
ES^x
h
e(Sx; G^)
i
'
Z
f(Sx) + Var[S^x]f
00(Sx)=2df (7.13)
where:
f(S^x) =
 
qSn=S^x
jHj2 + qSn=S^x
!2
Sx +
 
jHj
jHj2 + qSn=S^x
!2
Sn:
which evaluated at Sx is:
f(S^x) =
q2S2nSx + jHj2SnS2x
(jHj2Sx + qSn)2
The second order derivative evaluated at Sx is:
f 00(Sx) =
2jHj2S2nq2( 2jHj2Sx + qSn + 3qSxjHj2)
(jHj2Sx + qSn)4
Substituting these into equation (7.13) and replacing E[S^x] = Sx by S^x, we arrive at
the following function of q to minimise (numerically):
Z
(q2S2nS^x + jHj2SnS^2x)(jHj2S^x + qSn)2 +Var[S^x]S2nq2jHj2( 2jHj2Sx + qSn + 3qS^xjHj2)
(jHj2S^x + qSn)4
df
(7.14)
We denote resulting regularisation parameter by q^opt.
Example
Let us now deconvolve a Laplace distributed AR(1) series with AR coecient 0.5.
We suppose that we know the multitapered estimate of the signal spectrum S^mtx and
also the noise variance 2n is known. We use a typical blurring lter of AR(1) also
with coecient 0.5.
We set q to be q^opt for MWF and set  = 0:1 for MR and KL in Figure 7.4 and
Figure 7.5.
In Figure 7.4, we see that for SNR=5, KL is the only lter which performs better
than the plug-in WF. As SNR increases, MWF and KL estimators oer improvements
over WF whilst MR does slightly worse than WF.
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Now for K = 5 in Figure 7.5, all four algorithms perform much better with the
decrease in Var[S^x]. The trends of performances are similar to those of K = 5, though
the variations in performance are diminished.
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Figure 7.4: Example 2. K = 2. For four leves of SNR, the boxplots of MSE (over
100 replicates) EG^
h
e(G^; Sx)
i
, G^WF (WF), G^KL(^kl) (KL), G^MR(^mr) (MR) and
G^MWF (q^) (MWF).
Remark 13. We saw from our examples that amongst our four proposed algorithms
including the standard plug-in WF, MWF is primarily the best estimator though it is
slightly worse than WF for low SNR. Even when we set the uncertainty band parameter
to be an arbitrary constant, there is also much evidence of KL doing better than
WF (in contrast to MR which is poorest estimator amongst all four). With more
consideration in choosing , KL and MR still pose potential as good deconvolvers in
the context of case two.
However, as with our observations for case three of the previous chapter, if the
estimator S^x itself is accurate with very small variance, then the consideration of
constructing a better version of WF becomes less pertinent.
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Figure 7.5: Figure 7.4 with K = 5.
7.3 Relation of the KL lter to other Uncertainty Models
As a generalisations to the saddle-point approach, Poor [57] formalised the denition
of a least favourable for general uncertainty sets as follows: (Ss; Sn) is least favourable
for Wiener Filtering for S and N if:
e(Ss; Sn; HR)  e(Ss;R; Sn;R; HR)
which also implies that (Ss;R; Sn;R; HR) will be a saddle point to equation 7.5. He then
proved that if S and N are convex set of spectra, then (Ss;R; Sn;R) is least favourable
for WF for S and N if and only if:
e(Ss;R; Sn;R; HR) = max
Ss;Sn
e(Ss; Sn; HR)
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namely, if the pair (Ss;R; Sn;R) solves:
max
Ss;Sn
es;W (Ss; Sn) = max
Ss;Sn
 
Z
C(Ss(f)=Sn(f))Sn(f)df
where C(x) = x
2(1+x)
is a convex function, thus maximising the es;W can also be
thought of as minimising the distance beteween Sn and Ss, i.e, the least favourable
pair can be interpreted as the pair that is closest together and hardest to separate.
Consequently, scaled spectra (such that they resemble pdfs) are least favourable pdfs
in a robsut hypothesis sense [32].
In particular, some other uncertainty models have been considered, such as the
H^-model:
Ss = (1  s)Ss;0 + sSs;c
Sn = (1  n)Sn;0 + nSn;c
where Sx;0 and Sn;0 are the nominal spectra and Sn;c, Ss;c the contaminating spectra
all having energy 22s or 2
2
n. This is a special case of the band-model with lower
bounds Ss;U = (1  s)Ss;0, Sn;U = (1  n)Sn;0 and unlimited upper bounds. Another
interesting alternative is the variational model:
S = fSs :
Z
jSs   Ss;0j  as;
Z
Ss = 2
2
sg
N = fSs :
Z
jSn   Sn;0j  an;
Z
Sn = 2
2
ng
In fact, the -model and the variational-model both yield minimax solutions of the
form [37] [57]:
R =
8>><>>:
k0 0 < k0
0 =
Ss;0=Sn;0
1+Ss;0=Sn;0
k0  0  k00
k00 k0  0  k00
(7.15)
In other words, the robust lter transfer function `limits the gain from above
to guard against a greater nominal amount of noise power at the frequencies where
Ss;0=Sn;0 >> 1 and it limits the gain from below to assure that unexpected signal
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power at frequencies where Ss;0=Sn;0 << 1 will not lead to undue distortion [38].
Remark 14. Similar to the problem of blurring uncertainty discussed in Chapter
6, here we deal with estimation of the deconvolver given an estimate of the signal
spectrum. We proposed an adapted Modied Wiener Filter with estimator-variance
dependent regularisation. We saw in simulated examples that it gave a smaller MSE
than the plug-in Wiener Filter for large SNR and was poorer for the case of SNR=5dB.
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Chapter 8
Conclusion
This thesis has dealt with the deconvolution problem when deviating away from the
simplest model assumptions. Namely, when the blurring is completely unknown, or
when the blurring or the signal spectrum is known partially.
8.1 Blind Deconvolution
For the blind deconvolution case, we studied existing techniques such as the Constant
Modulus Algorithm, the Shalvi-Weinstein super-exponential algorithm and Gray's
Variable Norm Algorithm. By studying the behaviour of their individual cost sur-
faces, we identied situations for which they fail, in the sense that the optima of
the cost surface are not located at parameter values which correspond to a perfect
deconvolution (in the no noise case). These situations typically depend on the dis-
tributional properties of the signal, for example for the second order CMA, it is well
known that the signals have to satisfy ks   3 < 0 in order to work. Our results are
simply a formalisation of this statement for CMA, SW and VNA. These ideas were
formalised in relation to the partial order, which primarily hinges on the assumption
of i.i.d signals.
Furthermore, we used our cost surface analysis to facilitate novel modications
of the algorithms which then allow deconvolutions of signals which were not decon-
volvable previously. In other words, the modications to the algorithms allow a
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more universal deconvolution approach, one that is not hindered by certain signal
characteristics such as superGaussianity. Note that in theory, we only consider i.i.d
symmetrically distributed real signals. These modications range from using a sta-
bilising matrix to inverting the sign of the cost surfaces under certain theoretical
conditions (assumed known a priori). Our theoretical and experimental analysis of
these algorithms also generalise the kurtosis based versions favoured in the literature.
As a result, we also presented a new implementation of the general case SW algorithm
which agrees with the partial order.
In practice, we saw that higher-order VNA and CMA gave noticeable improve-
ments in certain cases, such as for more uniform signals with a SNR of 20dB. In
contrast, higher-order SW did not fare as well. For low SNR (high noise level), we
found the kurtosis based versions of each of the three algorithms to be most robust.
Overall, VNA4 is most commendable in terms of reliability and robustness in perfor-
mance.
Moving on from these MED-type algorithms, we next discussed a novel algorithm
based on the newly dened correntropy function by Santamaria et al [62]. Using its
novel approach to simultaneously matching temporal as well as marginal characteris-
tics of a signal, we explored this new correntropy-based blind deconvolution algorithm
and its potential improvement to the classic MED-type algorithms which rely on i.i.d
signals. We questioned the validity behind the authors' proposed interpretation of
correntropy matching as simultaneous moment-matching as we saw the necessary
theory breaks down for certain cases considered, for example, superGaussian signals.
Furthermore, we observed the existence of unwanted minima on the correntropy de-
convolution cost surface and showed theoretically that it fails to distinguish between
minimum and maximum phase blurring. In practice, we observed that it is more
sensitive to its starting values than the MED-type algorithms. Nevertheless, its per-
formance, when given the appropriate starting value, was shown to supercede the
MED algorithms on dealing with coloured signals.
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8.2 Robust Deconvolution
For robust deconvolution, we categorised the `robust' part in terms of dierent situ-
ations of uncertainties that may arise. We saw for example, how uncertainties in the
blurring may be attributed to an underlying stochastic blurring or to being limited
to knowing its estimate or its bounds. We were most interested in the case where
we sought a good deconvolver lter based on a given estimate of the blurring. This
was done by borrowing methods developed for the other cases and then optimising
their algorithmic parameters wrt some estimate of the true MSE (by assuming the
availability of another blurring estimate independent to the rst one).
On the other hand, when the uncertainties came from not knowing the signal
spectrum, similar methods also exist which incorporate an uncertainty model, say
a band model, in the construction of a good deconvolver. Likewise, we examine
the possibilities of utilising these ideas to the situation where only the estimate of
the signal spectrum is known (as opposed to say the condence bands of the true
spectrum). As a result, we noted the improvement of the resulting deconvolution
lters compared to the standard WF.
8.3 Further Work
We saw that the Correntropy BD algorithm still poses mysteries as to why it works
despite not facilitating the interpretation of moment matching, and why it works bet-
ter than MED algorithms in some cases. The branch of entropy-based BD algorithms
is fast increasing in complexity, thus exploring their relation to the classical methods
could lead to better understanding of the reasons behind genuine improvements.
The general framework of the thesis also invites two obvious extensions - extending
the theory for univariate stationary signals to multivariate or non-stationary signals.
We saw in chapter two just some of the contemporary techniques dealing with denois-
ing non-stationary signals in a deconvolution setting, yet there is much to explore in
utilising these ideas for blind or robust deconvolution.
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