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A matrix C of order n is orthogonal if CC T= df. In this paper, we restrict the study to 
orthogonal matrices with a constant m > 1 on the diagonal and *l’s off the diagonal. It is 
observed that all skew symmetric orthogonal matrices of this type are constructed from skew 
s*ymmetric Hadamard matrices and vice versa. Some simple necessary conditions for the 
existence of non-skew orthogonal matrices are derived. Two basic construction techniques for 
non-skew orthogonal matrices are given. Several families of non-skew orthogonal matrices are 
constructed by applying the basic techniques to well-known combinatorial objects like balanced 
incomplete block designs. It is also shown that if m is even and n =O (mod 4), then an 
orthogonal matrix must be skew symmetric. The structure of a non-skew orthogonal matrix in 
the special case of m odd, n=2 (mod 4) and m ain is also studied in detail. Finally, a list of 
cases with n ~50 is given where the existence of non-skew orthogonal matrices are unknown. 
A matrix C is orthogonnl if CCT = dl where d is a constant and I is the identity 
matrix. In this paper, we are interested in studying orthogonal matrices of order n 
with constant integral diagonal m > 1 and off diagonal entries *l. Thus, they 
satisfy 
CCT=(m2+n-1)1. (1.1) 
Such a matrix C is called a solution to (1.1). A matrix C is skew symmetric or 
simply skew. if Cij = -Cji for if j. 
Solutions to (1.1) were studied in [6], which was mainly interested in the case 
where C is symmetric. In this paper, we are interested in the more general 
situation where C need not UC: symmetric. Ye show first that skew symmetric 
solutions to (1.1) are all constructed from skew symmetric Hadamard matrices 
and are thus less interesting. In Section 2, the basic properties of solutions to (1.1) 
are presented. We also derive some simple necessary conditions for the existence 
of non-skew symmetric solutions. In Section 3, several constructions of non-skew 
symmetric solutions are presented. Section 4 studies the special case where II = 0 
(mod 4) and nl is even and shows that all such solutions are skew symmetric. 
*This paper was written while the author was visiting the Applied Mathematics Department of the 
University of Sydney. 
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Section 5 studies the special case where n = 2 (mod 4) and m ain. It gives a 
canonical form for a non-skew symmetric solution as well as various necessary 
conditions. Section 6 presents a table of parameters with n ~50 where the 
existence of a non-skew solution is unknown. 
In the constructions presented in Section 3, we use the standard combinatorial 
objects like a symmetric balanced incomplete block design or SBIBD, a 
Hadamard matrix, a difference set and an orthogonal design. The reader is 
referred to the standard references [1,4,5]. 
In [6], it was noted that if H is a skew-symmetric Hadamard matrix, then 
C = (m - 1)I + M is a skew-symmetric solution for every integer m. Conversely, it 
is simple to show that if C is a skew solution, then H = C - (m - 1)1 is skew 
fiadamard. Thus, skew solutions to (1 .l) are less interesting in our context and 
the rest of the paper is concerned with non-skew solutions. 
The property that C is a solution is preserved by any combination of simultane- 
ous row and column permutation, simultaneous changing of signs in a whole row 
and column, or taking the transpose. Two solutions are equivalent if one can be 
changed to the other by using a combination of the above operations. 
By changing the signs of appropriate columns, the first 3 rows can be put in the 
form of Fig. 2.1, where x1, . . . , x(, can be either + 1 or -1. 
Row 1: n1 x, x2 l*.*l l**.l I**.1 l***l 
Row 2: x.3 m xj l...l I...1 -...- -...- 
Row 3: xs % m l...l _.... - l...l - . .._ 
‘-‘Wd 
a 6 c d 
Fig. 2.1. 
The entries xl and x2 can also be forced to be +l’s. However, they are left as 
v;lriables for future use. 
Considering the number of columns and inner product of these 3 rows, we get 
3+a+b+c+d=n, (2.1) 
m(x,+x,)+x2x,,+a+b-c-d=O, (2.2) 
m(xl?+xs)-txIxg+a-b+c-d=O, (2.3) 
nz(x,+x6)+x3x5+a-b-c+f=O. (2.4) 
Solving for a, b, c and d in terms of x1, . . . n xBI n and m, we get 
4a = n-m(x,+xZ+x,+x,+xs+x,)-.X1x6-x2.xJ-x3x5-3, (2.5) 
4b=n-m(x,-.u,+x,-x,-x,-x,)+x,x6-x2xq+x3xs-3, (2.6) 
4c = n - w(-x, +x~-x3--xj+x~-x6) -x*xfj+x~x4+x3x5--3, (2.7) 
4d = n - nz(-x, -xx-,-x.3+xj-x5+x&+-x*x~+x~x4-x3x5-3. (2.8) 
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Proposition 2.1. If m a in, then a solution to (1.1) is skew symmetric. 
Roof. Suppose a solution C exists which is non-skew. Then there exists a pair of 
indices i and j such that Cii = Cji. Permute these entries such that they correspond 
to x1 and x3 of Fig. 2.1 and also force x1 = x3 = +l. Adding (2.1) and (2.2), we get 
2m+3+x2xq+2(a+b)=n. 
Since a + 6 3 0 and ~2x4 2 - 1, we have 2m G n - 2 which contradicts m 3 in. U 
Proposition 2.2. The order n is even. 
Proof. We add (2.1) to (2.2) and observe that both x1 +x3 and 3 +x2x4 are 
congruent to 0 module 2. Cl 
Proposi&n 2.3. If C is non-skew and m is odd, then n =O (mod 4). 
Proof. Without loss of generality, we assume that the first 3 rows are of the form 
in Fig. 2.1 with x1 = x2 = x3 = +l. Then (2.5) becomes 
(3+x4+x5+x6)(m+1)+4a = It. 
Since 3 + x4 + x5 + x6 = 0 (mod 2) and m is odd, we have n =O (mod 4). 0 
In Section 4, we will prove the analogous result that if C is non-skew and m is 
even, then n =2 (mod 4). 
By using a result of Raghavarao, van Lint and Seidel [4, p. 121, we have the 
following result: 
bpdtion 2.4. If n = 2 (mod 41, then m2 + n - 1 = q:+ q$ where q1 and q2 are, 
integers. 
3. constructions 
In this section, we present two basic construction techniques for non-skew 
symmetric solutions to (1.1). 
We let J be the Imatrix of all ones. 
Theorem 3.1. Let B be a (1, -1)-matrix of order v satisfying 
BTB=BBT=dZ+pJ, (3.1) 
(3.2) 
where d and p are integers, and 
JB = BZ. 
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Then 
C= 
II 
U-J B 
-BT H-J I 
where t =f(v+p), is a solution to (1.1) with n=2v and m =-l+gv+p). 
Proof. It is simple to verify that C is orthogonal. 0 
We observe that if v 32, then C is non-skew. 
co-n 3.2. Using B = J, with d = 0 and p= v, we obtain solutions with 
n=2v and m=-l+$n. 
&wn 3.3. Using B = J - 21 with d = 4 and p = v - 4, we obtain solutions 
with n = 2u and m = -3+$n. 
Constr&ion 3.4. Let A be the incidence matrix of a (v, k, A)-SBIBD, and define 
B=2A-J.Then BBT= 4(k-h)I+(4h-4k+v)J and BJ=JB =(2k-v)J. Thus, 
we obtain solutions with n = 2v and m = 2h + v - 2k - 1. 
There are many infinite families of SBIE5D’s. For example, the Hadamard 
designs with (v, k, A) = (4t - 1,2t - 1, t - 1) give solutions with n = 8t -2 and m = 
2r - 2. The projective planes with (v, k, A) = (t2+ t + 1, t + 1,l) give solutions with 
n =2(r2+t+1) and m =t2- t. See [3, S] for lists of (v, k, A)-SBIBD’s. 
The next construction uses orthogonal designs. An orthogonal design of order r 
and type (uIr ~2, . . . . us), (zq 3 0) on the commuting variables xl, x2, . . . , x, is a 
matrix D of order t with entries (0, fx,, . . . , fx$ such that 
DDT = i (u&z. 
i=l 
The matrix D can be written as D = xlAl + l l 1 +x.J, where AiA’,‘= &I. An 
orthogonal design is fuli if r = ES= 14, or equivalently if 0 is not used. The usual 
definition of orthogonal designs requires that 4 > 0. We have relaxed it and 
allowed some of the h’s to be 0 in order that some constructions can be presented 
in a systematic manner. 
lizwem 3.5. Suppose D = xlZ+x2A2+ 9 l . t tSA, is a full orthogonal design of 
order r and type (1, u2, . . . , us) and suppose that B1, . . . , B, are matrices of order v, 
such that: 
B l has m’s on the diagonal and f 1 elsewhere ; i3.3) 
Bz, . . . , B, are (+l, -I)-mattices; (3.4) 
BiBT = BjBT for all i, j; (3.5) 
BIB:+ t ~BiR~=(~t*+~-l)I. j3.6) 
i=2 
7Jtel~ C=Bi qP I+zi=2 Bi QD Ai is a solution to (1.1). 
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RUM& This construction essentially replaces the variable q of an orthogonal 
design by a matrix $. Conditions (3.3) and (3.4) ensure that the resulting matrix 
C has m’s on the diagonal and *l’s elsewhere. Condition (3.5) implies that the 
matrix multiplication commutes. Since D is an orthogonal matrix, CCT consi- 
dered as block matrix multiplication has zeros on the off diagonal blocks. 
Condition (3.6) implies that the diagonal blocks have m2+ ru - 1 on the diagonal 
and zeros elsewhere. Cl 
In applying this theorem, we usually choose B1 to be (m + 1)1-J, B2 to be J 
and B3 to be J-X In this case, the following weaker results suffices: 
Condiary 3.6.. Suppose D = xlAl + 9 l l + xAs is a full orthogonal design of order r 
and type (1,442,. . . 9 y) and suppose that B2, . . . , B, are i+l, -l)-matices of order 
0, such that 
Bi=BT for 2 Gi<s* 
BJ=JBi for 2<i<si 
(3.7) 
(3.8) 
BiBj =B,B, fot 2si,js~; (3.9) 
(3.10) 
Then C = [(m + l)I- J] @ I+ z=2 Bi Q9 Ai is a solution to (1.1) with n = ur and 
m =-l+$(u+&. 
Proof. It is simple to show that conditions (3.7) to (3.10) together with the choice 
of m imply the conditions (3.3) to (3.6). 0 
Construction 3.7. If a full orthogonal design of order r and type (1, u2, us) exists, 
then a solution to (1.1) exists with n = III and m = -1 - 2u3 + in, using B2 = J and 
B3 = J- 21. Suppose, in particular, that 2’ divides n. Since every orthogonal 
design of order 2’ exists, it follows that a solution to (1.1) exists for m = 
in-l-2i, i=O,l,..., 2’-1. 
Constnrction 3.8. If a (u, k, A)-SBIBD with a symmetric incidence matrix A exists 
and if there exists a full orthogonal design of orer r and type (1, u2, u3, u,&, then 
there exists a solution to (1.1) with n = ur and m = $a - 1 - 2u3 - 2( k - X)uq, using 
B2 = J, B3 = J- 21 and B4 = 2A -J. Mere, we need a symmetric A because of 
condition (3.7). Since A has constant line sum k, B4 has constant line sum 2k -- u 
and (3.8) is satisfied. 
One should mention that whenever there exists a (u, k, A)-difference set over an 
abelian group, the incidence matrix can be made to be symmetrical [7, p. 
280-2931. In particular, Theorem 6.1 of [4] is the special case of using quadratic 
residue difference sets. 
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Theorem 6.3 of [6] uses orthogonal designs of type (1, u2, u3, Us, us) with 
1.4~ = us and matrices Bz - 3, &=J--21, B,=Q+Iand&=Q--1where Q isthe 
symmetric matrix obtained from quadratic residues module a pri_me power t) = 1 
(moGI) [7, p. 291, Lemma 3.193. 
4. 0ise n=O (mod4), m even 
In this section, we prove the result that if n = 0 (mod 4) and m > 1 is even, then 
any solution to ( 1.1) must be skew-symmetric. We tit establish some preliminary 
results. 
Assume that a solution C is non-skew. Then, without loss of generality, we can 
tissume that the first three rows are of the form in Fig. 2.1 with xl = x2 = x3 = 1. 
Thus, (2.5) becomes 
(3+x.,+x5+x&n -I- 1)+&I = n. (4.0 
Lemma 4.1. Pf C is c? non-skew solution, n = 0 (mod 4) and m is even, 
x4 + x5 + x6 is either equal to -3 or 1. 
Proof. Equation (4.1) taken modulo 4 implies that xJ + x5 + x6 = 1 (mod 4). Since 
the xi’s are *l’s, the sum must be either -3 or 1. Cl 
0ne should remark that the conclusion of Lemma 4.1 applies to any 3 x 3 
principal submatrix of C, as long as x1 = x2 = x3 = 1. 
Lemma 4.2. If C is a rzon-skew solution, n = 0 (mod 4) and m is even, then 
rrt<an-1. 
Proof. If x4 + x5 + x6 = 1, then (4.1) implies that 4(fn i- 1) +4a =- n. Since a ~0, we 
have tlr ~$n - 1. 
If xj+xs+xfi= -3, we multiply the whole of row 3 and column 3 by -1 and 
then take the transpose of C. We can normalise the new row 1 back to the 
i:quircd form. However, the new matrix has only x5 = -1 and the analysis for the 
case L +xg+xti= 1 
We organize the 
now applies. 0 
non-skew solution C as in Fig. 4.1. 
C-rJw 
2 +?I-1-m 
Fig. 4.1. 
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It is easy to show that the number of columns beginning with (1, l)= is $n - 1 - w1 
as shown in Fig. 4.1. Lemma 4.2 implies that in - 1 - m a in and thus the 
matrixes Y and 2 are non-vacuous. We choose to index the rows of Y and the 
rows and columns of 2 from 3 to fn + 1- m. The portions marked by * are not of 
interest in the proof of our main result. 
Lemma 4.3. If C is a non-skew solutim organized as in Fig. 4.1, n = 0 (mod 4) 
and m is even, then the rqws of Y are either (1, -1) or (-1,l). 
proof, By appropriate row and column permutation, any row of Y can be 
permuted to row 3 of C. Since x4 = 1, Lemma 4.1 implies that x5 and x6 must 
have opposite sign. 0 
We further organise the non-skew solution C as in Fig. 4.2. 
c= 
m 1 I...1 I...1 i...f 
1 m ]L...l I...1 - . .._ ---I-- 1 - .- . w w2 * I.- ’ 
-. 1 - 
_: 1 w3 w4 
* 
* * * * 
L-w 
2 a B 
Fig. 4.2. 
In Fig. 4.2, a and p are the number of rows of Y of the form (1, -1) and 
(-1,l) respectively. The matrices W1 to Wq represent a further partitioning of 21. 
The indices for their rows and columns are the same as those for C. 
Lemma 4.4. If C is a non-skew solution organised as Fig. 4.2, iz = 0 (mod 4) and 
m is even, then WI and W4 are skew-symmetric and W2= WT. 
Proof. We shall prove the equivalent statement hat Zij = -Zii if row i of Y is the 
same as row j of Y and Zij =Zii if row t of Y is the negative of row j of Y. 
If row i and row j of Y are both (1, -l), then the 3 x 3 principal submatrix 
formed by rows 1, i and j and the corresponding columns is 
row 1: rm 1 1 
row i: 1 t?l Zij 
row j: 1 Zji Wl* 
Lemma 4.1 implies that Zij = -Zii. 
If row i and row j of Y are both (-1, l), then -we take the 3 x 3 principal 
submatrix formed by rows 2, i and j. Again Lemma 4.1 implies that Zij = -Zji* 
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If row i of Y is (1, -1) and row j of Y is (-1, l), then the 3x3 principal 
submatrix formed by rows 1, i and j is 
row 1: m 1 1 
row i: 1 m &j 
row j: 
Lemma 4.1 implies that &j = Zji. 
The remaining case of row i = (- 1,l) requires a similar proof. 0 
TIaeorem 4.5. If n = 0 (mod 4) and m > 1 is even, then any solution C to (1.1) is 
skew symmetric. 
Proof. Assume that C is non-skew. Then it can be organised as in Fig. 4.2. We 
count and equate the number of +1’s in W2 and W3 to show that m = 0. 
The number of +1’s in WI is $a(a - 1). The number of +1’s in each row of Z is 
a =$n-1-m as given by (4.1) with xq+xs+x6= 1. Thus the number of +1’s in 
Ws isaa-ia(a- 1). Similarly, the number of +1’s in W3 is a@ -i@(f# - 1). Since 
Wt = WT, we have 
aa -$a(ff - 1) = a@ -&(p - 1), 
which implies that 
b - /Wa + 1) = (a - @)(a + p). (4.2) 
But a + p = in - I- m is odd under the assumption of the Theorem. Therefore 
a#/3 and (4.2) implies that 2a+l=a-5-P-in-1-m. Using a=$-l-m, we 
have 2a+l =fn- l -2m which implies that m = 0. Cl 
One should note that when m = 0, a result of Delsarte-Goethals-Seidel [23 
states that every orthogonal matrix of order s =O (mod 4) can be switched into a 
skew-symmetric form by changing the signs of rows and columns. However, these 
sign changes need not apply simultaneously to rows and columns. 
In ihis section, we study the case n ~2 (mod 4), m even and m a&z. In 
particular, we analyse the structure of a non-skew solution C and derive some 
necessary conditions. 
Proposition 5.1. Let 
m x1 x2 
Q I= x3 m x4 L 1 x5 x6 m 
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be any 3 x 3 principal submatrk of a solution C to (1.1). If )r =2 (mod 4) and m is 
even, then x1+x2+ l l l +x6=2 (mod4). 
Proot, We can permute Q to be the principal submatrix of the fust 3 rows and 
force these rows to be of the form in Fig. 2.1. Equation. (2.5) taketl. modulo 4 
implies Xl&j + X2X4 + X3X5 =3 (mod 4). One can then show that the number of 
q’s= -1 is even and then x1+ l l l +x6=2 (mod4). 0 
P~~~positbn 5.2. If n = 2 (mod 4), m even and m a&z, then the folZowing 3x 3 
principal submatrices donot exist in a solution C: 
[; ; j, [y 
and 
- - 
m 1, 
1 m 1 
[ 
m - 1 
- m - 
l-m 1 I 
Proof. In the first case, (2.5) implies that 6m +6+ 4a = n. Since a 3 0, we have 
m S&Z - 1, contradicting the assumption m a&. The other three cases can all be 
reduced to the first case by changing the signs of one row and one column. 0 
If C is a non-skew solution, then we can force Cl2 = Czl = 1, and the first row 
to be all 1’s. Considering the first two rows of C, it is easy to show that it has 
1 2n - 1+ m subcolumns of the form (1, -1) and in - 1 - m subcolumns of the form 
(1,l). Thus C can be forced into the form of Fig. 5 .l. 
Fig. 5.1. 
Proposition 5.3. If n = 2 (mod 4), m even, m - 6 aAn and C is a non-skew solution as 
shown in Fig. 5.1, then the rows of Y1 are either (1, -1) or (-1,l) and the rows of 
Y2 are all (-1, -1). 
Proof. The 3 x 3 principal submatrix formed by rows 1, 2 and a row of Y1 is 
m 1 1 
II 1 1 m - . 9 XG m 
Proposition 5.1 implies that x5 = -x6 and hence the rows of Y1 must ‘be either 
(1, - 1) or (- 1,l). Similar arguments with the principal submatrix formed by rows 
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1, 2 and a row of Y2 shows that the rows of Y2 must be either (1,l) or (-1, -1). 
However, the case (1,l) is impossible because It is forbidden by Proposition 
5.2. 0 
Let (Y and /3 be the number of rows in YI of the form (1, - 1) and (-1,1) 
respectively. We can now organise C as in Fig. 5.2. 
m 1 
1 m 
1 .- 
c= I 1:- 
-- 1 . 
_: 1 
--- 
- .- 
. 
- .- 
l***l 1 1 . . . 
__...- -.. .- 
t 
WI w2 
-- - 
Q P 
Fig. 5.2, 
1 1 . . . 
1 1 . . . 
5 
wti 
wa 
I 
I a 
I I (fn-l-m) 8 
I &t-l-m) 
The next few results show the structure of the submatrices WI to W,. 
Proposition 5.4. If n = 2 (mod 4), m eveh, IN sin and a non-skew solution C is 
organised as in Fig. 5.2, then :
w, =(nz+l)F-J; (5.0 
w,=-WT; (5.2) 
W.3 WY; =-- (5.3) 
wt,= w;; (5 94) 
Ws and Wu are symmetric matrices. (5.5) 
I’M&. Throughout this proof, we let zI=; Gil with i# j and ~2 = Cjim A 3 X 3 
principal submatrix is formed using these two entries and an extra row and 
column chosen as the situation requires. 
To prove (5.1), we take zl and z2 from WI and use row 2 of C to obtain the 
2 Y 3 matrix 
m - - 
i- 1 m Zl * - z2 m 
Propositions 5.1 and 5.2 together imply that zE = z2 = -1. 
To prove (5.2), we take z1 from W2, z2 from Wq and use row 2 to form 
submatrix. Proposition 5.1 implies that z1 = -zr. 
The rest of the proof is similar. 0 
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hj?OSWcI 5.5. If n =2 (mod & m even, m 2 $n and a non-skew solution C is 
organised as in Fig. 5.2, then: 
each of W7 and W, has constant column sum 0; (5.6) 
W,, has constant column sum m + 1; (5.7) 
Wq has constant column sum 2m - a. (5.8) 
Pmof. We use the fact that the columns of C are orthogonal. We then study the 
inner product of an arbitrary column with columns 1 and 2. 
For W7 we take an arbitrary column i where 3 < i s (Y + 2. We let rl, s1 and tI 
be the number of +1’s in a column of WI, Wd and W, respectively. Similarly, r2, 
s2 and t2 are the number of -1’s in a column of WI, W4 and W,. The inner 
product of column i with columns 1 and 2 imply 
and 
2m-l+(r,-r~)-(S~-S&-(t~-t2)=0, (5 l 9) 
-2m+l-(r,-r2)+(sI-s2)-(tI-t2)=0. (5.10j 
Adding (5.9) and (S.lO), we get tl - t2 - 0, which is also the column sum of WT. 
Similarly, one can show that the column sums of WS and Wg are 0 and m + 1 
respectively. 
Furthermore, (5.1) implies that rl = 0 and r2 = cw - 1. Thus, (5.10)-(5.9) implies 
that sI-s2 = 2m --~1 which proves (5.8). 0 
We will show that the number of -1’s in each row of WS is the same. We let 
this number be y - 1. The next result gives the structure of the remaining 
symmetric portion of C. 
Proposition 5.7. If n = 2 (mod 4), m c’z)en, m- 6 >%I and a non-skew solution C is 
organised as in Fig. 5.2, then the submatrix formed by WS, W6, Ws and Wg can be 
permuted into the form of Fig. 5.3, wher;s .T is a matrix of all 1’~. 
J Y- -J J 
- m 
- m 
m - 
B i(;tn--1 -ml 
Fig. 5.3. 
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Proof. Suppose the first row of W5 has (y - 1) -1’s. Permute the columns (and 
rows) such that this first row is (m - l l l - 1 l l 1). Partition W5 into 
where G1 and G, are square submatrices of xder y and p - y respectively. 
Any principal submatrix of G1 containing the first row is of the form 
Proposition 5.2 implies that z = -1. Thus G1 is (m + 1)1-J. 
By considering a principal submatrix containing the f&t row as well as an entry 
from Gz (not from row 1) and the corresponding entry in G3, we obtain 
Gt = J = GT. Similarly, we can show that G4 = (m + 1)1-J 
The proof that W9 is partitioned as shown in Fig. 5.3 follows a similar proof, 
except that the two blocks of (m + 1)I - J are of equal size $($I - 1 - m). 
The partition of Ws and W, implies a partitioning of W6 into 
Using stmilar arguments, we can show that HI is either J or -J and that 
H2= -HI. Thus, by permitting the two column blocks, if necessary, we can 
assume H, = J and H2 = -J. Now, it is simple to find the structures of I&, H,,, and 
‘Mfg. 
One shou!d mention that the degenerate cases y = 0, @ - y = 0 or (4 - 1 - m) s 2 
are either trivial or can be easily taken care of. Q 
Hence, in the case of n = 2 (mod 4), m even and m ain, a non-skew solution is 
completely determined by the variables cy, 13, y and the matrices Wq and W,. By 
block permutations, we can assume that y 2~ /3 -7. Next, we count the number of 
+1’s and --l’s in W4 and W, in order to derive further necessary conditions 
inc9virlg cy, p and y. 
Propositisn 5.8. If n = 2 (mod 4), m even, m a&n and a rlon-skew solution C is 
oqanised as shown in Figs. 5.2 and 5.3, then: 
the number of + l’s in each column of W4 is m - $(tu - PI; (5.11) 
the number of +1’s in each column of W, is f($n - lc - m); (5.12) 
the number of i-l’s in each row of W., is 
&r--1-+n)--1--(&--y) for the first y rows and 
j(jn - 1+ m) - 1 - .y for ihe remainilog p - y rows; (5.13) 
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the number of +1’s in each row of W7 is 
&-l+m)- y for the first &-l-m) rows and 
& - 1 + m) - (@ - y) for the remaining &a - 1 i m) Iy)ws. (5.14) 
Proof. Conditions (5.11) and (5.12) foltow easily from (5.8) and (5.6), 
Equation (2.7)s applied to the first and second rows of C as well as a row with a 
section in W4, gives the number of +1’s in a row of W4 and W,. Since W, is 
known, tee number ?f +1’s in a row of W4 can be computed as shown in (5.13). 
Condition (5.14) is similar. Cl 
R~@tion 5.9. If n = 2 (mod 4), m even, m ain and a non-skew solution C is 
organised as shown in Figs. 5.2 and 5.3, then the following conditions hold: * 
~Cm-~(cu-B)l=~SGn-~+m)-B-2y(B-y); . (5.15) 
(P - 2Y)2($n - 1-m)+y(2y-P-2)2+(~-y)(@-2y-2)2 
=a[&-1)(2m-a)+$n-l-m+j3]; (5.16) 
if$n>m+3 orya2, then~~#n-l-3m+@I; 
iffn-l-ma6 orya3, thenaa3&2-1-3m+p]. 
(5.17) 
(5.18) 
Proof. Condition (5.15) follows by counting the number of +1’s in Wd first by 
columns and then by rows. 
If in> m +3, then the bottom row block of Fig. 5.3 has at least 2 rows. 
Consider the inner product of the bottom 2 rows. Without considering the 
contribution from W,, the inner product is in - 1 - 3m + /3. The inner product of 2 
rows of W, is at most *cu. The total inner product is 0 which implies (5.17), If 
y a 2, then we take the inner product of 2 rows of C containing the top 2 rows of 
Fig. 5.3. 
Under the assumption of (5.18), either the bottom or top row blocks of Fig. 5.3 
contain at least 3 rows. Thus, there exists a 3 x a submatrix X of either Wq or W7 
where the inner product of two distinct rows is -[in - 1 - 3m + p]. The row inner 
product of X is not changed by changing signs of whole columns. Thus we make 
the first row of X all +l’s. We let zl, z2, z3 and z4 be the number of columns of X 
of the form (1, 1, l)T, (1, 1, -l)T, (1, -1,l)’ and (1, -1, -l)T. We write down the 
4 equations obtained by considering inner products and number of columns. 
z1+zz+z3+z4=(Y, 
zl-z2+z3-z4=-[in-1-3m+P], 
z1++-z-J-&= -@n-l-3m+P], 
21-22 -z3+z4=-[in-l-3m+@]., 
Adding the equations, we get 
4z1==cr-3@n-l-3m+@]. 
Since z+O, (5.18) follows. 
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To prove (5.16), we consider the sumatrix X formed by W, and W,. The 
product XXT has $2 - I- m + /3 on the diagonal and 2m - cy elsewhere. Condition 
(5.16) is obtained by considering .KXT.L i7 
For example, in the case ?I = 22 and nl = 4, only 3 cases of (CR, @, y) satisfies 
(5.19, namely, (2,12,9), (4,10,8) and (9,5,3). The first two cases are eliminated 
by (5.17). The last case exists by using the Ill, 5,2)-SBIBD and Con$ruction 3.4. 
The case (n, m, a, f3, y) =(lO, 2,4,2,2) satisfies (5.15) and neither (5.17) nor 
(5.18) applies. But it is eliminated by (5.‘16). It is worth noting that in all cases 
with n s 50 where Proposition 5.9 applies, either the parameter (n, m) is ruled out 
or there is a unique set of (a, /3, y) satisfying the conditions (5.15) to (5.18) and 
the solution exists. One wonders if this phenomenon is true in general. 
6. Unsolved ca!ses 
In this section. we give a list of parameters with n s 50 and m > 1 for which the 
existence of a non-skew solution is unknown. (See Table 1) There are 95 
parameter sets within this range for which non-skew solutions are constructed. 
Table 1 
List of unsolved cases. 
22 2 42 4 
26 2 42 6 
30 4 44 5 
34 2 46 2 
3-t 4 46 4 
36 9 46 6 
3& z 50 2 
38 4 50 4 
-r2 2 SC) 8 
--- 
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