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 In the area of aerospace and other applications, structural health monitoring 
(SHM) has been a significant and growing area of research in recent years. Throughout 
the operational life of aerospace structures, various damage scenarios may manifest, and 
it is of great concern to the aerospace community to develop methodologies for detecting 
and assessing these damage scenarios. In this paper, fundamental research on the use of 
the acoustic emission (AE) approach to SHM for fatigue crack growth is presented. In 
general, the AE approach to SHM and non-destructive evaluation (NDE) involves the 
sensing of ultrasonic Lamb waves propagating through a structure. Piezoelectric wafer 
active sensors (PWAS) have proven to be an effective tool in sensing these ultrasonic 
Lamb waves. 
 The goal of this research was to conduct fundamental investigations into the use 
of PWAS for AE sensing of fatigued aerospace-grade aluminum 2024-T3 and the use of 
artificial intelligence approaches for AE signal classification efforts. The signal 
classification efforts presented in this thesis involve: (i) locating the source of the 
acoustic emission (source localization); (ii) determining whether an AE signal sensed is 
crack-related or noise; (iii) determining the crack length from which an AE originates. 
Ultimately, it is hypothesized and desired that the techniques developed in this paper and 
similar literature may be applied to production efforts of aerospace structures to identify 
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INTRODUCTION TO STRUCTURAL HEALTH MONITORING USING 
PIEZOELECTRIC WAFER ACTIVE SENSORS 
1.1 MOTIVATION 
 The multi-disciplinary field of structural health monitoring (SHM) is a growing 
area of interest in engineering in recent years. In the most rudimentary terms and 
understanding, damage in a structure may be defined as changes introduced in the structure 
which adversely affect its current or future state. Implicitly, this basic understanding of 
structural damage implies that such analysis of states involves a comparison between a 
current state and a state which is understood to be pristine or undamaged. The length-scale 
of such damage begins at the material level and grows to generate component-level and 
then system-level effects [1].
 Structural health monitoring involves the evaluation of the structural integrity of 
engineering structures in areas of aerospace, biomedical, mechanical, civil, and other 
infrastructures. Considering this, it may be inferred that one aspect of this SHM may be a 
new and improved capability of making a Non-Destructive Evaluation (NDE), which 
involves the examination of a material, structure, or object using a methodology or 
technology which does not cause damage to the test specimen – that is, it does not affect 
its future usefulness or engender deviation from a pristine state. While this basic connection 
is partially true, SHM is much more, bringing into account the integration of sensors, smart 
2 
 
materials, data transmission, computational power, and processing abilities within 
structures themselves [2], [3]. 
 The structural health monitoring approach as a whole seeks to provide useful data 
on a structure, in an on-demand or real-time nature, which delivers discernable information 
to the end user about the status of the structure. This data may help the end user gain insight 
on the remaining life of a structure or on maintenance that may be necessary. The scheduled 
maintenance of aging engineering structures, including aerospace fleets and civil and 
mechanical infrastructure, proves to be a concerning monetary challenge for industries 
going forward. The use of structural health monitoring systems could alleviate this burden 
by providing the ability to conduct maintenance with more temporal flexibility, such as on 
an as-needed basis. Furthermore, incorporating structural health monitoring sensors and 
systems from the early design stage of new structures will likely greatly reduce life-cycle 
costs.  
 In an aerospace application, much of the structural makeup of aircrafts involves 
aluminum alloys and composites, with a current-age shift to greater composite usage. 
Incorporating a robust SHM network utilizing embedded sensors within these structures 
from their inception in the design phase impacts the design paradigm in a way which can 
provide savings in weight, size, and cost. An illustration representing such a system can be 
seen below in Figure 1.1 [4]. In the proposed application, sensors which are intelligently 
embedded in areas of structural focus such as wings, engine turbines, fuselages, and fuel 
tanks collect pertinent SHM data which is analyzed by central computing units. As an 
overall result of the utilization of SHM technologies, the safety of such structures that 




Figure 1.1 Schematic representation of a generic airliner SHM system consisting of 
active sensors, data concentrators, wireless communication, and SHM central 
unit [4] 
 In general, there are two core ways to conduct structural health monitoring in 
application: (a) active SHM and (b) passive SHM. With active structural health monitoring, 
the approach is a more microscopic approach in that it is geared towards trying to 
specifically interrogate a structure to detect the presence and extent of any structural 
damage to directly assess the state of structural health. This active SHM may involve 
transducers that act as both actuators and sensors on a structure [4]. For example, the 
“pitch-catch”, “pulse-echo”, and “thickness mode” applications for active sensing method 
for SHM are shown in Figure 1.2. Here, we see that the transducers are acting as both 
actuators and sensors, or transmitters and receivers. The “pitch-catch” method, for 
example, involves one transducer actuating or transmitting waves in a structure and another 
transducer acting as a sensor or receiver and picking up that wave at another location along 
with any information in the wave packet that is stored from the wave’s interaction with a 




Figure 1.2 Various techniques for active structural health monitoring 
including methods of (a) “pitch-catch”; (b) “pulse-echo”; (c) 
“thickness mode [5] 
 On the other hand, the passive structural health monitoring approach is more 
macroscopic to any specific issues. In this approach, measuring various operational 
parameters helps deduce the structural health of the system. For example, in aerospace, 
measuring airspeed, turbulence, vibration levels, and other parameters and using this data 
in conjunction with aircraft design algorithms can allow one to assess the remaining life of 
the system. Passive SHM can be thought of as a system which utilizes sensors that simply 
“listen” for pertinent data to be collected from a structure. As shown in Figure 1.3, an 
example of passive structural health monitoring involves a transducer acting as a sensor, 
or receiver, to pick up information such as waves travelling through the structure which 
originate from various sources such as an impact event or AE sources (crack). 
 This passive structural health monitoring, more specifically acoustic emission (AE) 
detection, will be the main focus of the work done in this thesis. The idea in this work is 
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that the ultrasonic Lamb waves sensed by the transducer carry insightful information about 
the source from which they originate. An advantage of a passive SHM system over an 
active SHM system is that a passive requires a network of fewer transducers on a structure. 
 
 
Figure 1.3 Impact damage and acoustic emission (AE) technique for 
passive structural health monitoring [5] 
1.2 ACOUSTIC EMISSIONS 
 A prominent technique for structural health monitoring currently is the acoustic 
emission (AE) technique. An efficient passive structural health monitoring method which 
allows for real-time monitoring, the acoustic emission approach involves a source 
mechanism in solid media emitting energy to its surroundings via sound elastic waves, 
heat, etc. [6]. These source mechanisms come in many forms and are what define acoustic 
emissions and the sudden redistribution of energy. The source is generally a result of a 
phenomenon such as fracture or crack formation, friction from an existing crack, foreign 
object impact event, structural element failure such as fiber breakage in a composite 
material, phase transformations, etc. [8], [8]. Because there are different source 
mechanisms which generate these elastodynamic waves, the waves travel through the 
structure with different waveform signatures unique to the specific source mechanism 
which they originate from. This yields the opportunity to analyze various AE waveforms 
and their corresponding source mechanisms, information that can be extremely useful for 
future waveform sensing. For example, a main hypothesis of this thesis is that acoustic 
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emission guided waves traveling through a structure with a crack in it acting as the source 
of the AE may have two distinct main source mechanisms of energy release: (a) energy 
released from a microscopic crack growth event at the crack tips and (b) energy released 
from the crack surfaces hitting each other during a fatigue or vibration event. If each of 
these signals has distinct and unique features in their waveforms, whether it be discernable 
in the time domain or the frequency domain, this information can be extremely useful for 
future waveforms sensed in a practical scenario. 
 Prof. Horace Lamb mathematically developed an analytical solution of the acoustic 
waves propagating in an elastic plate in 1917 [9]. This mathematical development 
explained such waves for a plate that has free boundaries. Named after their discoverer, 
Prof. Lamb, these waves are known now as Lamb waves. In practice such as the research 
in this thesis, these are “guided” waves because they are bounded by the finite dimensions 
of the specimens used.  
1.3 ACOUSTIC EMISSION WAVE SENSING METHODS 
 In recent decades, the development of various sensors such as the S9225 sensor, 
piezoelectric wafer active sensor (PWAS), and PICO sensor, has allowed researchers to 
experimentally sense these low amplitude Lamb waves. Researchers Bhuiyan et al. have 
analyzed the sensing abilities of each comparatively in both (a) hit-based analysis and (b) 
waveform-based analysis to show where each sensor performs strongly or poorly, such as 
the ability to sense waveform information in various frequency ranges [10], [11]. The 
piezoelectric wafer active sensors (PWAS) showed to be the more robust overall between 
the three, displaying the ability to effectively capture the high-frequency acoustic wave 
signals which the PICO sensor and S9225 sensor struggled to capture. Other sensing 
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methods such as the use of Fiber Bragg grating sensors, scanning laser Doppler vibrometers 
(SLDV), and R15α sensors have all been utilized by researchers to capture acoustic 
emissions in structures by sensing the ultrasonic Lamb waves [12], [13], [14]. Yu et al. 
specifically used the SLDV in a hybrid approach with the PZT sensor for Lamb wave 
sensing [15]. For the research work done in this thesis, piezoelectric wafer active sensors 
(PWAS) were used due to their inexpensive, nonintrusive, un-obtrusive, lightweight, and 
minimally invasive nature and their ability to effectively sense low amplitude acoustic 
emission waves. 
 In general, AE sensors used can be classified into two types: “resonant” type and 
“wideband” type. Of the aforementioned sensors, R15α would fall into the resonant 
category and PICO and S9225 would fall into the wideband category. The difference 
between the two types arises in the piezoelectric effect of the PZT material which they are 
built from. For the resonant sensor, the PZT element oscillates at its resonant frequency 
when the AE wave hits the sensor. This resonant frequency is modified by the build of the 
sensor, including the damping material, backing plate, and housing. Hence, such resonant-
type AE sensors are mostly sensitive at their resonant frequency and serve little use at other 
frequencies. Because of this, these sensors are mostly useful when the frequency content 
of the AE waveform is not of particular interest; rather, these sensors suffice when AE 
features such as rise time, amplitude, number of counts, energy, or time of arrival are of 
interest. A schematic diagram of a commercially-available typical AE sensor is shown in 
Figure 1.4 [16].  
 For the wideband-type sensor, the sensor’s response is uniform for a wide range of 
excitation frequencies, which is useful when the frequency of the excitation source is 
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unknown, or when multiple frequencies exist in one excitation source. It is desired to use 
a sensor with a flat frequency response curve, though achieving such sensor is difficult in 
practice. Therefore, selecting the appropriate sensor for application involves consideration 
of this frequency response curve (i.e., frequency range), material, specimen thickness, 
damage type being evaluated, and background noise. These things can sometimes be 
determined experimentally so as to obtain an understanding of the optimal sensor for an 
application [16]. 
 
Figure 1.4 Schematic of the cross-section of a typical commercial AE 
sensor which measures out-of-plane wave motion [16] 
1.4 PIEZOELECTRIC WAFER ACTIVE SENSOR 
 Piezoelectric wafer active sensors (PWAS) are small (especially in comparison to 
the market of other commercially available AE sensors), inexpensive, non-intrusive, un-
obtrusive, lightweight, and minimally invasive and can be produced in various geometries. 
These sensors can be bonded to host substrate for real-time monitoring of structural health. 
These sensors are effective in both actuating/transmitting and sensing/receiving guided 
waves in structures, making them suitable for inspecting large areas of interest.  
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1.4.1 PWAS Principles 
 The PWAS transducers take advantage of the piezoelectric phenomenon, an effect 
which couples mechanical and electrical properties. These PWAS can measure both 
symmetric and antisymmetric Lamb wave modes, which have predominantly in-plane and 
out-of-plane wave motions, respectively. A picture of a mounted PWAS (also showing its 
relative size) and a schematic of the PWAS bonded to a host structure are shown in Figure 
1.5. 
 
Figure 1.5 Piezoelectric wafer active sensor (PWAS); (b) schematic representation of a 
PWAS acoustic waves sensing mode (sensing both in-plane and out-of-plane 
wave motion [17] 
 The mechanical and electrical effects which the PWAS transducers couple are the 
mechanical strain, 𝑆𝑖𝑗, mechanical stress, 𝑇𝑘𝑙, electrical field, 𝐸𝑘, and electrical 
displacement, 𝐷𝑗 . The piezoelectric constitutive equations in tensor notations can be written 
as 
 
𝑆𝑖𝑗 =  𝑠𝑖𝑗𝑘𝑙
𝐸 𝑇𝑘𝑙 +  𝑑𝑘𝑖𝑗𝐸𝑘 




𝐸  is the mechanical compliance of the material measured at zero electrical field 
(𝐸 = 0), 𝑗𝑘
𝑇  is the dielectric permittivity measured at zero mechanical stress (𝑇 = 0), and 
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𝑑𝑘𝑙𝑗 represents the piezoelectric coupling effect. PWAS utilizes coupling between in-plane 
strains 𝑆1, 𝑆2 and transverse electric field 𝐸3. The AE signals that would be sensed in 
passive structural health monitoring use cases using PWAS have much lower amplitude 
than the typical guided waves actuated by the PWAS for active structural health monitoring 
uses. Bhuiyan et al. [18] showed the ability for PWAS to sense these low amplitude 
acoustic emission waves from an advancing fatigue crack in a thin metallic plate. 
1.4.2 PWAS Applications 
 As shown in Figure 1.2 and Figure 1.3, the PWAS can be used in various methods, 
including passive structural health monitoring via impact and acoustic emission sensing, 
as well as active structural health monitoring via pitch-catch, pulse-echo, and thickness 
mode interrogation of a structure. In passive SHM using PWAS, Lamb waves generated 
from various potential sources propagate and are sensed by PWAS. In active SHM using 
PWAS, upon excitation with an electric signal, the PWAS transmitter generates Lamb 
waves in a thin-wall structure. The generated Lamb waves travel through the structure and 
are reflected or diffracted by the structural boundaries, discontinuities, and damage. The 
reflected or diffracted waves arrive at the PWAS receiver where they are transformed into 
electric signals. 
 PWAS can also be utilized as high-bandwidth stress and strain sensors, resonators, 
and embedded modal sensors with the electromechanical (E/M) impedance method (active 
sensing of near field damage). Phased arrays of PWAS, which use Lamb wave excitation 
to scan larger areas of a structure from a single location, are also very common in the 
research. The fundamental concept of a phased array of sensors is that a series of sensors 
located in distinct special locations can be actuated in individual phases which in 
11 
 
conjunction create a desired propagation effect. The electromechanical impedance method 
and the PWAS phased array technique are shown in Figure 1.6 [4]. 
 
Figure 1.6 PWAS used for structural sensing including standing Lamb waves 
(electromechanical impedance method) and phased arrays [4] 
1.5 INTRODUCTION TO AE SOURCE MECHANISMS AND MODELLING 
 In aerospace applications, much of the makeup of structural components on an 
aircraft involves aluminum. For example, the Boeing 777 has a composition which includes 
about 50% aluminum alloys. Aluminum is also very common in spacecrafts as a structural 
component. Therefore, it is important for the aerospace structural health monitoring 
community to align a good portion of its research and development to aluminum 
applications. 
 The aluminum used as a structural component in these aerospace applications is 
chosen because it has shown to be one of the most robust and efficient material options for 
withstanding the loads and vibrations commonly experienced during the lifecycle of these 
aircrafts and spacecrafts. Fatigue loading and vibrations are two of the most common 
situations experienced by aerospace structural components. These loadings and vibrations 
are known to be a common cause of crack formation. For example, due to the stress 
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concentration around the holes of riveted lap joints, these components are specifically 
prone to developing cracks. 
 As discussed in section 1.1, the motivation of the structural health monitoring 
approach is to be able to evaluate these damage-prone scenarios in a manner which 
provides real-time, on-demand information. Without SHM capabilities, current methods of 
monitoring the integrity and structural health of these components involve scheduled 
assessments and scheduled maintenance. To be able to provide more temporal flexibility 
in the evaluation of these structural areas of focus is the goal of the structural health 
monitoring approach and serves as a greatly useful asset in the aerospace industry. 
1.5.1 State of the Art Fatigue AE Waveform Modelling and Sensing 
 The structural health monitoring technique/process in general can be described in 
four tiers. These tiers, or steps, explain how, from start to finish, an SHM system can yield 
useful information. The four functional tiers are as follows: 
❖ Tier 1: detection of the occurrence of an event (i.e., an AE signal is received by a 
piezoelectric AE transducer) 
❖ Tier 2: identification of the geometric location of the event, also known as “source 
localization” 
❖ Tier 3: determination of the type, magnitude, and/or severity of the event 
❖ Tier 4: prognosis (estimation of remaining service utility/strength/service life) 
In Tier 3, where the system is to determine the type, magnitude, and/or severity of the 
event it detects, important features of the signal received must be extracted and analyzed. 




Figure 1.7 Schematic representation of the generic active sensing SHM principles of 
operation [19] 
 The acoustic emission (AE) signals sensed by an appropriate AE sensor are not all 
the same, and their differences arise due to various factors. Some of these factors include 
differences in AE sensors themselves, differences in the material which is being monitored 
(the material the acoustic emission signal is traveling through), and other factors external 
to the physical emission itself. Even while holding all other external sources of potential 
differentiating factors constant (i.e., evaluating the different signals received on the same 
material, using the exact same type of sensor, etc.), a key potential difference in the AE 
signal sensed still exists. This key difference is one that arises due to the differences in the 
actual source mechanism which produces the specific acoustic emission. Understanding 
this phenomenon is very important because it can give useful information about damage 
which may exist or is developing in the structure. This understanding of the fundamental 
characteristics of significant AE signals sensed also yields the ability to distinguish and 
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separate these significant AE signals sensed from the effects of in situ measurement, which 
include changing environment conditions (temperature, humidity, and wind), varying 
operating loading conditions, varying boundary conditions, sensor and substrate aging, and 
measurement noise [19]. 
1.5.2 General understanding of potential crack-related fatigue AE sources 
 In general, there are two main categories that we believe crack-related acoustic 
emission signals may be generated from in a fatigue situation. The first is crack growth, 
which may involve microfracture mechanics in the material. The second is 
rubbing/clapping/friction of crack surfaces when they come in contact during a fatigue or 
vibration scenario. Both of these scenarios, we believe, generate acoustic emissions with 
unique wave characteristics that we seek to understand. An understanding of the possible 
physics which contribute to the source mechanism of the AE waves generated yields the 
opportunity to establish useful information associated with each signal received. 
1.5.3 Fracture Mechanics of Crack Formation 
 The source of an AE signal has many possibilities, including microcrack formation 
and friction from the faying surfaces of an existing crack. In fracture mechanics, various 
modes of crack formation are possible. Figure 1.8 shows the three fracture modes in a solid 
body. The general understanding with regards to acoustic emission is that each fracture 
mode contributes differently to the acoustic emission and its waveform characteristics. In 
Figure 1.8, ν3 represents the unit vector in the out-of-plane direction. 
 For a pure Mode I fracture, the displacement discontinuity exists only in the 3 
direction because the displacement discontinuity happens in the 1-2 plane in the direction 
of 3. For a pure mode II fracture, the displacement discontinuity exists only in the 1 
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Figure 1.8 Mode I, Mode II, and Mode III fracture in a body 
1.5.4 Moment Tensor Concept for AE Source Modelling of Crack Formation 
 The concept of moment tensor can generally be used to model a non-elastic acoustic 
emission source. This moment tensor concept was developed in seismology for the case of 
an elastic half space. This moment tensor framework well represents the phenomena in 
crack growth physics of both surface discontinuity formation and plastic deformation zone. 




Figure 1.9 The general moment tensor framework, where diagonal elements represent 
linear vector dipoles and the off-diagonal elements represent force couples 
with moment arms 
 Ref. [20] explained the adaption of this seismic moment tensor concept to the AE 
wave source modelling in a plate with free top and bottom surface boundary conditions. 
This enables a linkage of the fracture mechanics perspective of Mode I, II, and III crack 
formation to the theory of guided wave propagation. Thus, an analytical model using this 
concept is used to predict the AE waveforms. 
 In ref. [20], a plane strain condition is assumed in the development of the guided-
wave displacement field due to a harmonic moment tensor. Therefore, only Mode I (crack 
opening parallel to the plate thickness) and Mode II (shear crack parallel to the plate 
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thickness) are of interest. Using this, the theory is mathematically developed and proposed 
as a model for the guided waves generated as a result of: (a1) Mode I microcrack; (a2) 
Mode I through-thickness crack; (b1) Mode II microcrack; (b2) Mode II through-thickness 
crack. Here, the difference between the “microcrack” scenario and the “through-thickness” 
scenario for a given fracture mode is simply related to the integration of infinitesimal 
moment tensor excitation microcracks distributed continuously throughout the plate 
thickness. This is because the through-thickness crack is considered to be a result of a 
multitude of these infinitesimal microcracks covering the plate thickness. 
 For a Mode I fracture, as depicted in Figure 1.8, with displacement in the 3 
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where λ, μ are the Lame moduli and [un] is the displacement discontinuity. Here, the 
displacement discontinuity in the 3 direction is expressed, following the schematic shown 
in Figure 1.8, as [u3] = u3|∑+ - u3|∑- while the displacement discontinuities in the 1 and 2 
directions are zero, i.e., [u1] =0; [u2] =0. 
 For a Mode II fracture, where the displacement discontinuity occurs in the 1 
















 (1.3)  
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where the displacement discontinuity in the 1 direction, again following the schematic in 
Figure 1.8, can be expressed as [u1] = u1|∑+ - u1|∑- while remaining zero in the 2 and 3 
directions, i.e., [u2] =0; [u3] =0. 
 Considering the formation of a crack surface across the finite cross section on which 
it is being formed as uniform, the moment density tensors expressed above for equations 
(1.2) and (1.3) can be integrated across the uniform crack surface to obtain the moment 
tensor. This moment tensor is the equivalent of the excitation due to the formation of the 
crack. Therefore, we get 
 Moment tensor, 𝑀 = ∫ m 𝑑𝐴 (1.4)  
 Furthermore, if we consider the area of the newly-formed increment in the crack 
surface as 𝛥𝐴, we approximately can express the moment tensor, still in terms of the 
moment density tensors in equations (1.2) and (1.3), as 
 𝑀 = m Δ𝐴 (1.5)  
 Using this preliminary information and following some intermediate steps, ref. [20] 
derives expressions which describe and predict the out-of-plane symmetric and 
antisymmetric displacement fields due to both a unit Mode I and unit Mode II fracture 
under the concept of moment tensor excitation. This is useful for analytical modeling of 
what acoustic emission signals could be expected during an actual fatigue experiment. 
1.5.5 Moment Tensor Concept for AE Source Modelling of Crack Surface Friction 
 Similar to that of the moment tensor development as a source mechanism for 
acoustic emission wave propagation due to crack formation, the moment tensor concept 
can also be adopted for analytical development of a model for the source mechanism which 
governs acoustic emission wave propagation from the rubbing/clapping/friction of existing 
19 
 
crack surfaces [21]. A schematic of the concept of the crack friction source mechanism is 
shown in Figure 1.10. Here, uneven surfaces of the fatigue crack, shown in our work in the 
following section 3.3, contact each other via fatigue loading friction and the peaks on each 
surface engage according to the schematic. 
 
Figure 1.10 Schematic of M12 moment tensor excitation as a result of friction of fatigue 
crack surface peaks [21] 
 The simple concept of this moment tensor source modeling for crack friction is that 
when one pair of peak and valley from opposite crack surfaces rub each other as shown in 
the right side of Figure 1.10, an equal and opposite force creating a couple acts at the 
peak/valley interaction site. Due to the orientation of the crack, where the couple-forces 
are in the x-direction (or 1-direction) and the separation is in the y-direction (or 2-
direction), the source mechanism can be considered an M12 moment of the moment tensor. 
This is used to develop the analytical model to predict the propagating acoustic emission 





EFFECTS OF PWAS BOND LAYER AND SOLDER JOINTS 
2.1 INTRODUCTION AND STATE OF THE ART 
 In our efforts to monitor the ultrasonic waves traveling through a structure, 
piezoelectric wafer active sensors (PWAS) are used, as described in section 1.4. To 
effectively use the PWAS in an SHM system, it is important to understand different factors 
which impact the way they operate. The process of applying a PWAS to a substrate for 
monitoring brings about some key factors to understand, which may play a role in the 
performance of the PWAS. The PWAS are traditionally bonded to the substrate using some 
epoxy system. This epoxy system adhesive layer may play a key role in many facets of the 
PWAS applications, such as how different waves are able to travel through this 
microscopic layer to be sensed by the sensor itself, or vice versa (wave excitation to the 
structure) for a PWAS playing the role of actuation in active SHM. Along with surface 
bonding, the PWAS also must have electrical leads soldered to the surface electrodes to 
complete the circuit to transmit the signal it receives or is to produce. This soldering and 
its details and configuration also may play a key role in the way the PWAS operates. Thus, 
it is important to understand how the soldering connection impacts the performance of the 
PWAS.
 Qing et al. [22] investigated this effect of the adhesive layer on the performance of 
the piezoelectric sensor used in a structural health monitoring system. Their findings 
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suggest the adhesive layer and its thickness and modulus play a key role in the performance 
of the piezoelectric sensor. Experimental results from their work showed that increasing 
the adhesive layer thickness affects the electromechanical impedance (EMI) and the 
resonant frequency of the piezoelectric elements, as well as the amplitude of the signal 
received. 
 To understand the theoretical basis for this, we should begin by understanding the 
electromechanical impedance method. We start by recalling that the PWAS is governed by 
the constitutive equations shown in equations (1.1). The introduction and theoretical 
development for using the electromechanical impedance in SHM were given by Liang et 
al. [23] and Giurgiutiu et al. [24], where the general concept is that when a PWAS is bonded 
to a structure and is excited with an alternating voltage, the substrate experiences an 
alternating strain on its surface from the PWAS, and thus, elastic waves are transmitted 
into the structure. This causes the substrate to vibrate, which in turn causes a current to be 
generated in the PWAS according to the piezoelectric effect, providing the PWAS with the 
drive-point impedance according to 
 𝑍𝑠𝑡𝑟(𝜔) = 𝑖𝜔𝑚𝑒(𝜔) + 𝑐𝑒(𝜔) − 𝑖𝑘𝑒(𝜔)/𝜔 (2.1)  
In general, we can understand the interaction between the PWAS and its host substrate 
according to the schematic in Figure 2.1. 
 
Figure 2.1 Model of dynamic PZT-host structure interaction [24] 
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 Through the mechanical coupling between the PWAS and the host structure as well 
as the electromechanical transduction inside the PWAS, this drive-point structural 
impedance gets represented in the effective electrical impedance as gathered from the 
PWAS electrodes. As the PWAS is bonded to the host structure, the relationship which 










 (2.2)  
where Z(ω) is the equivalent electro-mechanical impedance at the PWAS electrode 
terminals, V is the input voltage to the PZT and I is the output current from the PZT. C is 
the zero-load capacitance of the PZT, κ31 is the electromechanical cross coupling 
coefficient of the PZT which follows 
 𝜅31 = 𝑑13/√𝑠11 33 (2.3)  
where d13 is the respective component of the piezoelectric coefficient, 𝑠11 is the respective 
component of the compliance matrix, and 33 is the respective component of the effective 
dielectric permittivity. ZPZT and Zstr are the mechanical impedances of the PWAS and the 
structure, respectively. Thus, if we assume the mechanical property of the PWAS does not 
change while the structure is being monitored, we see from equation (2.2) that the apparent 
electromechanical impedance of the PWAS is directly related to the mechanical impedance 
of the host structure. Therefore, the concept of the electromechanical impedance method 
for structural health monitoring is that any change caused by damage to the monitored 
structure will result in a change in the electromechanical impedance of the PWAS. Often 
this approach is executed by gathering a baseline electromechanical impedance spectrum 
(EMIS) of a pristine structure to then monitor any changes that may arise thereafter. The 
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electromechanical impedance of the PWAS is also important to monitor during other SHM 
methods using the PWAS, such as acoustic emission monitoring and active SHM via the 
pitch-catch method. 
 The findings from Qing et al. in ref [22] suggest that the adhesive layer and its 
thickness and modulus play a key role in the performance of the piezoelectric sensor. 
Experimental results from their work showed that increasing the adhesive layer thickness 
affects the electromechanical impedance and the resonant frequency of the piezoelectric 
elements, as well as the amplitude of the signal received. In Figure 2.2a, we see this 
alteration of the electromechanical impedance and resonant frequency of the piezoelectric 
element. As the adhesive bond layer is increased from 10-120μm, the real part of the 
impedance (Ω) gradually, yet significantly, increases and experiences a shift left in the 
resonant frequency. Figure 2.2b shows the relationship between the adhesive thickness and 
the sensor signal amplitude and frequency. We see that at 500 kHz frequency, the 
amplitude of the signal experiences significant increase as the adhesive layer thickness 
increases from 10-40μm. After the adhesive thickness reaches ~40μm, it was observed that 
the amplitude of the signal experiences only slight change. 
 
Figure 2.2 Effect of adhesive layer thickness on the (a) real part of impedance of PZT 
sensor (PWAS) (b) amplitude of the PZT sensor signal [22] 
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 In Figure 2.3, Qing et al. show the sensor signal at adhesive layer thicknesses of 
10μm and 40μm. Here it is observed that at lower frequency near 50 kHz, the actuating 
PZT sensor signal is stronger with a thin (10μm) adhesive layer than it is with a thicker 
(40μm) adhesive layer. At higher frequency near 500 kHz, it is observed that at lower 
frequency near 50 kHz, the actuating PZT sensor signal is weaker with a thin (10μm) 
adhesive layer than it is with a thicker (40μm) adhesive layer. From Figure 2.2a and a more 
zoomed-in Figure 2.4, we see that the real part of the impedance of the PZT element 
decreases as the bond layer thickness increases at low frequency, near 50 kHz. At higher 
frequency, near 500 kHz, the opposite is true, as the real part of the impedance increases 
significantly as the adhesive layer thickness increases, due to the resonant frequency peak. 
Hence, it is clear that there is a better mechanical coupling between the PZT sensor and the 
substrate at higher frequency (500 kHz) with a thicker adhesive layer (40μm) than with a 
thinner adhesive layer (10μm), while the opposite is true at low frequency (50 kHz). 
 
 
Figure 2.3 Comparison of sensor signals for adhesive layer thicknesses 




Figure 2.4 Real part of impedance of PZT at different 
adhesive layer thickness [22] 
 Islam et al. [25] and [26] investigated the effects of the adhesive layer on the 
admittance of a bonded PWAS via mode identification, parametric studies, and 
experimental validation. This work showed that the effect of the adhesive layer is partially 
governed by two parameters, the shear transfer parameter and the thickness-shear modulus 
ratio. These effects manifested in shifts in the admittance plot resonant frequencies related 
to these two parameters. This work also suggested and showed that there exists an optimal 
adhesive layer thickness at which longitudinal and/or flexural pitch-catch signals can be 
maximized. Ha et al. [27] used a hybrid spectral element finite element model (FEM) to 
show how the signal amplitude change as a result of change in adhesive layer thickness can 
be physically attributed to the resonant and shear lag effects. 
 Similar to the adhesive layer, soldering the leads of connecting wires to the 
electrodes of the PWAS is an important step in the process of applying a PWAS for SHM 
use. We hypothesize that, similar to the adhesive layer, this soldering may have an impact 
on the general performance of the PWAS. Hu et al. [28] showed that the solder points on a 
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PWAS increase the temperature rise of adjacent piezoelectric material significantly. 
However, few investigations on the overall effect on PWAS performance of the soldering 
of wire leads to the PWAS electrodes appear in the literature. 
2.2 EXPERIMENTAL INVESTIGATION OF THE EFFECT OF ADHESIVE LAYER ON 
THE PERFORMANCE OF PWAS 
2.2.1 Experimental Setup 
 To experimentally assess the impact the adhesive layer has on the performance of 
a PWAS, an aluminum 2024-T3 specimen is used, which simulates a material and situation 
common in aircraft and spacecraft. The aluminum specimen was equipped with four 
PWAS, each bonded at a different adhesive layer thickness, and a non-reflective boundary 
(NRB) made out of clay to damp wave reflections from the specimen edges, as seen in 
Figure 2.5a. The dimensions of the specimen are as follows: length = 102 mm; width = 102 
mm; thickness = 1 mm, as shown in Figure 2.5b.  
 
Figure 2.5 (a) Aluminum 2024-T3 specimen equipped with four PWAS and a non-
reflective boundary (NRB) (b) schematic of the aluminum specimen showing 




 As mentioned, each of the four PWAS bonded to the structure was bonded with a 
different adhesive layer thickness to allow for investigation into this adhesive layer’s 
effects. To control the cured adhesive layer thickness, different pressures were applied 
(throughout the entire cure cycle) to the sensors. After cure, the thickness of the adhesive 
layer was measured using a digital micrometer. As shown in Figure 2.6, a digital 
micrometer was used to measure the distance between the top surface of the bonded PWAS 
and the bottom surface of the aluminum plate it is adhered to. From this measurement, we 
are able to obtain the adhesive layer thickness, noting the small (~5μm) decrease in plate 
thickness at the location of the PWAS due to the sanding performed during surface 
preparation. The thickness of the PWAS itself was also specifically measured using the 
same digital micrometer before bonding to the aluminum substrate. 
 
Figure 2.6 Process for measuring adhesive layer using digital micrometer 
 Figure 2.7 shows the measurements of the adhesive layer of each bonded PWAS. 
Each number represents a measurement taken at that approximate location. We notice that, 
consistent with experimental investigations found in the literature, the adhesive layer is not 
perfectly uniform in thickness across the whole PWAS, with slight variations of up to 
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~4μm in this case. We observe average adhesive layer thicknesses of 8μm, 15μm, 32μm, 
and 52μm for the top left, bottom left, bottom right, and top right PWAS, respectively. This 
variation in adhesive thickness of PWAS bonded to the same structure affords us the ability 
to investigate how this adhesive layer impacts the overall performance of the PWAS for 
SHM purposes. 
 
Figure 2.7 Adhesive layer measurements at various 
locations on each PWAS 
 To assess the effect of varying adhesive thickness on the performance of the PWAS, 
the two indicators of effect that we will investigate will be (a) how the PWAS senses a 
waveform traveling through the structure (similar to that of the acoustic emission sensing 
method for SHM) and (b) the electromechanical impedance (EMI) of the PWAS. Figure 
2.8 shows the equipment and hardware used to gather and analyze the data of these two 
parameters of performance. Electromechanical impedance measurement was captured 
using the Bode 100 Vector Network Analyzer from Omicron Lab© and analyzed using the 
Bode Analyzer Suite software on Windows®. To gather and analyze the waveforms sensed 
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by each PWAS, the software AEwinTM from Physical Acoustics Corporation, a subsidiary 
of the MISTRAS Group, Inc. is used. The AEWinTM software is a Windows®-based 
program used for real-time “simultaneous” acoustic emission (AE) features and waveform 
processing, display, storage, and replay. 
 
Figure 2.8 Setup of equipment used to capture and analyze PLB waveform signals and 
to measure and analyze the electromechanical impedance spectrum (EMIS) 
of the bonded PWAS 
2.2.2 Electro-mechanical Impedance Spectroscopy (EMIS) 
 To evaluate the electromechanical coupling between the PWAS and the host 
structure, the electromechanical impedance spectrum (EMIS) is evaluated. It is important 
to note that prior to bonding, sets of PWAS were filtered based on their “free” (unbonded) 
capacitance and EMIS. Specific PWAS were selected whose “free” capacitance and EMIS 
were approximately equivalent. This is an important step in the setup because it ensures 
that any deviations in these parameters post-bond have some physical origin unrelated to 
30 
 
any minuscule manufacturing differences that may exist amongst a random sample set of 
PWAS. 
 In Figure 2.9, we see the results of the electromechanical spectroscopy of the four 
PWAS bonded with adhesive layer thicknesses of 8μm, 15μm, 32μm, and 52μm. At the 
higher frequency resonant peak (~830kHz), we notice a significant trend related to the 
adhesive layer thickness: the resonant peak decreases in frequency and increases in 
magnitude (real part of the impedance, Ω) as the adhesive layer increases in thickness from 
8μm to 52μm. This trend follows what is observed in the literature and specifically what is 
shown in ref. [22]. At the lower frequency peak (~415kHz), the thinnest and thickest 
adhesive layer indeed show the lowest and the highest magnitudes of real part of impedance 
amongst the four, respectively. However, the intermediate two adhesive thicknesses are 
opposite the trend seen in the literature and seen at the higher frequency peak. This may be 
due to some other factor that was difficult to maintain perfectly constant with each PWAS. 
As for the value of the resonant frequency, at this lower frequency near ~415kHz, the trend 
observed in the literature and observed at the higher frequency (~830kHz) in this 
experiment is not entirely observed here. Instead, we see the PWAS with the 52μm 
adhesive layer showing the highest resonant frequency and the PWAS with the 8μm 
adhesive layer showing the lowest resonant frequency. While these ae consistent with the 
literature and with the trend at the higher frequency peak (~830kHz), the PWAS with the 




Figure 2.9 Electromechanical impedance spectrum (EMIS) for four PWAS bonded with 
various adhesive thicknesses 
2.2.3 AE Waveform Sensing 
 To evaluate the way the adhesive layer thickness impacts the PWAS’s ability to 
sense ultrasonic elastic waves, we utilized a Hsu-Nielson source, also known as a pencil 
lead break (PLB). Used commonly in the literature, a PLB is a reproducible acoustic 
emission test source used to simulate acoustic emission signals in a solid medium. A pencil 
lead break test involves breaking a 0.5 mm diameter pencil lead from its tip by pressing it 
at an angle onto the surface of the monitored structure until it snaps. Doing this generates 
an intense acoustic wave/signal which is similar to that of a natural acoustic emission that 
might be sensed by the PWAS. By doing this, we can evaluate distinctions in the sensed 
PLB wave signals in the sensors with various adhesive layer thicknesses. A schematic of 




Figure 2.10 Schematic of reproducible pencil lead break (PLB) acoustic emission test 
source (Hsu-Nielson source) 
 In Figure 2.11, we see the results of a pencil lead break source executed at the 
geometric center of the square specimen, equidistant from each of the four PWAS. While 
multiple PLBs were executed, this one shows the common trend of the set of signals. We 
notice that, shown by the yellow circles, the time-domain waveform is gradually, slightly 
distorted as the adhesive thickness increases. In the frequency domain, we also notice a 
difference at the low-frequency range, noted by the green circle, with the thinner adhesive 
layers showing two low-frequency peaks near each other at ~25kHz and ~45kHz, while the 
thicker adhesive layers showing a wider, more distributed peak from ~25kHz to ~45kHz. 
We most significantly notice that, noted by the red circle, in the frequency domain at higher 
frequency near ~425kHz to ~470kHz, the PWAS with the very thin adhesive layer of ~8μm 
shows poor ability to pick up wave information in this frequency range. The two PWAS 
with the thicker adhesive layers of 32μm and 52μm show the best ability to pick up wave 
information in this higher frequency range. This phenomenon is very consistent with the 




Figure 2.11 Pencil lead break (PLB) signals received from four PWAS of different 
adhesive layer thicknesses: (a) ~8μm (b) ~15μm (c) ~32μm (d) ~52μm 
2.3 EXPERIMENTAL INVESTIGATION OF THE EFFECT OF SOLDERING ON THE 
PERFORMANCE OF PWAS 
2.3.1 Experimental Setup 
 Similar to the adhesive layer, we believe the soldering of connecting wires to the 
electrodes of the PWAS could play a role in the performance of the PWAS. To evaluate 
this impact on performance, we conducted experiments where the configuration of 
soldering was varied, including location and quantity of solder. An aluminum 2024-T3 
specimen was fabricated to the dimensions of length = 406mm, height = 102mm, thickness 
= 1mm. This experimental specimen is shown in Figure 2.12, where we also see the 
equipment used in the setup of the experiment. Similar to the adhesive layer thickness 
experiment, to assess the effect of varying solder configurations on the performance of the 







senses a waveform traveling through the structure (similar to that of the acoustic emission 
sensing method for SHM) and (b) the electromechanical impedance (EMI) of the PWAS. 
Electromechanical impedance measurement was captured using the Bode 100 Vector 
Network Analyzer from Omicron Lab© and analyzed using the Bode Analyzer Suite 
software on Windows®. To gather and analyze the waveforms sensed by each PWAS, the 
software AEwinTM from Physical Acoustics Corporation, a subsidiary of the MISTRAS 
Group, Inc. is used. The AEWinTM software is a Windows®-based program used for real-
time “simultaneous” acoustic emission (AE) feature and waveform processing, display, 
storage, and replay. Figure 2.12 shows the setup of how this equipment is used. 
 
Figure 2.12 Aluminum 2024-T3 specimen of length 406 mm and height 102 mm 
equipped with six PWAS and a non-reflective boundary 
 To understand the effects the solder may have on the performance of the PWAS, 
different soldering configurations are investigated. A typical circular 7mm-diameter 
PWAS used in experiments is shown in Figure 2.13. Here, we see that the PWAS is 
manufactured with a red and black wire pre-soldered onto the surface electrodes. As shown 
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in Figure 2.14, the four solder configurations used in our experiment involve (a) minimal 
amount of solder connecting the system wires (blue, connect to hardware systems) to 
manufactured lead wires of PWAS (b) excessive amount of solder connecting the system 
wires to manufactured lead wires of PWAS (c) minimal amount of solder connecting 
system wires directly to electrodes on the surface of the PWAS (d) excessive amount of 
solder connecting system wires directly to electrodes on the surface of the PWAS. These 
configurations will allow us to observe the impact of both the soldering quantity and 
location. 
 
Figure 2.13 A typical circular 7mm-diameter PWAS 
used in experiments 
 
Figure 2.14 Various soldering configurations used: (a) minimal amount of 
solder connecting system wires to manufactured lead wires of 
PWAS (b) excessive amount of solder connecting system wires 
to manufactured lead wires of PWAS (c) minimal amount of 
solder on PWAS surface electrodes (d) excessive amount of 







 The six PWAS on the specimen were first soldered using configurations (a), and 
pencil lead break waveforms and electromechanical impedance spectrums were gathered. 
Then the soldering configuration was changed to each of the other three described 
arrangements and the same data was collected at each different configuration. The 
following sections will show the results and analysis of this gathered data. 
2.3.2 Electro-mechanical Impedance Spectroscopy (EMIS) 
 To evaluate the electromechanical coupling between the PWAS and the host 
structure, the electromechanical impedance spectrum (EMIS) is evaluated. It is important 
to note that prior to bonding, sets of PWAS were filtered based on their “free” (unbonded) 
capacitance and EMIS. Specific PWAS were selected whose “free” capacitance and EMIS 
were approximately equivalent. This is an important step in the setup because it ensures 
that any deviations in these parameters post-bond have some physical origin unrelated to 
any minuscule manufacturing differences that may exist amongst a random sample set of 
PWAS. 
 In Figure 2.15 and Figure 2.16, we see the results of the electromechanical 
impedance spectroscopy done for two of the six PWAS on the specimen, each showing the 
spectroscopy as the PWAS is set up with the four different aforementioned configurations. 
As we observe from the figures, some common trends are explicitly clear. First, we notice 
that at the higher frequency resonant peak near ~800kHz, the two soldering configurations 
shown in blue and yellow, which represent the case (a) and (b) where solder is applied to 
the existing, manufactured lead wires, the plots are almost precisely the same. The yellow 
plot, representing case (a), is hidden behind the plot of the case (b), shown in blue. Then, 
as seen with the red plot, if system wires are soldered directly to the surface electrodes with 
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minimal solder material, there is a magnitude drop in the real part of the impedance (Ω). 
When excess solder is used to connect to these surface electrodes, another drop in high-
frequency resonant peak amplitude is observed. This trend is shown strongly in both 
PWAS. 
 At the lower frequency resonant peak near ~400kHz, a trend is observed in both 
PWAS where the soldering configuration (a), where minimal solder is applied to the 
manufactured lead wires, shows the strongest amplitude at the resonant peak. Then, for 
PWAS B1, we see a result similar to that of the high-frequency resonant peak, where the 
configuration (b), shown in blue, is almost the exact same as configuration (a). For PWAS 
B2, this peak for configuration (b) is slightly lower in amplitude to an intermediate value, 
where the peak for configuration (c) appears in both PWAS. The most explicitly clear trend 
at this low frequency, which occurs with both PWAS B1 and B2, is how adding excess 
solder material when soldering to the surface electrodes, as described in configuration (d), 
both decreases the resonant peak amplitude and shifts the resonant frequency to a slightly 
higher value. This trend is seen significantly for both PWAS. In general, we hypothesis 
two possible reasons for the observed results. First, when soldering the system wires 
directly to the surface electrodes, whether minimal or excessive, the PWAS and its 
operational elements become directly exposed to extremely elevated temperatures of 
approximately 600˚+. This intense thermal exposure may have an impact on the sensors 
internal operational elements that manifests in a drop in resonant frequency peak 
amplitude. Second, we believe that adding excess solder material directly to the surface of 
the PWAS may engage with and modify the mass and/or stiffness of the PWAS 




Figure 2.15 Electromechanical impedance spectrum (EMIS) for PWAS B1 on the 
specimen when soldered with various configurations 
 
Figure 2.16 Electromechanical impedance spectrum (EMIS) for PWAS B2 on the 





2.3.3 AE Waveform Sensing 
 To evaluate the way the soldering configuration impacts the PWAS’s ability to 
sense various waves, we utilized a pencil lead break (PLB) reproducible acoustic emission 
source, as described in detail in section 2.2.3 and seen in Figure 2.10. The results of PLBs 
executed 18mm below both PWAS B1 and PWAS B2, with each of the four 
aforementioned soldering configurations, are seen in Figure 2.17 and Figure 2.18. Here, 
we notice a few trends that may be indicative of an effect of the various soldering 
configurations. 
 First, in the time domain of the PLB at both PWAS B1 and B2, we notice that when 
an excess amount of solder is applied to the surface of the PWAS, there occurs a slight 
distortion in the lower amplitude wave packet. Next, we see in the frequency domain a 
consistent peak near ~45kHz for each of the four solder configurations with both PWAS 
B1 and B2. Another strong trend noticed is that, for both PWAS B1 and B2, the frequency 
rejection point near ~200kHz decreases by ~25kHz for the soldering configuration 
involving excess solder on the surface of the PWAS. The final trend observed is with regard 
to the higher frequency rejection point, which appears near ~350kHz for PWAS B1 and 
near ~325 for PWAS B2. Here, we see this rejection point increase/flatten for PWAS B1, 




Figure 2.17 Pencil lead break waveforms received at PWAS B1 for each of the soldering 




Figure 2.18 Pencil lead break waveforms received at PWAS B2 for each of the soldering 
configurations (a), (b), (c), and (d) described in the text 
2.4 SUMMARY AND CONCLUSION 
 To utilize the piezoelectric wafer active sensor (PWAS) for structural health 
monitoring techniques, it is important that we understand each operational parameter that 
plays a role in its performance. In this chapter, we investigated the effect that both the 
adhesive layer thickness and the soldering configuration have on the overall performance 
of the PWAS. To do this, data were collected regarding electromechanical impedance 
spectroscopy (EMIS) and acoustic emission test source waveform sensing while varying 
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the adhesive thickness and the soldering configuration. Some notable trends were observed 
in the data.  
 With regards to the adhesive layer thickness, our results showed a considerable 
correlation/trend that, consistent with the results found in the literature, the resonant 
peak(s) of the electromagnetic impedance spectrum (EMIS) decreases in frequency and 
increases in magnitude (real part of the impedance, Ω) as the adhesive layer increases in 
thickness from 8μm to 52μm. We also observe that, again consistent with finings in the 
literature, there exists an ability to pick up stronger wave signal at certain frequencies as 
the adhesive layer thickness is changed. At thinner adhesive layers near 8μm, an inferior 
ability to sense waveform information near higher frequencies of ~425kHz to ~470kHz 
exist when compared to a PWAS bonded with a thicker adhesive layer near 52μm. 
 For the investigation into the impact that the soldering configuration has on the 
PWAS performance, unique experimentation and data not found in the literature was 
conducted and collected. In analyzing the results for the electromagnetic impedance 
spectroscopy (EMIS), some significant trends were observed leading to two hypotheses. 
First, when soldering the system wires directly to the surface electrodes, whether minimal 
or excessive in quantity, the PWAS and its operational elements become directly exposed 
to extremely elevated temperatures of approximately 600+˚F. This intense thermal 
exposure may have an impact on the sensors internal operational elements that manifests 
in a drop in resonant frequency peak amplitude. Second, we believe that adding excess 
solder material directly to the surface of the PWAS may engage with and modify the mass 
and/or stiffness of the PWAS significantly enough to generate a slight increase in resonant 
frequency. As we analyze the PLB waveforms sensed by the PWAS with different 
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soldering configurations, it can be observed that excess solder on the surface of the PWAS 
creates significant distortion in both the time-domain and frequency-domain content of the 
wave. 
 In conclusion of the investigation into the two important parameters of adhesive 
layer and soldering configuration, an optimal case is suggested. For the purpose of using 
piezoelectric wafer active sensors (PWAS) for SHM acoustic emission (AE) techniques, 
two suggestions for optimal use can be proposed from this experimental work. First, the 
PWAS should be bonded to the substrate with an adhesive layer thickness of ~30μm to 
~55μm. Second, the system wires used to complete the circuit to transmit signals should 
be soldered to the ends of the manufacturer-provided wire leads as opposed to soldered 
directly to the PWAS surface electrodes. An excess quantity of solder applied directly to 
the PWAS should be avoided explicitly due to its negative impacts on the PWAS 
performance capabilities. 
 A detailed guide to appropriate techniques to bond a PWAS to a host metallic 






IN SITU EXPERIMENT: LOW CYCLE FATIGUE TO GENERATE AND 
CAPTURE ACOUSTIC EMISSION WAVES 
3.1 STATE OF THE ART ALUMINUM FATIGUE AE FEATURE EXTRACTION 
 To experimentally explore and attempt to validate analytical and numerical acoustic 
emission predictions, fatigue experiments have been performed to capture acoustic 
emission waveforms. As previously discussed, there are many factors that can impact the 
characteristics of an acoustic emission sensed during structural health monitoring. The 
actual source mechanisms, which we discussed in detail in section 1.5, along with other 
confounding factors, are important to analyze during an acoustic emission sensing process. 
Ref. [18] explores an in-depth AE hit signature and waveform analysis for signals received 
during a fatigue experiment. This waveform signature analysis, which includes many 
details from time-domain wave analysis to frequency-domain content analysis and more, 
is explained in this section.
3.1.1 Fatigue Experiment Set-up and Procedure 
 In ref. [18], the specimen used for fatigue loading and AE monitoring had the 
following dimensions: length = 304 mm; width = 100 mm; thickness = 1 mm. The 
specimen was aircraft-grade aluminum 2024-T3. The specimen was placed into an MTS 
machine for fatigue loading of the range 2.3 kN – 23 kN (6.5% and 65% of the tensile yield 
strength of Al-2024 T3, 345 MPa) with a loading frequency of 4 Hz. The crack was grown 
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to 20 mm and then the specimen was removed from the machine and properly equipped 
with AE sensing transducers and equipment. A PWAS was bonded to the specimen 5 mm 
from the crack using M-Bond 200. A strain gage was bonded to the specimen to capture 
and monitor loading simultaneous to the AE sensing. This was useful for grouping AE 
signals based on the load during the fatigue cycle at which they occurred. A non-reflective 
boundary (NRB) made of clay was applied to the specimen to reduce and eliminate wave 
reflection in the specimen occurring at the edges. A bandpass filter which filtered signals 
between 30 kHz and 700 kHz along with MISTRAS AE instrumentation and software were 
also used. A diagram of the fatigue specimen described and used in this experiment is seen 
below in Figure 3.1. 
 
Figure 3.1 Diagram of fatigue specimen used in 




 After all instrumentation was applied to the sensor to prepare it for acoustic 
emission monitoring, the specimen was loaded back into the MTS machine. During this 
AE monitoring, the load and loading frequency were reduced to assist in monitoring the 
crack growth. The load was reduced to sinusoidal loading between 1.23 kN and 12.3 kN 
with a loading frequency of 0.05 Hz, rendering a low cycle fatigue (LCF) experiment. 
3.1.2 Results 
 Using the simultaneous capture of acoustic emission hits and strain gage load 
monitoring, the AE hits can be plotted on the loading curve. This helps for some grouping 
of the signals based on the load at which they occur. Figure 3.2 shows a plot of 50 fatigue 
cycles and the simultaneous AE signals captured during those cycles. 
 
Figure 3.2 Fatigue loading showing simultaneous AE sits captured with PWAS 
 Using this information of the load at which the AE signals occurred, as well as 
subjective analysis of the time and frequency domain of the waveforms of each signal, 
these signals were grouped into eight separate groups. Group A signals had significantly 
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similar time and frequency domain waveform characteristics and occurred fairly 
consistently at an amplitude of 72 dB and at 84% of the maximum fatigue load. Notable 
frequency domain information for Group A waves included frequency peaks at ~50 kHz, 
~100 kHz, and 350 kHz. Group B waveforms occurred at an amplitude of 96 dB and at 
78% of the maximum load, with major frequency domain content of peaks at ~60 kHz, 
~100 kHz, and ~230 kHz. Group B waveforms also showed a frequency rejection point at 
~450 kHz. Waveforms, including the time domain and frequency domain, of groups A and 
B can be seen in Figure 3.3 below. 
 
Figure 3.3 (a) Group A waveform typical time and frequency domain plots (b) Group B 
waveform typical time and frequency domain plots 
 Group C had significant frequency content at ~30 kHz and ~100 kHz and occurred 
at an average of 81% of the maximum fatigue loading. A typical Group C signal can be 
seen in Figure 3.4. Group D signals were not as common and occurred only in the first 300 
seconds of fatigue loading. Group D signals occurred at 78% of the maximum fatigue 
loading with significant frequency content at ~230 kHz, ~450 kHz, and ~550 kHz. A 




Figure 3.4 Group C waveform typical time and 
frequency domain plots 
 
Figure 3.5 (a) Group D raw waveform (b) denoised 
Group D waveform (c) frequency domain 
plot for Group D 
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 Group E signals were generally clustered in groups of two or three and occurred 
during every loading cycle. Of each sub-group, the first hit had the highest amplitude. 
These signals occurred between 51% and 58% of the maximum fatigue load and began to 
appear after about 250 seconds into the cyclic loading. Group E signals had significant 
frequency peaks at ~30 kHz, ~60 kHz, and ~200 kHz. Figure 3.6 shows a typical Group E 
signal. 
 
Figure 3.6 Group E waveform typical time and 
frequency domain plots 
 Group F signals occurred in every fatigue cycle at about 57% of the maximum 
fatigue load and occurred at times similar to those in Group E. Group F also had similar 
significant frequency content as Group E, with an additional frequency peak at ~450 kHz. 
Figure 3.7 shows a typical Group F waveform. 
 Group G signals occurred irregularly throughout the 50 fatigue cycles and occurred 
between 78% and 81% of the maximum fatigue load. Group G had similar significant 
frequency content as Group C with the exception of slightly different low-frequency 




Figure 3.7 Group F waveform typical time and 
frequency domain plots 
 
Figure 3.8 Group G waveform typical time and 
frequency domain plots 
 Group H signals occurred the least often in the 50 fatigue cycles analyzed and 
occurred at only about 23% of the maximum load. Group H had significant frequency 




Figure 3.9 Group H waveform typical time and 
frequency domain plots 
3.2 LOW CYCLE FATIGUE (LCF) EXPERIMENT 
3.2.1 Experimental Set-up 
 To simulate a material and situation common in aircraft and spacecraft, an 
aluminum 2024-T3 specimen is used. The dimensions of the specimen are as follows: 
length = 304 mm; width = 101 mm; thickness = 1 mm. To create stress concentration at 
the center of the plate and guarantee that a crack will grow at that location, a 1 mm hole is 
drilled through the thickness at this geometric center. The specimen was loaded into an 
MTS machine which would allow for cyclic fatigue loading. The specimen was gripped 
from the edge of the specimen to 2 inches on both the top and bottom. 
 In aircraft material testing, fatigue loading of 6.5% to 65% of the tensile yield 
strength of the material is common. For aluminum 2024-T3, as used in this experiment, the 
tensile yield strength is 346 MPa. To achieve levels of 6.5% and 65% of this yield strength 
in a specimen of the aforementioned dimensions, a fatigue loading cycle of lower limit 2.2 
kN and upper limit 22 kN was applied to the specimen (R = σmin/σmax = 0.1). This loading 
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was used to initiate and grow the fatigue crack at the center to ~21.5mm in length. This 
crack length was measured using ruler tape applied to the specimen directly above the 
crack, as well as an eddy current measurement using the Eddyfi® equipment. Figure 3.10 
shows the resulting eddy current measurement showing a crack of ~21.5 mm. In the MTS 
machine used in this experiment, two load cells are available. The first has a maximum 
load of 50,000 lbf and the other has a maximum load of 5,000 lbf. It is general 
understanding in material testing using these machines that at and below 10% of the 
maximum load of the given load cell, the accuracy of prescribed loading decreases 
significantly. Since the desired loading for this experiment only reaches ~4950 lbf, the 
5,000 lbf load cell was chosen for best accuracy. The crack initiation occurred at about 
35,000 fatigue loading cycles and an additional 4,571 cycles were executed to grow the 
crack to the ~21.5mm. A detailed guide to operating the MTS machine for fatigue loading 
is provided in Appendix B. 
 After the crack was grown, the specimen was removed from the machine to apply 
clay as a non-reflective boundary (NRB). The purpose of this non-reflective boundary is 
to damp out and eliminate the reflecting acoustic emission waves from the edges of the 
specimen. To receive AE signals in the specimen, two piezoelectric wafer active sensors 
(PWAS) and two S9225 sensors were utilized. The two PWAS were structurally bonded 
to the specimen on one side using M-Bond AE-15 at distances of 5 mm and 25 mm from 
the crack. These distances were used to evaluate both near-field and far-field waves. The 
S9225 sensors were bonded using hot glue to the other side of the crack at the same 
distances as the PWAS. On the other side of the specimen, a strain gauge was applied using 
M-Bond AE-15 at a distance of 35 mm from the crack to monitor the fatigue loading and 
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ensure the prescribed amounts in the MTS software matched the intended load levels. 
Figure 3.11 shows a depiction of this experimental setup of the fatigue specimen. 
 
Figure 3.10 Eddy current measurement after initial 
crack growth and before AE data 
collection. Crack length: ~21.5 mm 
 
Figure 3.11 Schematic showing the setup of the LCF 
experimental specimen with applied AE sensors, 
strain gauge, and non-reflective boundary (NRB) 
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 After all sensors and the non-reflective boundary were applied, the specimen was 
loaded back into the MTS machine, and beginning operational procedures were done to 
ready the machine for testing. Figure 3.12 shows the specimen fully-equipped and loaded 
into the MTS machine ready for fatigue loading. For the acoustic emission fatigue test, the 
software AEwinTM from Physical Acoustics Corporation, a subsidiary of the MISTRAS 
Group, Inc. is used to monitor the acoustic emission signals received. The AEWinTM 
software is a Windows®-based program used for real-time “simultaneous” acoustic 
emission (AE) feature and waveform processing, display, storage, and replay. Figure 3.13 
shows a screen capture of the graphical user interface (GUI) of the AEWinTM software used 
for this experiment. 
 
Figure 3.12 Aluminum 2024-T3 cracked specimen equipped with sensors and non-




Figure 3.13 Graphical user interface (GUI) for AEWinTM used to capture, store, and 
analyze acoustic signals during fatigue test 
 Within the AEWinTM software, a threshold of signals to be received and processed 
has to be set. This threshold is chosen based on the environmental noise that is picked up 
but not desired. To set the threshold, the environmental noise signals are evaluated for 
amplitude and the threshold is set 2 dB above the noise. A common reproducible acoustic 
emission test source in the research for simulating AE signals in a solid medium is a pencil 
lead break (PLB). This pencil lead break involves breaking a 0.5mm diameter pencil lead 
on the specimen by pressing it at an angle against the surface and allowing it to snap. This 
generates a significant acoustic signal, similar to a natural strong burst AE signal that a 
sensor might pick up. A test PLB was executed on the specimen to ensure all sensors were 
operating properly. Time of arrival and amplitude of the signal sensed at each sensor were 
used to make this evaluation. Generally, the PWAS had a slightly higher amplitude than 
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the S9225 due to the PWAS ability to also sense in-plane motion along with the out-of-
plane motion. 
 Before continuing the fatigue loading, eddy current measurement was taken again 
to ensure the length of the crack. The result again showed a result of a ~21.5 mm crack as 
depicted in Figure 3.10. To evaluate the bond conditions of the two PWAS and capture a 
baseline measurement to gauge off of as testing progress, an impedance measurement was 
captured using the Bode 100 Vector Network Analyzer (electromechanical impedance) 
from Omicron Lab© and assessed using the Bode Analyzer Suite software on Windows®. 
A picture of the crack was taken using a camera before any of the fatigue AE testing was 
conducted. Again, the 5,000 lbf load cell in the MTS machine was selected to conduct the 
fatigue because of its better accuracy within the low load levels used in this fatigue test. 
Figure 3.14 shows the full set-up of the fatigue experiment with all the hardware and 
software used. 
 
Figure 3.14 Entire low cycle fatigue experimental set-up to capture and evaluate acoustics 
emissions of cracked specimen 
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3.2.2 LCF Crack Growth Experimental Procedure 
 After all of the set-up was completed and the fully-equipped specimen was loaded 
into the MTS machine, the acoustic emission fatigue experiment began. With the upper 
and lower bounds of loading set at 12.3 kN and 1.23 kN, respectively, the specimen was 
cyclically loaded according to various low frequencies ranging from 0.05 Hz to 2 Hz. 
Throughout the fatigue loading, the strain gauge was used to gather live load data as 
opposed to the reading from the load cell to ensure synchronization of acoustic emission 
hits on AEWinTM and loading values, as well as ensuring accurate load readings. The crack 
was monitored and recorded visually using the Basler ace camera and the Pylon viewer 
software on the computer. To make sure to get the best measurement of the crack length, 
the loading was paused at the maximum load with the crack opened up temporarily to allow 
for eddy current measurement and a static picture of the crack, both to monitor the length 
of the crack as it progressed. Impedance spectroscopy was also intermittently conducted to 
ensure bonding of the PWAS to the specimen has not changed. When the bond quality of 
a PWAS experiences a change, a change in the electromechanically impedance spectrum 
results.  
 Figure 3.15 shows a flowchart of information gathered and monitored during the 
LCF experimental procedure, including crack monitoring, acoustic emission monitoring, 
and PWAS bond quality evaluation. The aforementioned pieces of equipment, such as the 
impedance analyzer, AEWinTM software, Eddyfi eddy current machine, etc. are also shown 




Figure 3.15 Flow of hardware and software used in LCF experimental procedure to 
monitor crack length, gather acoustic emission data, and evaluate PWAS 
bond state 
3.2.3 Results 
 In 5,320 fatigue loading cycles, the crack was grown from ~21.5 mm to ~23 mm 
according to the periodically-taken eddy current measurements. These eddy current 
measurements are shown in Figure 3.16 at crack lengths of (a) ~21.5 mm (b) ~22.5 mm (c) 
~23 mm. After cross-checking eddy current measurements with visual evaluation of crack 
length from the human eye and the taped ruler, it could be understood that the red area in 
Figure 3.16 is what can be seen with the human eye and the yellow, green and light blue 




Figure 3.16 Eddy current measurement of crack lengths (a) ~21.5 mm (b) ~22.5 mm (c) 
~23 mm 
 A log of the sections of fatigue cycles and their respective loading frequency, crack 
length, and number of cycles from our experiment is presented in Figure 3.17.  
 




 The following sections will give detail of acoustic emission waveform grouping of 
signals received during our fatigue experiment at various loading frequencies. During these 
scenarios, the specimen was fatigue loaded to a maximum load of 12.3 kN (2765 lbf) with 
an R=0.1 (i.e., lower fatigue level is 1.23 kN) and various loading frequencies. During the 
acoustic emission sensing, the fatigue load was also simultaneously recorded for each 
different loading frequency. Each of the four acoustic emission sensors mounted to the 
specimen captures signals during these cycles. 
Waveform groups for 60 cycles at 0.5 Hz 
 A plot showing the signal hits received by the sensors during 60 cycles at 0.5 Hz is 
shown in Figure 3.18. Based on subjective analysis, which included analysis of the time 
and frequency domains of the waveforms along with understanding of the load level at 
which they occurred, the set of signals sensed during this section of the experiment were 
grouped in two distinct groups. A plot which shows a zoomed-in look at 10 of the fatigue 
cycles is shown in Figure 3.19. It is noticed that the far-field S9225 sensor seems to be 
performing inadequately and showing significantly lower amplitude. We also see that all 
hits occurred during loading as opposed to unloading. Most of the signals received occurred 
at a load which was 87% of the maximum fatigue load, i.e., 10.7 kN (2405.55 lbf). A few 
hits were also received at a load of 42% of the maximum fatigue load limit, i.e., 5.2 kN 




Figure 3.18 Received AE signals and simultaneous loading plot for 60 cycles at 0.5 Hz 
 
Figure 3.19 Zoomed-in look at 10 fatigue cycles at 0.5 Hz which shows the two distinct 
groups in yellow 
 The group 1 signals, which had notably similar waveform characteristics, had 
significant frequency peaks at ~150 kHz, ~275 kHz, and ~375 kHz. An archetypal group 1 
AE wave as sensed by all four transducers can be seen in Figure 3.20. These group 1 waves 
generally occurred at 87% of the maximum fatigue load. At some few instances, a group 1 
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wave would occur at 42% of the maximum fatigue load. The frequency domain of the 
waves are processed using the fast Fourier transform (FFT) in MATLAB®. Group 2 signals 
had a significant frequency peak at ~150 kHz. These group 2 hits also occurred at 87% of 
the maximum fatigue load but generally had lower amplitudes than those of group 1. An 
archetypal group 2 AE wave as sensed by all four sensors with the exception of the far-
field S9225 sensor can be seen in Figure 3.21. 
 
Figure 3.20 Typical group 1 AE waveform as sensed during 0.5 Hz fatigue loading by (a) 
PWAS 1 (near-field), (b) S9225 1 (near-field) (c) PWAS 2 (far-field) (d) 




Figure 3.21 Typical group 2 AE waveform as sensed during 0.5 Hz fatigue loading by (a) 
PWAS 1 (near-field), (b) S9225 1 (near-field) (c) PWAS 2 (far-field) 
Waveform groups for 60 cycles at 0.25 Hz 
 A plot showing the signal hits received by the sensors during 60 fatigue cycles at 
0.25 Hz loading frequency is shown in Figure 3.22, along with the simultaneous loading 
curve. Based on subjective analysis, which included analysis of the time and frequency 
domains of the waveforms along with understanding of the load level at which they 
occurred, the set of signals sensed during this section of the experiment were also grouped 
in two distinct groups, similar to the case with loading frequency of 0.5 Hz. A plot which 
shows a zoomed-in look at 10 of the fatigue cycles in this section is shown in Figure 3.23. 
We again notice that the far-field S9225 sensor seems to be performing inadequately and 
showing significantly lower amplitude. We also again see that all hits occurred during 
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loading as opposed to unloading. The signals received in this section appear similar to those 
of the 0.5 Hz loading section, but a key difference is noticed: most of the signals in this 
section occurred at a load which was 89% of the maximum fatigue load, i.e., 10.9 kN 
(2460.85 lbf). A few hits were received at a load of 77% of the maximum fatigue load, i.e., 
9.5 kN (2129.05 lbf). All of the group 1 signals for this section occurred at 89% of the 
maximum fatigue load, while group 2 signals appeared at both aforementioned load levels. 
 
Figure 3.22 Received AE signals and simultaneous loading plot for 60 cycles at 0.25 Hz 
 An archetypal group 1 AE wave from the section of fatigue loading at 0.25 Hz, 
which shows significant frequency content at ~150 kHz, 275 kHz, and ~375 kHz, can be 
seen in Figure 3.24. An archetypal group 2 AE wave from this 0.25 Hz fatigue loading, 
which shows significant frequency content at very low frequencies and low amplitude, can 
be seen in Figure 3.25. Note that these group 2 signals were only picked up by the near-




Figure 3.23 Zoomed-in look at 10 fatigue cycles at 0.25 Hz which shows the two distinct 
groups in pink 
 
Figure 3.24 Typical group 1 AE waveform as sensed during 0.25 Hz fatigue loading by 
(a) PWAS 1 (near-field), (b) S9225 1 (near-field) (c) PWAS 2 (far-field) (d) 




Figure 3.25 Typical group 2 AE waveform as sensed during 0.25 Hz fatigue loading by 
(a) PWAS 1 (near-field), (b) S9225 1 (near-field) 
Waveform groups for 60 cycles at 0.1 Hz 
 A plot showing the signal hits received by the sensors during 60 fatigue cycles at 
0.1 Hz loading frequency is shown in Figure 3.26, along with the simultaneous loading 
curve. Based on subjective analysis, which included analysis of the time and frequency 
domains of the waveforms along with understanding of the load level at which they 
occurred, the set of signals sensed during this section of the experiment were grouped into 
one distinct group, unlike the cases with loading frequencies of 0.5 Hz and 0.25 Hz where 
two distinct waveform groups were observed. A plot which shows a zoomed-in look at 10 
of the fatigue cycles in this section is shown in Figure 3.27. We again notice that the far-
field S9225 sensor seems to be performing inadequately and showing significantly lower 
amplitude. We also again see that all hits occurred during loading as opposed to unloading. 
The signals received in this section appear similar to those of the group 1 signals seen in 
the 0.5 Hz and 0.25 Hz fatigue loading sections. A key difference of the load at which the 
signals occur is again noticed. In this section, most of the signals in this section occurred 
at a load which was 90% of the maximum fatigue load, i.e., 11.1 kN (2488.5 lbf). A few 
hits were received at a load of 52% of the maximum fatigue load, i.e., 5.4 kN (1437.8 lbf). 
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All of the group 1 signals for this section occurred at 89% of the maximum fatigue load, 
while group 2 signals appeared at both aforementioned load levels. 
 
Figure 3.26 Received AE signals and simultaneous loading plot for 60 cycles at 0.1 Hz 
 
Figure 3.27 Zoomed-in look at 10 fatigue cycles at 0.1 Hz which shows the single distinct 
group in blue 
 An archetypal group 1 AE wave from this 0.1 Hz fatigue loading, which shows 
significant frequency content at low frequencies as well as ~150 kHz, ~275 kHz, and ~375 




Figure 3.28 Typical group 1 AE waveform as sensed during 0.1 Hz fatigue loading by (a) 
PWAS 1 (near-field), (b) S9225 1 (near-field) (c) PWAS 2 (far-field) (d) 
S9225 2 (far-field) 
Waveform groups for 60 cycles at 0.07 Hz 
 A plot showing the signal hits received by the sensors during 60 fatigue cycles at 
0.07 Hz loading frequency is shown in Figure 3.29, along with the simultaneous loading 
curve. Based on subjective analysis, which included analysis of the time and frequency 
domains of the waveforms along with understanding of the load level at which they 
occurred, the set of signals sensed during this section of the experiment were grouped into 
two distinct groups, similar to the cases with loading frequencies of 0.5 Hz and 0.25 Hz 
where two distinct waveform groups were observed. A plot which shows a zoomed-in look 
at 10 of the fatigue cycles in this section is shown in Figure 3.30. We again notice that the 
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far-field S9225 sensor seems to be performing inadequately and showing significantly 
lower amplitude. We also again see that all hits occurred during loading as opposed to 
unloading. The signals received in this section appear similar to those of the group 1 and 
group 2 signals seen in the 0.5 Hz and 0.25 Hz fatigue loading sections. A key difference 
of the load at which the signals occur is again noticed. In this section, most of the signals 
in this section occurred at a load which was 92% of the maximum fatigue load, i.e., 11.3 
kN (2543.8 lbf). A few hits were received at a load of 57% of the maximum fatigue load, 
i.e., 7.0 kN (1576.05 lbf). 
 
Figure 3.29 Received AE signals and simultaneous loading plot for 60 cycles at 0.07 Hz 
 An archetypal group 1 AE wave from the section of fatigue loading at 0.07 Hz, 
which shows significant frequency content at ~150 kHz, 275 kHz, and ~375 kHz, can be 
seen in Figure 3.31. An archetypal group 2 AE wave from this 0.07 Hz fatigue loading, 
which shows significant frequency content at very low frequencies and low amplitude, can 
be seen in Figure 3.32. Note that these group 2 signals were only picked up by the near-




Figure 3.30 Zoomed-in look at 10 fatigue cycles at 0.07 Hz which shows the single 
distinct group in green 
 
Figure 3.31 Typical group 1 AE waveform as sensed during 0.07 Hz fatigue loading by 
(a) PWAS 1 (near-field), (b) S9225 1 (near-field) (c) PWAS 2 (far-field) (d) 




Figure 3.32 Typical group 2 AE waveform as sensed during 0.07 Hz fatigue loading by 
(a) PWAS 1 (near-field), (b) S9225 1 (near-field) 
3.3 FATIGUE CRACK SURFACE TOPOLOGY/MORPHOLOGY 
 We know, as we have discussed in section 1.5 that the details of the source 
mechanism which generates an acoustic emission wave propagating through a structure 
play a key role in the characteristics of the wave itself. The modal contribution of 
symmetric and antisymmetric modes depends on this source mechanism, and in turn 
manifests in unique waveform characteristics, specifically discernable in the frequency 
domain. To gain more insight into the source mechanisms that govern the generated waves, 
we have investigated the fatigue crack surface morphology/topology of a fatigued 
aluminum specimen. 
 The specimen analyzed is a high cycle fatigue (HCF) specimen which had a crack 
grow from the geometric center of the specimen catalyzed by a 1 mm hole drilled at the 
center. The specimen had a geometry similar to that of the geometry used in our low cycle 
fatigue specimen from the previous section. The specimen was made of Al 2024-T3 
(modulus of elasticity = 73 GPa, density = 2767 kg/m3, and Poisson’s ratio = 0.33). Figure 
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3.33 shows the analyzed specimen with its initial fatigue crack and static fracture to 
complete the fracture across the width. 
 
Figure 3.33 High cycle fatigue (HCF) specimen analyzed for crack surface topology with 
(a) fatigue crack grown at center of specimen via controlled loading and (b) 
fully fractured specimen with static fracture to complete the fracture through 
the width 
3.3.1  Fatigue and Static Fracture Profile 
 After the fatigue specimen was completely fractured, we were able to utilize a 
digital microscope to investigate the fracture surfaces. Using the Keyence VHX 7000 
digital microscope and its accompanying 3D surface profiling software, topology of the 
fatigued specimen fracture surface was generated. We first notice that, as shown in Figure 
3.34, when the specimen experienced fatigue crack growth from the center out, it did so 
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while fracturing and developing in a parabolic nature through the thickness. With this 
parabolic fatigue crack, one concave side and one convex side was observed, with the 
nature of the parabolic fracture flipping on opposite sides of the pre-drilled 1 mm hole. 
This phenomenon is also shown in Figure 3.34. 
 
Figure 3.34 High cycle fatigue (HCF) specimen (right) and a microscopic view of the 
concave/convex fracture profile near the 1-mm hole at the center (left) 
 With a closer look at this zoomed-in region around 2-mm of the center hole, we can 
get more detail of the topology and profile of the fatigue fracture surface itself. We notice, 
as shown in Figure 3.35, that as the fatigue crack grows outward from the initial 1-mm hole 
at the center, the parabolic profile of the crack gradually progresses in curvature. The 
fatigue crack begins with a fracture profile that is almost flat (ρ ≈ 1963 μm) near the center 




Figure 3.35 Gradual parabolic profile transition of fatigue fracture around the 
center/origin hole 
 Upon expanding the 3D microscope imaging to 25 mm from the fatigue fracture 
origin at the center hole, we notice an even clearer gradual parabolic profile transition. The 
parabolic nature of the crack surface becomes more defined, with the radius of curvature 
gradually decreasing from ρ ≈ 665 μm at 3 mm from the origin to ρ ≈ 370 μm at 25 mm 
from the origin. The static fracture zone, where the specimen was static loaded to fracture 
in shear, is also clearly observed. It is hypothesized that this gradual shift in the curvature 
of the parabolic profile is a result of the gradual change in stress intensity factor (SIF) at 
the tip of the crack as it grows. This gradual parabolic profile transition and the static 
fracture zone are shown in Figure 3.36. We see an overview of the specimen’s fatigue 




Figure 3.36 Gradual parabolic profile transition of fatigue fracture from ~ 3 mm to ~ 25 
mm away from the center/origin hole along with the static fracture zone 
 
Figure 3.37 Overview of fatigue parabolic fracture profile and static shear fracture profile 
76 
 
3.3.2 Surface Topology/Roughness of Fatigue crack 
 After an understanding of the profile of the fatigue fracture was gained, further 
investigation into the roughness of the surfaces was crucial. This understanding of the 
roughness plays a key role in understanding how opposite crack surfaces engage with each 
other during fatigue loading. Figure 3.38 shows the relative roughness observed using the 
Keyence VHX 7000 digital microscope and its accompanying 3D surface profiling 
software. Distinct peaks and valleys can be noticed, which engage with each other 
according to the concept proposed in section 1.5.5. This understanding of the crack’s 
parabolic profile and its relative roughness played a key role in the development of the 
moment tensor acoustic emission source modeling concept proposed for the engagement 
of opposite crack surfaces during fatigue loading, as discussed in section 1.5.5. 
 
Figure 3.38 Relative roughness of fatigue crack surface with distinct peaks and valleys 
3.4 SUMMARY AND CONCLUSIONS 
 In acoustic emission (AE) structural health monitoring (SHM), a key portion of the 
total process is analyzing and understanding the acoustic emission itself and making an 
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assessment based on the information gathered from this understanding/analysis. It has been 
shown how there can be various source mechanisms which generate an acoustic emission, 
specifically crack growth microfracture events and crack friction events. The analytical 
source modeling for each of these two main AE sources in fatigued aluminum was shown 
as predictive approaches for understanding possible waveform characteristics. 
 State of the art in aluminum fatigue acoustic emission feature analysis was shown. 
We performed low cycle fatigue experiment with aluminum to compare and verify the 
repeatability of the AE results from the state of the art. It is observed from our experiments 
that AE waveforms sensed can be grouped into 2 groups which both appeared as distinct 
AE waveform groups in the state of the art. AE waveform group A and group G from ref. 
[18] appeared similar to the group 1 and group 2 waveform signatures received in our 
experiment. The two groups of AE waveforms sensed in our experiment remained constant 
as loading frequency was varied, an important result to note.
 Fatigue crack surface topology/morphology was performed to gain a better 
understanding of the crack surfaces which play a key role in the AE source mechanisms. It 
was observed through 3D microscope imaging that the profile of the high cycle fatigue 
specimen took on a parabolic profile which gradually progressed in radius of curvature as 
the crack grew outward. This gradual shift in parabolic curvature is possibly due to a 
gradual progression of the stress intensity factor (SIF) at the tip of the crack as it grows. 
Topology of the surface was also performed to illuminate the roughness of the crack 
surface, which showed distinct peaks and valleys on the crack faying surfaces, which 
contributed to the moment tensor fatigue crack friction source modeling presented in 




ARTIFICIAL INTELLIGENCE FOR ACOUSTIC EMISSION 
STRUCTURAL HEALTH MONITORING 
4.1  INTRODUCTION AND STATE OF THE ART
 As the application mode of this acoustic emission (AE) research is developed, the 
necessity for applied computing capabilities cultivates. As we discussed in section 1.1, the 
ultimate motivation for this work is to develop a structural health monitoring (SHM) 
system for aerospace applications which will provide useful data on structures in specific 
areas of focus. The goal is for this data, which delivers discernable information to the end 
user about the status of the structure, to be delivered in an on-demand or real-time nature. 
This is where advanced computing capabilities become necessary. To develop a 
comprehensive SHM system, it is not rational for human engagement to be the (only) 
method of classification of the countless data captured during operation. Hence, a 
computing technique which can take the place of this human engagement and operate at 
incredible efficiency is desired. For example, in the case of acoustic emission SHM as 
presented in this research, an artificial intelligence (AI) system which can serve the role of 
analyzing the waveform signals captured to assess details about their origin would prove 




 Artificial intelligence (AI) is precisely this desired computational capability. AI is 
an idea that describes computer systems that think and act humanly and rationally [29]. 
Simplified, it can be understood as the theory and development of computational entities 
capable of carrying out tasks which usually require human intelligence. Some of the 
original applications of this AI capability involved auditory processing (speech 
recognition), visual perception, and decision-making. Currently, it is almost overwhelming 
to consider the facets of our everyday lives in which artificial intelligence plays a role. 
Multimedia content suggestions, speech-to-text, facial recognition, voice recognition, 
predictive typing, targeted advertising, internet search suggestions, and so much more, all 
involve a heavy AI presence.  
 The landscape of the topic of artificial intelligence involves two main concepts: 
Machine Learning and Deep Learning. In general, these terms can be understood simply 
by the following: “Deep Learning is a kind of Machine Learning, and Machine Learning 
is a kind of Artificial Intelligence” [30]. Machine learning involves developing a model 
which helps explain how given data is related and distinguished, and one could argue this 
field of machine learning actually commenced with the development of the artificial neural 
network (ANN). Machine learning generally involves extracting features (or metrics) from 
an input of some kind (such as an image) which will allow for classification based on those 
features. In general, machine learning can be performed in a supervised or unsupervised 
manner, depending on if the training algorithms are exposed to correct associated outputs 
for respective inputs. Principle component analysis (PCA) is a popular concept utilized in 
machine learning which reduces the dimensionality of the extracted features, which are 
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then learned through various machine learning models such as k-nearest neighbor, Naïve 
Bayes (NB), discriminant analysis (DA), etc.  
 As we know, Deep Learning is a technique of Machine Learning. With Deep 
Learning, a deep neural network is utilized. An artificial neural network (ANN) is network 
of nodes which mimics the mechanism of the brain and its neurons. A deep neural network 
is a multi-layer artificial neural network which contains two or more hidden layers. Figure 
4.1 shows a diagram of the structure of a deep neural network. With deep learning, the goal 
is to perform end-to-end learning, where the data itself (image) is the input into the AI 
system, and the features and classifications are learned directly from the images. 
 
Figure 4.1 Schematic of a deep neural network, which contains an input layer, multiple 
hidden layers, and an output layer 
 In general, we can understand the concept of the neural network as standard 
multilayer perception (MLP). This MLP is a collection of nodes arranged in layers, as seen 
in Figure 4.1 and Figure 4.3 [31]. Each layer of the network is comprised of a series of 
nodes which follow the model shown in Figure 4.2. Here, we see a conventional artificial 
neuron. In a given neuron, a set of inputs is received and a single output is produced. 
Generally, these inputs and outputs are considered as binary. The input values, 𝑥𝑖 ∈ 0, 
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entering each node are weighted by a factor 𝑤𝑖 before they arrive at the neuron itself. These 
weighted inputs are then summed to generate an activation signal, z, following 
 𝑧 =  ∑ 𝜔𝑖𝑥𝑖
𝑛
𝑖=1
 (4.1)  
Then, this signal is then passed through a transfer function 𝑓𝛽 which generates the output. 
This output then becomes an input for a following layer. 
 
Figure 4.2 General diagram of a neuron, layers of which make of a conventional 
artificial neural network [31] 
 The multilayer perception is a feedforward ANN with layers of neurons according 
to Figure 4.3. Signal values are introduced to the input layer nodes and progress through 
the network of node/neuron layers (hidden) according to the aforementioned process, and 
the final result emerges from the output layer. Each node i is connected to each node j in 
the following layer through a weighted connection 𝑤𝑖𝑗. Signals pass through the network 
as follows: in layer k, a weighted sum is performed at each node i of all the signals 𝑥𝑗
(𝑘−1)
 
from the previous layer k – 1, resulting in an excitation 𝑧𝑖
(𝑘)
 of the node, which is then 
passed through an activation function f (there are various options for this function), as 
mentioned before, finally giving the output of the node 𝑥𝑖
(𝑘)
. That is, the passing of a signal 












) (4.2)  
 
Figure 4.3 Schematic of the multilayer perception artificial neural network model [31] 
 To begin utilizing a neural network, the first phase is the training phase, where the 
appropriate values for connection weights 𝑤𝑖𝑗 are established. Here, error measured by the 
network for a given presentation of training set data (also known as an epoch) is evaluated 
and is propagated backward through the network and the training algorithm uses this error 
to adjust the connection weights (this generally means supervised learning is used, where 
the desired network outputs are known). This is referred to as backpropagation. For each 
presentation of training data, a measure of network error is evaluated as 
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 𝐽(𝑡) =  
1
2




 (4.1)  
where 𝑛(𝑙) is the number of output layer nodes. The adjustment of the weighting connection 
parameters follows the standard steepest-descent according to 
 ∆𝑤𝑖 =  −𝜂
𝜕𝐽
𝜕𝑤𝑖
=  −𝜂 ∇𝑖 𝐽 (4.2)  
where ∇𝑖 is the gradient operator in the parameter space. The parameter η determines how 
large of a step size is made in the direction of steepest descent, and therefore how quickly 
the optimum weighted connection values are reached. This parameter η is thus called the 
learning coefficient and is extremely important in how the training of a network occurs. 
Finally, the updated connection weights, updated layer by layer moving backward from the 
output layer according to the backpropagation concept, are given by 
 𝑤𝑖𝑗
(𝑚)(𝑡) =  𝑤𝑖𝑗
(𝑚)(𝑡 − 1) +  𝜂𝛿𝑖
(𝑚)(𝑡)𝑥𝑗
(𝑚−1)(𝑡) (4.3)  
where 𝛿𝑖
(𝑚)
is the error in the output of the ith node in the layer m. This error must be 
obtained from the known errors 𝛿𝑖
(𝑙)
=  𝑦𝑖 −  ?̂?𝑖 at the output layer l. This is where the 
backpropagation term is rooted, as the weights must be adjusted layer by layer moving 
backward. 
 In the work presented in this thesis, a convolutional neural network (CNN) will be 
used to develop applicable AI capabilities for acoustic emission structural health 
monitoring. The convolutional neural network is a deep neural network specialized for 
image recognition, and is considered the state-of-the-art model in image recognition 
artificial intelligence [32]. The concept of the convolutional neural network was developed 
in the 1980s and 1990s, but had been forgotten for a while because it was impractical at 
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the time for real-world applications with complicated images. It has since (from around 
2012) experienced a dramatic revival and is growing at a rapid pace [30]. The convolutional 
neural network consists of the serial connection of a feature extraction network and a 
classification network. Convolution layers, which generate feature map images from input 
images using various filters, and pooling layers, which reduce the dimensionality of the 
input figure, make up these networks. As we will see in the following section 4.2, the 
convolutional neural network will prove to be an extremely valuable tool in our acoustic 
emission signal processing and classification in effort to develop a comprehensive SHM 
system. 
4.1.2 State of the Art 
 Various research has been taken on in recent years to apply these artificial 
intelligence capabilities to structural health monitoring efforts. Kesavan et al. [33] used an 
artificial neural network trained with a database of sets of damage signature signals from 
finite element models as training data to perform damage classification (presence, size, and 
location) in composite beams and composite T-joints. Diez et al. [34] utilized a feature 
extraction, a k-nearest neighbor, and a K-means clustering approach to group accelerometer 
waveform data from various bridge joints to determine which are experiencing similar 
behavior on bridge and then detect abnormal or damaged joints. Boškoski et al. [35] 
showed the ability to accurately predict the remaining useful life (RUL) of rotary bearings 
by monitoring the evolution of the Jensen-Rényi divergence of vibrational signals using 
Gaussian process (GP) models. Nasir et al. [36] used acoustic emission feature extraction 
and the artificial intelligence approach of adaptive neuro-fuzzy inference system (ANFIS) 
to predict cutting power and waviness in circular sawing process under extreme cutting 
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conditions. Zhou et al. [37] proposed an approach of utilizing transmissibility derived from 
the structural dynamic responses and hierarchical clustering analysis discerning damaged 
patterns from undamaged ones, and validated this approach via simulation and 
experimental work. 
 In ref. [38], Cardillo investigated the use of machine learning feature extraction and 
model classification using principal component analysis (PCA) to reduce the 
dimensionality of acoustic emission fatigue crack waveforms and utilized this PCA to 
conduct signal classification based on various classification models: k-Nearest Neighbor 
(KNN), Decision Tree (DT), Naïve Bayes (NB), Discriminant Analysis (DA), and Support 
Vector Machine (SVM). Ref. [38] also investigated the use of deep learning to classify the 
acoustic emission fatigue crack signals by using the Long Short-Term Memory (LSTM) 
classical neural network as well as the convolutional neural network AlexNet. We have 
concluded that for the purposes of many use cases of AE signal classification, especially 
those which we will investigate the use of in this thesis, the AlexNet convolutional neural 
network seems to be the most robust option for AE waveform classification. 
4.2 CONVOLUTIONAL NEURAL NETWORK FOR AE SIGNAL CLASSIFICATION 
 In our work, we will utilize the robust capabilities of the AlexNet convolutional 
neural network (CNN) for signal classification with acoustic emission waveforms from 
crack growth fatigue loading experiments. As we know, the AlexNet convolutional neural 
network is built to perform artificial intelligence tasks (recognition and classification) on 
images as the input data. In the following section, we will explain how this image 
processing AI capability can be applied to acoustic emission waveforms. 
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 The important way that this technique can be utilized in acoustic emission 
waveform data is through the Choi-Williams transform (CWT) of the AE waveforms. The 
Choi-Williams distribution (CWD) is a time-frequency transform that is a Cohen class 
member, which is related to parameters such as the instantaneous median frequency and 
the instantaneous power (integral over all frequencies at each time) [39], [40]. This CWT 
is a type of wavelet transform that yields an intensity plot/figure that gives information of 
both the time and frequency domain of the acoustic emission wave simultaneously. An 
example of an acoustic emission wave CWT figure is shown in Figure 4.4. 
 
Figure 4.4 Example of a Choi-Williams transform of an acoustic 
emission wave 
 AlexNet is a pre-built convolutional neural network, presented by “Alex” 
Krizhevsky et al. [41]. This specific CNN architecture has been touted as a phenomenal 
image recognition CNN, having been entered into and won the most difficult ImageNet 
challenge for visual object recognition – ImageNet Large Scale Visual Recognition 
Challenge (ILSVRC) – in both 2010 and 2012. The core architecture of this CNN involves 
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eight main layers: five convolutional layers followed by three fully-connected layers. 
Intertwined as connecting pieces in the architecture are Rectified Linear Unit (ReLU) 
layers, normalization layers, pooling layers, and dropout layers. The architecture of the 
AlexNet CNN is shown in Figure 4.5. 
 
Figure 4.5 Overall network architecture of AlexNet Convolutional Neural Network  
 As described, our learned networks presented in the following sections will utilize 
the AlexNet CNN to perform classification of the Choi-Williams transform of various 
categorical acoustic emission signals. The input of the AlexNet architecture receives data 
in 3 dimensions: the height, width, and depth of the CWT figure. The height and width 
simply refer to the number of pixels in each dimension, while the depth of the figure refers 
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to the RGB color channel of the pixels. The input shall adhere to the following input 
dimension requirements: width × height × depth = 227 × 227 × 3RGB. 
 To prepare acoustic emission CWT signals for input into the AlexNet CNN, each 
CWT signal is saved and cropped to include only the intensity plot of the figure. These 
figures are augmented in a MATLAB® script to fit the 227 × 227-pixel criteria prior to 
being used by the CNN. A simple flow diagram showing this signal processing for use in 
AlexNet CNN is shown in Figure 4.6 below.  
 
Figure 4.6 Each Choi-Williams transform of the acoustic emission signals is cropped 
and augmented to fit the 227 × 227-pixel criteria before being entered into 
the input layer of the AlexNet convolutional neural network architecture 
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4.3 ALEXNET CNN FOR SOURCE LOCALIZATION OF HSU-NIELSON SOURCE 
 When an acoustic emission structural health monitoring system receives a 
waveform hit, there are multiple key pieces of information that are necessary to extract to 
have a comprehensive SHM system. One of these key pieces of information is the location 
of the source of the signal. The process of determining this is known as source localization 
and is well-documented in the literature with various techniques. This step is shown in Tier 
2 of the overall SHM approach explained in section 1.5.1 and Figure 1.7. In this section, 
we seek to show that the AlexNet convolutional neural network has the potential to 
extract/pick up on various signal characteristics and features of the CWT which allows it 
to perform source localization. To do this, we will simply utilize waveforms from a Hsu-
Nielson pencil lead break (PLB) acoustic emission source, since this is a preliminary 
investigation. 
4.3.1 Experimental Procedure and Data 
 The experimental setup to capture the Hsu-Nielson PLB signals involved bonding 
four PWAS to the surface of an aluminum 2024-T3 specimen of dimensions 102mm × 
102mm × 1mm. The four PWAS were applied in a symmetric nature across both axes on 
the plane of the surface; one PWAS was bonded in each of the four quadrants at a distance 
of 19mm from the edge of the aluminum plate in each direction. A schematic showing this 
setup is shown in Figure 4.8, where we also see the location of the PLB excitation sources. 
The excitation PLB source will be executed at two locations symmetric to the y-axis 
centerline of the specimen. In the first scenario, the PLB is executed on the left side of the 
specimen at a distance of 32.4mm from the two PWAS on the left half of the specimen and 
a distance of 65.4mm from the two PWAS on the right half of the specimen. The PWAS 
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excitation source is then flipped and executed on the right side of the specimen at a distance 
of 32.4mm from the two PWAS on the right half of the specimen and a distance of 65.4mm 
from the two PWAS on the left half of the specimen. This was done to ensure that the 
artificial intelligence approaches using the AlexNet CNN would not learn features of the 
training signals which may be specific or intrinsic to a certain PWAS itself due to minute 
manufacturing or application differences. Figure 4.7 shows the actual specimen, fastened 
with the four PWAS and a non-reflective clay boundary (NRB), and the hardware/software 
involved in signal capture. Here, a preamplifier and the AEWinTM software were used to 
capture the AE signals, similar to the procedure of capturing AE signals during the LCF 
fatigue experiment shown in section 3.2. 
 





Figure 4.8 Schematic of experimental specimen setup showing location of the four 
PWAS and location of the PLB excitation sources 
4.3.2 Network Training and Results 
 Seven PLB excitation sources were executed at both of the PLB locations shown in 
Figure 4.8, yielding a total of 14 PLBs and 56 total signals. 28 signals were received at a 
distance of 65.4mm from the source and 28 signals were received at a distance of 32.4mm 
from the source. Figure 4.9 shows a couple typical Choi-William transforms of the 
waveforms sensed at both of these distances. To the naked eye, there are clear differences 
in the waveforms received at the two distances. The goal is to train an artificial neural 




Figure 4.9 Typical PLB signal received at a distance of (a) 32.4mm and (b) 65.4mm 
 Once the signals were processed into the CWT format suitable to be used in the 
AlexNet convolutional neural network, training began on the network using the 56 total 
hits. Figure 4.10 shows the training progress of this CNN, where 75% (42 hits) of the data 
set was used as training data, 10% (6 hits) was used as validation data, and 15% (8 hits) 
was used as test data. In this network, the key training parameters involved are the max 
epochs, validation frequency, and learn rate. The max epochs is a parameter which 
designates the number of times the entire network structure is shown the entire set of 
training data. The validation frequency is a measure of how often the network uses the set 
of validation data to validate the model’s skills while it tunes itself. The learn rate 
designates how aggressively the network attempts to modify its connection weights and 
hyperparameters with each backpropagation and iteration. With this model, the max epochs 
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was set to 9, the validation frequency was set to 5, and the learn rate was set to 0.0001. As 
is shown in Figure 4.10, the network trained adequately and high accuracy, low loss, and 
no overfitting were shown at the conclusion of the training. 
 
Figure 4.10 Training of CNN for PLB source localization 
 The results of the test data being run through the newly trained network are shown 
below in Figure 4.11. Here, we see that, using the 15% (8 hits) of the total data set that was 
set aside as test data, the network predicted the test data set with 100% accuracy. Thus, we 
conclude that AlexNet CNN shows preliminary ability to differentiate between a PLB 





Figure 4.11 Test results of small test data set (8 hits) showing 100% 
accuracy 
4.4 ALEXNET CNN FOR CLASSIFICATION OF VARIOUS CATEGORICAL 
FATIGUE EXPERIMENT AE SIGNALS 
 To mimic a scenario common to the operational life of aerospace structures, we 
conduct fatigue experiments on aerospace-grade aluminum 2024-T3, similar to those 
described in CHAPTER 3. During these fatigue experiments, acoustic emissions are 
monitored and captured using PWAS bonded to the fatigue specimen. This section will 
utilize AE signals captured during fatigue experiments to train artificial intelligence 
networks capable of performing various classifications important for an AE SHM system. 
4.4.1 Experimental Procedure and Data 
 For the following sections, the data used is taken from a high cycle fatigue (HCF) 
experiment done which held the stress intensity factor approximately constant throughout 
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the entirety of the fatigue loading. The specimen was aerospace-grade aluminum 2024 T3 
with the following dimensions: width = 101mm, length = 305mm, thickness = 1mm. 
Similar to those shown in CHAPTER 3, the specimen had a 1mm hole drilled at the 
geometric center to generate a stress concentration and ensure a crack would grow at that 
location. The specimen was fatigue loaded with an upper limit of 14.05kN, a lower limit 
of 1.405 kN, and a loading frequency of 10 Hz to initiate a crack. After the crack was 
initiated, the specimen was removed from the MTS fatigue loading machine and equipped 
with two PWAS, two S9225 sensors, and a strain gauge. The two PWAS were mounted 
above the crack at distances of 6mm and 25mm from the crack along the center line. The 
two S9225 sensors were mounted below the crack mirroring the geometry of the two 
PWAS. The strain gauge was bonded on the back side of the aluminum plate and was used 
to monitor the applied load in conjunction with the MTS load readings. A non-reflective 
boundary made from clay was also applied to the edges of the specimen to reduce wave 
reflection. Figure 4.12 shows the described specimen with sensors and NRB applied. 
 
Figure 4.12 Fatigue specimen showing (a) side A with AE sensors applied (b) side B with 
strain gauge applied (c) distances/geometry of the applied AE sensors 
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 The software AEwinTM from the MISTRAS Group, Inc, along with a preamplifier, 
is used to monitor the acoustic emission signals received. Impedance spectroscopy was 
also intermittently conducted using the Bode 100 impedance analyzer to endure bonding 
of the PWAS to the specimen has not changed. Figure 4.13 shows this setup of equipment 
used during the fatigue experiment. 
 During the AE monitoring and fatigue loading, the stress intensity factor (SIF) at 
the tips of the crack was controlled to reduce the number of factors the contribute to the 
waveform produced. This was done but gradually reducing the fatigue load using the 
Fedderson correction factor [42] from the starting 14.05 kN load to 6.29 kN. In the 
additional 188 kcycles, the crack grew from approximately 3.5mm to approximately 
9.4mm. 
 




4.4.2 High Amplitude Acoustic Emission Crack Recognition 
 The first AlexNet CNN trained from this SIF-controlled fatigue experiment was 
one that would be able to classify whether an AE signal is crack-related or noise. As we 
mentioned in earlier sections, we believe there to be 3 distinct categories of AE signals that 
could be picked up in a fatigue experiment: crack growth, crack friction, and noise. The 
first two are crack-related, while the latter is simply environmental noise of some kind. 
While some processing of the crack-related signals has been done to break down a number 
of hits into their sun-classes (crack growth or crack friction), further processing is needed 
to have enough data in those sub-classes to build a robust CNN. 
 In this section, we will investigate the repeatability of some work presented in ref. 
[38] – training a CNN (using CWT of the waveforms) capable of classifying whether a 
strong amplitude AE hit received during the SIF-controlled fatigue experiment is crack-
related or noise. The strong amplitude qualifier is quite important here since, as we will 
see, low/weak amplitude signals become difficult to predict with a network trained in this 
nature. In ref. [38], a CNN was trained to classify whether a signal originated from the 
fatigue crack or from noise using AE signals of amplitude 40 dB and higher. In ref. [38], 
184 signals were used to train the network, of which 86 were crack-related and 98 were 
noise signals. Here, 70% (129 hits) were used as training data by the network and 10% (18 
hits) were used as validation data by the network during training. 100% test set accuracy 
was achieved on the remaining 20% (37 hits) used as test set. 
 In seeking to show the repeatability of this work, we will train a new network using 
the same set of 184 AE signals but will modify the network training parameters. To train 
our new network, 75% (138 hits) of the 184 was designated as training data to attempt to 
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maximize the amount of data used in training, a technique which usually results in a more 
robust network. 10% (18 hits) was used as validation data by the network during training, 
and the remaining 15% (28 hits) was used as test data by the network once it concluded its 
training process. Figure 4.14 shows examples of the data total data set used in this process. 
Considering the results in ref. [38], the max epochs training parameter was changed and 
set to 9 in our network training since the training progress was expected to converge by 
that iteration. The validation frequency remained at 5 and the learn rate remained at 0.0001, 
which has been observed to be the optimal learn rate when training an AlexNet CNN using 
CWT figures. Figure 4.15 shows the training progress of the network where convergence 
can be observed. Figure 4.16 shows the results of the 28 hits used as test data, where 100% 
accuracy is obtained. 
 





Figure 4.15 Training progress showing convergence of the network 
 
Figure 4.16 Results of the test dataset showing 13 accurately-predicted 




 Next, 12 more signals (6 noise, 6 crack-related) were processed to get the CWT 
plot to feed to the newly trained network as a manual second test dataset. When the network 
was shown these hits, it misclassified one hit which happened to be of low amplitude. 
Figure 4.17 and Figure 4.18 show this misclassification and further details of the specific 
misclassified signal. This highlighted the idea that this network built on strong amplitude 
hits would be insufficient in classifying low amplitude hits. Thus, a new network focused 
on including a significant number of weak amplitude hits in its training was needed to 
improve the finished network’s abilities with accurately predicting low amplitude acoustic 
emission signals. 
 
Figure 4.17 Results of second manual test dataset, showing hit #877 from 16-20kcylces 




Figure 4.18 Details of the misclassified hit #877 showing its low amplitude and 
accompanying characteristics which made it difficult for the network to 
classify 
 To confirm the idea that this network is insufficient at classifying low amplitude 
signals, a dataset of purely low amplitude signals was processed and presented to the 
network as a test set. This dataset included 20 random signals with amplitude ≤ 40dB. 
Figure 4.19 shows the results of the network attempting to classify these 20 signals, where 
a resulting accuracy of 90% is achieved (note that this 90% accuracy is only for signals 
which are ≤ 40dB in amplitude, while the network still performs better on stronger 
amplitude signals. Based on the robust nature of AlexNet and on experience, it is believed 
that a better network can be trained which will perform with better accuracy on these low 





Figure 4.19 Confusion matrix showing results of first crack-related vs. 
noise network performing classification on 20 low amplitude 
AE signals 
4.4.3 Low Amplitude Acoustic Emission Crack Recognition 
 As we learned from the previous section, the network built in the nature presented 
in ref. [38] performs well on strong amplitude signals but struggles to accurately classify 
low amplitude signals (<40 dB). To further investigate this and improve it, we will build a 
new network which focuses on including low amplitude signals in its training. First, to 
further test (and quantify with accuracy %) the abilities of the previous network to classify 
low amplitude signals, we processed 20 low amplitude hits and presented them to the 
network to classify. Of these 20 weak amplitude hits, the network misclassified 2, yielding 
an accuracy of 90% on low amplitude signals. Based on our understanding of AlexNet’s 
robust capabilities, we believe further rigorous and specified training of a new network 
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could render better results. We seek to achieve a network which performs at ≥ 97% 
accuracy on both low and high amplitude signals. 
 In Figure 4.20, the 20 green-highlighted signals were the signals used to test the 
performance of the previous network on low amplitude hits. The bold and underlined 
signals were hits that would be set aside to be used as manual test data on the new network 
(this would be a manual test of performance on strictly low amplitude signals). In the new 
network, any hits that are not bold and underlined would be added to the strong amplitude 
data and included in the training of the new network. 
 
Figure 4.20 Details and example figures of low amplitude data for newly trained CNN 
 The process of training the new low-amplitude-capable network resulted in various 
trials and modifications to obtain the desired results. Figure 4.21 shows the first three of 
these trials. We see that with the first attempt at training this new network, with the weak 
amplitude signals included, volatility and overfitting occur in the training. We also notice 
that when tested using the 20 bold and underlined hits explained in Figure 4.20, the network 
still performs at an accuracy of only 90%, showing no improvement from the original 
network. With the next training session attempt, shown in the middle of Figure 4.21, 
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training parameters were modified to increase the max epochs, validation frequency, and 
learn rate. With this network, we see even more aggressive overfitting, which is due to a 
learn rate that is too high. Generally, the technique for establishing the appropriate learn 
rate involves increasing the value as high as possible until overfitting occurs, then lowering 
the value back down until stabile training is achieved [43]. This second network also 
performed at 90% accuracy on the 20 low amplitude manual test data hits, again showing 
no improvement from the previous trained network. 
 After the second network was trained and was insufficient, we shifted data in a 
manner we believed would improve the results. Generally, the more data used in training, 
the better the network will train and perform. Thus, as depicted in Figure 4.22, 8 of the 
previous 20 low amplitude signals used as manual test data (bold and underlined) were 
moved into the training data set. This was done to ensure a sufficient amount of low 
amplitude hits were included in the training, which may not have been the case in the first 
two attempts. It is important to note that, shown by the circled hit numbers in Figure 4.22, 
the hits that were misclassified in the previous two sessions (#557 and #780 for 
“LowAmpTrained1” and #557 and #563 for “LowAmpTrained2”) were kept in the manual 
test data set to ensure that an improvement in accuracy for the next trained network would 
not simply be a fallacy. 
 The training progress and results of the third attempt are shown in Figure 4.21. 
Here, we see that the training parameters were modified once again. A slight shift in the 
percentage of the input data that the network uses as training data was used to again ensure 
sufficient training. The learn rate was decreased to a value of 0.0005 to address the 
unhealthy training progress seen in the previous attempt and we see the aggressive 
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overfitting eliminated. However, slight volatility still persists in the training. The 
performance of this network saw the desired improvement in accuracy from the previous 
attempts, predicting all 12 of the low amplitude manual test data with 100% accuracy, but 
we sought to conduct another attempt to further improve the training volatility. 
 
Figure 4.21 First three low amplitude network training sessions which resulted in gradual 
improvement, but insufficient final results 
 
Figure 4.22 Data shift from (a) initial state to (b) final state to include more low amplitude 





 The fourth and final network trained resulted in great improvements in training 
volatility, overfitting, and final accuracy. Figure 4.23 shows the training progress of this 
network with convergence sufficiently achieved. The significant change from the previous 
network was the decrease of the learn rate down to 0.0001, where it had originally been 
found to be as optimal in the previous section. This decrease in learn rate settled the trained 
process to a healthier nature. This final network, which is believed to be robust in predicting 
low amplitude signals as well as high amplitude signals, was named “LowAmpTrained4.” 
The results of this network’s performance of predicting the manual test data set of low 
amplitude hits are shown in Figure 4.24. 
 
Figure 4.23 Training progress of the fourth low-amplitude-capable network showing 




Figure 4.24 Results of manual test data of 12 low amplitude 
signals classified with 100% accuracy by 
“LowAmpTrained4” CNN 
 Now that a robust network capable of accurately predicting both weak amplitude 
and strong amplitude AE signals (crack-related vs. noise) has been trained, we seek to 
process a very large set of data from the SIF-controlled fatigue experiment database of hits 
to test the network’s large-scale capabilities. To do this, the Choi-Williams transforms plot 
of 320 new AE signals from the SIF-controlled experiment were processed, 165 of which 
were crack-related and 155 of which were noise. These 320 AE signals were then presented 
to the trained network for classification of crack-related vs. noise. The new network 
performed very well, classifying 314 out of the 320 signals correctly – an accuracy of 
98.1%. These results are shown below in Figure 4.25. As shown, 4 of the 6 misclassified 
were false negatives (i.e., an AE signal that came from a crack but was classified by the AI 
network as simply noise) and 2 of the 6 were false positives (i.e., an AE signal that was 
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simply noise but was classified by the AI network are originating from a crack). Overall, 
the 98.1% large-scale network accuracy is a very encouraging result going forward. 
 
Figure 4.25 Network performance results on a large-scale set of acoustic emission signals 
representative of full SIF-controlled fatigue experiment 
4.4.4 Crack Length Classification 
 Once an acoustic emission can be determined as originating from a crack, another 
key piece of information can, in theory, be extracted from the characteristics of the 
waveform. Similar to source localization and determining crack-related vs. noise, being 
able to determine the length of the crack from which an acoustic emission wave originates 
would be extremely useful. In theory, waveform frequency content may yield useful 
evidence in extracting this crack length information from an AE wave. The general 
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principle/concept is that when energy is released from the crack, the crack itself acts as a 
resonator. This means that some energy will carry strong frequency content at the specific 
resonant frequencies of the crack, which are a function of the crack’s length. 
 To investigate the ability to utilize the AlexNet convolutional neural network to 
train a network capable of making classifications of crack length, we will train a 
preliminary network on AE signals from two different crack lengths. The network will be 
trained to differentiate between AE signals which originate from a crack in the range of 
3.5-4.5mm vs. a crack in the range of 7.0-8.0mm. Figure 4.26 shows a schematic of the AE 
signals from the SIF-controlled fatigue experiment that will be used to build and test the 
network. 
 
Figure 4.26 Schematic of signals from different crack lengths which will be used to train 
AlexNet CNN for crack length recognition 
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 Similar to the previous networks trained using AlexNet CNN, we utilize the Choi-
Williams transform of the AE signals as the input into the network. 165 AE signals, of 
which 28 were from the crack length range of 3.5-4.5mm and 137 were from the crack 
length range of 7.0-8.0mm, were used as network training input data. Figure 4.27 shows 
some example CWT plots used in this network. The discrepancy in number of hits in each 
range is a result of the fact that more AE hits were captured during fatigue cycles at larger 
crack lengths. This is because as the crack length increases, the crack surface becomes 
more conducive to frequent crack friction acoustic emissions. 86 AE signals separate from 
the 165 training hits were set aside to be used at test signals once training is complete. 
 
Figure 4.27 Example CWT figures used in crack length recognition AlexNet CNN 
 To train the network, optimal training parameters were selected based on 
experience. The max epochs was set to 28, the validation frequency was set to 4, and the 
learn rate was set to 0.0001. As seen in Figure 4.28, the network trained in a very healthy 
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nature, showing no volatility, no overfitting, and convergence. Once the network 
completed training, the manual test of the network using the 86 AE signals set aside was 
conducted. The results of the network accuracy test are shown in Figure 4.29, where we 
see 98.8% overall accuracy and the noisy signal that was misclassified. 
 
Figure 4.28 Training progress of crack length recognition AlexNet CNN 
 
Figure 4.29 Manual network test results showing (a) 98.8% 
classification accuracy and (b) noisy misclassified AE hit 





 An important aspect of any experiment is how well the experimental results 
compare to analytical and numerical modeling. In ref. [44], Mei conducted finite element 
model (FEM) simulation to capture the PWAS response of an excitation source in a fatigue 
cracked specimen which mimics the SIF-controlled fatigue experimental specimen and 
signals from this chapter. Using a novel deconvolution approach, ref. [44] is able to reveal 
precise AE waveform information that becomes inherently hidden by the transfer function 
of the PWAS. The results of this FEM simulation work are shown in Figure 4.30a and 
Figure 4.31a. In Figure 4.30b, we see a great match between FEM simulation and the 
experimental results, with the intensity of the experimental CWT plots showing a 
comparable resonance peak at ~410kHz. In Figure 4.31b, we again see a great match 
between FEM simulation and the experimental results, with the waveform of an example 
experimental AE hit showing frequency peaks of 127.8kHz and 409.1kHz, a close match 
to the 127.5kHz and 410kHz of the FEM simulation. 
 These results are very encouraging for both the experimental work done and the 
parameters involved in creating an accurate finite element model. Ultimately, the good 
match observed between one case of the FEM simulation and experimental signals means 
the FEM results may be utilized to further crack length prediction efforts of artificial 




Figure 4.30 Comparison between (a) FEM simulation results of crack related AE signals 
[44] vs. (b) experimental AE CWT plots captured in SIF-controlled fatigue 
scenario 
 
Figure 4.31 Comparison between (a) FEM simulation results of crack related AE signals 









4.5 SUMMARY AND CONCLUSIONS 
 In acoustic emission (AE) structural health monitoring (SHM), post-processing and 
informative assessment of AE signals is a vitally important piece of an SHM system. In 
this chapter, we investigated the ability to apply artificial intelligence (AI) capabilities to 
optimize the efficiency of this piece of the SHM system. Fundamental introduction to the 
principles of applicable AI techniques was shown, and several use cases of a convolutional 
neural network (CNN) were presented. The Choi-Williams transforms of AE signals 
received by a PWAS, which yield an intensity plot containing simultaneous information 
on both the time domain and frequency domain content of an AE wave, was used as input 
into the AlexNet CNN. 
 A novel use case of AlexNet CNN for source localization using Hsu-Nielson PLB 
source was shown. Here, AlexNet shows preliminary ability to differentiate between PLB 
signals received 32.4mm from the source vs. PLB signals received 65.4mm from the 
source. A use case of AlexNet CNN to determine whether an AE signal originated from 
the crack or was noise-related was shown to be repeatable from the literature and proves to 
be effective in predicting crack-related vs. noise of strong amplitude AE signals. Next, an 
improvement upon this CNN capability of predicting crack-related vs. noise was made by 
processing and training a network using low amplitude AE crack signals, a signal 
characteristic that the AlexNet CNN showed insufficient accuracy in predicting. Improved 
training of low amplitude AE signals yielded an AI network which performed at 98.1% 
accuracy on large-scale testing which included both low amplitude and high amplitude 
signals. Finally, a novel and encouraging use case of AlexNet CNN was presented which 
would perform accurate classification (98.8%) of the crack length that an AE signal 
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originated from between two crack length cases of 3.5-4.5mm vs. 7.0-8.0mm. The 
experimental AE signals used to train the aforementioned network(s) were also shown to 
be extremely consistent with FEM simulation work presented in the literature, an 






SUMMARY, CONCLUSIONS, AND FUTURE WORK 
5.1 SUMMARY AND CONCLUSIONS
 Through the work presented in this thesis, understanding of unique performance 
traits of piezoelectric wafer active sensors (PWAS) dependent upon installation techniques, 
understanding of fatigue crack acoustic emission monitoring (AE) experimentation, and 
understanding of artificial intelligence (AI) approaches for AE signal classification have 
all been further developed. 
 The effect that both the adhesive layer thickness and the soldering configuration 
have on the overall performance of the PWAS was investigated in CHAPTER 2. It was 
observed that changes in the thickness of the adhesive layer which bonds the PWAS to the 
host structure play a key role in resonant peaks of the electromechanical impedance 
spectrum and in the sensor’s ability to pick up wave information at different frequencies. 
It was also observed that soldering (especially in excess) system wires to the surface 
electrodes of the PWAS both exposes the PWAS and its internal operational elements to 
extremely elevated temperatures and modifies the mass and/or stiffness of the PWAS. This 
results in changes in the electromechanical impedance spectrum and in significant changes 
in the way the PWAS senses an AE waveform. 
 In CHAPTER 3, a fatigue experiment to grow a crack and monitor its acoustic 
emissions was performed. It is observed from our experiments that AE waveforms sensed 
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can be grouped into 2 distinct groups, which also remained constant as loading frequency 
was varied, an important result to note. Fatigue crack surface topology/morphology was 
performed using 3D digital microscope imaging to gain a better understanding of the crack 
surfaces which play a key role in the AE source mechanisms. It was observed that the 
profile of the high cycle fatigue specimen took on a parabolic shape which gradually 
progressed in radius of curvature as the crack grew outward, possibly to a gradual 
progression of the stress intensity factor (SIF). Topology of the surface was also performed, 
which showed distinct peaks and valleys on the crack faying surfaces, which contributed 
to the moment tensor fatigue crack friction source modeling presented in CHAPTER 1. 
 In CHAPTER 4, the application of artificial intelligence (AI) capabilities to 
optimize post-processing and classification of AE signals was presented. The Choi-
Williams transform (CWT) of AE waveforms was used as input data to train convolutional 
neural networks to perform various classifications, including source localization, crack-
related vs. noise recognition, and crack length recognition. The experimental waveform 
data was also shown to match very closely with finite element model (FEM) simulations 
of the fatigue crack AE waveforms using the moment tensor concept. 
5.2 FUTURE WORK 
5.2.1 Riveted Lap Joints 
 In the future, work should progress to perform fatigue AE experiments on riveted 
lap joints, a more precise and practical scenario in aerospace applications. It is common for 
the rivet holes in riveted lap joints to be the source of crack growth, similar to how a 1-mm 
hole was utilized to generate stress concentration and a crack in the fatigue experiments 
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presented in this paper. Narrow slits may be utilized in future riveted lap joint experiments 
to assist in crack initiation. 
5.2.2 Use of Narrow Slit in Fatigue Crack Growth Experiment 
 In our past acoustic emission fatigue experiments, we have investigated the acoustic 
emissions coming from a growing fatigue crack. Hence, this has led to AE events and 
signals happening both when the crack grows and when the crack surfaces engage in 
friction. Monitoring crack growth through various methods has assisted in gaining an idea 
of the origin of various AE signals captured. In the future, we seek to eliminate this need 
for differentiation by isolating crack growth signals experimentally. This will be done by 
using a narrow slit in a fatigue specimen which will generate non-contact surfaces during 
fatigue loading and eliminate crack friction. In such an experiment, crack growth will occur 
and will hence be theoretically isolated. This will allow our PWAS SHM system to capture 
purely crack growth signals. As with all other new experimentation, resulting data shall be 
utilized in our growing AI efforts by building our existing datasets of AE signals. 
5.2.3 Signal Processing Improvements 
 The procedure for processing experimental AI signals can be further developed to 
achieve optimal efficiency and to prepare a comprehensive SHM system ready for 
application. The flow process currently involves extracting tabulated data that accompanies 
each AE hit in a given AEWin™ file for a fatigue procedure. This tabulate data is used by 
a MATLAB algorithm (“corresponding hits”) which filters out signals that could not 
possibly originate from the crack based on time of arrival and amplitude information of the 
near field and far field PWAS. Remaining signals are then subjectively analyzed. 
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 The process of generating the Choi-Williams transform of signals to be used for 
convolutional neural network purposes can also be improved using further programming. 
Currently, each signal is input into a MATLAB program which generates the full CWT 
figure, one-by-one. Then, each CWT figure is cropped using non-MATLAB tools to isolate 
the intensity plot used for CNN input. This process can be improved by developing further 
programming which generates the CWT figures of a multitude of specified signal numbers 
from a given AEWin™ .DTA file at once and then automatically crops them to isolate the 
necessary intensity plot for CNN input. An overview of the process for conducting an AE 
fatigue experiment is shown in Figure 5.1. 
 
Figure 5.1 Flowchart of processes and equipment involved in acoustic emission fatigue 
experiment 
5.2.4 Crack-Related Class Differentiation Using AI 
 Currently, differentiation between crack growth and crack friction AE signals has 
yielded small datasets of each of the two classifications. Further capturing of these signals 
through fatigue experiments and further classification of such signals to build the datasets 
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is necessary. Once the datasets are sufficiently abundant, AI networks can be trained to 
perform these classifications. As with all of these AI networks trained, the larger the 
datasets used to train, the more robust the network becomes. 
5.2.5 Implementation of PVDF Sensors
 In the past, our research has utilized PZT-PWAS transducers to gather AE signals 
from a specimen of interest. While these sensors suffice and are efficacious in all areas 
desired, an improvement can be gained by using a type of piezoelectric transducer novel to 
our work. In the future, the utility of piezoelectric polymer transducers, namely 
polyvinylidene fluoride, abbreviated PVDF or PVF2 should be investigated. These PVDF 
sensors come in the form of thin films, are cheaper and easier to fabricate than 
piezoceramics, and offer advantages of improved compliance. These PVDF sensors also 
do not affect propagating AE waves in the specimen, due to their Young’s Modulus of 
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BONDING PWAS USING M-BOND AE 15
 
Items needed: 
• Curing agent 15 jar 
• Resin AE jar 
• Weighing scale 
• 600-grit sandpaper  
• Cloth gauze 
• Degreaser 
• Disposable pipette 
• Cotton Q-tips 
• Tape 
• Acid & Base 
• Metal 
scraper/marker tool 
• Glass stirring rod 
• Disposable mixing 
tray
** wear lab gloves throughout this whole process ** 
Directions: 
Preparing the aluminum substrate surface: 
1. Have the following items readily available for this section: 600 grit sand paper, 
cloth gauze, degreaser, cotton Q-tips, tape, acid & base, metal scraper/marker 
tool, 
2. Mark on your substrate specimen where you wish to bond the PWAS with the 
metal scraper. NOTE: it is best to have lines that extend far out drawn in sharpie 
creating a cross where you wish to bond the PWAS. This is because the mark that 
you create with the metal scraper and the sharpie in immediate area of the 
bonding point will fade during this surface preparation procedure.  
3. Using the 600-grit sand paper, sand down the area where the PWAS will lie, 
making sure to sand in all directions thoroughly. 
4. Using the degreaser and cloth gauze, spray and wipe down the spot where you 
have sanded thoroughly. Repeat the spray and wiping until no residual mark of 
dirt or any other substance appears on the gauze after wiping. 
5. Spray the spot with the degreaser and wipe using a cotton Q-tip to again ensure no 
residual mark appears on the Q-tip. 
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6. Place a drop of acid (red cap) on the location and rub in with a new cotton Q-tip. 
Allow to dry or dab to dry using a new cloth gauze, but do not wipe back and 
forth, so as to avoid moving dirt or other undesired contaminants to the clean area. 
7. Repeat Step 6 using a drop of the base (blue cap). 
8. Once this surface preparation is completed, place the PWAS directly onto the 
location and tape it down. 
9. Your PWAS bonding location is now prepared for the adhesive application. 
 
Mixing the adhesive: 
1. Have the following items readily available for this section: Curing agent jar, 
Resin jar, weighing scale, disposable pipette, glass stirring rod, disposable mixing 
tray. 
2. Turn the scale on and ensure that it is “zeroed” with nothing placed on it. The “T” 
button on the scale can be used to zero at any time. 
3. Place one plastic disposable mixing tray on the scale, allow it to reach a steady 
state reading of weight, then zero it using the “T” button. 
4. Open the jar of Resin AE, and slowly pour/place resin into the try while it is still 
placed on the scale. This process is done easiest using the glass stirring rod as a 
mean of transferring small amounts at a time from the jar and letting it fall off the 
rod into the tray. Do this until 1.25 grams has been placed in the mixing tray. 
NOTE: if 1.25 grams is accidentally exceeded, the stirring rod has proven to be a 
useful tool in removing excess from the tray. Simply place the stirring rod into the 
reservoir of resin in the tray and allow some to stick to it, then remove, as needed. 
5. Once ~ 1.25 grams is achieved, zero the scale using the “T” button. 
6. Open the jar of curing agent 15, and acquire a plastic disposable pipette from the 
bag. 
7. Place the pipette into the jar of curing agent and gather an ample amount in the 
pipette. 
8. Place, drop by drop very slowly, curing agent 15 into the mixing tray which 
already has the reservoir of resin in it. Place the drops directly into the center of 
the reservoir of resin. Do so until the scale reads 0.1 grams. NOTE: it has been 
noticed that a single drop coming from the disposable pipette is around ~ 0.02 
grams, so consider this while estimating how many drops will be placed. 
9. Once the resin and curing agent have both been added to the mixing tray, remove 
it from the scale and mix the components while tilting the tray to one side, so as to 
have all the fluid fall to one area for optimal mixing. Mix thoroughly for 6 
minutes. 
10. Your reservoir of M Bond AE 15 is now ready for application. 
Attaching and Curing the PWAS: 
1. Fold back the tape and PWAS placed in Step 8 of the surface preparation section. 
Ensure that the PWAS remains adhered to the tape as you fold it back. 
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2. With the tape folded back, use an object with a small tip (ie. Glass stirring rod, 
metal scraper/marker tool, etc. The sharper tip the object, the easier it is to place a 
small drop) to gather a small drop of adhesive from your reservoir. Place this drop 
of adhesive directly onto the location where the PWAS will be bonded, and where 
it was before being folded back with the tape. 
3. Fold the tape back over the drop so that the PWAS gets placed onto the adhesive. 
4. Place the appropriate amount of deadweight on the PWAS according to pressure 
prescribed in the M-Bond AE 15 manufacturer directions. 
5. Place the PWAS into the oven and cure based on the cure cycle shown in the M-
Bond AE 15 manufacturer directions (NOTE: Added cure time with the 
temperature being gradually reduced back to room temperature is optimal). 
6. Remove the specimen from the oven and remove the deadweight and tape.  





MTS MACHINE STANDARD OPERATING PROCEDURE
***NOTE***: If anything wrong were to happen during testing, there are four big, 
red emergency stop buttons; one on the control panel, one to the right of the desktop, 




1. If not already open, open ‘Shortcut to user’ on desktop and enter username and 
password 
a. Username: user 
b. Password: user 
2. Open ‘shortcut to TWSX’ 
3. Open an existing template (twsx → roshan → fatigue test) 
4. On control panel, if Interlocks have any lights on, hit the reset button 
5. Turn on MTS machine by pressing “low” then “high” for HPS Control first and 
then HSM Control 
6. Turn on water flow to keep oil cool (black button on wall behind computer desk) 
7. Unlock crosshead lift, move top grip to the desired height and lock it again before 
moving the bottom grip 
8. Turn on Actuator Positioning Control to move the bottom grip 
9. Turn off Actuator Positioning Control to switch to enable force mode 
10. Check to make sure the MTS machine is in the 5,000 lbf load cell (Display → 
Input Signals → select drop down arrow to select 5,000 lbf)) 
11. Close top wedges on top of specimen using hydraulic controls (turn the top left 
knob all the way to the right, then turn bottom left knob to the left) 
12. Before closing the bottom wedges on bottom of specimen, zero the MTS machine 
cell (Display → Input Signals → select ‘A’)  
13. Close bottom wedges on bottom of specimen using hydraulic controls (turn top 
right knob all the way to the right, then turn bottom right knob to the left) 
14. Make sure to apply a low load right away to reduce load fluctuation 
a. Recommended:  
i. End level = 80 lbf  
ii. End level 1 = 60 lbf  
iii. End level 2 = 100 lbf 
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iv. Frequency = 4 Hz 
v. Cycles = 10 
Pack Up: 
1. Apply low load as recommended above at #13 
2. Make sure the interface is on edit mode, NOT execute (this allows displacement 
mode to be enabled) 
3. Once cycles are complete, select displacement mode under “Next APC Mode” 
dropdown menu, the turn on and off the Actuator Positioning Control to put the 
MTS machine into displacement control mode 
4. Release the bottom wedges using hydraulic controls (turn bottom right knob all 
the way to the right, then turn top right knob to the left) 
5. Holding onto the specimen, release the top wedges using the hydraulic controls 
(turn the bottom left knob all the way to the right, then turn top left knob to the 
left) 
6. Turn off MTS machine by pressing “low” then “off” for HSM Control then HPS 
Control 
7. Turn off water flow (red button) 
 
*The following section is not always necessary. Follow these directions if desired grips 
are not already loaded into MTS machine. 
Changing Grips: 
1. If changing to 2inch grips, simply hook the springs in the MTS machine to 
protruding pin on both sides of each respective grip. 
2. If changing to 4inch grips, multiple steps will be involved: 
a. Begin by acquiring some strong wire. 
b. Bend wire to a “U” shape, and feed curved end through longitudinal hole 
on one side of a 4inch grip. 
c. Once the curved end comes out of the other end, hook to the system spring 
and pull spring through the hole. 
d. Once the hook on the end of the spring is pulled far enough that it is lined 
up with the lateral screw hole on side of grip, place screw through hole, 
locking spring in place. 
e. Repeat this on both sides of each grip until all 4 grips are secured. 
 
 
