The risk assessment in many engineering applications is hampered by a lack of hard data. Under these conditions the selection of probability density function (PDF) seems arbitrary. Quite often the data are not only sparse but also vague expert knowledge or conflicting. Several non-probabilistic methods have been proposed in the literature to perform a risk assessment under these conditions. We propose to use probabilistic techniques using uncertain PDFs. The uncertainty on the PDF is characterized by treating the parameters in the PDF as random variables. We expand the classical Bayesian updating scheme to make use of vague or imprecise interval data. Each expert is considered to be a sample from a parent distribution of experts. Consequently, a conflict between experts is accounted for through the likelihood function. The uncertain PDFs can be used in both simulation-based and MPP-based reliability methods. Because of the uncertainty on the PDF of the random variables, the risk or reliability index itself will be a random variable. Design decisions are made on the basis of the risk assessment and an incorrect risk assessment increases the total cost of the design. Since a cost can be associated with either an over or underestimation of the risk, an optimal reliability index can be determined, which minimizes this cost. The probabilistic framework we present in this paper establishes a direct link between the amount and quality of the available data and the optimal reliability estimate. This link allows the decision maker to weigh expected value of additional data collection efforts against the expected optimal reliability index improvement.
8.3 of the NESSUS software will allow users to fit imprecise probability densities on the basis of interval data and will compute the effect of these epistemic uncertainties on the reliability index or failure probability.
Epistemic uncertainties arise when there is little or no data available to assign traditional probability distributions, or when information is non-specific, ambiguous, or conflicting, as is often the case with expert knowledge. Such data are often available only as an interval estimate, without detailed knowledge about the relative likelihood of specific values within the interval.
In this paper we discuss a probabilistic framework that incorporates expert knowledge. The desire to have a probabilistic approach is motivated by the availability of proven analysis techniques and software implementations. Over the years considerable experience and familiarity has been gained with these techniques, which improves the credibility of the risk assessment. We demonstrate how existing Bayesian estimation techniques can be expanded to work with expert knowledge, given in the form of an interval estimate instead of a single, precise data point. The technique interprets each expert as a sample from a pool of experts and uses a likelihood function to update the prior distribution of the PDF parameters. The Bayesian estimation method can be used for both crisp (or precise) and interval data.
Because the PDF parameters are estimated on the basis of limited data, considerable statistical uncertainty may be associated with the PDF parameters. The paper subsequently illustrates how the uncertain PDFs, obtained using the presented Bayesian updating technique, can be integrated in existing, efficient probabilistic computational tools. A practical example using the First-Order Reliability Method (FORM) is given.
Because of the epistemic or statistical uncertainty associated with the PDF, the risk measure (such as the reliability index) is an uncertain variable itself. The effect of the epistemic uncertainty (e.g. statistical uncertainty on the PDF shape or parameters) on the reliability can be quantified through confidence bounds (see Figure 1 ). These confidence bounds play an important role in the decision making process. Consider for instance the case of two competing designs with slightly different reliability curves. If the confidence bounds overlap considerably, it would be hard to argue that one design represents a significant improvement over the other, under the current state of knowledge. At least in theory, it is, however, possible to shrink the confidence bounds due to model uncertainty, either through additional data collection or physical modeling efforts. A comparison of the cost of these additional experiments or analyses against the potential gain that can be made by shrinking the confidence bounds leads to more rational decision-making under imperfect states of knowledge.
Confidence bounds reflect epistemic uncertainty The last part of the paper connects the reliability computations to the decision making process during design. Overestimation of the reliability may cause severe economic or societal loss whereas an underestimation of the reliability may unnecessarily increase the operational or manufacturing cost. A specific penalty can therefore be associated with a mischaracterization of the reliability index. In such a cost-based approach, the optimal reliability index is associated with the minimum total cost. An example demonstrates how the uncertainty associated with expert knowledge affects this minimum penalty reliability index.
II. Selection of the Probability Density Function
In the absence of data the objectivity of the probabilistic risk assessment is challenged in two ways. The first one is the selection of the PDF (PDF shape). When insufficient data exists to justify the choice of a particular PDF, we recommend the use of a parametric family of PDFs. A PDF distribution family or system contains shape parameters in addition to the location and scale parameters. In this approach, the shape of the PDF becomes a statistic that can be estimated directly from the data. Details about this approach can be found in a companion paper (Huyse and Thacker, 2004) . The second challenge is the use of probabilistic methods to determine the PDF parameters when insufficient data are available. In this paper we assume that the PDF type is given and the focus is on the incorporation of vague, conflicting data into the probabilistic assessment.
III. Probabilistic Analysis with Interval Data

A. Methodology: Bayes' Theorem
We will demonstrate that Bayesian estimation methods can be used successfully to estimate the parameters in the PDF only interval data are given for the random variable Y. In Bayes' theorem prior knowledge about the parameter θ is combined with additional data y to compute the posterior density of θ (Box and Tiao, 1992).
Assume that the random variable Y is modeled using a PDF family with parameters θ: f Y (y | θ). The Bayesian estimation approach treats the parameters θ within the selected PDF family as random variables and assigns a PDF f Θ (θ) to them. The prior beliefs about θ are updated with the data y and combined in a posterior density f Θ (θ | y). Several point estimates can be derived for θ from the posterior density f Θ (θ | y): posterior mean, median and mode are commonly used. It should be noted that the posterior mode will coincide with the MLE estimator if and only if the prior density f Θ (θ) is uniform.
Assume that y is a vector of n observations of the random variable Y whose PDF f Y (y) depends on the value of the parameters θ within the selected PDF family. Assume also that the parameters θ themselves have a probability distribution f Θ (θ). Bayesian estimation computes not just a point estimate of θ, but rather the entire PDF.
From the theorem of total probability, it follows that:
The posterior distribution f Θ (θ | x) is proportional to the product of the likelihood l(θ | y) and the prior distribution f Θ (θ). The integral in the denominator of the expression normalizes the density so the total probability for θ remains equal to 1. Since Bayes' theorem is sequential in nature, the parameter θ can be continually updated using Eq.(3) as more observations y are taken. The likelihood function follows directly from the selected PDF family whereas the prior distribution may include subjective probabilities. The selection of prior distributions is discussed at length in a subsequent section.
B. Use of Interval Data
Consider now the case where not a precise point value y is observed but rather an interval [y 1 
This equation indicates that Bayes' theorem can be applied equally well to imprecise interval observations as it is to single-point observations. Since Bayes' theorem is sequential, interval data and precise single-point observations can readily be combined in the estimation of the parameter θ.
IV. Conflicting data
At times, experts may disagree with each other and give (partially) conflicting information. In the proposed Bayesian approach no direct assessment is made regarding conflicts in the interval data. It is assumed that discrepancies in the expert opinion are not due to misinterpretation of the questions. The various interval data, which represent multiple expert opinions, are treated like sample observations of the random variable Y. Therefore conflicting interval estimates do not pose a numerical problem.
As an example, consider a normal probability model with uniform prior for both µ and σ. The posterior densities are shown for the cases with overlapping ( Figure 1a ) and non-overlapping data (Figure 1b) . With overlapping expert opinion, the overlapping point becomes the posterior mode for the mean (and σ=0). Figure 3 are of equal length, the posterior distribution is symmetric with respect to the mean and the model of the posterior mean is given by the mid-point between the intervals (µ = 5.5). Because of the conflict between the two experts (non-intersecting intervals), the total uncertainty on the parameters is larger.
Additionally, conventional statistical techniques can be applied to detect outliers. The relative weight of each expert opinion is not postulated by the analyst but follows directly from the data. The Bayes' factors (Box and Tiao, 1993) measure to what extent the new expert opinion is in conflict or in agreement with the available evidence to date.
V. Risk in Decision-Making Context
For each application a target reliability index β target can be determined on the basis of societal criteria (such as risk averseness, severity of consequence…). Design decisions are made on the basis of the risk assessment. If the risk assessment indicates that the target risk is not achieved the design needs to be improved, which increases costs. If the risk assessment erroneously suggested that the target risk is not achieved, then these costs would amount to a waste of resources. A similar argument can be made when the risk is underestimated. Consequently, a penalty function p(β) -i.e. loss of utility or cost -can be associated with an over or underestimation of the reliability index. The most appropriate choice for the reliability index is the one that minimizes the total expected cost. The lower bound of the confidence interval (safe or conservative value) may not be the most appropriate choice nor practically feasible or economically viable.
Consider a linear penalty function p(β):
target target target target
where a is a scale factor, and k is a measure for the asymmetry of the cost function (see Figure 6a ). The cost function p(β) is seldom symmetric in an engineering context; an overestimation of the reliability may cause a catastrophic loss of life whereas an underestimation of the reliability leads to overly costly structures. The parameter k is usually greater than one in engineering applications.
The minimum-penalty reliability index β mp , which minimizes the cost function p(β), is an appropriate point estimator, which reflects the impact of the epistemic uncertainty. For linear penalty functions, β mp is given by (see Der Kiureghian, 1989):
where F B is the CDF of the reliability index. When β is assumed normally distributed, the minimum penalty index in Eq. (7) can be approximated by:
VI. Application
Consider a deflection limit state for the simply supported beam in Figure 2 with uncertain load P and Young's modulus E. All other variables are considered deterministic. It is assumed that only expert opinion is available for the Normal variables P and E. Although one would generally expect better prior knowledge, a non-informative prior will be assumed. Two different scenarios are considered: in the first scenario only 7 expert opinion intervals are available (some experts are in conflict), in the second scenario it is assumed that 140 experts are available (this data set is generated by repeating the original data set 20 times). It can be concluded from the summary statistics in Table 1 that increasing the number of interval data generally does reduce the uncertainty on the parameter estimates. However, because of the conflict between several experts, the large standard error on the mean value estimates persists even as the data set is increased. For both cases the reliability index was computed using the expected values of the parameters (mean and standard deviation for P and E) and Eq. (8) . Because of the lower estimate value for the standard deviation of both P and E (the mean value estimates remain unaffected), the reliability estimate is considerably higher for the cases with 140 data. Subsequently, the sensitivity derivatives of β with respect to the epistemic parameters were computed. The results are given in Table 2 . As anticipated, only ∂β/dµ E is positive. The largest sensitivity derivatives are with respect to the standard deviation of the modulus. Finally, an first-order second-moment estimate for the reliability index was obtained using Eq. (8) . It can be seen that the standard error of the reliability index is not much smaller when many more data are present. The large value for σ β is mostly due to the large standard error on the mean value of the mean value of the Young's modulus. It can be concluded from this example that the conflicting expert opinion regarding the Young's modulus causes a large uncertainty on the reliability index. Because of the sensitivity of the failure probability to the Young's modulus, the minimum penalty reliability index will not increase as more data are added. The conflict must be resolved instead. Analysis of the relative contributions of σ β reveal that the conflicting opinion regarding the Young's modulus weighs more heavily on the overall reliability index than the conflict about the load level does. The large uncertainty on the reliability index cannot be reduced unless the conflict regarding the Young's modulus is resolved.
VII. Conclusion
In this paper we have demonstrated that probabilistic methods can successfully be used in applications where only vague interval measurements are available. The approach is characterized by:
• The epistemic uncertainty is modeled by treating parameters as random variables.
• PDF parameters are estimated using Bayesian techniques, which are expanded to accommodate imprecise interval data. Non-informative priors can be used to characterize the prior lack of knowledge.
• Each of the interval data is interpreted as a random interval sample of a parent PDF. Consequently, a partial conflict between experts is automatically accounted for through the likelihood function.
• First-order approximations of the epistemic uncertainty on the reliability index are readily computed using results of only a single reliability analysis.
• The sensitivity of the reliability index to the model uncertainty parameters or to individual data points can readily be assessed. This is very powerful for experiment planning.
Note that, in the absence of specific knowledge about the variable, the selection of a specific PDF for a variable can be avoided altogether. A hierarchical model of a continuous family of PDF's can be used instead as described in a companion paper (Huyse and Thacker, 2004) . This approach establishes a comprehensive framework for probabilistic analysis in absence of hard data.
