Abstract. Simulations of regional or global climate models are often used for climate change impact assessment. To eliminate systematic errors, which are inherent to all climate model simulations, a number of post processing (statistical 10 downscaling) methods have been proposed recently. In addition to basic statistical properties of simulated variables, some of these methods consider also the biases and/or changes in dependence structure between variables or within. In the present paper we assess the biases and changes in cross-and auto-correlation structures of daily precipitation in six regional climate model simulations. In addition the effect of outliers is explored making distinction between ordinary outliers (i.e. values exceptionally small or large) and dependence outliers (values deviating from dependence structures). It is demonstrated that 15 correlation estimates can be strongly influenced by few outliers even in large data sets. In turn, any statistical downscaling method relying on sample correlation/covariance can therefore provide misleading results. An exploratory procedure is proposed to detect the dependence outliers in multi-variate data and to quantify their impact on correlation structures.
Introduction
The investigation of climate change impact on hydrological cycle is one of the crucial topics in the field of water resources 20 management and planning (Mehrotra and Saharma, 2015) . Simulations of regional and global climate models (RCMs and GCMs) represent a fundamental data source for climate change impact studies. It is well known that raw climate model outputs cannot be used directly in impact studies due to inherent biases which are found even for basic statistical properties (Chen et al., 2015) . The bias is caused primarily by simplified representation of important physical processes (Solomon et al., 2007) , which is often resulting from low spatial resolution of the RCMs.
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Therefore, many methods have been developed to post-process the climate model outputs in order to move their statistical indicators closer to observations. The overview of these methods is presented e.g. by Maraun et al. (2010) . Precipitation is a key input into the hydrological climate change impact studies and at the same time it belongs to meteorological variables that are most affected by bias. The comparison of correction methods commonly used for precipitation data is provided by Teutschbein and Seibert (2012) . Nevertheless, these standard methods correct only the bias in statistical indicators (mean, Hydrol. Earth Syst. Sci. Discuss., https://doi.org/10.5194/hess-2018-7 Manuscript under review for journal Hydrol. Earth Syst. Sci. cross-dependence structures between variables is often neglected. However, the dependence structures of the meteorological variables affect the hydrological response of a catchment (Bárdossy and Pegram, 2012; Ehret et al., 2012) , thus their inadequate representation in the data can impair hydrological impact studies (Teng et al., 2015; Hanel et al., 2017) .
In recent years several studies attempted to overcome this limitation. Hoffmann and Rath (2012) and Piani and Haerter 
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(2012) focused on the relationship between precipitation and temperature data from single location. Bárdossy and Pegram (2012) developed two procedures correcting a spatial correlation structure of RCM precipitation. Mao et al. (2015) proposed stochastic multivariate procedure based on copulas. Johnson and Sharma (2012) developed procedure correcting common statistics (mean, variance) together with lag-1 autocorrelation in multiple-time scales. The procedure was later extended with recursive approach by Mehrotra and Sharma (2015) and subsequently with non-parametric quantile mapping by Mehrotra
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and Sharma (2016) to correct the bias in auto-and cross-dependence structures across multiple time scales. Different approach based on the principal components was presented by Hnilica et al. (2017) , correcting bias in cross-covariance and cross-correlation structures. This paper evaluates the biases and temporal changes in cross-and auto-correlation structures in multivariate precipitation data simulated by climate model. We further investigate whether the magnitude of the changes exceeds considerably the 45 natural variability. The attention is finally paid to the effect of outlying values, which can significantly affect the correlations and can thus lead to artefacts in bias-corrected time series.
The paper is organised as follows. In Sect. 2 the data used in this study are presented and Sect. 3 describes the methodology.
In Sect. 4 the results are reported and their consequences for climate changes impact studies are discussed. Section 5 closes the paper with a brief summary.
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Hydrol. Earth Syst. Sci. Discuss., https://doi.org/10.5194/hess-2018-7 Manuscript under review for journal Hydrol. Earth Syst. Sci. The cross-and auto-correlation structures of observed and RCM simulated daily precipitation for 13 river basins in the Czech Republic were analysed (see Fig. 1 and Table 1 for the location and details of the basins). it's difficult to match table 1 and figure 1. Please consider re-labelling the links in Fig. 1 in a more orderly pattern, South to North?
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The observed time series of daily precipitation were derived from the gridded data-set provided by the Czech
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Hydrometeorological Institute (Štěpánek et al., 2011) at 25 km × 25 km resolution as a weighted average of grid boxes intersecting the basin with weights proportional to the intersection area.
Simulations of two EURO-CORDEX (Giorgi et al., 2009 ) RCMs (with 0.11 degree resolution) driven by three GCMs forced by RCP8.5 were considered (see Table 2 for the overview of simulations). The control period spans the years from 1971 to 2000, the future period the years from 2051 to 2080. The simulated data have been interpolated to the catchment area in the 65 same way as the observed data. Table 2 . Global and regional climate models used in the present study.
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Methods
The sample correlation coefficient , between random samples = ( 1 , … , ) and = ( 1 , … , ) was calculated
where , denotes the sample covariance in the form
and denotes the sample standard deviation in the form
The symbol ̅ denotes the sample (arithmetic) mean and denotes the sample size. But some of the areas are less than 20 km across and are likely to be covered by a grid element -please show the grid superimposed on the basins in Figure 1 .
at this latitude about 11 x 8 km?
Data from individual basins were arranged to a 13-dimensional random vector = ( 1 , … , 13 ), where subscripts 1, …, 13 denote the basin ID from Table 1 . The sample correlation between the variables and is denoted as , The symbol denotes the correlation matrix (i.e. the square matrix with elements , ). The auto-correlation structures were analysed 80 through the auto-correlation function of the time series from individual basins. The lag-auto-correlation from basin (the basin with ID ) is denoted as .
The model biases and changes were investigated. In general, a change of an indicator (correlation, auto-correlation) between control period C and future period F was calculated as
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where ∆ denotes the change of , subscripts denote the period. The symbol ∆ , thus denotes the change of the corresponding cross-correlation; the symbol ∆ denotes the change of the corresponding auto-correlation. If appropriate, the subscripts denoting the basin are omitted for clarity. The model bias is obtained in the similar way, replacing C by the observed and F by the simulated (from the control period) values of in Eq. (4).
The sampling variability of individual cross-and auto-correlation was investigated to assess the statistical significance of 90 their changes. The confidence intervals were derived using the block bootstrap approach (Davison and Hinkley, 1997).
Specifically, the confidence interval around the correlation , was obtained as follows:
1. one-year blocks from the time series for basins and were randomly selected with replacement (30-times to obtain the same sample size as the original data), subsequently the correlation of the 30-year sample was calculated 2. step 1 was repeated 1000 times 95 3. the 95% confidence interval was derived as a range between the 0.025 and 0.975 quantiles of the resampled correlations.
The block approach was chosen to preserve a seasonal variability in the bootstrap samples. For the presentation of confidence intervals, the unique identifier (ID) was assigned to each pair of basins, the numbering was done according to rows of correlation matrix; the scheme is depicted in Fig. 2 . The confidence intervals for auto-correlation were derived in the 100 same way using one-year blocks of time series. The joints of the adjacent blocks were not included in the calculation. why not use the convention of (i,j) in each cell for row (i) and column (j)? It would save the reader from having to do arithmetic deciphering 156 numbers! Please see my partitioning of figure 4 as an alternative. Table 1 ; the numbers represent identifiers used in Fig. 4 .
Results and discussion
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Bias in correlation structures
Prior to the examination of changes, the model simulations from the control period were compared to observations. The model biases were calculated in accordance with Eq. (4). In the case of 13-dimensional data, the bias of the cross-correlation structure consists of biases in , coefficients for 78 pairs of basins (corresponding to the sub-diagonal part of the correlation matrix). For clarity, these 78 biases are presented in the form of box-plots for individual models. In contrast to cross-correlation structures, the bias in auto-correlation structures is model independent and do not contain obvious patterns as the results presented in Fig. 3a . In general, the auto-correlation is mostly underestimated; the biases of 1 fluctuate in a range from -0.1 to 0.04.
Changes in correlation structures
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The changes between the control and future period were calculated using Eq. , in contrast to 3B 
Detection of outliers
The examples showed that several outliers can distort cross-and auto-correlation structures of a large dataset comprising many thousands values. Nevertheless; it should be taken into consideration that an extreme value does not necessarily affect the correlation (as seen in Fig. 6a ). Therefore a more specific concept of outliers is presented in this study. Values deviating 175 from the correlation structure are denoted as dependence outliers. As well as ordinary outliers, the dependence outliers are values at a long distance from the origin; nevertheless, the difference between them and ordinary outliers consists in a is a of coordinate system in which the distance is measured. Figure 7 illustrates this by an example of synthetic 2-dimensional data.
The dashed lines and coordinates in square brackets define the standard (canonical) coordinate system. The ordinary outliers are points in a long distance from the origin [0, 0], measured in the standard coordinates; the point A represents an example.
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The solid lines and coordinates in round brackets define an alternative coordinate system, which reflects the intensity of linear dependence between the variables X and Y. The dependence outliers are points in a long distance from the origin (0, 0), measured in the alternative coordinates; the point B represents an example. Let us remark that the point B does not represent an extreme value neither in X nor Y data, in contrast to the point A. Nevertheless, the point B deviates from the dependence structure, which comes out when its distance from (0, 0) in alternative coordinates is calculated. The alternative 185 coordinate system is constructed through the covariance matrix of the data. The directions of the axes are given by the eigenvectors of the matrix, the lengths of unit vectors are given by the square root of the corresponding eigenvalues and the origin is located in the mean of the data. The construction of the system is related to the principal component analysis; see for example Wilks (2011) for details. 
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The problem is that the presence of outliers is not simply detectable from the changes of dependence structures. It can be
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either indicated indirectly from the analysis of sampling variability; nevertheless the wide confidence intervals do not necessarily imply the presence of outliers. Alternatively, it can be found out when the individual pairs of datasets are visually checked. Therefore we propose a procedure allowing for identification of significant dependence outliers and assessment of their effect on correlation structure. The procedure consists of three steps:
1. the most outlying (multi-variate) value is found in the data 200 2. the value is removed from the data and a new correlation matrix is calculated 3. a difference between the new and the previous correlation matrix is calculated and recorded.
These three steps are repeated. The difference in step 3 is quantified through
where denotes the correlation matrix of the data from which largest outliers were removed, the symbol ‖•‖ denotes the
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Frobenius matrix norm. The most outlying value in the step 1 is simply defined as the value with the highest distance from origin (measured in the alternative coordinates). A result of the proposed exploratory procedure is a sequence of δ , which clearly indicates the presence of noticeable outliers.
The procedure is demonstrated using the data from Fig. 6a , i.e. 2-dimensional data from basins 6 and 8 (model 2A). Figure 8 depicts δ for the future data (black bars) and for the control data (red bars). A massive impact of the first two outliers in 210 future data is clearly visible; the removal of next outliers already does not affect the correlation matrix substantially (the first two members δ 1 and δ 2 correspond to the circled outliers in Fig. 6a ). In the case of control data, a gradual evolution of δ indicates that the data do not contain noticeable outliers. in alternative coordinates?
13 We note that the alternative coordinate system in which the dependence outliers are searched is data-dependent (in contrast to the standard coordinates). It means that after each removal of outlier the alternative coordinates slightly change and must be recalculated to correspond to the actual data. Generally, a plot of δ enables a simple assessment of the internal 220 structure of the data and a direct evaluation of an importance of individual outliers.
Interesting results are obtained, when the evolution of δ is calculated for complete 13-dimensional data of the model 2A. , defined in equation (5), remaining/surviving? did you visually check through 78 of these bar charts or did you devise an algorithm? Based on this result, 50 outliers (corresponding to δ 1 … δ 50 ) were removed from the data from both periods and the changes in cross-correlation structures for the data without outliers were calculated. Figure 10 compares the changes for the 230 complete data (white box-plot) and for the data without outliers (grey box-plot). As seen from the figure, the removal of outliers dramatically reduces temporal changes of correlation structure. Therefore, it can be considered that the data of model 2A are composed of two parts. The first one incorporates an absolute majority of the data and its correlation is stable in time.
The second one includes a small part of the most outlying values (4.6 per mille in this example) and produces the main part of temporal changes of the correlation structure. The same procedure applied to other models showed, that a similar effect I do not understand these figures -it would help if you gave the axes labels and improve the description in the text.
'mille' is unusualwhy not put '0.46%' so we don't have to look it up and divide by 10? 
Rank correlations
The effect of outliers on correlation structures can be eliminated when the rank correlations are considered. Figure 11 depicts the bootstrap intervals for the models 2A and 3B, analogously as in Fig. 4 ; but in this case calculated through Spearman rank correlations. From the comparison of both figures it is obvious that the bootstrap intervals derived from rank correlations are thinner than the intervals around Pearson correlations, particularly in the case of model 2A. Rank correlation structures also
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show considerably higher number of significant changes.
Hydrol. Earth Syst. Sci. Discuss., https://doi.org/10.5194/hess-2018-7 Manuscript under review for journal Hydrol. Earth Syst. Sci. , especially in Figure 3B , where a large proportion of pairs of data bars do not overlap at all.
16 Figure 11 . The 95% confidence intervals of the rank cross-correlation for the models 2A and 3B. The identifiers (ID) of individual pairs of basins are the same as in Fig. 4 (and explained in Fig. 2 ).
Nevertheless, there are several questionable points concerning rank correlations of precipitation data. The precipitation data 250 contain a high number of zero values which must be treated otherwise the rank correlation is distorted by severe artefacts. A possible way is to consider the correlations only for non-zero values, however this approach results into a loss of information and furthermore it is not applicable to auto-correlations. Therefore the joint (average) rank was assigned to each zero value in this study (we note that the results can differ if e.g. random rank is applied instead). Further, the information provided by both correlation coefficients differs; Spearman correlations systematically reach higher values. In addition, the difference 255 between Pearson and Spearman rank correlation coefficients is related to the intensity of linear dependence: the differences unless these are calculated only for blocks of overlapping wet days.
I do not like this procedure -there are too many zeros, unless you have a very humid geography. What is the proportion of dry-time? Why not calculate the binary cross correlation coefficients for wet and dry days over a couple of days' lags so you can determine whether the wet periods match? Then treat the overlapping wet periods. 
Changes of covariance
To complete the information about the temporal changes of dependence structures, the changes of covariance were analysed.
The overall result is that the covariance structures change substantially more than correlations. 
Consequences for climate change impact studies
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The examples demonstrated that several outliers (or several per mille of the most outlying values) can strongly affect the cross-and auto-correlation structures of the data comprising many thousand values. In general, it must be stressed that the presence of outliers cannot be considered as a bias. The extreme precipitation values as well as the dependence outliers naturally occur. Nevertheless, although the dependence structures are markedly influenced by small number of outliers, they characterize the data as a whole. Therefore a substantial bias can arise when the data with noticeable outliers are used to The results based on the methods proposed in these studies can be devalued by outliers. The appropriate tool for testing the presence of outliers is the analysis δ presented above; the exploratory procedure can be automatized and included in the modelling chain as a pre-processing step to automatically remove at least the most noticeable outliers.
As explained in Sect. ing?
NOT to my mind in 
Summary
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Biases and temporal changes of the cross-and auto-correlation structures in climate projections of daily precipitation were investigated. The simulations of two RCMs driven by three different GCMs were analysed. Biases vary in a range approximately from -0.2 to 0.15 and they are related to regional model (while the CCLM-4-8-17 mostly overestimates correlations, RCA4 underestimates them).
The changes of individual cross-correlation coefficients and the lag-1 auto-correlation were calculated. The results showed 300 that the changes vary in a range approximately from -0.08 to 0.08, the changes of individual models differ considerably.
While in the case of cross-correlations the maximal change is 12% of the values from the control period, for autocorrelations it reaches almost 30%.
The significance of changes was tested using a bootstrap approach. It was shown that the changes were in many cases caused by the outliers that can strongly affect both cross-and auto-dependence structures. The concept of dependence outliers was 305 presented as the values deviating from the correlation structure. Several examples of the effect of outliers were presented and possible consequences for climate studies were discussed. The exploratory procedure was proposed to detect the dependence outliers in multi-variate data and to quantify their impact on the correlation structures. 
