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On the convergence of stochastic MPC to terminal modes of operation
Diego Mun˜oz-Carpintero1 Mark Cannon2
Abstract—The stability of stochastic Model Predictive Con-
trol (MPC) subject to additive disturbances is often demon-
strated in the literature by constructing Lyapunov-like in-
equalities that guarantee closed-loop performance bounds and
boundedness of the state, but convergence to a terminal control
law is typically not shown. In this work we use results on general
state space Markov chains to find conditions that guarantee
convergence of disturbed nonlinear systems to terminal modes
of operation, so that they converge in probability to a priori
known terminal linear feedback laws and achieve time-average
performance equal to that of the terminal control law. We
discuss implications for the convergence of control laws in
stochastic MPC formulations, in particular we prove conver-
gence for two formulations of stochastic MPC.
I. INTRODUCTION
Stochastic Model Predictive Control accounts for the
stochastic nature of disturbances using knowledge of their
probability distributions or random samples generated by an
oracle [1], [2]. Performance is typically evaluated by consid-
ering the expectation of a quadratic cost function, which is
minimized over open-loop (or closed-loop) predicted control
sequences subject to probabilistic constraints with specified
probabilities. The motivation for this formulation is to reduce
the conservatism of worst-case formulations of Robust MPC,
and to explicitly account for stochastic disturbances in the
optimization of constrained performance [3].
Stability analyses of stochastic MPC can be divided into
cases in which the disturbances are additive or multiplicative.
In the latter case, Lyapunov stability and (in the regulation
case) convergence to the origin is often proved. However,
in the former case additive disturbances generally prevent
the state from converging to the origin. For this reason the
question of convergence of the state is often either ignored,
or else a simplified convergence analysis is performed,
focussing on the derivation of Lyapunov-like functions. In
[4], [5], [6] this difficulty is tackled through a redefinition
of the cost function; the resulting performance bounds imply
that the time-average stage cost converges to that of a linear
state feedback (e.g. the unconstrained certainty equivalent
optimal control law). The work of [7] performs a detailed
analysis of the convergence and performance of stochastic
MPC techniques, considering typical stability notions of
Markov chains and exploring the implications for stability
and performance of the resulting Lyapunov-like inequali-
ties (or geometric drift conditions). In particular, certain
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Lyapunov-like inequalities provide the robust notion of input-
to-state stability (ISS), and these inequalities may be used to
obtain ultimate boundedness conditions on the system state.
Thus, for example, the results of [7] were used to conclude
the stability of the stochastic MPC formulations in [8], [9].
A shortcoming of the stability analyses so far discussed is
that asymptotic convergence properties may be stronger than
what is directly implied by Lyapunov-like inequalities. Re-
cently [10] presented a stochastic MPC strategy with additive
disturbances, and included a convergence analysis showing
that the asymptotic limit of the time-average performance
is bounded by that of a terminal control law, and that the
MPC law converges to the terminal law. These results are not
directly obtained from the Lyapunov inequality. Instead, they
come from particular properties of the MPC formulation,
namely that if a candidate solution remains feasible for a
given number of time steps, the system will converge to a
terminal set on which the terminal control law is feasible, and
the probability of this occurring tends asymptotically to 1.
In this paper we perform an analysis similar to that of
[10], but in a more general setting and using different tools.
We show that, for a class of nonlinear systems, the existence
of a Lyapunov function demonstrating input-to-state stability
(ISS) ensures convergence of the state to a robust invariant
set under the assumption that arbitrarily small disturbances
have a non-vanishing probability. This result applies, for
example, to the closed-loop system formed by a linear system
subject to stochastic additive disturbances under an input-
to-state stabilizing stochastic MPC law. Given a suitably
chosen quadratic cost, the implied MPC law reduces to a
linear optimal controller on this terminal set. Subsequently,
using results on the convergence of Markov chains, we show
convergence of the probability distribution of the state to
a terminal mode. The paper illustrates these techniques by
deriving new results on the convergence of the stochastic
MPC laws proposed in [11] and [12].
II. MATHEMATICAL PRELIMINARIES
This section introduces basic notation, definitions and a
summary of relevant results on Markov Chain convergence.
The sets of non-negative integers and non-negative reals
are denoted by N and R+, while Nk denotes {0, 1, . . . , k}.
For a sequence x = {xk : k ∈ N}, xj|k is the prediction of
xk+j made at time k. The Minkowski sum of X,Y ⊆ R
n is
X ⊕ Y := {x+ y : x ∈ X, y ∈ Y } and the Minkowski sum
of a sequence of sets {Xj}j∈Nk is denoted
⊕k
j=0Xj . For
X ⊆ Rn, 1X(x) is the indicator function ofX . A continuous
function φ : R+ → R+ is a K-function if it is continuous,
strictly increasing and φ(0) = 0, and it is a K∞-function if
it is a K-function and φ(s) → ∞ as s → ∞. A continuous
function φ : R+ × R+ → R+ is a KL-function if for all
t ∈ R+, φ(·, t) is a K-function and for all s ∈ R+, and
φ(s, ·) is decreasing with φ(s, t)→ 0 as t→∞.
A measurable space is a pair (X, B(X)), where X is an
arbitrary set and B(X) is a σ-algebra of X. A measure on
the space (X, B(X)) is a function µ : X → R ∪ {∞}
which is countably additive. The measure µ(·) is said to
be positive if µ(X) ≥ 0 for all X ∈ B(X), it is finite if
µ(X) < ∞, and it is a probability measure if it is positive
and µ(X) = 1. Given two measurable spaces (X1,B(X1))
and (X2,B(X2)), a function f : X1 → X2 is said to
be measurable if f−1{X} = {x : f(x) ∈ X} ∈ B(X1)
for all sets X ∈ B(X2). The support of the measure µ :
X → R+ ∪ {∞} is denoted supp(µ) and is the closure
of the set {X ∈ B(X) : µ(X) > 0}. A probability space is
defined by the triple (Ω,F ,P), where Ω is the sample space,
F is a σ-algebra of Ω and P is a probability measure on
(Ω,F). Given a probability space (Ω,F ,P) and measurable
space (X,B(X)), a random variable x on Ω is a measurable
function x : Ω→ X. The expected value of x is E{x}.
A. Convergence of Markov chains
Definition 1 (Markov chains): Consider a measurable
space (X,B(X)) and a stochastic process x := {xk ∈ Xk :
k ∈ N} defined on (Ω,F), where F is a σ-algebra on
Ω := Ω∞ where Ωk = X0×· · ·×Xk and Xj = X, ∀j ∈ N.
Then x is a time-homogenous Markov chain with transition
probability function P (x,A) := P{xk+1 ∈ A : xk = x} if
the distribution of x satisfies the Markov property
P(xk+1 ∈ A : xj = x¯j , j ∈ Nk) = P (x¯k,A).
Definition 2 (Invariant measure): For the Markov chain x
an invariant probability measure is a stationary distribution,
i.e. a probability measure π satisfying
π(A) =
∫
π(dx)P (x,A), ∀A ∈ B(X). (1)
Definition 3 (ϕ-irreducibility): The Markov chain x is
said to be ϕ-irreducible if there exists a measure ϕ on B(X)
such that if ϕ(A) > 0 then L(x,A) > 0 for all x ∈ X, where
L(x,A) is the probability that xk ∈ A for some k ∈ N given
that x0 = x.
Definition 4 (d-cycle): A d-cycle is a collection of dis-
joint sets {Di : i ∈ Nd−1} such that for x0 ∈ Di,
P (xk, Dmod(k+i,d)) = 1 for all k ∈ N.
Definition 5 (Periodicity): The period of x is the largest
d for which a d-cycle occurs. If d = 1, x is aperiodic.
We will make use of the following result to prove that a
Markov chain is aperiodic [13, Sec. 5.4.3].
Theorem 1: Let x be a ϕ-irreducible Markov chain with
transition probability P (x,A) := P{xk+1 ∈ A : xk = x}.
Assume that there is a set C ∈ B(X) and a non-trivial
measure ν(·) on B(X), such that for all x ∈ C, B ∈ B(X)
P (x,B) ≥ ν(B) and ν(C) > 0.
Then x is aperiodic.
The main result on convergence of Markov chains to be
used later is presented next.
Theorem 2: Let x be a ϕ-irreducible Markov chain with
state space X ⊆ Rnx such that
(i) x is generated by the system xk+1 = f(xk, wk), for
continuous f : X×Wnw → X, where w := {wk : k ∈
N} is a stochastic disturbance sequence in Rnw ,
(ii) x is aperiodic,
(iii) supp(ϕ) has non-empty interior,
(iv) there is a measurable function V : X → [0,∞] such
that for any c < ∞ the sublevel set CV (c) := {y :
V (y) ≤ c} is compact, and there exists a compact set
C and a scalar b satisfying for all xk ∈ X:
∆V (xk) := E{V (xk+1)} − V (xk) ≤ −1 + b1C(xk).
(2)
Then an invariant probability measure π(·) exists satisfying
lim
k→∞
sup
A∈B(X)
|P k(x,A)− π(A)| = 0, (3)
where P k(x,A) := P{xk ∈ A : x0 = x}, and the Law of
Large Numbers (LLN),
lim
k→∞
1
k
k∑
j=1
h(xj)
a.s.
= Eπ{h(x)}, (4)
holds for every h : X → R such that Eπ(|h(x)|) < ∞,
where Eπ
(
h(x)
)
:=
∫
π(dx)h(x).
Theorems 1 and 2 are rearrangements of results given
in [13], which we state here without proof.
III. PROBLEM SETTING
Consider a discrete time nonlinear system given by
xk+1 = f(xk, wk) := g(xk) +Dwk, (5)
where xk ∈ X ⊆ R
nx is the state, wk ∈ W ⊆ R
nw is a
disturbance and g : X → X is a continuous function such
that g(0) = 0. Current and future values of wk are unknown.
Assumption 1: {wk ∈ W : k ∈ N} is a zero mean,
independent and identically distributed (i.i.d.) disturbance se-
quence with a non-singular probability distribution supported
in W, which is a bounded set containing the origin in its
interior. Furthermore P{||w|| ≤ λ} > 0 for all λ > 0. ◭
Remark 1: The i.i.d. property as well as the null expected
value are standard requirements in stochastic MPC formu-
lations. The requirement that the disturbance is contained
in a bounded set is necessary to guarantee that there is a
robustly invariant set (as will be introduced later), and is
also common in stochastic MPC [1], [2]. Finally, the property
that P{||w|| ≤ λ} > 0 for any λ > 0 is needed to prove the
desired result. Although this assumption appears strong, it
does not require continuity of the density function, and is
satisfied by many common probability distributions.
We consider in this paper nonlinear systems (5) that have
a linear terminal mode of operation to which one desires
to prove convergence. This is typically the case for linear
systems under MPC. Thus the system dynamics are linear on
some robustly invariant set, and state trajectories converge to
a regime defined by an invariant probability measure within
this set. This property is formally characterized next.
Assumption 2: There exists a bounded set Xf ⊆ X
containing the origin in its interior, such that for all x ∈ Xf :
(i) f(x,w) ∈ Xf for all w ∈ W, i.e. Xf is a robustly
invariant set.
(ii) f(x,w) = Ax+Dw for all x ∈ Xf , where A is Schur
stable and the pair (A,D) is controllable. ◭
The linear system
xk+1 = Axk +Dwk (6)
whereA is Schur stable and (A,D) is controllable, defines an
invariant probability measure π(·) and transition probability
function P (x, ·) that satisfy (1). Furthermore, the system
converges to this stationary regime [13]. In this case π(·)
is the probability measure of
∑∞
k=0 A
kDwk, which is sup-
ported in the minimal invariant set X∞ =
⊕∞
k=0A
kDW.
We make use of the concept of input-to-state stability.
Definition 6 (Input-to-state stability (ISS) [14]): For the
system (5), the origin is input-to-state stable (ISS) with
region of attraction X ⊆ Rnx if there exist a KL-function
β(·, ·) and a K-function γ(·) such that, for all x0 ∈ X and
w ∈W, the system (5) satisfies xk ∈ X for all k ∈ N and
||xk|| ≤ β(||x0||, k) + γ(sup{||wt|| : t ∈ Nk−1}). (7)
The following lemmas provide a useful sufficient condition
that is easy to check for guaranteeing ISS.
Lemma 1 ([14]): For system (5), the origin is ISS with
region of attraction X ⊆ Rnx if X contains the origin in its
interior and is robustly invariant, and there exist a continuous
function V : X → R+ (called an ISS-Lyapunov function),
K∞-functions α1, α2 and α3, and a K-function σ such that
α1(||x||) ≤ V (x) ≤ α2(||x||), (8a)
V (f(x,w)) − V (x) ≤ −α3(||x||) + σ(||w||), (8b)
for all x ∈ X and w ∈W.
Lemma 2 ([15]): Let X ⊆ Rnx be a robust positively
invariant set for (5) containing the origin in its interior, and
let K∞-functions α1, α2, α3 and a Lipschitz continuous
function V : X→ R+ exist such that, for all x ∈ X,
α1(||x||) ≤ V (x) ≤ α2(||x||), (9a)
V (f(x, 0))− V (x) ≤ −α3(||x||). (9b)
Then V (·) is an ISS-Lyanpunov function and the origin is
ISS for system (5) with region of attraction X if: (i) f(·, ·) is
Lipschitz continuous on X×W; or (ii) f(x,w) := g(x)+w,
where g : X→ Rnx is continuous on X.
Assumption 3: The system (5) has an ISS-Lyapunov func-
tion satisfying the conditions of either Lemma 1 or 2. ◭
Note that, if the conditions of Lemma 2 hold, then the con-
ditions of Lemma 1 necessarily also hold [15]. Furthermore,
ISS implies [14] that: (i) the origin is asymptotically stable
for xk+1 = f(xk, 0); (ii) all state trajectories are bounded
for bounded w(·); and (iii) all trajectories converge to the
origin as k →∞ if wk → 0.
These properties do not directly guarantee convergence to
the terminal mode of operation defined in Assumption 2. In
this work, however, we will assume that the system possesses
an ISS-Lyapunov function, which implies that the origin is
ISS. This property is coupled with the stochastic nature of
the disturbance sequence to prove convergence to Xf .
IV. MAIN RESULTS
This section shows that, under Assumptions 1, 2 and 3,
the system converges to the terminal regime described by
Assumption 2.
Theorem 3: Under Assumptions 1, 2 and 3, the Markov
chain x = {xk ∈ X : k ∈ N} defined by (5) is ϕ-irreducible.
Proof: First note that, since (A,D) is controllable and
wk has a non-singular distribution, system (6) is necessarily
ϕ-irreducible [13, Prop. 6.3.5].
Secondly, from (7) it follows that the state of (5) converges
to the origin if the disturbance sequence satisfies wk = 0 for
all k ∈ N. Since γ(·) is continuous, it follows that for any
neighbourhood E of the origin, there is an ǫ > 0 such that
E will be reached in m steps whenever ||wk|| ≤ ǫ for all
k ∈ Nm−1. Thus, there is a non-zero probability that E will
be reached. In particular, let E = Xf . Then, for any initial
state, there is a non-zero probability of reaching Xf , and,
since Xf is robustly invariant, of remaining in this set at all
subsequent times. Moreover, since (6) is ϕ-irreducible, there
is a non-zero probability of reaching any set A ∈ B(X)
with ϕ(A) > 0. Thus, x is ϕ-irreducible with the invariant
measure of system (6), namely with ϕ = π.
Proposition 1: Under Assumptions 1, 2 and 3 we have:
(i) supp(ϕ) has a non-empty interior,
(ii) There is a measurable function V : X → [0,∞] such
that for any c < ∞ the sublevel set CV (c) = {y :
V (y) ≤ c} is compact, and there is a compact set C
satisfying (2) for all x ∈ X.
Proof: (i) The support of ϕ(·) isX∞ =
⊕∞
k=0 A
kDW,
which clearly contains DW, so the interior of supp(ϕ) can-
not be empty since 0 ∈ int(W) and (A,D) is controllable.
(ii) Let Cα3(d
′) = {x : α3(x) ≤ d
′}, with d′ > d, where
d = max (E{σ(||w||)} : w ∈W). Both CV (c), for any c >
0, and Cα3(d
′) are compact due to Assumption 3, particularly
from continuity of V (·) and α3(·), and (8a). Condition (8b)
implies that ∆V (x) ≤ −α3(x) + d ≤ −(d
′ − d) for
x /∈ Cα3(d
′) and trivially ∆V (x) ≤ −α3(x) + d ≤ d
for x ∈ Cα3(d
′). This can be rewritten as ∆V˜ (x) ≤
−1 + b1Cα3(d′)(x) with V˜ (x) = V (x)/(d
′ − d) and b =
1+d/(d′−d). Hence (2) holds with C = Cα3(d
′) and V (x)
replaced by V˜ (x), and CV˜ (c) is compact for any c > 0.
Lemma 3: Under Assumptions 1, 2 and 3, the Markov
chain x is aperiodic.
Proof: Let C = {x ∈ X : ‖x‖ ≤ r} where the radius
r > 0 is small enough that the set Ω = ∩x∈C
(
DW⊕{g(x)}
)
is non-empty (existence of sufficiently small r is ensured by
the assumption that g(·) is continuous with g(0) = 0). The
transition probability function then satisfies, for all x ∈ C,
P (x,B) = P
(
g(x) +Dw ∈ B
)
=
∫
DW
1B(g(x) + w˜)γ(dw˜)
=∫
DW⊕{g(x)}
1B(w˜)γ(dw˜)
≥
∫
Ω
1B(w˜)γ(dw˜) , µW˜ (B)
where w˜ = Dw and γ(·) is the probability distribution of w˜.
Thus, C satisfies the conditions of Theorem 1 with ν = µW˜ ,
thus proving that x is an aperiodic Markov chain.
Proposition 1 and Lemma 3 allow us to invoke Theorem 2,
which directly implies the following theorem.
Theorem 4: Under Assumptions 1, 2 and 3, system (5)
satisfies (3) and (4).
As will be seen in the upcoming sections of the paper, it
is relevant to analyse the particular case when the dynamics
in the terminal mode are linear. The following corollary
presents a direct consequence of Theorem 4.
Corollary 1: Under Assumptions 1, 2 and 3, system (5)
satisfies
lim
k→∞
P{xk ∈ X∞} = 1, X∞ =
∞⊕
k=0
AkDW.
Proof: Equation (3) is satisfied due to Theorem 4. Since
f(x,w) = Ax + Dw for x ∈ Xf , the unique invariant
measure π is the measure of X∞ =
∑∞
k=0 A
kDwk. By
choosing A = X∞, where X∞ is the support of X∞ and
clearly π(X∞) = 1, it follows that limk→∞ P
k(x,X∞) = 1
which is the desired result.
Thus, under Assumptions 1, 2 and 3, it has been demon-
strated that for the nonlinear system (5), the probability
distribution of the state xk and the time-average value of
h(xk) in (4) converge to that of the terminal mode. This
implies that, under the assumption that the terminal mode
dynamics are linear, the nonlinear system converges to the
minimal invariant set of the linear terminal mode dynamics.
V. IMPLICATIONS FOR STABILITY AND CONVERGENCE OF
STOCHASTIC MPC TO A TERMINAL CONTROL LAW
In this section we use the preceding results to obtain
convergence results for two MPC formulations. The first of
these employs a control policy with affine dependence on
the disturbance input [15], [11]. Convergence to a minimal
invariant set for a variant of this formulation was proved
in [16] by redefining the MPC cost function and control
policy. The second formulation also uses a control policy
that is affine in the disturbances, but the feedback law has a
different structure (striped, extending over an infinite predic-
tion horizon) with gains computed offline [12]. Convergence
for this formulation is shown here for the first time.
For both strategies we consider a system given by
xk+1 = Axk +Buk +Dwk (10)
where A,B,D are matrices of conformal dimensions, and a
measurement of the current state, xk , is available at time k. It
is assumed that (A,B) is stabilizable. Also, the disturbance
sequence w := {wk ∈W : k ∈ N} is i.i.d., E{wk} = 0, and
the probability distribution of wk is finitely supported in W,
a bounded set that contains the origin in its interior. These
assumptions are part of the setting of [15], [11], [12]. Here
we additionally assume P{||w|| ≤ λ} > 0 for all λ > 0.
A. Affine in the disturbance stochastic MPC
Consider the setting of [11], which extends [15] by as-
suming stochastic disturbances and using an expected value
cost. The control policy is affine in the disturbance and en-
forces constraint satisfaction robustly (i.e. for all disturbance
realizations). The state and input are subject to constraints
(xk, uk) ∈ Z, k ∈ N (11)
where Z ⊆ Rnx ×Rnu is a convex and compact set contain-
ing the origin in its interior. At each discrete time instant k
a stochastic optimal control problem is solved. To avoid the
computational burden of optimizing over general feedback
policies, the predicted control inputs are parameterized as
ui|k = vi|k +
i−1∑
j=0
Mi,jwj|k, i ∈ NN−1,
where the open-loop inputs vi|k , i ∈ NN−1 and the distur-
bance feedback gainsMi,j , j ∈ Ni−1, i ∈ {1, . . . , N−1} are
optimization variables computed online, and ui|k = Kxi|k
for i ≥ N , where A+BK is Schur stable.
The cost function is given by
J = E
{
x⊤N |kPxN |k +
N−1∑
i=0
(
x⊤i|kQxi|k + u
⊤
i|kRui|k
)}
, (12)
where Q  0, R ≻ 0, P ≻ 0 and (A,Q1/2) is assumed
detectable. Although [15], [11] only requires that P satisfies
a Lyapunov inequality for the terminal dynamics, here we
require that P and K satisfy the algebraic Riccati equation
P = Q + A⊤PA − K⊤(R + B⊤PB)K , K = −(R +
B⊤PB)−1B⊤PA. A terminal constraint is included in the
optimal control problem:
xN ∈ Xf ,
where Xf is a positively robust invariant set for system (10)
under the control law u = Kx and constraints (11).
The optimal control problem solved at each instant k is:
min
~uk,~xk,θk
J
subject to xi+1|k = Axi|k +Bui|k +Dwi|k
ui|k = vi|k +
i−1∑
j=0
Mi,jwj|k
(xi|k, ui|k) ∈ Z
x0|k = xk, xN |k ∈ Xf
∀~wk ∈W × · · · ×W, ∀i ∈ NN−1
(13)
where ~yk denotes a predicted sequence
{
y0|k, . . . , yN−1|k
}
and θk =
{
~vk, Mi,j, j ∈ NN−1, i ∈ {1, . . . , N − 1}
}
. For
polytopic or ellipsoidal W, this problem is a convex QP or
SDP [11]. The control law is defined for all xk ∈ X, the set
of states of (10) on which (13) is feasible, as uk = v
∗
0|k(xk),
where (·)∗ denotes an optimal solution of (13). This control
input is applied as a receding horizon control law, and the
closed-loop system, with state space X ∋ xk, is given by
xk+1 = Axk +Bv
∗
0|k(xk) +Dwk. (14)
Assumption 4: The pair (A+BK,D) is controllable. ◭
Proposition 2: Assumptions 1, 2 and 3 hold for (14).
Proof: Assumption 1 holds according to the conditions
below (10). Furthermore, Xf ⊆ X is invariant for (14)
(since P,K satisfy a Riccati equation, so the MPC law is
uk = Kxk for all xk ∈ Xf ) and bounded (since Z is
bounded); also A + BK is necessarily stable and the pair
(A+BK,D) is controllable by Assumption 4, which implies
that Assumption 2 holds. Finally, it is shown in [11] that there
is an ISS-Lyapunov function for system (14) that satisfies the
conditions of Lemma 1, thus satisying Assumption 3.
We can now give the main convergence results.
Theorem 5: For any x0 ∈ X, the closed-loop system (14)
satisfies limk→∞ P{xk ∈
⊕∞
j=0(A+BK)
jDW} = 1 and
lim
k→∞
1
k
k∑
j=1
(x⊤jQxj+u
⊤
jRuj)
a.s.
= lim
k→∞
E
{
ξ⊤k (Q+K
⊤RK)ξk
}
where ξk+1 = (A+BK)ξk+Dwk for all k ∈ N and ξ0 = x0.
Proof: By Proposition 2, the MPC formulation con-
sidered in this section satisfies the conditions of Theorem 4
and Corollary 1, thus implying the convergence results of
the theorem.
Remark 2: We highlight that this convergence result was
demonstrated for the affine in the disturbance policy in
[16], which required a redefinition of the cost function. On
the other hand, this result is obtained here by including
two assumptions: (a) that the disturbance has a non-zero
probability of lying in {w : ‖w‖ ≤ λ} for all λ > 0, and
(b) that (A+BK,D) is controllable.
B. Striped affine in the disturbance stochastic MPC
Consider now the stochastic MPC formulation of [12].
This also considers a feedback law that is affine in the
disturbance, but there are several differences with the pa-
rameterization of Section V-A. First, the control policy
includes a fixed gain state feedback law. Second, disturbance
feedback gains are computed offline in order to reduce online
computational burden. Hence robust constraints are imposed
on predicted states and inputs via tightening parameters com-
puted offline. Third, the disturbance feedback has a striped
structure that ensures recursive feasibility while extending
the disturbance compensation across an infinite horizon.
States and controls are subject to probabilistic constraints
P{f⊤xk+1 + g
⊤uk ≤ 1} ≥ p, (15)
where g ∈ Rnx , f ∈ Rnu , p ∈ (0, 1]. Although (15) is scalar,
multiple constraints of this type can apply simultaneously.
Predicted control inputs have the structure:
ui|k = Kxi|k + ci|k +
i−1∑
j=1
Ljwi−j|k, i ∈ NN−1
ui|k = Kxi|k +
N−1∑
j=1
Ljwi−j|k, i = N + l, l ∈ N
where ci|k, i ∈ NN−1 are optimization variables and K is a
stabilizing feedback gain. The gains Lj , j ∈ {1, . . . , N − 1}
are computed offline so as to minimize a set of constraint
tightening parameters that bound the effects of disturbances
on constraints (see [12] for details).
The cost function is given by
J = E
{ ∞∑
i=0
(
x⊤i|kQxi|k + u
⊤
i|kRui|k − Lss
)}
, (16)
where Q,R ≻ 0 and Lss = limi→∞E(x
⊤
i|kQxi|k+u
⊤
i|kRui|k)
is computed using the terminal mode dynamics and the
distribution of the disturbance input. The gain K satisfies
the algebraic Riccati equation, P = Q+A⊤PA−K⊤(R+
B⊤PB)K , K = −(R+B⊤PB)−1B⊤PA.
The optimal control problem solved at each instant k is:
min
~uk,~xk,~ck
J
subject to xi+1|k = Axi|k +Bui|k +Dwi|k
ui|k = ci|k +Kxi|k +
i−1∑
j=1
Ljwi−j|k
P{f⊤xi+1|k + g
⊤ui|k ≤ 1} ≥ p
x0|k = xk
∀~wk ∈W × · · · ×W, ∀i ∈ NN+N2−1
(17)
where N2 is chosen to be large enough to ensure constraint
satisfaction over an infinite prediction horizon. The control
law is defined by uk = c
∗
0|k(xk) +Kxk and the procedure
is repeated at each sampling instant according to a receding
horizon scheme. Thus the closed-loop system is given by
xk+1 = (A+BK)xk +Bc
∗
0|k(xk) +Dwk. (18)
Since K is the unconstrained optimal feedback gain, we
would like to know whether uk converges to Kxk. A bound
of the form limk→∞ E
{
x⊤k Qxk+u
⊤
k Ruk
}
≤ Lss is derived
in [12, Thm. 4.3] for (18), where Lss = lss + E{w
⊤Pcw}
for some Pc  0, and where lss is the asymptotic stage cost
lss = limk→∞ E
{
x⊤k (Q+K
⊤RK)xk
}
for the system (10)
under uk = Kxk. Thus [12] provides an asymptotic bound
on closed-loop performance, but since Lss ≥ lss, this bound
does not imply convergence to control law uk = Kxk.
It is shown in [12] that if the disturbance is small enough
so that, for some k¯, c∗
0|k¯
(xk¯) = 0 and thus uk = Kxk,
then c∗0|k = 0 for all k ≥ k¯. This defines a terminal control
law within a robustly invariant set Xf (namely {x ∈ R
nx :
c∗0|k(xk) = 0}), where the closed-loop dynamics are linear.
In order to use the analysis of Section IV to show that the
state of (18) converges toXf ⊆ X, without loss of generality
we make the following assumption.
Assumption 5: The state space of (18): X = {x ∈ Rnx :
(17) is feasible with xk = x}, is bounded. ◭
Note that artificial constraints (chosen so as to always
be inactive in practice) may be included in the problem
formulation in order to guarantee the boundedness of X.
We also need some further analysis of the results of [12].
Proposition 3: (i) The minimization of (16) is equivalent
to the minimization, for suitable matrices Px, Pc ≻ 0, of
J := x⊤k Pxxk + ~c
⊤
k Pc~ck. (19)
(ii) Let V (xk) be the optimal value of J in problem (17),
i.e. V (xk) := x
⊤
k Pxxk + ~c
∗⊤
k Pc~c
∗
k . Then the value function
difference ∆(xk, wk) := V (xk+1)− V (xk) satisfies
∆(xk, 0) ≤ −
[
xk
c∗0|k
]⊤ [
Q +K⊤RK K⊤R
RK R+B⊤PxB
] [
xk
c∗0|k
]
(20)
(iii) V (xk) is strictly convex, positive definite and Lipschitz
continuous on X.
Proof: (i) The equivalence of minimizing the costs (16)
and (19) is demonstrated in [12, Thm. 4.2] if Px, Pc satisfy[
Px 0
0 Pc
]
−Ψ⊤
[
Px 0
0 Pc
]
Ψ =
[
Q˜ K⊤RE
E⊤0 RK E
⊤RE
]
(21)
Ψ =
[
A+BK BE
0 M
]
,
where Q˜ = Q+K⊤RK and E,M are such that E~ck = c0|k
and M~ck =
[
c⊤1|k . . . c
⊤
N−1|k 0
]
⊤ for all ~ck ∈ R
Nnu .
(ii) The bound on the value function difference follows
directly from (18) and (21).
(iii) Since Px, Pc ≻ 0, (17) is a strictly convex QP and it
follows that V (·) is a continuous, strictly convex piecewise
quadratic function [17]. Lipschitz continuity of V (·) follows
from the boundedness of X.
We use the following result proved in [15] to conclude
that V (x) is an ISS-Lyapunov function.
Theorem 6: The value function V (xk) is an ISS-
Lyapunov function, and the origin is ISS for system (18).
Proof: Since V (x) is positive definite and Lipschitz
continuous for x ∈ X, it follows that there exist K∞-
functions α1 and α2 such that (9a) holds.
Let f(xk, wk) = (A+ BK)xk +Bc
∗
k +Dwk. Then (20)
yields V (f(xk, 0)) − V (xk) = ∆(xk, 0) ≤ −(x
⊤
k Qxk +
u⊤k Ruk), which implies V (f(xk, 0))− V (xk) ≤ −x
⊤
k Qxk.
Therefore (9b) holds with α3(‖x‖) =
1
2λmin(Q)‖x‖
2,
where λmin(Q) is the minimum eigenvalue of Q. Therefore
Lemma 2 implies the desired result.
Proposition 4: Assumptions 1, 2 and 3 hold for (18)
Proof: Assumption 1 holds according to the condi-
tions below (10). Furthermore, it is shown in [12] that the
constraints of (17) are inactive whenever xk is sufficiently
close to the origin. Hence there is a set Xf ⊆ X such that
c∗k(xk) = 0 for xk ∈ Xf , and the recursion of feasibility of
(17) then implies that c∗k+1(xk+1) = 0, so xk+1 ∈ Xf and
hence Xf is invariant for (14). Boundedness of X ensures
that Xf is bounded, which implies that Assumption 2 holds.
Finally, Assumption 3 holds due to Theorem 6.
This allows us to state the following convergence results.
Theorem 7: For any x0 ∈ X, the closed-loop system (18)
satisfies limk→∞ P{xk ∈
⊕∞
j=0(A+BK)
jDW} = 1 and
lim
k→∞
1
k
k∑
j=1
(x⊤jQxj+u
⊤
jRuj)
a.s.
= lim
k→∞
E
{
ξ⊤k (Q+K
⊤RK)ξk
}
where ξk+1 = (A+BK)ξk+Dwk for all k ∈ N and ξ0 = x0.
Proof: Identical to the proof of Theorem 5.
VI. CONCLUSIONS
This paper extends and generalizes methods for analysing
the convergence of stochastic MPC laws. We provide a set
of results applying to general Markov chains to characterize
the asymptotic distribution of the system state for the case
of control laws that result in linear dynamics within a
robustly invariant terminal set of states containing the origin.
The paper demonstrates that the asymptotic time average
of a function of the closed-loop system state is equal to
the time average associated with the linear dynamics on
the terminal set. These results are obtained using the ISS
property of the control law, but the limit directly implied by
the ISS Lyapunov inequality would yield a worse bound. We
illustrate the use of the convergence analysis by applying it
to two stochastic MPC strategies. Future work will seek to
obtain similar results but removing the condition that the pair
(A,D) is controllable.
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