On the Moment Distance Between Sensors and Anchor Points by Kapelko, Rafał
ar
X
iv
:1
60
6.
06
86
5v
3 
 [c
s.D
M
]  
22
 A
pr
 20
18
On The Moment Distance Between Sensors and Anchor
Points✩
Rafał Kapelkoa,∗
a Department of Computer Science, Faculty of Fundamental Problems of Technology, Wrocław University
of Science and Technology, Poland
Abstract
The present paper contains additional asymptotic result over an earlier investigation of
Kapelko and Kranakis.
Consider n mobile sensors placed independently at random with the uniform dis-
tribution on the unit interval [0, 1]. Fix a an odd natural number. LetXi be the the i−th
closest sensor to 0 on the interval [0, 1]. Then the following identity holds
n∑
i=1
E
[∣∣∣∣Xi −
(
i
n
− 1
2n
)∣∣∣∣
a]
=
Γ
(
a
2 + 1
)
2
a
2 (1 + a)
1
n
a
2−1
+O
(
1
n
a−1
2
)
,
where Γ(z) is the Gamma function.
The result this paper with earlier investigation gives as full asymptotics results of
expected sum of displacements to the power a of all sensors to move from their current
location to the anchor location in − 12n , for i = 1, 2, . . . , n, when a is natural number.
Keywords: analysis of algorithms, displacement, distance, random
1. Motivation
Consider n mobile sensors placed independently at random with the uniform dis-
tribution on the unit interval [0, 1]. The sensors are equipped with omnidirectional
sensing antennas of identical range r = 12n ; thus a sensor placed at location x in the
unit interval can sense any point at distance at most 12n either to the left or right of x.
We are interested in moving the sensors from their initial positions to new locations
so as to ensure that the unit interval is covered, i.e., every point in the unit interval is
within the range of a sensor and the cost for displacement of the sensors is minimized.
Observe that the only way to attain the coverage is for the sensors to occupy the anchor
location ti =
i
n − 12n , for i = 1, 2, . . . , n (see Algorithm 1).
✩This is a sequel paper to [7], which appeared and ranked 1st on the Top 25 for the journal Information
and Processing Letters for a period of 18 months.
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Algorithm 1 Moving of sensors
Require: The initial locationX1 ≤ X2 ≤ . . .Xn of the n sensors on the unit interval
[0, 1].
Ensure: The final positions of the sensors are at the anchor points
(
i
n − 12n
)
, 1 ≤
i ≤ n.
1: for i = 1 to n do
2: move the sensorXi at position
(
i
n − 12n
)
3: end for
Suppose the displacement of the i−th sensor is a distance di, for i = 1, 2, . . . , n,
Then the cost measure for the displacement of the whole system of n sensors is
∑n
i=1 d
a
i ,
for some constant a > 0.Motivation for this cost metric arises from the fact that there
are obstacles in the environment which can obstruct the sensor movement from their
initial to their final destinations.
The Algorithm 1 was analysed for a = 1 in [9]. In this paper the following result
was proved. The expected sum of displacement of all n sensors to move from their
current location to the equidistant anchor locations is in Θ(
√
n).
Then, the paper [7] contains the following precise asymptotic result.
Theorem 1 (cf. [7]). The expected sum of displacement to the power a of Algorithm 1
is (
a
2
)
!
2
a
2 (1 + a)
1
n
a
2−1
+O
(
1
n
a
2
)
,
when a is even natural number.
In this paper we give an exact asymptotic on the expected minimum sum of dis-
placement to the power a, when a is an odd natural number of all sensors to move from
their current random location on the unit interval to the anchor location (see Theorem
2).
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Fig. 1: Four mobile sensorsX1,X2,X3,X4 located on the unit interval move to the anchor points according
to Algorithm 1.
It is worthwhile to mention that, even though there is the closed formula on the
expected sum of displacement to the power a, when a is an odd natural number, the
analysis of asymptotic is combinatorially challenging.
As another point of motivation for this sequel paper, we discover that the proof
of the main result is a nontrivial extension. Let us recall that the expected sum of
displacement to the power a of Algorithm 1 is equal to
n∑
i=1
i
(
n
i
)∫ 1
0
(ti − x)axi−1(1− x)n−idx, when a is even natural number.
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Then the proof of Theorem 1 is reduce to the analogue of Lemma 3, when a is even
natural number and some known identities.
Let a be an odd natural number. In the paper we make an important observation (in
the proof of Theorem 2) that expected sum of displacement to the power a of Algorithm
1 is equal to
n∑
i=1
i
(
n
i
)∫ 1
0
(x − ti)axi−1(1− x)n−idx
+
n∑
i=1
2i
(
n
i
)∫ ti
0
(ti − x)axi−1(1 − x)n−idx.
The first sum is negligible (see Lemma 3). Thus the asymptotics depend on the expres-
sion given by the second sum. Deriving the exact asymptotic of the second sum is not
easy. We need the sequence of technical lemmas (see Lemma 4–6) to prove the main
result.
This sequel paper completes the previous paper [7] and gives as full asymptotics
results of expected sum of displacements to the power a, when a is natural number.
2. Preliminaries
In this subsection we introduce some basic concepts and notations that will be used
through the paper.
We will use many times the notations for the rising and falling factorial [5]
nk =
{
1 for k = 0
n(n+ 1) . . . (n+ k − 1) for k ≥ 1,
nk =
{
1 for k = 0
n(n− 1) . . . (n− (k − 1)) for k ≥ 1.
Let d, f be non-negative integers. Observe that
(i− 1)d · if = (i− 1)
d · if+1 − (i− 2)d · (i− 1)f+1
f + d+ 1
.
Hence, by telescoping we derive
n∑
i=1
(i− 1)d · if = 1
f + d+ 1
(n− 1)d · nf+1. (1)
Notice that
n∑
k=1
kf =
1
f + 1
nf+1 +
f∑
l=0
cln
l, (2)
where cl are some constans independent on n (see [5, Formula (6.78)]).
Let
[
n
k
]
,
{
n
k
}
be the Stirling numbers of the first and second kind respectively, which
are defined for all integer numbers such that 0 ≤ k ≤ n.
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The following three basic equations involving Stirling numbers of the first and sec-
ond kind, rising and falling factorial will be used in the proofs (see [5, Identity 6.11],
[5, Identity 6.13] and [5, Identity 6.10]):
xm =
∑
l2
[
m
l2
]
xl2 , (3)
xm =
∑
l
[
m
l
]
(−1)m−lxl, (4)
xm =
∑
l
{
m
l
}
xl. (5)
Assume that b be is a constant independent ofm. Then the following Stirling numbers[
m
m− b
]
,
[
m+ b
m
] {
m
m− b
}
,
{
m+ b
m
}
(6)
are polynomials in the variable n and of degree 2b (see [5]).
Let
〈〈
n
k
〉〉
be the Eulerian numbers, which are defined for all integer numbers such
that 0 ≤ k ≤ n. The following three identities for Euler numbers will be helpful in the
deriving exact asymptotic results (see Identities (6.43), (6.44) and (6.42) in [5]):{
m
m− b
}
=
∑
l
〈〈
b
l
〉〉(
m+ b− 1− l
2b
)
, (7)
[
m
m− b
]
=
∑
l
〈〈
b
l
〉〉(
m+ l
2b
)
, (8)
∑
l
〈〈m
l
〉〉
=
(2m)!
(m)!
1
2m
. (9)
We will use Euler’s Finite Difference Theorem (see [4, Identity 6.16]). 2 Assume that
a is a natural number. Let f(j) = jm andm ∈ N. Then
a∑
j=0
(
a
j
)
(−1)jf(j) =
{
0 ifm < a
(−1)aa! ifm = a. (10)
The Gamma function (see [10]) is defined as a definite integral for z > 0
Γ(z) =
∫ ∞
0
tz−1e−tdt.
It is related to factorial for n ∈ N
Γ(n+ 1) = n!.
2We note that Equation (10) is crucial to derive the main result.
4
The Beta function (see [10]) is defined as a improper integral for positive numbers
c, d
B (c, d) =
∫ 1
0
xc−1(1− x)d−1dx. (11)
It is related to binomial for positive integer numbers c, d
B (c, d) =
1(
c+d−1
c
)
c
. (12)
The Beta distribution (see [10]) with parameters c, d > 0 is the continuous distribution
on [0, 1]. The probability density function P (x) and distribution function I(z; c, d) are
given by
P (x) =
xc−1(1− x)d−1
B (c, d)
, (13)
I(z; c, d) =
1
B (c, d)
∫ z
0
xc−1(1− x)d−1dx. (14)
Notice that
I(z; c, d) ≤ 1, when c, d > 0 and 0 ≤ z ≤ 1. (15)
Using integration by parts we can derive the following identity
I(z; c, d) = I(z; c− 1, d)− Γ(c+ d− 1)
Γ(c)Γ(d)
zc−1(1− z)d. (16)
(see also [10, Identity 8.17.20]).
The following binomial identity (see [4, Identity 7.11])
a∑
b=0
(a−1
2
b
)
(−1)b 1
2b+ 1
=
√
pi
(
a−1
2
)
!
2Γ
(
a
2 + 1
) if a ≡ 1 (mod 2). (17)
will be used in the proof of technical Lemma 5.
We will use tow forms of Stirling’s formula (see [2, page 54], [5, Formula 9.40]) in
the asymptotic analysis of the sum (36) in Lemma 6:
√
2pimm+
1
2 e−m+
1
12m+1 < m! <
√
2pimm+
1
2 e−m+
1
12m , (18)
m! =
√
2pimm+
1
2 e−m
(
1 +O
(
1
m
))
. (19)
3. Main result
Fix a an odd natural number. This section is devoted to asymptotic analysis of
Algorithm 1, when the cost of displacement of the i−th sensor to the anchor point
ti =
i
n − 12n , raised to the a−th power. We prove the following theorem.
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Theorem 2. Let a be an odd natural number. Assume that n mobile sensors are thrown
uniformly and independently at random in the unit interval. The expected sum over all
sensors i from 1 to n, where the contribution of the i−th sensor is its displacement
from the current location to the anchor point ti =
i
n − 12n , raised to the a−th power is
Γ
(
a
2 + 1
)
2
a
2 (1 + a)
1
n
a
2−1
+O
(
1
n
a−1
2
)
.
We begin with the following sequences of lemmas which will be helpful in the
proof of Theorem 2.
First we prove the following lemma which is the analogue of lemma 1 in [7]. We
need only the upper bound and the proof is simpler. The strategy of our proof is
the following. We rewrite the inner sum
∑n
i=1
1
na
(
a
j
)
(−1)jnj (i−
1
2 )
a−j ·ij
(n+1)j
as the sum∑a+1
k=0 Ca+1−k n
a+1−k, where Ca+1−k is the polynomial of variable j of degree less
than or equal 2k. Then, we apply Euler’s finite difference theorem to prove Equation
(20), giving the desired upper bound.
Lemma 3. Assume that a is an odd natural number. Then
a∑
j=0
n∑
i=1
1
na
(
a
j
)
(−1)jnj
(
i− 12
)a−j · ij
(n+ 1)j
= O
(
1
n
a−1
2
)
.
Proof. Let j ∈ {0, . . . , a}. Applying Equation (5), Equation (4) as well Equation (1)
we deduce that
n∑
i=1
nj
(
i− 12
)a−j · ij
(n+ 1)j
= nj
∑
l1
(
a− j
l1
)( n∑
i=1
(i− 1)a−j−l1 ( 12)l1 ij
(n+ 1)j
)
= nj
∑
l1
(
a− j
a− j − l1
)(
1
2
)l1 ∑
l2
{
a− j − l1
l2
}( n∑
i=1
(i− 1)l2 ij
(n+ 1)j
)
= nj
∑
l1
(
a− j
a− j − l1
)(
1
2
)l1 ∑
l2
{
a− j − l1
l2
}
1
l2 + j + 1
nl2+1
=
∑
l1
(
a− j
a− j − l1
)(
1
2
)l1
×
(∑
l2
∑
l3
{
a− j − l1
l2
}[
l2 + 1
l3
]
(−1)l2+1−l3 1
l2 + j + 1
nl3+j
)
.
Hence
n∑
i=1
nj
(
i− 12
)a−j · ij
(n+ 1)j
=
a+1∑
k=0
Ca+1−k na+1−k
6
and
Ca+1−k
=
∑
l1
(
a− j
a− j − l1
)(
1
2
)l1
×
∑
l2
{
a− j − l1
l2
}[
l2 + 1
a+ 1− k − j
]
(−1)l2−a+k+j 1
l2 + j + 1
=
∑
l1
(
a− j
a− j − l1
)(
1
2
)l1
×
∑
l4
{
a− j − l1
a− j + l4 − k
}[
a− j + l4 − k + 1
a+ 1− k − j
]
(−1)l4
a+ 1− k + l4 .
Since
(
a−j
a−j−l1
)
is the polynomial of variable a − j of degree l1,
{
a−j−l1
a−j+l4−k
}
is the
polynomial of variable a− j − l1 of degree 2(k − l1 − l4) (see (6)) and
[
a−j+l4−k+1
a+1−k−j
]
is the polynomial of variable a + 1 − j − k of degree 2l4 (see (6)), we obtain that,
Ca+1−k is the polynomial of variable a − j of degree less than or equal 2k. Hence
from Equation (10) we get
a∑
j=0
(
a
j
)
(−1)jCa+1−k = 0 for 2k < a. (20)
Putting everything together, we obtain
a∑
j=0
n∑
i=1
1
na
(
a
j
)
(−1)jnj
(
i− 12
)a−j · ij
(n+ 1)j
=
a+1∑
k=0
na+1−k
na
a∑
j=0
(
a
j
)
(−1)j Ca+1−k
=
a+1∑
k= a+12
na+1−k
na
a∑
j=0
(
a
j
)
(−1)j Ca+1−k
=O
(
1
n
a−1
2
)
.
This completes the proof of Lemma 3.
We will prove the following technical Lemma 4.
The general strategy of our proof is to rewrite the expression nj
(
i− 12
)a−j
ij(n+
a)a−j as the sum
∑
0≤l1,l2≤a al1,l2(j)n
a−l1 ia−l2 , where al1,l2(j) are the polynomials
of variable j of degree less than or equal 2l1+2l2. Then, we combine Euler’s finite dif-
ference theorem, the probabilistic inequality (22) and Equation (1) and get the desired
upper bound.
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Lemma 4. Assume that a is an odd natural number. Let ti =
i
n − 12n and let
A
(a)
i =
1
na(n+ 1)(a)
a∑
j=0
(
a
j
)
(−1)jnj
(
i− 1
2
)a−j
ij(n+ a)a−j .
Then
n∑
i=1
A
(a)
i
(
n
i
)
i
∫ ti
0
xi−1(1− x)n−idx = O
(
1
n
a−1
2
)
.
Proof. Observe that
A
(a)
i =
1
na(n+ 1)(a)
∑
0≤l1,l2≤a
a∑
j=0
(
a
j
)
(−1)jal1,l2(j)na−l1ia−l2 .
Applying Equation (4) and Equation (3) we deduce that
nj
(
i− 1
2
)a−j
ij(n+ a)a−j
= nj
∑
l5
(
a− j
l5
)
ia−j−l5
(
−1
2
)l5
ij(n+ a)a−j
=
(∑
l5
(
a− j
l5
)(
−1
2
)l5 (∑
l6
ia−j−l5
[
j
j − l6
]
ij−l6
))
×
(∑
l3
nj
[
a− j
a− j − l3
]
(−1)l3(n+ a)a−j−l3
)
=
(∑
l5
(
a− j
l5
)(
−1
2
)l5 (∑
l6
ia−l5−l6
[
j
j − l6
]))
×
(∑
l3
[
a− j
a− j − l3
]
(−1)l3
(∑
l4
na−l3−l4al4
(
a− j − l3
l4
)))
.
Therefore, the coefficient of the term ia−l1na−l2 in the polynomial
nj
(
i− 12
)a−j
ij(n+ a)a−j equals
al1,l2(j) =
( ∑
l5+l6=l1
(
a− j
l5
)(
−1
2
)l5 [ j
j − l6
])
×
( ∑
l3+l4=l2
[
a− j
a− j − l3
]
(−1)l3al4
(
a− j − l3
l4
))
.
Since
[
j
j−l6
]
is the polynomial of variable j of degree 2l6,
(
a−j
l5
)
is the polynomial of
variable a− j of degree l5,
[
a−j
a−j−l3
]
is the polynomial of variable a− j of degree 2l3
8
(see (6)) and
(
a−j−l3
l4
)
is the polynomial of variable a− j − l3 of degree l4, we obtain
that, al1,l2(j) is the polynomial of variable j of degree less than or equal 2l1 + 2l2.
Hence from Equation (10) we get
a∑
j=0
(
a
j
)
(−1)jal1,l2(j) = 0 for 2l1 + 2l2 < a+ 1.
Therefore
A
(a)
i =
1
na(n+ 1)a
∑
S1

 a∑
j=0
(
a
j
)
(−1)jal1,l2(j)

na−l1ia−l2 , (21)
whereS1 =
{
(l1, l2) : 0 ≤ l1, l2 ≤ a, a+12 ≤ l1 + l2
}
.On the other hand, fromEqua-
tion (15) for c = i, d = n− i+ 1 and z = ti we deduce that(
n
i
)
i
∫ ti
0
xi−1(1− x)n−idx ≤ 1. (22)
Putting together Equation (21), Equation (22) and Identity (2) for k = i and f = a− l2
we have
n∑
i=1
ia−l2 = na−l2+1
1
a− l2 + 1 +O(n
a−l2 ).
Therefore
n∑
i=1
A
(a)
i
(
n
i
)
i
∫ ti
0
xi−1(1− x)n−idx = O
(
1
n
a−1
2
)
.
This completes the proof of Lemma 4.
The proof of the next lemma is technically complicated. Before starting the proof,
we briefly explain the overall strategy of the analysis.
Case of Equation (23). We write B
(a)
i (n+1)
a as the polynomial in two variables
n, i − 12 . Using the property (10) we show that several coefficient of the polynomial
B
(a)
i (n+ 1)
a are zero.
Case of Equation (23). Firstly, we apply Equation (10) and reduce bq1,p1(a) to the
Sum (31). Using the definition of the Beta function we rewrite Sum (32) as the double
sum and the definite integral (see (32) and (33)). Then again we apply Equation (10).
This reduces the integral (33)) to the integral
∫ 1
0
x
a
2 (1 − x) a2 dx and the Sum (23) to
the Sum (34). Then, using (10) and (17) we get the desired Equality (35).
Lemma 5. Assume that a is an odd natural number. Let ti =
i
n − 12n and let
B
(a)
i =
a∑
j=1
(
a
j
)
(−1)j+1
j∑
k=1
(
n+k−1
k+i−1
)
(
n+j
i+j
)
(i+ j)
(ti)
k−j .
Then
B
(a)
i =
1
(n+ 1)a
∑
S2
bq1,p1(a)n
a−1−q1
(
i− 1
2
)−p1
, (23)
9
whereS2 =
{
(q1, p1) : 0 ≤ q1, p1 ≤ a− 1, q1 + p1 ≥ a−12
}
, bq1,p1(a) are some con-
stants independent on i, n and
∑
q1+p1=
a−1
2
2√
2pi
B
(
a− p1 + 1
2
,
3
2
)
bq1,p1(a) =
Γ
(
a
2 + 1
)
2
a
2 (1 + a)
. (24)
Proof. We will discuss separately proof of Equation (23) and (24).
Case of Equation (23).
Define
C
(a)
(i,n)(j) =
j∑
k=1
(
n+k−1
k+i−1
)
(
n+j
i+j
)
(i + j)
(ti)
k−j .
Observe that
C
(a)
(i,n)(j) =
1(
i − 12
)a−1
(n+ 1)an
∑
S3
aq1,p1(j)n
a−q1
(
i− 1
2
)a−1−p1
,
where S3 = {(q1, p1) : 0 ≤ q1, p1 ≤ a− 1} , aq1,p1(j) are some constants indepen-
dent on i, n. On the other hand
C
(a)
(i,n)(j)
=
(n+ a)a−j(
i− 12
)a−1
(n+ 1)an
j∑
k=1
nj−kn(k)
(
i− 1
2
)a−1−k−j
(i + j − 1)j−k.
Applying Equation (4) and Equation (3) we deduce that
nj−kn(k)(n+ a)(a−j)
=
(∑
q2
n−k
[
k
k − q2
]
nk−q2
)
×
(∑
q3
nj
[
a− j
a− j − q3
]
(−1)q3(n+ a)a−j−q3
)
=
(∑
q2
[
k
k − q2
]
n−q2
)
×
(∑
q3
[
a− j
a− j − q3
]
(−1)q3
(∑
q4
na−q3−q4aq4
(
a− j − q3
q4
)))
.
Therefore, the coefficient of the term na−q1 in the polynomial nj−knk(n + a)a−j
equals
c(k)q1 (j) =
∑
q2+q3+q4=q1
([
k
k − q2
][
a− j
a− j − q3
]
(−1)q3aq4
(
a− j − q3
q4
))
. (25)
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Applying Equation (4) and Equation (3) we deduce that
(
i− 1
2
)a−1+k−j
(i+ j − 1)j−k
=
(
i− 1
2
)a−1+k−j ∑
p2
[
j − k
j − k − p2
]
(−1)p2(i+ j − 1)j−k−p2
=
(
i− 1
2
)a−1+k−j ∑
p2
[
j − k
j − k − p2
]
(−1)p2
×
(∑
p3
(
i− 1
2
)j−k−p2−p3 (
j − 1
2
)p3 (j − k − p2
p3
))
.
Therefore, the coefficient of the term
(
i− 12
)a−1−p1
in the polynomial
(
i− 12
)a−1+k−j
(i+
j − 1)j−k equals
d(k)p1 (j) =
∑
p2+p3=p1
[
j − k
j − k − p2
](
j − k − p2
p3
)
(−1)p2
(
j − 1
2
)p3
. (26)
Hence, the coefficient of the term na−q1
(
i− 12
)a−1−p1
in the polynomial
j∑
k=1
nj−knk(n+ a)a−j
(
i− 1
2
)a−1+k−j
(i+ j − 1)j−k
equals
aq1,p1(j) =
j∑
k=1
c(k)q1 (j)d
(k)
p1 (j).
Notice that
aq1,p1(0) = 0. (27)
Observe that
[
k
k−q2
]
is the polynomial of variable k of degree 2q2 (see (6)),
[
a−j
a−j−q3
]
is the polynomial of variable a − j of degree 2q3 and
(
a−j−q3
q4
)
is the polynomial of
variable a − j − q3 of degree q4. Therefore c(k)q1 (j) is the polynomial of variable k of
degree 2q2 and is the polynomial of variable j of degree less than or equal 2q3 + q4.
Observe that
[
j−k
j−k−p2
]
is the polynomial of variable j − k of degree 2p2 (see (6))
and
(
j−k−p2
p3
)
is the polynomial of variable j−k of degree p3. Therefore, d(k)q1 (j) is the
polynomial of variable j−k of degree less than or equal 2p2+p3 and is the polynomial
of variable j of degree p3.
Applying these and Identity (2) for n = j we conclude that aq1,p1(j) is the polyno-
mial of variable j of degree less than or equal 2q2 + 2q3 + q4 + 2p2 + 2p3 + 1. From
q2+q3+q4 = q1 and p2+p3 = p1 we have that aq1,p1(j) is the polynomial of variable
j of degree less than or equal 2p1 + 2q1 + 1.
11
Therefore from Equation (10) and Equation (27) we deduce that
a∑
j=0
(
a
j
)
(−1)j+1aq1,p1(j) = 0 for q1 + p1 <
a− 1
2
.
Let
bq1,p1(a) =
a∑
j=0
(
a
j
)
(−1)j+1aq1,p1(j). (28)
Therefore
bq1,p1(a) = 0 for q1 + p1 <
a− 1
2
.
Hence
B
(a)
i =
1(
i − 12
)a−1
(n+ 1)a
∑
S4
bq1,q2(a)n
a−1−q1
(
i− 1
2
)a−1−p1
,
where
S4 =
{
(q1, p1) : 0 ≤ q1, p1 ≤ a− 1 q1 + p1 ≥ a− 1
2
}
.
This is enough to prove the first part of Lemma 5.
Case of Equation (24).
Let us recall that
aq1,p1(j) =
j∑
k=1
c(k)q1 (j)d
(k)
p1 (j).
and
bq1,p1(a) =
a∑
j=0
(
a
j
)
(−1)j+1aq1,p1(j).
(see Equation (25) and Equation (26) for the definition of c
(k)
q1 (j) and d
(k)
p1 (j)).
Applying Identity (8) for m = k, b = q2 and Identity (8) for m = a − j, b = q3 we
observe that the coefficient of the term k2q2(a− j)2q3 in the polynomial c(k)q1 (j) equals
Aq2,q3 =

∑
j1
〈〈
q2
j1
〉〉
1
(2q2)!



∑
j2
〈〈
q3
j2
〉〉
1
(2(q3))!

 (−1)q3 .
Therefore, from Equation (9) we have
Aq2,q3 =
(−1)q3
(q2)!2q2(q1)!2q1
.
Applying Identity (8) form = j−k, b = p2 we observe that the coefficient of the term
(j − k)2p2(j − k)p3 (j − 12)p3 in the polynomial c(k)q1 (j) equals
Bp2,p3 =

∑
j1
〈〈
p2
j1
〉〉
1
(2p2)!

 1
(p3)!
(−1)p2 .
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Therefore, from Equation (9) we have
Bp2,p3 =
(−1)p2
(p2)!2p2(p3)!
.
Hence
c(k)q1 (j) =
∑
q2+q3=q1
Aq2,q3k
2q2(a− j)2q3 +
∑
l1+l2<2q1
al1,l2k
l1(a− j)l2
=
(
k2
2
− (a− j)
2
2
)q1 1
(q1)!
+
∑
l1+l2<2q1
al1,l2k
l1(a− j)l2 , (29)
where al1,l2 are some constans independent on k, j,
d(k)p1 (j) =
∑
p2+p3=p1
Bp2,p3(j − k)2p2(j − k)p3
(
j − 1
2
)p3
+
∑
l1+l2<2p1
bl3,l4(j − k)l3(j)l4
=
(
(j − k)
(
j − 1
2
)
− (j − k)
2
2
)p1 1
(p1)!
+
∑
l3+l4<2p1
bl3,l4(j − k)l3(j)l4 , (30)
where bl3,l4 are some constans independent on k, j.
Putting together Formula (29), Formula (30), Identity (2) for f = l1 and f = l3 as
well Euler’s Finite Difference Theorem (see Identity (10)) we obtain
bq1,p1(a) =
a∑
j=0
(
a
j
)
(−1)j+1
j∑
k=1
c(k)q1 (j)d
(k)
p1 (j)
=
a∑
j=0
(
a
j
)
(−1)j+1
j∑
k=1
(
k2
2
− (a− j)
2
2
)q1 1
(q1)!
×
(
(j − k)
(
j − 1
2
)
− (j − k)
2
2
)p1 1
(p1)!
. (31)
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Applying this we get
∑
q1+p1=
a−1
2
B
(
a− p1 + 1
2
,
3
2
)
bq1,p1(a)
=
∑
q1+p1=
a−1
2
B
(
a− p1 + 1
2
,
3
2
) a∑
j=0
(
a
j
)
(−1)j+1
j∑
k=1
c(k)q1 (j)d
(k)
p1 (j)
=
a∑
j=0
(
a
j
)
(−1)j+1
j∑
k=1
∑
q1+p1=
a−1
2
B
(
a− p1 + 1
2
,
3
2
)
1
(q1)!
×
(
k2
2
− (a− j)
2
2
)q1 (
(j − k)
(
j − 1
2
)
− (j − k)
2
2
)p1 1
(p1)!
. (32)
Using the definition of the Beta function (see (11) for c = a− p1 + 12 , d = 32 ) we
have ∑
q1+p1=
a−1
2
B
(
a− p1 + 1
2
,
3
2
)
×
(
k2
2
− (a− j)
2
2
)q1 1
(q1)!
(
(j − k)
(
j − 1
2
)
− (j − k)
2
2
)p1 1
(p1)!
=
∫ 1
0
∑
q1+p1=
a−1
2
(1− x)1/2xa−1−p1+1/2
(
k2
2
− (a− j)
2
2
)q1 1
(q1)!
×
(
(j − k)
(
j − 1
2
)
− (j − k)
2
2
)p1 1
(p1)!
dx
=
1(
a−1
2
)
!
∫ 1
0
(1 − x)1/2xa−1/2
×
(
(j − k) (j − 12)− (j−k)22
x
+
k2
2
− (a− j)
2
2
) a−1
2
dx
=
1(
a−1
2
)
!
∫ 1
0
(1 − x)1/2xa−1/2
×
(
(j − k)(j + k)
(
1− x
2x
)
+ a
(
j − a
2
)
− j − k
2x
) a−1
2
dx. (33)
Observe that(
(j − k)(j + k)
(
1− x
2x
)
+ a
(
j − a
2
)
− j − k
2x
) a−1
2
=
(
(j − k)(j + k)
(
1− x
2x
)) a−1
2
+
∑
l3+l4<a−1
cl5,l6(j)
l3 (k)l4 ,
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where cl5,l6 are some constans independent on j, k.
Therefore, from Equation (2) for f = l4 and Identity (10) we have
a∑
j=0
(
a
j
)
(−1)j+1
j∑
k=1
(
(j − k)(j + k)
(
1− x
2x
)
+ a
(
j − a
2
)
− j − k
2x
) a−1
2
=
(
1− x
2x
) a−1
2
a∑
j=0
(
a
j
)
(−1)j+1
j∑
k=1
((j − k)(j + k)) a−12 . (34)
Notice that
((j − k)(j + k)) a−12 = (j2 − k2) a−12 =
a−1
2∑
b=0
ja−1−2b(−1)bk2b
(a−1
2
b
)
.
Therefore, from Equation (2) for f = 2b and Identity (17) we have
a∑
j=0
(
a
j
)
(−1)j+1
j∑
k=1
((j − k)(j + k)) a−12
=
a∑
j=0
(
a
j
)
(−1)j+1
(√
pi
(
a−1
2
)
!
2Γ(a2 + 1)
ja +
∑
l7<a
dl7j
l7
)
,
where dl7 are some constans indpendent on j.
Applying this and Identity (10) we get
a∑
j=0
(
a
j
)
(−1)j+1
j∑
k=1
((j − k)(j + k)) a−12 = a!
√
pi
(
a−1
2
)
!
2Γ(a2 + 1)
. (35)
Putting together Formulas (32), (33), (34), (35) and the definition of the Beta function
(see (11) for c = a2 + 1, d =
a
2 + 1) we deduce that
∑
q1+p1=
a−1
2
2√
2pi
B
(
a− p1 + 1
2
,
3
2
)
bq1,p1(a)
=
a!
2
a
2 Γ(a2 + 1)
B
(a
2
+ 1,
a
2
+ 1
)
.
Finally, using the basic identity B (c, d) = Γ(c)Γ(d)Γ(c+d) for c = d =
a
2 (see [10, Identity
5.12.1]) and Γ(a+ 2) = (a+ 1)! we get
∑
q1+p1=
a−1
2
2√
2pi
B
(
a− p1 + 1
2
,
3
2
)
bq1,p1(a) =
Γ
(
a
2 + 1
)
2
a
2 (1 + a)
.
This finishes the proof of Lemma 5.
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We are now ready to give the precise asymptotic in Lemma 6.
Before proving Lemma 6, let us notice that there is some interest in research com-
munity for finding the asymptotics of the sum similar to (36). Kløve in [8] studied
the average worst case probability of undetected error for linear codes of length n and
dimension k over an alphabet of size q and analyzed the following sum∑n
i=1
(
n
i
) (
i
n
)i (
1− in
)n−i
. In [11] the author obtained an asymptotics expansion of
the more general sums
∑n
i=1
(
n−k
i
) (
i
n
)i (
1− in
)n−i
, for k ≥ 0. In this paper the
technique used in the proof belongs to advances analytical tools. Later Hwang in [6]
derived uniform asymptotic expressions of some Abel sums appearing in some prob-
lems in coding theory. In [9] the authors consider the expected maximum total (i.e.,
sum) of movements of n identical sensors placed uniformly at random in a unit interval
so as to attain complete coverage of the unit interval [0, 1] and prove elementary the
following tight asymptotic result
n∑
i=1
2i
(
n
i
)
(1 − ti)n−i+1(ti)i = Θ(
√
n), where ti =
i
n
− 1
2n
.
In the proof of Lemma 6 we also apply elementary techniques such as Stirling’s formula
(18), (19), basic inequalities and some elementary approximation.
Lemma 6. Let c ≥ 0 and let ti = in − 12n . Then
n∑
i=1
2i
(
n
i
)
(1− ti)n−i+1(ti)i+c = n3/2 2√
2pi
B
(
c+
3
2
,
3
2
)
+O(n). (36)
Proof. Let Ei =
2i(n−i+ 12 )
n
(
n
i
) (
i
n − 12n
)i+c (
1− in + 12n
)n−i
. We divide the sum
into four parts:
n∑
i=1
Ei =
⌊√n⌋∑
i=1
Ei +
n−⌊√n⌋∑
⌊√n⌋+1
Ei +
n−1∑
n−⌊√n⌋+1
Ei + En (37)
We approximate the four parts separately. It is easy to see that En = Θ(1) . For the
first and third term, we use Stirling’s formula (18) form = n, m = i andm = n− i,
as well as Inequalities e
1
12n < e, e
1
12i+1+
1
12(n−i)+1 > 1 to deduce that
Ei ≤ 2e√
2pi
1
n
1
2+c
√
(n− i)i
(
1 +
1
2(n− i)
)(
1− 1
2i
)i+c (
1 +
1
2(n− i)
)n−i
.
Applying the basic inequality
(
1 + 1x
)x
< e, when x ≥ 1 for x = 2(n− i) we have
Ei ≤ 3e
3
2√
2pi
1
n
1
2+c
√
(n− i)i ≤ 3e
3
2√
2pi
n
1
2
nn
c .
Therefore
⌊√n⌋∑
i=1
Ei +
n−1∑
n−⌊√n⌋+1
Ei = O
( n
nc
)
= O(n).
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Hence the first, third and fourth term contribute O(n) and the asymptotics depends on
the second term.
For the second term (⌊√n⌋ + 1 ≤ i ≤ n − ⌊√n⌋) we use Stirling’s formula (19)
form = n, m = i andm = n− i to deduce that(
n
i
)(
i
n
)i+c (
1− i
n
)n−i
=
1√
2pi
√
n− i
(
i
n
)(− 12+c) 1 +O ( 1n)(
1 + O
(
1
i
)) (
1 +O
(
1
n−i
))
=
1√
2pi
√
n− i
(
i
n
)(− 12+c)(
1 +O
(
1√
n
))
.
Hence
Ei =
2
√
n− i√
2pi
(
i
n
) 1
2+c
(
1− 1
2i
)i+c (
1 +
1
2(n− i)
)n−i+1(
1 +O
(
1√
n
))
.
Now we apply the approximations ln(1 + x) = x + O(x2), ex = 1 + O(x) and get(
1− 12i
)i+c (
1 + 12(n−i)
)n−i+1
= 1 +O
(
1√
n
)
. Therefore
Ei =
2√
2pi
√
n− i
(
i
n
) 1
2+c
(
1 +O
(
1√
n
))
.
Using the inequality
√
n− i ( in) 12+c ≤ 12(1+c) ( 1+2c2(1+c))
1
2+c√
n we get
⌊√n⌋∑
i=1
√
n− i
(
i
n
) 1
2+c
+
n∑
n−⌊√n⌋+1
√
n− i
(
i
n
) 1
2+c
= O(n).
Therefore, we can add the terms back in, so we have
n−⌊√n⌋∑
⌊√n⌋+1
Ei =
n∑
i=1
Ei +O(n)
=
2√
2pi
(
1 +O
(
1√
n
))
1
n
1
2+c
n∑
i=1
(n− i) 12 i 12+c +O(n).
The remaining sum we approximate with integral. Hence
n∑
i=0
(n− i) 12 i 12+c =
∫ n
0
(n− x) 12x 12+cdx+∆,
with |∆| ≤ ∑ni=0maxi≤x<i+1 |f(x) − f(i)| (see [3, Page 179].) Observe that, the
function f(x) = x
1
2+c(n− x) 12 is monotone increasing over the interval
[
0, n 1+2c2(1+c)
]
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andmonotone decreasing over the interval
[
n 1+2c2(1+c) , n
]
.Hence the error term |∆| tele-
scopes on the interval
[
0,
⌊
n 1+2c2(1+c)
⌋]
and telescopes on the interval
[⌈
n 1+2c2(1+c)
⌉
, n
]
.
Therefore |∆| = O(n1+c). Notice that (see Equation (11))
∫ n
0
(n− x) 12 x 12+cdx = n2+c
∫ 1
0
(1 − x) 12 x 12+cdx
= n2+cB
(
c+
3
2
,
3
2
)
.
Putting all together we deduce that the second term contributes
n−⌊√n⌋∑
⌊√n⌋+1
Ei
=
2√
2pi
(
1 +O
(
1√
n
))
1
n
1
2+c
(
n2+cB
(
c+
3
2
,
3
2
)
+O
(
n1+c
))
+O(n)
=
2√
2pi
n
3
2B
(
c+
3
2
,
3
2
)
+O(n).
This easily completes the proof of Lemma 6.
Finally, we can prove the main theorem of this paper.
Proof. (Theorem 2) Assume that a is an odd natural number. Let Xi be the i − th
order statistic, i.e., the position of the i − th sensor in the interval [0, 1]. It turns out
(see [1]) thatXi obeys the Beta distribution with parameters i, n−i+1 and has density
i
(
n
i
)
xi−1(1− x)n−i (see Equations (13–12)). Let E(a)i be the expected distance to the
power a between Xi and the i
th sensor position, ti =
i
n − 12n , on the unit interval.
Therefore
E
(a)
i = i
(
n
i
)∫ 1
0
|ti − x|axi−1(1 − x)n−idx.
To prove the asymptotic result observe that
E
(a)
i = E
(a,1)
i + E
(a,2)
i , (38)
where
E
(a,1)
i = i
(
n
i
)∫ 1
0
(x− ti)axi−1(1− x)n−idx, (39)
E
(a,2)
i = 2i
(
n
i
)∫ ti
0
(ti − x)axi−1(1− x)n−idx. (40)
The proof of Theorem 2 proceeds along the following steps.
From Lemma 3 we deduce that the sum
∑n
i=1E
(a,1)
i is negligibly and contributes
O
(
1
n
a−1
2
)
(see Equation (41)).
18
Then we writeE
(a,2)
i as the sum ofE
(a,2,1)
i andE
(a,2,2)
i .Using Lemma 4 we prove
that the sum
∑n
i=1E
(a,2,1)
i is also negligibly and contributesO
(
1
n
a−1
2
)
(see Equation
(43)).
Further, using Lemma 5 we decompose E
(a,2,2)
i into the sum of E
(a,2,2,1)
i and
F
(a,2,2,2)
i . The sum
∑n
i=1E
(a,2,2,1)
i is also neglibly and contributes O
(
1
n
a−1
2
)
(see
Equation (45)).
Thus the asymptotic depends on the expression given by the summand
∑n
i=1 E
(a,2,2,2)
i
Finally combining together Lemma 5 and Lemma 6 we deduce the main result (see
Equation (46)).
We now prove the desired asymptotics. Firstly we estimate E
(a,1)
i .We show that
n∑
i=1
E
(a,1)
i = O
(
1
n
a−1
2
)
. (41)
Let
E
(a,1)
i,j = i
(
n
i
)
ti
a−j
(
a
j
)
(−1)j
∫ 1
0
xjxi−1(1− x)n−idx
for j ∈ {0, 1, . . . , a} and i ∈ {1, 2, . . . , n}. Observe that
E
(a,1)
i =
a∑
j=0
E
(a,1)
i,j .
The definition of the Beta function and Identity (12) imply that
E
(a,1)
i,j =
(
1
n
)a(
a
j
)
(−1)jnj
(
i− 12
)a−j · i(j)
(n+ 1)(j)
.
Applying Lemma 3 to the sequence E
(a,1)
i,j we conclude that
a∑
j=0
n∑
i=1
E
(a)
i,j = O
(
1
n
a−1
2
)
.
This finishes the proof of Equation (41).
Now we estimate E
(a,2)
i . Let
E
(a,2)
i,j = 2i
(
n
i
)
ti
a−j
(
a
j
)
(−1)j
∫ ti
0
xjxi−1(1− x)n−idx
for j ∈ {0, 1, . . . , a} and i ∈ {1, 2, . . . , n}. Observe that
E
(a,2)
i =
a∑
j=0
E
(a,2)
i,j .
19
On the other hand, Equation (12) and Equation (14) imply that(
n+ j
i+ j
)
(i+ j)
∫ ti
0
xjxi−1(1− x)n−idx = I(ti, i+ j, n− i + 1).
Hence from Equation (16) we get
I(ti, i+ j, n− i+ 1)
= I(ti, i, n− i)−
j∑
k=1
(
n+ k − 1
k + i− 1
)
(1− ti)n−i+1(ti)i+k−1.
Therefore
E
(a,2)
i,j = E
(a,2,1)
i,j + E
(a,2,2)
i,j ,
where
E
(a,2,1)
i,j = 2
i
(
n
i
)
t
a−j
i
(
a
j
)
(−1)j(
n+j
i+j
)
(i + j)
∫ ti
0
xi−1(1− x)n−idx
and
E
(a,2,2)
i,j = 2i
(
n
i
)
t
a−j
i
(
a
j
)
(−1)j+1
j∑
k=1
(
n+k−1
k+i−1
)
(
n+j
i+j
)
(i+ j)
(1 − ti)n−i+1(ti)i+k−1.
Let E
(a,2,1)
i =
∑a
j=0 E
(a,2,1)
i,j and E
(a,2,2)
i =
∑a
j=0 E
(a,2,2)
i,j . Hence
E
(a,2)
i = E
(a,2,1)
i + E
(a,2,2)
i . (42)
Using Lemma 4 we get
n∑
i=1
E
(a,2,1)
i = O
(
1
n
a−1
2
)
. (43)
Observe that
E
(a,2,2)
i = 2i
(
n
i
)
(1− ti)n−i+1(ti)i−1+a
a∑
j=1
(
a
j
)
(−1)j+1
j∑
k=1
(
n+k−1
k+i−1
)
(
n+j
i+j
)
(i+ j)
(ti)
k−j .
Let
E
(a,2,2,1)
i
= 2i
(
n
i
)
(1− ti)n−i+1(ti)i−1+a 1
(n+ 1)a
∑
S5
bq1,p1(a)n
a−1−q1
(
i− 1
2
)−p1
,
E
(a,2,2,2)
i
= 2i
(
n
i
)
(1− ti)n−i+1(ti)i−1+a 1
(n+ 1)a
∑
S6
bq1,p1(a)n
a−1−q1
(
i− 1
2
)−p1
,
20
where
S5 =
{
(q1, p1) : 0 ≤ q1, p1 ≤ a− 1, q1 + p1 > a− 1
2
}
,
S6 =
{
(q1, p1) : 0 ≤ q1, p1 ≤ a− 1, q1 + p1 = a− 1
2
}
.
Applying Lemma 5 we deduce that
E
(a,2,2)
i = E
(a,2,2,1)
i + E
(a,2,2,2)
i . (44)
From Lemma 6 for c = a− 1− p1 we have
n∑
i=1
E
(a,2,2,1)
i = O
(
1
n
a
2
)
. (45)
From Lemma 6 for c = a− 1− p1 and Equation (24) in Lemma 5 we deduce that
n∑
i=1
E
(a,2,2,2)
i =
Γ
(
a
2 + 1
)
2
a
2 (1 + a)
1
n
a
2−1
+O
(
1
n
a−1
2
)
. (46)
Finally, putting together Equations (38–46) finishes the proof of Theorem 2.
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