An approximation algorithm for Max Cut is designed and analyzed; its performances are experimentally compared with those of a neural algorithm and of the Goemans and Williamson's algorithm.
Introduction
The Max Cut problem is the problem of partitioning the node set of an undirected graph into two parts in order to maximize the cardinality of the set of edges cut by the partition. This problem has long been known to be NP{hard, it is solvable in polynomial time only for some special classes of graphs 4]. Because of its theoretical and practical importance and because e cient algorithms for NP{hard combinatorial optimization problems are unlikely to exist, many polynomial time approximation algorithms have been proposed to solve it. Among these we consider a simple neural algorithm that guarantees to nd a solution of value at least 0.5 time the optimal solution, and the best known designed by Goemans and Williamson 3] , that guarantees to nd a solution of measure at least 0.878 time the optimal one. Although extremely interesting, Goemans and Williamson's algorithm is of complex design and its computation time may be prohibitive on large problem instances (graphs with more than 1000 nodes). For this reasons we present here a very simple algorithm, called Lorena, which is inspired by Goemans and Williamson's main idea. We estimate the computation time of Lorena, and we nd that it is comparable with that of the neural algorithm. As regard as the approximation quality we can only state a weak result, in fact we are only able to prove that it nds a solution of value at least 0.39 time the optimal one. However, in experimental tests on p-random graphs it behaves better than Goemans and Williamson's, and on standard benchmarks it gives the same cut values but it is faster.
The paper is organized as follows. In the next section the Max Cut problem is presented together with a brief description of the two approximation algorithms that we compare with Lorena. In Section 3 Lorena is described and an analysis of either its computation time and worst case performance is given. Section 4 presents some experimental results.
Preliminary De nitions and Results
In this section we brie y recall the optimization problem Max Cut and two approximation algorithms to solve it: a neural algorithm and the Goemans and Williamson's algorithm 3].
The problem Max Cut is de ned as follows:
Max Cut
Instance: An undirected graph G = hV; Ei; Solution: A partition of V into two disjoint sets V 1 and V nV 1 ; Measure: The cardinality of the cut, that is the number of edges in E with one endpoint in V 1 and one endpoint in V nV 1 . 
subject to x i 2 f?1; 1g; i = 1; : : :; n: where (a ij ) n n is the graph adjacency matrix and n = jV j; this formulation can naturally be extended to the weighted case. The neural algorithm simulates an Hop eld's network that locally minimizes the energy function ?1=2 P i<j a ij (1?x i x j ). Given an arbitrary initial state the network reaches, in its dynamical evolution, an equilibrium point (y 1 ; : : : ; y n ) which is interpreted as a solution for Max Cut by considering the partition (V 1 ; V nV 1 ), where V 1 = fk j y k = 1g. This algorithm basically implements a local search in the hypercube; it has reasonable performances relative to either the computation time and the approximation quality. Moreover its simplicity makes it easy to design a hardware implementation 1].
A better result from the point of view of the worst case analysis is obtained by the Goemans and Williamson's algorithm. Instead of solving problem (A), they considered the following relaxed problem:
subject to v i 2 S n ; i = 1; : : :; n: Here v i denotes a vector in the n-dimensional unit sphere S n , and v i v j is the inner product of v i and v j .
The Goemans and Williamson's algorithm (RR-SdP) consists of two main steps:
Step 1: Solve the relaxation (B) as a semide nite program and obtain an optimal set of vectors fv 1 ; : : : ; v n g; Step 2: Select randomly according to the uniform distribution a vector r 2 S n ; output as approximate solution the set V 1 = fk j v k r 0g. The Step 2 can be derandomized giving a 0.878-approximation algorithm. This is a very good result from the point of view of the worst case analysis, since it has been proved that, if P 6 = NP, no 0.941-approximation algorithm can exist 5].
The Lorena Algorithm
Goemans and Williamson's algorithm has a very good worst case performance but it can handle e ciently only graphs of small size (n 100), while it becomes very slow for larger instances (n 200) and prohibitive for really large scale problems (n 1000). Besides, because of its complex design it cannot easily be implemented on dedicated circuits. The idea on which it is based is however very interesting and in this section we present and analyze a simple algorithm which is inspired by it. We consider the following relaxed problem:
subject to v i 2 S 2 ; i = 1; : : :; n:
Since problem (C) is not a semide nite programming problem, we look for approximate solutions of (C) by a local search algorithm. The Lorena algorithm consists of two main steps:
Step 1: Solve the relaxation (C) by a local search algorithm obtaining a locally optimal set of vectors fv 1 ; : : : ; v n g; Step 2: Find the vector r 2 S 2 that minimizes 1 2 X i<j a ij sgn(v i r) sgn(v j r); output the set V 1 = fk j v k r 0g. To detail the algorithm let us denote v k = (cos( k ); sin( k )) and r = (? sin( ); cos( )); moreover let sgn be the signum function de ned as sgn(x) = 1 if x 0, ?1 otherwise.
Lorena Algorithm
Input: a graph G = (V; E) and a real "; 1. for k := 1 to n do k := a random number in 0; 2 ]; 2. do for k := 1 to n do It is not easy to compute the worst case performance of Lorena, because of the di culty to estimate the term P n i=1 jAij j cos( i)j . We can only guarantee the weak result that Lorena is a 0.39-approximation algorithm, even if the experimental analysis shown in the next Section gives evidence that it works much better.
Experimental Results
To give some evidence that Lorena behaves very well in practice (at least on random graphs), we directly compare the performance of Lorena with that of the two algorithms H-Net and RR-SdP presented in Section 2.
To implement the rst step of the Goemans and Williamson's algorithm we used the MATLAB code 6] that solves the semide nite programming problems via the interior point method; for the second step we generated 30 random vectors uniformly distributed on the n-dimensional sphere, reporting the best of the 30 cuts induced (see the description in Section 2). To generate the random vectors we use the fact that the random vector The solutions found by the algorithms Lorena, H-Net and RR-SdP are compared on unweighted p-random graphs 1 with a number of vertices that varies from 50 to 400; for each size n we generated graphs having three di erent edge density: low (p = 0:1), medium (p = 0:5) and high (p = 0:9).
The Table 1 summarizes the results of the experiment. For each pair (n; p) shown in the rst two columns, we generated 50 p-random graphs of size n and we reported, in the three central columns, the average cuts (and the corresponding standard deviation) found respectively by H-Net, RR-SdP and Lorena. The last two columns contain, for every class of instances considered, the average and the standard deviation of the di erences of the cuts found by Lorena and by the others two algorithms. The average di erences are graphically pictured in the Figure 1 . Observe that for n 200 Lorena is better than RR-SdP whit high con dence ( > 2).
As far as the computation times is concerned, in our experiments the execution times of Lorena and H-Net are comparable while those of RR-SdP are much higher. We do not report the numerical data since the algorithms implementations are not homogeneous (C code for Lorena and H-Net and MATLAB for RR-SdP), and the quantitative comparison is therefore meaningless. To overcome this problem we have done the comparison on some instances on which the RR-SdP execution times is given by the authors 3]. The instances are some from the TSPLIB (complete geometric graphs de ned by Traveling Salesman Problems).
The results are reported in Table 2 . In the rst columns are shown respectively the problem instances, the sizes of the graphs, the value of the cuts obtained by RR-SdP and its computation time (on a Sun SPARC Station), as referred in 3]. In the last two columns the value of the cuts found by Lorena (note that they are the same as that found by the Goemans and Williamson) and Lorena running time on a PC Pentium 166 are reported. 
