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系列モデル 
系列データ xt (t = 1, 2, · · · , T ) を順次に入力すると、その都度その








前回時点の特徴 ht−1 と現時点の入力 xt から現時点の
特徴 ht を生成する。過去の情報が特徴 ht−1 に委ねら
れるので情報の流れの制御が重要になり、ゲート機構
をもつ LSTM や GRU が広く用いられている。
畳込みニューラルネット
(CNN)
現時点までの一定範囲の入力 x(t−T ):t を直接参照して
現時点の特徴 ht を生成する。効率的に広範囲のステ
ップを参照する汎用的なネットワーク構造として TCN
(Temporal Convolutional Networks) [Bai2018]が提案され
ている (図1)。
その他 特徴の再帰も、入力の畳込みもせずにその時点の特徴
を生成する。セルフアテンション (Vaswani et al., 2017)
は位置エンコードを用いてこれを実現している。
表 1: ニューラルネットによる系列モデルの基本的な構造の分類




軟性をもつと考えられる [Bai2018]。他方、QRNN (Bradbury et al., 2017)
など、RNNと CNN双方の特徴抽出の性質を併せもつモデルも多数提案
されている。以下では特に多岐にわたるタスクで既存モデルの性能を上
回った TrellisNet [Bai2019] について紹介する。
TrellisNet[Bai2019]
TrellisNet は時刻 t + 1 の i + 1 層目の出力 z(i+1)t+1 が以下で表される。
ここで、W1, W2 は何層目かに依らない重み行列であり、f は適当な非
































は「現時点までの M ステップを参照する L 層 RNN が常に M + L − 1
層の TrellisNet で表現できる」という性質をもつ(図3)。
図 2: TrellisNet の模式図。各層の操作は現時点までの2ステップ
を1回だけ畳込む TCNといえる(が TrellisNetは活性化 f の適用
時に zit も利用する自由度がもたされている)。実際には f には
LSTM cell に基づく gated activation が採用されている。
図 3: 現時点までの3ステップを参照する3層RNN(左)とそのTrel-
lisNet表現(右)。但し h(i)t,t′ は時点 t
′ に開始した RNN の時点 i に
おける t層目の出力であり、赤と青の矢印は同じ文字色の重み行
列を適用することを意味する。
実践的には、TrellisNet は正則化や最適化に RNN と CNN の双方か
らアイデアを取り入れられることが利点になっており、実際、LSTMの
DropConnect (Merity et al., 2018) や CNN の auxiliary losses (Lee et al.,
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