The rotation orientation and the angle of precision of an intelligent ball joint cannot be automatically obtained in passive motion. In this paper, a new method based on a Hall sensor with a permanent magnet (PM) is proposed to identify the spatial rotation orientation and angle. The basic idea is to embed a PM on a ball while the Hall sensors are arrayed into the ball socket. When the ball rotates, the Hall sensor array detects the variation of the magnetic induction intensity in space. By establishing a mathematical model between the variation of the magnetic induction intensity and the orientation and angle of rotation, the rotation angle in the space where the ball is located can be inversely solved. The establishment of the theoretical model is based on the theory of the equivalent magnetic charge method, which has a few native defects that cannot be overcome by itself. This paper presents the relationship between the magnetic induction intensity change and the rotation angle of the ball in space, which was constructed by an artificial neural network (ANN) and will simplify the mathematical model, shorten the operation time, and improve the efficiency of real-time detection. Based on the simulation analysis, the optimal matching scheme between the PM and the magnetic effect sensor was determined, and the structural parameters of the ball joint prototype were optimized. The data training and comparison test of the neural network model were completed on a self-developed calibration device. The experimental results show that for a ±20 • measurement range, the average errors of the uniaxial measurements are 1 51 and 1 55 on the two axes, respectively. At present, the measurement accuracy of the prototype is still relatively low; however, this idea of modeling based on ANN removes the shackles of mathematical modeling, reminding us that we can consider the design of sensors or complete geometric measurement modeling from a new perspective.
Introduction
Precision ball joints are widely used in parallel robots and measuring instruments, however, they cannot automatically acquire their orientation in space. With the support of the National Natural Science Foundation of China, we have developed a method to measure the rotation angle of a precision ball joint. As shown in Figure 1a , a permanent magnet (PM) was embedded on the ball and a Hall sensor array was arranged in the ball socket. When the ball rotates in any direction with the rod, the PM will also rotate around the ball center, resulting in a variation of the magnetic induction intensity component. The angle of rotation about the X-axis is given by α, while that about the Y-axis is given by β. The Hall sensor array captures the variation. Based on the equivalent magnetic charge method (EMCM), a measuring model between the reading of the Hall sensor and the rotation angle in the space of the ball joint was established. Figure 1b shows the first prototype [1, 2] . The modeling process based on the EMCM is shown in Figure 2 . The basic coordinate system O-XYZ was established with the ball center as the origin O and the axis of the ball joint as the Z-axis vertically upward. The ball moves from the initial position M to M'. The rotational motion of the ball in the ball socket can be decomposed into a rotation angle around the X-axis and a rotation angle around the Y-axis. At this time, the dynamic coordinate system O-X'Y'Z' was established with the ball center as the origin and the axis of the ball joint as the Z-axis vertically upward.
As shown in Figure 2 , the three Hall sensors S1, S2, and S3 were placed in the ball socket. Taking one sensor S1 as an example, the modeling process based on the EMCM is described. It is supposed that the coordinates of S1 are (x0, y0, z0) in the base coordinate system and (u, v, w) in the moving coordinate system. In the latter system of O-X'Y'Z', using the EMCM, when the ball rotates from the initial position M to M', the magnetic induction component at the position of S1 can be expressed as BM' = (Bx', By', Bz'). According to the coordinate transformation formula, the three-dimensional component of the magnetic induction intensity at the position of S1 in the moving coordinate system O-X'Y'Z' can be converted to the three-dimensional component in the basic coordinate system O-XYZ. The modeling process based on the EMCM is shown in Figure 2 . The basic coordinate system O-XYZ was established with the ball center as the origin O and the axis of the ball joint as the Z-axis vertically upward. The ball moves from the initial position M to M'. The rotational motion of the ball in the ball socket can be decomposed into a rotation angle around the X-axis and a rotation angle around the Y-axis. At this time, the dynamic coordinate system O-X'Y'Z' was established with the ball center as the origin and the axis of the ball joint as the Z-axis vertically upward.
As shown in Figure 2 , the three Hall sensors S 1 , S 2 , and S 3 were placed in the ball socket. Taking one sensor S 1 as an example, the modeling process based on the EMCM is described. It is supposed that the coordinates of S 1 are (x 0 , y 0 , z 0 ) in the base coordinate system and (u, v, w) in the moving coordinate system. In the latter system of O-X'Y'Z', using the EMCM, when the ball rotates from the initial position M to M', the magnetic induction component at the position of S 1 can be expressed as B M ' = (B x ', B y ', B z '). According to the coordinate transformation formula, the three-dimensional component of the magnetic induction intensity at the position of S 1 in the moving coordinate system O-X'Y'Z' can be converted to the three-dimensional component in the basic coordinate system O-XYZ.
where B x , B y , and B z are the magnetic induction components of the sensor in the base coordinate system and B x ', B y ', and B z ' are the magnetic induction components of the sensor in the moving coordinate system; α and β are as previously defined.
The three Hall sensors were placed horizontally on the prototype and their magnetic induction values are their axis directions. Under the basic coordinate system O-XYZ, the magnetic induction intensity values measured by Hall sensors at the position of S1 are the composite values of the magnetic induction intensity in the direction of X-axis and Y-axis, which can be expressed as follows:
where the angle between the sensor axis and the X-axis is δ and the value of δ 1 at S 1 is 90 • . The relationship between the field values measured by S 1 and the rotation angles α and β can be obtained using the Equations (1) and (2) simultaneously, which are expressed by Bs 1 = f S1 (α, β). Similarly, Bs 2 and Bs 3 can be obtained. Theoretically, setting two Hall sensors is sufficient for constructing equations and obtaining the angles α and β. Here, three Hall sensors were employed redundantly, which is helpful to improve the accuracy and stability of the measurements. 
where Bx, By, and Bz are the magnetic induction components of the sensor in the base coordinate system and B'x, B'y, and B'z are the magnetic induction components of the sensor in the moving coordinate system; α and β are as previously defined.
The three Hall sensors were placed horizontally on the prototype and their magnetic induction values are their axis directions. Under the basic coordinate system O-XYZ, the magnetic induction intensity values measured by Hall sensors at the position of S1 are the composite values of the magnetic induction intensity in the direction of X-axis and Y-axis, which can be expressed as follows: 
where the angle between the sensor axis and the X-axis is δ and the value of δ1 at S1 is 90°.
The relationship between the field values measured by S1 and the rotation angles α and β can be obtained using the Equations (1) and (2) simultaneously, which are expressed by Bs1 = fS1(α, β). Similarly, Bs2 and Bs3 can be obtained. Theoretically, setting two Hall sensors is sufficient for constructing equations and obtaining the angles α and β. Here, three Hall sensors were employed redundantly, which is helpful to improve the accuracy and stability of the measurements. Through the experiment comparison and a test, the measuring error of the developed prototype based on the EMCM model was determined; the average errors were 16 min within a 10° measuring range, and 29″ within ±20° [3, 4] .
The theoretical and experimental results show that the mathematical model established by the EMCM has a higher accuracy for a small-angle range. However, the theoretical model requires strict structural parameters of the PM and assembly accuracy of the Hall sensor, while the calculation accuracy decreases with increasing measurement range. In addition, according to the mathematical model established by the previous research of the project team, the calculation takes a lot of time to iterate as the model contains multiple integrals. This is not leading to the real-time monitoring of the rotation angle of the ball joint. Therefore, we hope to find and update the model methods [5] .
An artificial neural network (ANN) is a numerical modeling method by training and learning, which completely abandons the analytical modeling used in sensors. Its calculation time is very short due to its simple structure. In the meantime, its robustness and adaptability make it insensitive to the mechanical structure parameter error of the ball joint, the residual magnetic deviation of the PM, and Through the experiment comparison and a test, the measuring error of the developed prototype based on the EMCM model was determined; the average errors were 16 min within a 10 • measuring range, and 29 within ±20 • [3, 4] .
An artificial neural network (ANN) is a numerical modeling method by training and learning, which completely abandons the analytical modeling used in sensors. Its calculation time is very short due to its simple structure. In the meantime, its robustness and adaptability make it insensitive to the mechanical structure parameter error of the ball joint, the residual magnetic deviation of the PM, and the manufacturing and assembly error. We expect to replace the complex mathematical model with the ANN algorithm [6] .
Simulation Analysis of Artificial Neural Network (ANN) Modeling

Selection of ANN
We used the EMCM model to first construct theoretical training data, which was then used to complete the learning and training of the ANN. According to the results of the simulation analysis, the types and technical parameters of the specific ANN algorithm will be achieved.
MATLAB was employed to program and simulate the analysis. As Back Propagation (BP) ANN has a strong nonlinear mapping ability, flexible network structure, simple theoretical basis, and wide application range, it was used to first partition the training data. After data classification, the Radial Basis Function (RBF) ANN was used to fit the relationship between the magnetic induction intensity and the rotation angle in the space of the ball joint [7] [8] [9] . RBF ANN was chosen because it can approximate any nonlinear function with arbitrary accuracy and has the unique best approximation characteristic [10] [11] [12] . At the same time, its learning rules are simple and its convergence speed is fast.
Simulating Realization of ANN
For the simulation calculation, the input of the ANN was the theoretical reading value of the Hall sensors, while the output was the rotation angle components α and β in the space of the ball joint. The purpose of simulation is to determine the number of suitable input terminals of the artificial neural network so as to minimize the measurement error. According to the data training process of the ANN, the specific simulation steps are:
In the measurement range of [−20~20 • ], the output magnetic induction intensity of the Hall sensor collected at intervals of one unit acted as the input of the ANN to build the model, while the angle corresponding to (α,β) was used as the output of the ANN to build the model. Because the sigmoid function is sensitive to the slight changes in the middle and the recognition degree of ANN is better, the sigmoid function was used to scale the data into the interval [−1,1].
2.
According to the training rules of the ANN, the initial parameters (W,b) of the ANN were arbitrary numbers in (0,1), whether the W and b represented all weighting matrices and bias vectors in ANN, respectively. The output of the first training (α 1 ,β 1 ) was calculated, then the parameters (W,b) were updated according to the function of the ANN itself. After several iterations, the parameters of ANN (W,b) which minimized the error output function were obtained.
3.
When all the training data of the neural network were finished and the output error was minimized after simulation, and the output achieved the required accuracy, the ANN modeling was complete.
Two problems must be solved in the simulation. The first concerns the suitable number of input terminals of ANN. The second is how to choose the number of hidden layers of the ANN to improve the measurement accuracy. When the number of input terminals of ANN is three to five, the calculation error of the model is as shown in Figure 3 . The angle components α and β have similar error characteristics, so, the figure only lists the error values and law of the simulation measurement of angle α. The output error of the BP ANN is observed to decrease with the increase of the input. When the number of input terminals of ANN reaches five, the error no longer decreases. Similarly, we simulated the effects of the number of hidden layers on the calculation error and measurement accuracy of the model. Figure 4 presents an error diagram of the angle component α of the BP ANN with multiple hidden layers when the number of sensors is constant. As can be seen, increasing the number of hidden layers reduces the output error. When increased to four layers, the calculation error tends to be flat. Finally, the BP ANN adopts the structure of five inputs and four hidden layers [13] [14] [15] [16] . The simulation results show that the RBF ANN has a good nonlinear mapping ability and a fast convergence speed. The design of the hidden layer of the RBF ANN determines the number of the cores in the hidden layer. The RBF ANN trains and learns in [−20°~20°], so too many kernels will reduce the iteration speed and the curve approximation ability [17] . The measurement interval was divided into four parts using the BP ANN: The first interval was 0° ≤ α ≤ 20°, 0° ≤ β ≤ 20°; the second interval was 0° ≤ α ≤ 20°, −20° ≤ β ≤ 0°; the third interval was −20° ≤ α ≤ 0°, 0° ≤ β ≤ 20°; the fourth interval was −20° ≤ α ≤ 0°, −20° ≤ β ≤ 0° (as shown in Figure 5 ). In each interval, the magnetic induction intensity values (B1, B2, B3, B4, B5) at the positions of the three sensors (two unidirectional and 1 threedirectional) were used as the input of the training data. The (α,β) angles constructed by the EMCM were taken as the output of the training data of the RBF ANN. The input and output were substituted by the RBF ANN for learning. The K-means clustering algorithm is a widely used unsupervised clustering learning algorithm. It accepts K inputs, and then divides n data objects into K clusters to satisfy the clustering. According to the workflow of the K-means clustering algorithm, the K-means algorithm was used to determine the number of kernels in each interval. To determine the number of cluster kinds in the K-means algorithms by stepwise approximation: Firstly, when k = 30, 60, 90, 121, the K-means algorithm was used to train the descendants in the RBF network, and the minimum output error K1 was selected. The simulation results show that the RBF ANN has a good nonlinear mapping ability and a fast convergence speed. The design of the hidden layer of the RBF ANN determines the number of the cores in the hidden layer. The RBF ANN trains and learns in [−20°~20°], so too many kernels will reduce the iteration speed and the curve approximation ability [17] . The measurement interval was divided into four parts using the BP ANN: The first interval was 0° ≤ α ≤ 20°, 0° ≤ β ≤ 20°; the second interval was 0° ≤ α ≤ 20°, −20° ≤ β ≤ 0°; the third interval was −20° ≤ α ≤ 0°, 0° ≤ β ≤ 20°; the fourth interval was −20° ≤ α ≤ 0°, −20° ≤ β ≤ 0° (as shown in Figure 5 ). In each interval, the magnetic induction intensity values (B1, B2, B3, B4, B5) at the positions of the three sensors (two unidirectional and 1 threedirectional) were used as the input of the training data. The (α,β) angles constructed by the EMCM were taken as the output of the training data of the RBF ANN. The input and output were substituted by the RBF ANN for learning. The K-means clustering algorithm is a widely used unsupervised clustering learning algorithm. It accepts K inputs, and then divides n data objects into K clusters to satisfy the clustering. According to the workflow of the K-means clustering algorithm, the K-means algorithm was used to determine the number of kernels in each interval. To determine the number of cluster kinds in the K-means algorithms by stepwise approximation: Firstly, when k = 30, 60, 90, 121, the K-means algorithm was used to train the descendants in the RBF network, and the minimum output error K1 was selected. The K-means clustering algorithm is a widely used unsupervised clustering learning algorithm. It accepts K inputs, and then divides n data objects into K clusters to satisfy the clustering. According to the workflow of the K-means clustering algorithm, the K-means algorithm was used to determine the number of kernels in each interval. To determine the number of cluster kinds in the K-means algorithms by stepwise approximation: Firstly, when k = 30, 60, 90, 121, the K-means algorithm was used to train the descendants in the RBF network, and the minimum output error K 1 was selected.
Comparing the clustering results of k = k 1 + 30, k 1 − 30, k 1 + 20, k 1 − 20, and then reducing the range of k values according to the output error of the network, the optimal k value can be obtained. The matrix dimension of W was determined by the number of core centers [18] . At the beginning, the random (W,b) parameters were obtained. The training process was similar to that for the BP network. After the calculation, the k values of the first to the fourth intervals were 55, 41, 121, and 41, respectively. The angular errors of the RBF ANN in each interval are shown in Figure 6 . The errors of angles α and β are similar, thus, only the errors of angle α are listed in the figure. The angle error values of one to three intervals are similar, and the angle error values of the fourth interval are relatively minimal. This is because the K-means algorithm has the characteristics of local optimal solution. Because of the high fault tolerance of ANN, the error has little effect on the modeling of ANN.
Generally, after the experiments and tests, the BP neural network is selected to partition the test data. Meanwhile, the RBF neural network fits the relationship between the magnetic induction intensity measured by the Hall sensor array and the rotation angle in the space of the ball joint. Comparing the clustering results of k = k1 + 30, k1 − 30, k1 + 20, k1 − 20, and then reducing the range of k values according to the output error of the network, the optimal k value can be obtained. The matrix dimension of W was determined by the number of core centers [18] . At the beginning, the random (W,b) parameters were obtained. The training process was similar to that for the BP network. After the calculation, the k values of the first to the fourth intervals were 55, 41, 121, and 41, respectively. The angular errors of the RBF ANN in each interval are shown in Figure 6 . The errors of angles α and β are similar, thus, only the errors of angle α are listed in the figure. The angle error values of one to three intervals are similar, and the angle error values of the fourth interval are relatively minimal. This is because the K-means algorithm has the characteristics of local optimal solution. Because of the high fault tolerance of ANN, the error has little effect on the modeling of ANN. Generally, after the experiments and tests, the BP neural network is selected to partition the test data. Meanwhile, the RBF neural network fits the relationship between the magnetic induction intensity measured by the Hall sensor array and the rotation angle in the space of the ball joint. 
Prototype Development
Design of Mechanical Part of Measuring Prototype
Based on the above simulation results and experience from the first prototype, the number of input terminals of ANN was five. After evaluation and comparison, three Hall sensors were employed in the new prototype: two single-axis sensors (CH1600, Beijing Cuihai Jiacheng Magnetoelectrics Technology Co., Ltd, Beijing, China) and one three-axis sensor (MZ-530A, Beijing Cuihai Jiacheng Magnetoelectrics Technology Co., Ltd, Beijing, China). According to the characteristics of the ANN, the PM was redeveloped by Maxwell simulation analysis, that is, a cylinder with a radius of 15 mm and a height of 10 mm. The relative permeability was 1.1 and the remanence parameter Br was 1200 mT.
The key part of the new prototype is shown in Figure 7 . The relative positions of the permanent magnet and the Hall sensor were determined by two main parameters. Assuming that the distance between the sensor axis and the lower end face of the permanent magnet in the Z-axis direction is given by Hs, the sensor detects the distance between the end face and the axis of the permanent magnet in the X-axis direction, given by Ds. The different values of Ds and Hs make the change trend of the magnetic induction intensity of sensor detection different. Without exceeding the ball joint detection range, the more drastic the change in the magnetic induction intensity value detected by the sensor, the more conducive to improving the accuracy of the solution of the neural network. A special round fixture was assembled on the bottom of the joint house. Three Hall sensors were 
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The key part of the new prototype is shown in Figure 7 . The relative positions of the permanent magnet and the Hall sensor were determined by two main parameters. Assuming that the distance between the sensor axis and the lower end face of the permanent magnet in the Z-axis direction is given by Hs, the sensor detects the distance between the end face and the axis of the permanent magnet in the X-axis direction, given by Ds. The different values of Ds and Hs make the change trend of the magnetic induction intensity of sensor detection different. Without exceeding the ball joint detection range, the more drastic the change in the magnetic induction intensity value detected by the sensor, the more conducive to improving the accuracy of the solution of the neural network. A special round fixture was assembled on the bottom of the joint house. Three Hall sensors were distributed around the fixture cylinder surface, their heads attached on a cylindrical surface with a diameter of Ds = 12 mm. The position at this time did not affect the movement of the ball in the ball socket and facilitated the positioning and assembly of the Hall sensor in the prototype. The assembly size of Hs = 6 mm was optimized to ensure the relative position between the PM and Hall sensor probe. As shown in Figure 8 , in the base coordinate system, the angles of the three Hall sensor probes and the X-axis were δ 1 = 90 • , δ 2 = −120 • , and δ 3 = −45
• . An image of the new type of ball joint processing is shown in Figure 9 .
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Design of Measurement Software
The measurement software was designed based on Python language. We used the wxPython graphics library (python 3.6 version, Python Software Foundation, Wilmington, DE, USA, 2016) to write the PC interface.
As shown in Figure 10 , the interface includes the rotation angle (α,β) as well as the azimuth and elevation angles (φ,θ) in space. The interface is refreshed every 0.1 s. The main loop of the whole algorithm program detects whether the corresponding button is pressed. If the record key is pressed, the current rotation angle value of the interface will be recorded; if the save key is pressed, the record angle value is saved in Excel form. When the measurement is completed, the designed end button can interrupt the serial communication between the Hall sensor and the PC, and it can stop the realtime display function.
A flowchart of the upper software is shown in Figure 11 . The flowchart runs as follows: First, when the upper computer program starts to run, it opens the PC serial port and sends a read-write signal to the Hall sensor. The Hall sensor returns the read magnetic induction intensity value, clearing the buffer data of the serial port every time it does so. Next, we enter the callback function, and use BP ANN to divide the read magnetic induction intensity into intervals. Finally, according to the interval, the five magnetic induction values read by the three Hall sensors are calculated by the corresponding RBF ANN, and the (α,β) values are obtained. 
As shown in Figure 10 , the interface includes the rotation angle (α,β) as well as the azimuth and elevation angles (ϕ,θ) in space. The interface is refreshed every 0.1 s. The main loop of the whole algorithm program detects whether the corresponding button is pressed. If the record key is pressed, the current rotation angle value of the interface will be recorded; if the save key is pressed, the record angle value is saved in Excel form. When the measurement is completed, the designed end button can interrupt the serial communication between the Hall sensor and the PC, and it can stop the real-time display function.
Training Modeling and Experimental Testing
Similar to the previous simulation analysis, the new prototype requires learning and training to complete the modeling process, that is, to establish the relationship between the five magnetic induction components and the rotation angle in the space of the ball joint. This process is completed on the biaxial angle self-developed calibration device.
The experimental process is shown in Figure 12 . The M-060.DG angle encoder, of the PI company in Germany, provides a standard rotation angle α around the X-axis. The maximum permissible error of the platform is ±2″ and the smallest indexed angle incrementis is 0.02″. The DP300 rotary table, of the RPI Company in the UK, is used in the vertical direction. It provides the standard angle β. Its maximum permissible error is ±1" and the resolution is 0.2″. To adjust conveniently, the ball socket is removed and three Hall sensor positioning fixtures are fixed directly on the three-dimensional stage. The three-dimensional stage comprises a vertical elevator and a two-axis horizontal displacement stage. The relative position between the Hall sensor and ball (or PM) is adjusted accurately by the microdisplacement mechanism at every stage. 
The experimental process is shown in Figure 12 . The M-060.DG angle encoder, of the PI company in Germany, provides a standard rotation angle α around the X-axis. The maximum permissible error of the platform is ±2 and the smallest indexed angle incrementis is 0.02 . The DP300 rotary table, of the RPI Company in the UK, is used in the vertical direction. It provides the standard angle β. Its maximum permissible error is ±1 and the resolution is 0.2 . To adjust conveniently, the ball socket is removed and three Hall sensor positioning fixtures are fixed directly on the three-dimensional stage. The three-dimensional stage comprises a vertical elevator and a two-axis horizontal displacement stage. The relative position between the Hall sensor and ball (or PM) is adjusted accurately by the microdisplacement mechanism at every stage. 
The experimental process is shown in Figure 12 . The M-060.DG angle encoder, of the PI company in Germany, provides a standard rotation angle α around the X-axis. The maximum permissible error of the platform is ±2″ and the smallest indexed angle incrementis is 0.02″. The DP300 rotary table, of the RPI Company in the UK, is used in the vertical direction. It provides the standard angle β. Its maximum permissible error is ±1" and the resolution is 0.2″. To adjust conveniently, the ball socket is removed and three Hall sensor positioning fixtures are fixed directly on the three-dimensional stage. The three-dimensional stage comprises a vertical elevator and a two-axis horizontal displacement stage. The relative position between the Hall sensor and ball (or PM) is adjusted accurately by the microdisplacement mechanism at every stage. During learning and training, the experimental device rotates the ball joint in any orientation, and it provides the standard angles of α and β stepwise at 1 • intervals of rotation. At the same time, the computer records the angle value and the corresponding reading values of the five magnetic sensors, so the data samples can be obtained for training the BP and RBF ANN.
After modeling, the actual comparison measurement was still completed on the calibration device. As the β of −13 • and the α from 0 • to −4 • are representative, these values were taken as examples. Firstly, the rotation angle β of the RPI controller around the Y-axis was unchanged at −13 • , while α of the PI controller around the X-axis varied from −20 • to 20 • every 30 . The output angle value was compared with the indexed value from the PI turntables, the error of which is shown in Figure 13 . The variation of the errors in each interval is not obvious. The maximum and minimum α errors were 7 58 and −5 34 , respectively, and the average error was 1 44 . The maximum and minimum β angle errors were 6 18 and −3 36 , respectively, and the average error was 46 .
After modeling, the actual comparison measurement was still completed on the calibration device. As the β of −13° and the α from 0° to −4° are representative, these values were taken as examples. Firstly, the rotation angle β of the RPI controller around the Y-axis was unchanged at −13°, while α of the PI controller around the X-axis varied from −20° to 20° every 30′. The output angle value was compared with the indexed value from the PI turntables, the error of which is shown in Figure 13 . The variation of the errors in each interval is not obvious. The maximum and minimum α errors were 7′58″ and −5′34″, respectively, and the average error was 1′44″. The maximum and minimum β angle errors were 6′18″ and −3′36″, respectively, and the average error was 46″.
The selection of α was similar to that mentioned above. The control angle of the PI displacement platform was fixed at 8°, and the control angle of the RPI displacement platform changed from −7° to 6°39′ every 36″. The output value of the intelligent ball joint was measured as shown in Table 1 .
Within the range of measurement, the maximum value of the α angle error was 47″, the minimum value was 18″, and the average error was 32″. The maximum value of angle β error was −21″ and the minimum value was −7″ with an average error of −11″.
In summary, the angle errors calculated by the ANN refer to the range of ±20°, and the average errors of α and β are 1′51″ and 1′55″, respectively. Therefore, compared with the EMCM, the method of ANN improves the measurement accuracy of an intelligent ball joint system and reduces the measurement error. Therefore, the application prospect is broader. The selection of α was similar to that mentioned above. The control angle of the PI displacement platform was fixed at 8 • , and the control angle of the RPI displacement platform changed from −7 • to 6 • 39 every 36". The output value of the intelligent ball joint was measured as shown in Table 1 . Within the range of measurement, the maximum value of the α angle error was 47", the minimum value was 18", and the average error was 32". The maximum value of angle β error was −21" and the minimum value was −7" with an average error of −11". In summary, the angle errors calculated by the ANN refer to the range of ±20 • , and the average errors of α and β are 1 51 and 1 55 , respectively. Therefore, compared with the EMCM, the method of ANN improves the measurement accuracy of an intelligent ball joint system and reduces the measurement error. Therefore, the application prospect is broader.
