Many linkage disequilibrium (LD) measures have been used to study LD patterns and for haplotype block partitioning. We examine the properties of one of these measures, Lewontin's 'D , in order to understand the dependency of its confidence interval (CI) to allele frequency and sample size as well as its applications in defining haplotype blocks. This measure and its CIs were used to partition haplotypes into blocks by Gabriel et al. 'D for large sample sizes. We assess and compare the coverage of the CIs using the three methods through extensive simulations. We define the coverage as the fraction of times the estimated CI contains the true value of 'D . In general, the average coverage of the bootstrap method is less than the pre-specified coverage. When the sample size is small (100)≤ , the remaining two methods slightly under estimate the coverage with MLE approach having smaller standard error compared to Zapata's method. When the sample size is large (200)≥ , the estimated coverage from both Zapata's and MLE methods are very close to the pre-specified coverage with the MLE method having the smallest standard error among all three methods. In most typical scenarios, we recommend the use of MLE method for all sample sizes. Only under rare specific cases, would the bootstrap method be better suited for determining the CI, i.e. small sample size, at extreme allele frequencies and 0 ' 3 < < − D .
Many linkage disequilibrium (LD) measures have been used to study LD patterns and for haplotype block partitioning. We examine the properties of one of these measures, Lewontin's 'D , in order to understand the dependency of its confidence interval (CI) to allele frequency and sample size as well as its applications in defining haplotype blocks. This measure and its CIs were used to partition haplotypes into blocks by Gabriel et al. [1] as well as in many other applications. Gabriel et al. [1] utilized a bootstrap approach to calculate the CI for 'D . Under this method, over 1,000 bootstrap samples may be needed to obtain an accurate estimate of the CI for each pair of single nucleotide polymorphism (SNP) markers which can be very computationally intensive, particularly when many SNP markers are involved. We develop two alternative methods for calculating the CI for 'D without bootstrap: one based on the approximate variance of 'D given by Zapata et al. [2] and the other based on a maximum likelihood estimate (MLE) of 'D together with Fisher Information theory. Both methods depend on normal approximation for the estimates of 'D for large sample sizes. We assess and compare the coverage of the CIs using the three methods through extensive simulations. We define the coverage as the fraction of times the estimated CI contains the true value of 'D . In general, the average coverage of the bootstrap method is less than the pre-specified coverage. When the sample size is small (100)≤ , the remaining two methods slightly under estimate the coverage with MLE approach having smaller standard error compared to Zapata's method. When the sample size is large (200)≥ , the estimated coverage from both Zapata's and MLE methods are very close to the pre-specified coverage with the MLE method having the smallest standard error among all three methods. In most typical scenarios, we recommend the use of MLE method for all sample sizes. Only under rare specific cases, would the bootstrap method be better suited for determining the CI, i.e. small sample size, at extreme allele frequencies and 0 ' 3 < < − D .
Introduction
Linkage analyses have been successfully used to map many simple, monogenic and high penetrant diseases that obey the rules of Mendelian inheritance [3] . However, their utilities for mapping human complex diseases are limited. Recently, the analysis of linkage disequilibrium (LD) patterns has been of great interest in genome-wide association studies that attempt to identify genetic variation responsible for common human diseases [4, 5, 6, 7] . Compared to traditional linkage studies, association studies based on LD have two major advantages to achieve fine scale mapping. First, only unrelated individuals need to be genotyped, which makes it feasible to survey a large number of samples. Second, LD utilizes historical recombination events, rather than just those found within a pedigree. The interest in LD patterns have been advocated by the completion of the human genome and the establishment of large single-nucleotide polymorphisms (SNPs) collections, such as identified by the SNP Consortium [8, 9] . Recent studies have revealed that the human genome can be divided into long chromosomal segments with high LD punctuated by short regions with low LD [10, 11, 12] . Gabriel et al. [1] relied on the standardized gametic disequilibrium coefficient 'D [13] , a commonly used LD measure that is not significantly influenced by allele frequencies [14, 15, 16] [2] and multiallelic [19] loci via large-sample theory. Through extensive simulations with various sample sizes and allele frequencies, they determined that the asymptotic sampling distribution of 'D generally coincides with the the oretical normal distribution [19] . Therefore, the sampling variance of 'D provides an efficient way to compute its CI under the presumption of normal approximation. Teare et al. [20] is the total number of haplotypes. A natural measure of gametic disequilibrium, , D which is the difference between the observed frequency of a haplotype and its expected frequency under the assumption that the alleles at two loci segregate independently, is defined as
where
The quantity maxD is the maximum value that the gametic disequilibrium parameter can achieve given the marginal frequencies of the sampled observations [13] . n from 100 to 500 and the minor allele frequenc ies
, and (0.4,0.4), respectively. The prespecified LD measure, 'D , ranges from -0.9 to 0.9. For each given set of parameters, we generate 1,000 replicate sets of haplotypes or genotypes. , respectively, where
Estimation of the Confidence Interval and the Coverage
is the 1/2α− percentile of the standard normal distribution. The entire process is repeated for 1,000 replicate data sets and the coverage is defined as the fraction of times that the CI correctly contains the pre-specified parameter, 'D , which is used in generating the haplotype or genotype data.
Variance Estimation of ' D by MLE with haplotype data
One method of approximating the variance of an unknown parameter is through the use of Fisher Information along with MLE [21] . The log-likelihood for the observed data 11122122(,,,,)nnnnn is expressed as: 
(i.e. the first element within the inverse of the Fisher Information matrix calculated with the MLE) [21] .
Variance Estimation of ' D by MLE with genotype data
In order to estimate 'D and its variance when only genotype data is available, we modify the method described in section 2.4 by computing the likelihood of the genotype data rather than the haplotype data. The log-likelihood for the observed genotypic data ) , , , 
Similarly, the inverse of the Fisher Information matrix gives an estimate for the variance of Lewontin's LD measure [22] .
Variance Estimation by Zapata et al. [2]
Zapata et al. [2] utilized the method based on the Taylor approximation to obtain the asymptotic sampling variance of 'D . For a large sample size, variance of the gametic disequilibrium, D, is computed as 2111111ˆˆˆˆˆˆˆˆ (1)(1)(12)(12) 
Furthermore, Zapata et al. [2] approximated the variance of ' D by 
Adjustment for the Confidence Interval
In order to obtain the 1α− CI, certain precautionary measures are taken under various conditions. Since 'D is the normalized value of the gametic disequilibrium D , its absolute value cannot be greater than 1. When computing the CI by Zapata's and MLE methods, circumstances may arise when either of the lower or upper confidence limits using the above approaches exceeds this range. This interval does not accurately depict a complete 1α− CI, thus we suggest the following tactics to ascertain the CI under different circumstances. Let X be a random variable with normal distribution ˆˆ(',('))NDVarD .
(
lower confidence limit is defined as -1 and the upper confidence limit is defined as the smallest of 1 and U*, where U* is the unique value that satisfies the equation
the upper confidence limit is defined as 1 and the lower confidence limit is defined largest of -1 and L*, where L* is the unique value that satisfies the equation 
∏∏ ∑
3 Results Table 1 gives the average estimates of 'D and its sampling variance for bootstrap, Zapata's and MLE methods using haplotype data. The results using genotype data are similar to the results based on haplotype data. However,
were typically larger for genotype data than that for haplotype data. Our findings remain consistent with Zapata's observation [2] pertaining to the trends of the sampling variance of 'D under different conditions of LD and allele frequencies. All three methods displayed an increase in sampling variance with a decrease in magnitude of | 'D | and sample size, or at extreme allele frequencies. The bootstrap method displayed the smallest variance in most cases. The MLE method typically had larger sampling variance compared to Zapata's, but the differences were minor and diminish with an increase in the sample size. Table 1 .
'D and its average estimated sampling variance using different methods based on haplotype data. Table 2 shows our coverage results under haplotype sample sizes of 100, 200, and 500. Although we used 'D , ranging from -0.9 to 0.9, we only present combinations of minor allele frequencies at 0.2 and 0. 4 and 'D values of 3 . 0 ± and 9 . 0 ± with 95% CIs for illustrative purposes. When LD was high ( '0.9D= ) and sample size was small, both Zapata's and MLE approaches tended to overestimate the coverage rates. At a haplotype sample size of 200, the average and standard error of the coverage rates for the MLE method were found to be 0.945 and 0.0011, if we consider the full spectrum of simulated conditions. Zapata's and bootstrap method averaged 0.943 and 0.929, respectively. As sample size increased, MLEbased approximations consistently were closer to the expected coverage of 95% with the least standard error than those obtained by either Zapata's or the bootstrap methods. Despite having the highest standard error for the coverage rate, the bootstrap had better coverage when we simulate data with small sample size, extreme allele frequencies and 0 ' 3 .
Zapata's and MLE methods were most analogous to each other having the closest coverage rates to the expected coverage, relative to the bootstrap method. To further study the subtle differences between Zapata's and MLE, we calculated the mean and the standard deviation of the CI lengths based on haplotype samplings, as shown in Table 3 . Although the MLE method generally had larger CI lengths than Zapata's, it produced the least amount of variation as sample size increased. Furthermore, the bootstrap method had the shortest average and standard deviation for CIs lengths.
In many studies, genotypic data rather than haplotype data are generated. Thus, we performed the same procedures to examine the effects of genotype data to the CI estimates and coverage rates for all three methods. Although the overall trends of performance were nearly identical, the average coverage rates from genotypic data were much less than that obtained from the haplotype-based results for the bootstrap and Zapata's methods while MLE remained unaffected. Furthermore, the standard error and CI lengths proved larger for all three routines (Tables 4 and 5) . Considering all simulated conditions and a genotype sample size of 250 (consisting of 500 haplotypes), the coverage rate and standard error for the MLE was 0.940 and 0.0016, respectively. Zapata's and bootstrap methods averaged 0.864 and 0.912, respectively. The MLE routine demonstrated the closest coverage rate to 95% with the smallest standard error compared to all three techniques while Zapata's performance appears to worsen evaluated against haplotype-based findings. This drop in performance may originate from errors introduced when estimating ( ) ' D V Zapata after inferring the haplotype frequencies. Furthermore, the bootstrap approach had poor coverage when the magnitude of LD was high, but improved with increase in sample size. This may be due to the problem that the EM algorithm does not always find the maximum of the likelihood function.
Discussions
We compare three methods of estimating the CI of the commonly used normalized gametic disequilibrium measure, 'D . Aside from the bootstrap approach, we present two direct methods for determining the CI through the use of the asymptotic sampling variance of 'D . Both later methods assume that 'D has a normal distribution under large sample size and its sampling variance is approximated either by ( )
. Our findings suggest that the MLE method outperforms the remaining two methods by displaying satisfactory coverage and smaller variation with respect to the length of CI and the coverage rate. However, under conditions of small sample size, extreme allele frequencies and 0 ' 3 . 0 < < − D , it appears that the bootstrap performs best. We attribute the ill performance of Zapata's and MLE method under these conditions to high variability of 'D , as observed by Zapata et al. [2] , and small sample size. Considering that the bootstrap method is more time consuming, we suggest using the MLE method in large-scale studies.
When the genotype data is used in estimating the CI of 'D , the trend of the performance is nearly identical with that obtained using the haplotype data. However, we notice that there are differences between the coverage rate and such differences are affected by the magnitude of the pre-specified 'D and the allele frequencies at the two loci. The increase in CI lengths and a reduction in average coverage rates may reflect the influence from haplotype frequency estimation.
