ON THE REGULARITY OF THE /^-INTEGRAL AND ITS APPLICATION TO SUMMABLE TRIGONOMETRIC SERIES

S. N. MϋKHOPADHYAY
The symmetric P 2m -integral (and P 2w+1 -integral) as defined by R. D. James in "Generalized nth primitives", Trans. Amer. Math, Soc, 76 (1954) , is useful to solve problems relating to trigonometric series (see R. D. James: Summable trigonometric series, Pacific J. Math., 6 (1956) ). But the definition of the integral is not valid, since Lemma 5.1 of the former paper of James, which is the basis of the whole theory, is incomplete due to the fact that the difference of two functions having property B 2m -2 may not have this property. Therefore, all the subsequent results of James also remain incomplete and a complete systematic definition of the integral is needed.
In the present paper a definition of the P 2m -integral (and P 2m+1 -integral) is given and it is shown that all the results of the later paper of James remain valid with this integral.
1* Definitions and Notations* Most of the definitions and
notations of [8] will be used with essential modifications. The generalized symmetric derivative [8] (also called symmetric de La Vallee Poussin derivative [18] ) of even and odd orders and the generalized unsymmetric derivative [8] (also called Peano derivative [13] or unsymmetric de La Vallee Poussin derivative [11] ) of a function/at x Q will be denoted by D r f(x Q ) and /< r )(cc 0 ) respectively, where r denotes the order of the respective derivatives. 
The upper generalized unsymmetric derivate of / at x Q of order n is defined as /<»>(«<>) = lim sup 7 Λ (/; a? 0 , h) with a similar definition for f {n) (x 0 ). By restricting h suitably one can define one-sided derivates which are denoted by fw(x o ) 9 etc. For convenience, the first order derivates /(D(#O)>/U)(#O)> etc., will be denoted simply by f(x 0 ), f + (x Q ), etc. The ordinary nth derivative of / at x 0 will be denoted by f {n) {x Q ). A function / is said to satisfy the property & in an interval J, written /e^? in /, if for every perfect set Pcί, there is a portion of P in which / restricted to P is continuous (see [17] ). A function /is said to satisfy the property Jf in (α, 6), written /G^7^ in (α, b), if there exists a function F continuous in [α, b] such that i^) = / in (α, δ) for some n. The class of all Darboux functions will be denoted by &.
From the properties of Darboux functions it follows that if D 2k fe^f and if g is continuous then D 2k f + ge &. This fact will be used in the sequel. For the definition of ^-convex functions we refer to [8, 1] .
We now come to the definition of major and minor functions. Let / be defined in (α, 6) and let a = a ι < a 2 < < a 2m = b. A function Q is said to be a P 2m -major function or simply a major function of / over (a^ e. in (α, 6) , (v) u 2m Q > -oo, except on an enumerable set Ea(a, 6), (vi) Q is smooth of order 2m on E. The function q is a minor function of / if -q is a major function of -/. The P 2w+1 -major functions and P 2m+1 -minor functions are defined similarly. This definition of major and minor functions differs from that of James [8] in allowing certain exceptional sets in (iv) and (v) . But this is standard and is also noted by James in his modified definition of the P 2m -integral [9] . [8] and the property ^~ is stronger than #2m-2 by Lemma 8.1 of [8] or by Theorem 2 of [13] .) But this is necessary since the difference of two functions in & Π J7~ is in & Π ^Γ which is not true with the property B 2m _ 2 . We shall prove in the sequel that this is a proper definition of major and minor functions and the P 2w -integral defined by these major and minor functions is capable of handling trigonometric series. (G; x 0 , h) .
and since (? e <5< +2 (x 0 ), the proof is immediate. Proof. If n = 0 this is immediate. Suppose w ^ 1. Then / is continuous in (a, b) . Let x Q e [a, β] cz (a, b) . Lemma 11.1 of [8] . From the definition of Cesaro derivative (see [4] ) we have
is the first order derivate (/U)) + 0E O )> (2.4) follows from Theorem 2.1 of [4] . Lastly, from (2.1), D n+ι f(x Q ) / (»+i>(&o) and hence (2.5) follows from (2.4).
LEMMA 2.4. Let g be continuous in [α, b] and D 2 g Ξ> 0 in (α, 6), except on an enumerable set E c (a, b) and let g e S^(x) for xe E. Then g is convex in [α, b] . This is proved in [19, I, p. 328] , which sharpens a result of de La Vallee Poussin (see [16, Lemma 3] ).
3* 2m-convex functions* In this section and in §4, the results are stated in a more general form than is necessary for P 2m -major and P 2m+1 -major functions. Since every member in j?~ possesses Darboux property [13] , we have ^~ Π & c ϋ^ Π ^ and hence these results are applicable in § §5 and 6.
The above theorem is true for m = 1 by Lemma 2.4. So, we assume that the theorem is true for m = m 0 i.e., Theorem 3.1, 2m 0 is true and we prove that Theorem 3.1, 2 (m 0 + 1) is also true and so the theorem will be proved to be true for all m by induction on m. We require the following auxiliary lemmas: 6] , where
Ja
and G (2m°~υ exists and is continuous in (a, b).
Proof. As in [10, Theorem 18] , one can construct a sequence of continuous functions {A t } which converges uniformly to g in [α, b] as ί -> oo and for all £ (AOίaO > D 2^G (x) , xe (a,b) .
Then {Ui} converges uniformly to Ψ in [α, 6] as i -* oo. Since A t is continuous, taking (2m 0 -l)th derivative
So, by (2.5) we have
xe (a,b) .
Hence from (3.1) and (3.2) a?e(α, 6) . [£7; -G] is convex in (α, δ) and so U t -G is 2m 0 -convex in (α, δ) and by the continuity, 
where ω is the function defined in (2.3) with n = 2m Q .
Proof. Let [a,b] .
is maximum at x 0 , The proof of Lemma 3.3, 2m 0 is similar to that of Lemma 4.1, 2m 0 of [8] . Lemma 3.4, 2m 0 can be proved by using Lemma 3.3, 2m 0 in the same manner as in Lemma 4.2, 2m 0 of [8] . Proof. We first consider the special case when the inequality in {iii) is strict inequality. Suppose that D 2m°f is not convex in (α, b). Then there is a subinterval [a, β] f replaces D 2m f in the hypotheses (iii) and (iv) of the above theorem and if in (v) smoothness of / of order 2m is assumed everywhere, then even under this stronger conditions the theorem is false without the property 4* (2m + l)-convex f unctions. Now it is natural to ask whether the analogous results hold for odd order derivatives. In [8] , it is indicated that the proof of Theorem 4.1, 3 of [8] was similar to that of a theorem of Saks [14] . But Saks used the lower derivate D z f and not JD 3 / and so the induction on m in [8] f then this new theorem is only a consequence of Theorem 4.1, 2(m + 1) of [8] for the integrated function. The proof of Theorem 4.1, 2m + 1 of [8] is thus incomplete. We complete the proof in the following more general theorem.
The proof is similar to that of Theorem 3.1. It is necessary to prove this theorem for m -1 and to do this, Lemmas 4.1, 1, 4.2, 1, 4.4, 1, 4.5, 1,  which are analogous to Lemmas 3.1, 2m 0 , 3.2,2m 0 , 3.4,2m 0 , 3.5, 2m 0 , will be needed. The proofs of Lemmas 4.2, 1 and 4.5, 1 are similar to those of Lemmas 3.2, 2m 0 and 3.5, 2m 0 respectively. In proving Lemma 4.1, 1 one is to appeal to a result of [12] instead of assuming Theorem 3.1, 2m 0 as it was done in Lemma 3.1, 2m 0 and in proving Lemma 4.4, 1 one is to notice that since D ι G e 3$, by the same result of [12] , Ό ι G has mean value property and hence for any h there is ζ, x 0 -h < ξ < x 0 + h, such that
giving D 3 G(x 0 ) <; 0. The proof of Theorem 4.1 for m = 1 will now follow the same line of argument as in Theorem 3.1, 2(m 0 + 1). Thê -integrability of D 1 / will follow from the fact that F(x) = Mxf(x) is nondecreasing in [α 0 , δ 0 ], [12] and M -D'fis the derivative of F where it exists. Proving the above theorem for m -1 and supposing it to be true for m = m 0 , all the lemmas beginning 4.1, 2m Q + 1 through 4.5, 2m 0 + 1 can be proved and the proof of the theorem for m = m 0 + 1 can be completed. We remark that an analogue of Theorem 3.2 is also true in this case.
5* The P 2m -integraL We now come to the definition of the integral. We must show that the definition of major and minor functions, as introduced earlier, actually helps to obtain a proper definition of the integral. For, because of the presence of the exceptional set E in condition (v) and (vi) of the definition of major function we cannot apply directly Theorem 3.2 to prove that Q -q is a 2m-convex function for arbitrary major and minor functions Q and q respectively. (As the definition of the P 2m -integral in [9] and that of the P 2 -integral in [7] are also affected by the exceptional sets S and E Q respectively, (see [9] and [7] ) they would also need this clarification; but the definition of the P 2 -integral in [6] is not affected since the smoothness of major and minor functions is assumed everywhere). We shall follow the method adopted in [15] . and x, x ± h e (a, b) .
Proof. Let g be the function such that and let G be the (2m -2)th indefinite integral of g in [α, b] . Then the function Q defined by
satisfies the requirements, where 
Proof. Let ^, # 2 , , x kf be an enumeration of the exceptional set Ea (a, 6) , where D 2m Q = -oo holds. For each positive integer &, let JF 7 * be the major function obtained from Lemma 5.1 with ε 0 and x 0 replaced by ε/2 k and x k respectively. Set
The first series being uniformly and absolutely convergent, Ψ is continuous and Ψ = F {2m~2) . By the mean value property there is η, 0 < rj < 1, such that [Q -q] is convex in (α, b) and so the result follows.
Lemma 5.3 gives the analogue of Lemma 5.1 of [8] . Once this lemma is proved all the subsequent results of [8] can be deduced with this definition of major and minor functions. The definition of P 2m -integral thus obtained remains valid and all the results of [8] except Theorem 5.4 of [8] are true. We state Theorem 5.4 of [8] in our setting whose proof is similar to that in [8] (a^ x) , where a ^ a x < a 2 < < a 2m ^ 6, and if a r ^g x < a r+1 , then
where λ is ίΛ,e function defined in (5.1).
6. The P 2m+1 -integraL The definition of P 2w+1 -integral can be obtained from the P 2m+1 -major and minor functions in the same manner as in the case of P 2m -integral. The PMntegral i.e., P 2w+1 -integral for m = 0 is not defined in [8] . Theorem 3 of [12] shows that the definition of PMntegral is also valid and so the definition of symmetric PMntegral is valid for all n ^ 1.
7.
The unsymmetxic PMntegraL The unsymmetric P w -integral as defined in [8] is not affected by Lemma 5.1 of [8] . We state here the conditions to be satisfied by an unsymmetric P % -major function Q of the function / in our improved setting:
(i) Q is continuous in [α, 6] , (ii) Q {n -D exists in (α, 6), (iii) Q(α έ ) = 0, 1 ^ i ^ n, (iv) Φu) ^/ a.e. in (α, 6), (v) Q (n) > -oo, except on an enumerable set Ed (a, b) . It is easy to verify that for any major and minor function, Q and q r the difference Q -q is ^-convex. The definition of the unsymmetric P w -integral now follows that of the symmetric PMntegral. For different approach we refer to [2, 3] . 8* Application to trigonometric series* Now we shall show that the results of [9] remain true with this definition of the P 2m -integral. For the notations A k (x), Bt{x) and the upper and the lower (C, k) sums S k (x) and s k (x), which we shall use here, we refer to [9] (see also [19, I, pp. 74-77] as n-* oo, then f(x), /(x)cosrx, /(x)sinrx, are P k+2 -integrable over {a t ) x) and the coefficients of (8.1) are given by (8.4) a r = k^k k+2 \ f(x) cos rx as n-> oo, (see [18] ) and hence F is smooth of order k + 2 (see [9, Theorem 3.1] 0, 2π) . So, by Theorem 5.1, / is P &+2 -integrable over (a,; sc). The proofs that f(x) cos rx and /(#) sin rx are also P fc+2 -integrable and that the coefficients of (8.1) are given by (8.4) and (8.5 ) are similar to those given in [9, Theorem 4.2 and its corollary] .
