Admissible (lower-bound) heuristics are worth discovering because they have desirable properties in various search algorithms. One well-known source of admissible heuristics is from abstractions of a problem. Using standard definitions of heuristic accuracy and abstractness, we prove that heuristic accuracy decreases inversely with abstractness. This is the first quantitative result linking abstractness to the heuristic accuracy. Using this result, it may be possible to predict the accuracy of an abstraction-derived heuristic without testing it on a sample set of problems. It may also be possible for a heuristic discovery system to use the theory to predict the accuracy of a heuristic, thereby better focusing its search.
Introduction and motivation
Admissible (lower-bound) heuristics are worth discovering because they have desirable properties in various search algorithms. For example, they guarantee least cost solutions in search algorithms such as A* [ 121 and IDA* [ 81. In search algorithms such as dynamic weighting [ 151 and A,* [ 131, they decrease problem-solving complexity at the cost of a bounded increase in solution path length. In search algorithms such as A*, multiplying an admissible heuristic by a constant can reduce complexity logarithmically, again at the cost of an increase in solution path length [ 11. Finally, several real-time search algorithms such as RTA* depend on admissibility for convergence [ 
101.
One source of admissible heuristics is from abstractions of a problem [ 3,4,6,11,13, 16-191. As Fig. 1 shows, the cost of a least cost solution in the abstracted problem is the admissible heuristic. The intuitive reason that abstractions generate admissible heuristics
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Intelligence 74 (1995) is because they add short-cut solution paths by simplifying the original problem. For example, Fig. 2 shows how the Manhattan Distance heuristic, a popular admissible heuristic for sliding block puzzles, can be generated by solving a simplified problem where tiles are allowed to move to any adjacent location. Since moves in the simplified problem will result in states where tiles are superimposed, the cost of a least cost solution in this transformed space is the sum over all tiles of the rectilinear distance to each tile's goal destination. Notice that this sum, which is the Manhattan Distance heuristic, underestimates the actual solution path cost because it allows tiles to be superimposed. Other more general abstracting transformations include adding edges to a problem's search graph [ 3,4], dropping operator preconditions [ 131, and applying homomorphic transformations to a problem [ 61. Although it is well known intuitively [ 131 and formally [ 161 that the accuracy of the resulting heuristic decreases with abstractness, it was not known until now exactly how accuracy decreases with abstractness. The rest of this article derives that relationship. Section 2 defines a search problem. Section 3 defines an admissible heuristic and how to measure its accuracy. Section 4 defines an abstraction and describes various properties of abstractions. Section 5 describes how abstractness is measured. Using this framework, Section 6 derives the relationship between abstractness and accuracy. Finally, Section 7 summarizes the results of this article and describes several promising directions for future work.
Search problems
In this article, we assume a standard definition of a search problem [ 121. Under this definition search involves finding a finite path in a graph from a node representing an initial state (situation) to a node that satisfies a given goal. Certain pairs of nodes are connected by directed arcs that represent the application of an operator; these arcs are typically weighted to represent the cost of applying the corresponding operator. The graph and goal can be specified explicitly or implicitly. In an explicit specification, the nodes and arcs with associated costs might be supplied in a table that includes every node in the graph and a list of its successors and the costs of associated arcs. This information might also be specified by a matrix that stores the costs of associated arcs for every pair of nodes (an infinite cost arc represents the absence of an arc). Similarly, the goal might be specified by enumerating all goal states. In an implicit specification, only that portion of the graph that is sufficient to include a goal node is made explicit by applying operators in a search algorithm such as A*. In an implicit specification, a goal predicate identifies a state as a goal. For example, in the Eight Puzzle problem, the set of states consists of all tile permutations and operators only allow swapping the blank with an adjacent tile (i.e. the cost function on a pair of states returns 1 if one state is reachable from the other by swapping the blank with an adjacent tile, and cc otherwise), and the goal state is a particular puzzle configuration.
More formally, let a search problem be three-tuple (S,c, G), where S is a set of states describing situations of the world; c : S x S + R is a positive cost function that represents the cost of applying the corresponding action from one state to another; and G c S is a set of goal states. A problem instance is a problem together with an initial state. The function is h*(s) is defined to return the cost of a least cost path from state s to a goal. A heuristic evaluation function h(s) is an estimate of h* (s).
Admissible heuristics and measuring their accuracy
An admissible heuristic is one that never overestimates h*(s): h(s) < h*(s). The measure of the accuracy of an admissible heuristic that we use in this article is the expected absolute error: E (h*(s) -h(s) ). Typically, the expected absolute error is approximated by computing the average of h*(s) -h(s) across a set of randomly selected states. With a large enough sample, the average absolute error will converge to the expected absolute error. The lowest expected absolute error a heuristic can attain is 0. In this case, the heuristic is perfectly accurate because it returns h* (8). The highest expected absolute error a heuristic can attain is E (h*(s)), assuming that h(s) = 0 in the worst case and that h*(s) is greater than or equal to 0. High accuracy means low absolute error; low accuracy means high absolute error.
We use the expected absolute error as an accuracy measure for several reasons. First it is standard [ 131. Second, it is appropriate for heuristics that are subject to distancedependent errors (as most heuristics are). Third, it is independent of the particular search algorithm in which the heuristic is used. Fourth, it is simple to compute since it involves no complex functions such as absolute values or quadratic terms. Fifth, our main result will use the fact
that E(h*(s) -h(s)) = E(h*(s)) -E(h(s)). That is, once we can obtain E(h*(s))
and E(h(s)), we can compute the expected absolute error.
Abstractions
Intuitively, an abstracting transformation removes certain details from the original problem. Formally, a function 4 : S ---f S' is abstracting from problem (S, c, G) to problem (9, c', G') iti
(
1) 4 reduces cost: (V,s,t E S)c'(#(s),qb(t)) < c(s,t) and (2) 4 expands goals: (Vg E G)#(g)
E G'. An example of an abstracting transformation is one that allows tiles to be moved to any adjacent location in the Eight Puzzle, where (S,c, G) is the original problem and (S', c', G') is the transformed problem such that S' is the set of all tile situations with superimpositions allowed, c'( s, t) = 1 when s can be changed into t by moving a tile into an adjacent location and cc otherwise (i.e. the operators that define the cost function for the transformed problem allow moving a tile to an adjacent possibly nonblank location), and G' = G but with the blank ignored. The transformation is abstracting because it reduces cost and expands goals from the original to the transformed problem.
Abstracting transformations have several important properties in the context of search, each of which is proved in [ 161. First, they generate admissible heuristics: if C#J : S + S' is abstracting from problem (S, c, G) to problem (S', c', G') then Second, the composition of two abstracting transformations is abstracting, provided the range of the first transformation is within the domain of the second.
Third, two search problems can be partially ordered according to whether a composition of abstracting transformation exists to get from one to the other. This partial order relation makes it easy to understand why certain heuristics always dominate others in terms of pruning power. For example, the Misplaced Tiles heuristic, which is less accurate than the Manhattan Distance heuristic, is generated by additionally ignoring the adjacency requirement. Because abstracting transformation remove details, the more abstract the problem, the less accurate the resulting heuristic. Notice that this result tells us nothing about how much accuracy will be reduced. Since accuracy determines pruning power [ 121, generally the more abstract a problem the lower the pruning power of the resulting heuristic.
Finally, for every admissible heuristic, an abstracting transformation that generates a heuristic at least as accurate as the original heuristic can be constructed. More formally, given an admissible heuristic h(s) for a problem (S, c, G), an abstracting transformation 4 : S + S' from problem (S, c, G) to problem (S', c', G') that generates a heuristic at least as accurate as h(s) can be constructed as follows. Let 4(s) = s, S' = S, G' = G and for all s,t E S:
Clearly, 4 is abstracting and hz,,c,,G, ( c$( s) ) is at least as accurate as h(s).
Abstracting transformations are sufficiently general to cover previous definitions of transformations that generate admissible heuristics, including adding edges [ 3,4], dropping operator preconditions [ 131, and applying homomorphic transformations [ 63. For example, adding an edge to a problem is the same as reducing the cost function from 00 to some finite value for the pair of states bridged by that edge. Abstracting transformations also cover other transformations not covered by previous definitions. For example, the abstracting transformation of dropping a conjunct from a conjunctive goal description generates an admissible heuristic because it increases the set of goal states. However, this transformation is not covered by adding edges, dropping operator preconditions, or applying a homomorphic transformation.
Measuring the abstractness of a problem
In order to quantify abstractness, a model of abstraction is required. The particular model of abstraction that this article analyzes is one where multiple states in the original problem are mapped onto a single state in the abstract problem. The cost of an arc connecting a pair of states in the abstract problem is defined to be the minimum of all arc costs for state pairs in the original space that map onto the state pair in the abstract space. Goal nodes are preserved across the mapping. Problem abstractness is defined to be the ratio of the number of states in the original problem to the number of states in the abstract problem. This model is simple, easy to describe and compute, encompasses several real abstractions [ 161 and is consistent with Korf's notion of abstractness as a many-to-one mapping [ 91. For example, this model can be used to generate a heuristic in the Fool's Disk problem, the objective of which is to rotate a set of concentric disks with eight radii such that the sum of the numbers (one number per disk) along each radius is 12. One heuristic that can be generated from our model is the "Diameters" heuristic: add together a pair of numbers from two opposing radii on each disk for each operator and state. Because the resulting problem has been collapsed to only four radii, the size of the search space is reduced.
A problem of abstractness k means that k states in the original space map onto one state in the abstract space. The number of arcs connecting k states in the original problem is k2; the arc cost in the abstracted problem is equal to the minimum cost of the k* arc costs in the original problem. For example, Fig. 3 shows a mapping with an abstractness of 2 : 1. Notice that the cost of a least cost path from each node to the goal node has been reduced because arc costs have been reduced. Our Fool's Disk example abstraction has an abstractness factor of 8 because 8 states in the original space map onto 1 state in the abstract space (assuming that one disk remains stationary).
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Quantitatively relating abstractness to accuracy
We now have three of the components necessary to quantitatively relate abstractness to accuracy:
( 1) a definition of the accuracy of a heuristic, (2) a definition of the abstractness of a problem, (3) a way to generate an admissible heuristic (as in Fig. 1 ) . What remains is to find the following two formulas:
( 1) a formula for the expected cost of a least cost solution in a search graph, (2) a formula that describes how that expected cost changes as a result of abstractness. Using those two results, we can plug in the abstractness measure and then find out how accuracy changes.
Fortunately, the following theorem, whose proof and empirical validation can be found in [ 21, provides the first formula:
Theorem 1. For a large complete graph with n nodes and independent and exponentially distributed arcs with mean arc cost p, the expected cost of a least cost path is (,x Inn) /n.
The assumption of a large graph is reasonable because difficult search problems, by definition, involve reasonable large graphs. But how reasonable is the assumption of completeness?
First, as we will see, it makes the analysis mathematically tractable. In fact, complete graphs are often used in the analysis of search algorithms [9] . Second, many AI-type problems and graphs of various sparsity can be modeled as complete graphs where a high arc cost between two states indicates the lack of an arc between them, although this model might artificially raise the mean arc cost in the exponential distribution. Completeness, of course, does not mean that a least cost path to goal is necessarily a direct arc (i.e. the triangle inequality might not hold). Third, a fully connected search graph can always be made complete by adding an arc between each pair of states that represents the cost of a least cost path between the pair and by erasing all other arcs. How reasonable is the assumption of exponentially distributed arc weight (i.e. that the probability that an arc cost is greater than t is e-(rlp) for a graph with mean arc cost ,u) ? First, as with the completeness assumption, it makes the analysis mathematically tractable. Second, the exponential distribution requires only a single parameter to describe it. Third, it is common in many communication and transportation problems. While many AI-type problems might not have arc costs that exactly fit an exponential distribution, the exponential distribution can approximate many distributions. We will henceforth assume all graphs are complete with independent and exponentially distributed arc costs.
The theorem also holds experimentally for independent and uniformly distributed arc costs in large graphs. t The uniform distribution is a standard distribution assumed for analysis of search algorithms [ 91.
The next result tells us how the mean arc cost shrinks in the abstracted problem.
Theorem 2. If the original problem has a mean arc cost of ,u and the abstracted problem has abstractness of k, then the abstmcted problem has arc costs with mean 4k2.
Proof. Let Y = mm {Xi 1 1 6 i 6 k2} be the arc cost in the abstracted problem with Xi ( 1 < i < k2) being the arc costs for the original problem that map onto Y. Therefore,
The first two steps are by definition. The third step is because arc costs are independently distributed. The fourth step is by definition and the fifth step is by simplification. The probability that an arc cost is greater than t is e --(k2/p) when arc costs are exponentially distributed with mean p. Therefore, if the probability that an arc cost is greater than t
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These two theorems can now be used to compute the expected cost of a least cost path for the abstracted problem with abstractness measure of k. 
E(h*(s) -h(s))=E(h*(s)) -E(h(s))
The first step is a basic property of expected values. The second step is by Theorems 1 and 3. The third step is by simplification. 0
We have validated the results of Theorem 4 empirically: the predicted and actual results agree as long as the assumptions behind the theorem are met. If the assumptions are not met, the results do not necessarily agree. For example, the theorem's estimate of the expected absolute error is 2.31 for the Fool's Disk heuristic. This estimate is off by 1.9 from the actual expected absolute error, which is 0.4. Of course, we would not expect the two results to agree because the arc costs in the Fool's Disk are not exponentially distributed and its graph size is not large. Although our current assumptions may not fit all domains, they may still be used to roughly predict how accuracy quantitatively relates to abstractness.
Notice that when k = 1, the expected absolute error is 0, which is the lowest it can be. Conversely, as k + cm, the expected absolute error converges to E (h* (s) ), which is the highest it can be. What this theorem says is that heuristic accuracy decreases inversely with abstractness (relative to E (h* (s) ) ). Notice that the expected absolute error quickly reaches a maximum. The implication is that k must generally be small to guarantee a low expected absolute error. However, a small k generally implies that the complexity of solving the abstracted problem will be close to that of the original problem.
While it is well known intuitively [ 131 and formally [ 161 that accuracy decreases with abstractness, this theorem makes the relationship quantitatively precise.
Conclusions and future work
Using a standard definition of accuracy and a straightforward definition of abstractness, we have proved that heuristic accuracy decreases inversely with abstractness. This is the first such result quantitatively linking abstractness to accuracy. Using this result, it may be possible to predict the accuracy of an abstraction-derived heuristic without testing it on a sample set of problems. For example, in transportation and routing problems, where effective admissible heuristics can have significant economic impact, it may be possible to predict how much speedup can be expected from using abstractionderived admissible heuristics. More specifically, heuristic discovery systems such as ABSOLVER [ 181 could use the theory to predict the accuracy of a heuristic based on the size of the abstraction space that generates it, thereby better focusing the search for effective heuristics. We are currently attempting to incorporate such a predictive theory in ABSOLVER.
Often the assumptions necessary for ease of mathematical analysis are not consistent with those found in practice. So that our assumptions will be more consistent with those found in practice, we are attempting to generalize them to other distributions (normal, uniform, and Pearl's random trees [ 133 ) . Although our current assumptions may not fit all domains, they may still be used to roughly predict how accuracy quantitatively relates to abstractness.
Accuracy is only one component of the effectiveness of a heuristic; the other is computational complexity. Indeed, for abstraction-based heuristics to be effective, they should be accurate and the abstracted problem that generates them should be efficiently solvable [ 5, 11, 18, 21] . Although breadth-first search for the abstracted problem sometimes results in effective heuristics [ 181, efficient algorithms are generally required to efficiently compute an abstraction-based heuristic. The reason is because the average number of states that will be visited (a standard complexity measure) for a graph of n nodes and abstraction measure of k is approximately in/k. Given the accuracy and computational complexity of a heuristic, it may be possible to predict how quickly a search algorithm will generate a solution with a particular heuristic using a predictive model such as Pearl's [ 131.
Ideally, we want to find a relationship between a particular abstraction and k. This relationship could be input or discovered by the computer as in ABSTRIPS' criticality measure of abstractions [ 201 or ALPINE's abstraction hierarchies [ 71.
In the heuristic search literature, qualitative theorems such as "the more accurate a heuristic is, the more search is reduced" (paraphrasing Nilsson [ 12, p. 811) have gradually been replaced by quantitative theorems such as "if a heuristic has constant absolute error, then A* will run in linear time" (paraphrasing Pohl's major result [ 141) . This paper has described an analogous result for generating admissible heuristics by abstraction, thereby replacing qualitative theorems such as "the more abstract, the less accurate the resulting heuristics" [ 161 with quantitative theorems such as "heuristic accuracy decreases inversely with abstractness". Ultimately, we hope to apply these results to better understand how effective admissible heuristics can be automatically discovered.
