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Abstract 
The relationship of orthogonal functions associated with vertex transitive graphs and 
random walks on such graphs is investigated. We use this relationship to characterize the 
exponentially decaying autocorrelation functions along random walks on isotropic random 
fields defined on vertex transitive graphs. The results are applied to a simple spin glass model. 
Motivation 
Recently 'combinatory landscapes' - - maps from the vertex set of some graph into 
the real or complex numbers - -  have received increasing attention. The classic 
example from physics is a Hamiltonian that assigns an energy value to a spin 
configuration [15]. Combinatorial optimization problems, like the travelling sales- 
man problem [14], are of the same type. In evolutionary biology maps assigning free 
energies or 'fitness values' to biomolecules - -  encoded as strings over a finite alphabet 
- -  are of particular interest [9, 10]. For each of these models the set of all possible 
configurations can be viewed as the vertex set V of a finite connected graph F. The 
edges of F are defined by elementary transformations of the configurations, like 
flipping a single spin in a spin glass or exchanging the order of two cities in a tour of 
the TSP. 
It has been proposed to characterize landscapes by means of the time series sampled 
along a random walk on F [9, 20]. To be precise, consider a random field ~- on F [1] 
defined by the probabilities 
P(Y l ,Y2 . . . . .  Ylvl) = Prob{(ti,t2 .. . . .  tlvi)[ - ~ < ti <~ Yl Vi  ~ V} .  (i) 
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The ruth moments of this random field are given by 
Miii2...im = f.,v, yi, Yi2"" "Yim dP(y 1, Y2 . . . . .  Yl vl). (2) 
For applications the most interesting quantity is the covariance matrix 
Rp~ = Mpq - MpMq. (3) 
A random field on F is isotropic if (i) Mp =/t  for all p • V and (ii) if Rpq = Rst 
whenever there is an automorphism ~ of the graph with s = a(p) and t = ct(q). In 
biological applications F is usually distance transitive, i.e., for any two pairs of vertices 
p,q and s,t with d(s,t) = d(p,q) there is an automorphism ~ of F with s = ~(p) and 
t = ~(q), where d(. , . )  denotes the canonical distance on F. Consequently, the auto- 
correlation function of an isotropic random field on a distance transitive graph is of 
the form 
p(d) = Rpq/Rpp V p, q such that d(p,q) = d. (4) 
A simple random walk on a graph F is obtained by choosing each of the neighbour- 
ing vertex with probability 1/deg(x), where deg(x) denotes the vertex degree of x. Let 
A denote the adjacency matrix of F, which is defined by air -- 1 if d(i, j )  -- 1 and air -- 0 
otherwise. The transition matrix of a simple random walk is therefore trx = arx/deg(x). 
Any such walk {Xo, xl .... } induces a time series {f(xo),f(xO .... } on an instance fo r  
the random field ~,  the statistics of which has been to analyze the random field (see 
e.g. [10, 18, 20]). In this contribution we investigate the relationship of the autocorre- 
lation functions r(s) of such a time series and the 'landscape' autocorrelation function 
p(d). 
Orthogonal functions of highly symmetric graphs 
Let F be a distance transitive graph with adjacency matrix A. Following [2] we 
define 
s,jk = I{x e V(r)ld(z,x)= i, d(x,y)=J}l, d(y,z). (5) 
The intersection umbers are independent of the choice of the 'reference vertex' z e V. 
Without loss of generality we will denote the reference vertex by 0 in the following. Let 
Jff(k) denote the set of vertices x • V fulfilling k = d(0, x), and let N(k) = I X(k) l  be its 
size. Let D be the diameter of F. Then 
blk:=Sil,= ~ Axr for al lytoM(k), 0~<k~<D. (6) 
x eW( i )  
This (D + 1) x (D + 1)-matrix B is known as the intersection matrix of F. 
More generally, let F be a vertex transitive graph, i.e., for each pair of vertices 
x, y ~ V there is an automorphism ~ fulfilling x = ~(y). Let us consider a partition of 
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the vertex set V into M + 1 subsets ~e'(O) = {0}, "U(1), ~(2) ..... ~(M)  such that 
cij:= ~ Axy independent ofy6~V( j ) .  (7) 
x e~( i )  
In the worst case each subset contains a single vertex. For highly symmetric graphs, 
however, the collapsed adjacency matrix C = (cij) can be much smaller than the 
adjacency matrix A (see e.g. [3]). Vertex transitivity is not a necessary condition for 
the existence of a collapsed adjacency matrix. It is necessary, however, to guarantee 
that the subsequent results are independent of the choice of the reference vertex 0. 
In case of distance transitive graphs, for instance, the distance classes Y(i) form 
a partition fulfilling Eq. (7), and the collapsed adjacency matrix C coincides with the 
intersection matrix B defined in Eq. (5) [2, 5]. 
In the following we will use the letters x, y .... for vertices of the graph and the letters 
i, j, k, l, p, q for labelling subsets of V. A component of a vector v is denoted by vii) as we 
need indices to distinguish vectors. We will need the following well known result. 
Lemma 1. Let e be an eigenvector of A with eigenvalue 2. Then v defined by 
v(p) = ~, e(x) (8) 
x e'K(p) 
is a right eigenvector of C with the same eigenvalue. The components of a left eigenvector 
are given by 
1 
u(p) = - -  v(p). (9) 
I~(P)I 
Furthermore, we have u(0) = v(0) = l/x/I VI for all normalized eigenvectors of C. 
Eq. (7) implies 
1 
Ck,--]~/P(I)I E Z Axr 
y e~"( l )  x ~'~(k) 
and by symmetry of A we have 
Ckl = I~ l / l~( l ) l c tk .  
(10) 
(11) 
Remark. If 2 is a simple eigenvalue of C then Eq. (8) holds for all vectors e in the 
eigenspace of A belonging to 2. Biggs [2] proved for distance transitive graphs that 
A and B have the same spectrum, and that B has D + 1 simple eigenvalues. For 
distance transitive graphs, the left eigenvectors ua, d = O, 1 . . . . .  D, of B have been 
termed 'spherical' functions associated with the graph F I-8]. For details we refer to the 
book by Brouwer et al. [4]. 
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Simple random walks on vertex transitive graphs 
A simple random walk on F starting at vertex 0 is a Markov process with transition 
matrix 
1 
T = ~ A (12) 
and initial condition o(X) = 6ox. (Here 6 o is Kronecker's symbol defined by 6, = 1 
and 6 o = 0 for i Cj.) Since F is connected, Tis an irreducible bistochastic matrix. Let 
~p~ be the probability that a random walk starting at 0 has reached a vertex in 
partition ~(r )  in the sth step. The probabilities tp~ describe the relaxation of the 
random walk. They are immediately obtained from the transition matrix of the 
underlying Markov process: 




1 E gp2~zTp(x), (14) 
~sr -- N / /~  ~ P = 0 
where 2p is eigenvalue of T, {17p} is an orthogonal basis of right eigenvectors of 
C normalized such that tTp(O) = 1/~/I VI and gp > O. 
Proof. We expand fro in terms of the eigenvectors e~, 
1 
~o(Y) = - -~  z~vZ ez(y), 
and substitute this into Eq. (13): 
1 Z 2 [ ]x 'Ze ' (Y )  _ T s 
N/ I VI x~'e'(r) yev zeV 
(15) 
- .  I /~S  2 2~ez(x) (16) 
1 V" s 
= ~ 2., 2.e,(x) .  x/I Vr ,o~, 
Here 2z denotes the eigenvalue of T with eigenvector e,, Vz is the corresponding 
eigenvector f C, as defined by Eq. (8). 
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Let E, be the (right) eigenspace corresponding to eigenvalue 2r, and let {vl ..... fh}, 
h = dim E,, be a basis of E, which is orthogonal with respect o the scalar product 
(a; b) = ~ a(p) b(p) (17) 
p:o I ~(P)I 
Then {t71 .. . . .  uh}, defined by tTi(p)= [~(p)lt~i(p), is a basis of the corresponding left 
eigenspace. By construction we have 
M 
ft,(p)~j(p) = (~,;~j) = Ni6,j (18) 
p=O 
with Ni > 0. Furthermore, the basis vectors ~ can be chosen such that 
t~,(0) = ~7,(0) = I/x/( VI (19) 
since at least one eigenvector f each eigenvalue is of this form as a consequence of
Lemma 1. Thus Eq. (16) may be written in the form of Eq. (14) with some coefficients 
gr  That 9p > 0 will be proved together with the main result of this paper in the next 
section. [] 
Remark. If all eigenvalues of C are simple then Eq. (14) simplifies to 
1 M 
where m(2) denotes the multiplicity of an eigenvalue • of A. 
(20) 
Main theorem 
Consider a function #: Vx V~ C such that #(x,y) = p0c) whenever there is an 
automorphism of F such that ~(x) = 0 and ~(y) e ~(K). For any such function we 
define 
M 
r :No~C,  r(s)= ~ tp~p(x). (21) 
x=O 
A simple random walk {Xo,Xl .... } on F generates a time series {~(Xo, Xo), 
O(Xo, xl) .... }. Then r(s) is the expectation ofthe sth point of this series. Obviously we 
have r(0) = p(0) = O(Xo, Xo) for all Xo e V. If we choose 13(p, q) = Rpq, the covariance 
matrix of an isotropic random field, then r(s) is the autocorrelation function along the 
random walk. 
Theorem. The function r along a random walk is a decaying exponential if and only if 
p is a left eigenvector with positive eigenvalue of the collapsed adjacency matrix C. 
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Proof. p(x) may be expanded in terms of the left eigenvectors of C, 
M 
p(x) = ~ a,~,(x). (22) 
1=0 
Inserting into Eq. (14) yields 
M M M 
1 
M M M 
= y '  x ;gp  = a, = 
M M 
' 2Z  - at 9pNfipt2~ (23) 
N/~l  p=O/=O 
M 
l 
- ~112--o azo'NI2~" 
Choosing al = ~/I V[6~y we find 1 = p(0) = r(0) = 9fNf = 1. (This proves the missing 
part of Lemma 2, since gf = 1/Nf > 0). Eq. (23) finally simplifies to 
1 
r(s) = -~  
Therefore, r(s) is 
at belong to the 




a decaying exponential if and only if all non-zero coefficients 
same (positive) eigenvalue, say At, i.e., if and only if p e E, and 
Corollary 1. Eq. (! 4) is equivalent to 
M 
1 g~ ~(~) 
- 
I f  all eigenvalues of C are simple then (fp; zTp) = 1/m(2p). 
(25) 
Corollary 2. I f  F is not bipartite then 
M 
lim r(s) = 0 ¢~ ~ I~(x)lp(x) = 0. (26) 
$400 K= 0 
I f  F is bipartite then only (~)  holds. For the converse we need additionally that 
l im,,  ~o r(s) exists. 
Corollary 3. The random walk autocorrelation function r(s) of an isotropic random field 
is a superposition of at most L exponential functions, where L is the number of distinct 
eigenvalues of the underlying raph. 
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Corollary 4. Let F be distance transitive and r(s) = z~ for some 0 < z < 1. Then (i) z is 
an eigenvalue of T belonging to, say, distance class q, and (ii) the landscape autocorrela- 
tion function is of the form 
p(d) = x~[  uq(d). (27) 
Corollary 5. Consider an isotropic random field ~ on a vertex transitive graph F. The 
time series along a simple random walk is uncorrelated, r(s) = 6o~, if and only if the 
autocorrelation function p(x) of ~ is eigenvector of C with eigenvalue O. Note that 
a graph need not have an eigenvalue O, and hence there are graphs for which no random 
field exists that gives rise to an uncorrelated time series of a simple random walk. Simple 
examples are the Boolean Hypercube graphs with odd diameters. 
Corollary 6. Let ~ be an uncorrelated random field on F, i.e., p(K) = 6oK. Then 
1 T~= 1~ 
r(s) = T~ Tr ~1 m(2k) ,~ 
and, in particular, r(1) = 0, r(2) = l/N(1), and r(2n) > O for all n e~. 
(28) 
Application: Long-range spin glasses 
The p-spin model has the Hamiltonian 
Jgp(x) = ~" Jil i2...i~ xil xi~ ... xi, (29) 
il<i2<.,.<ip 
with Xk = + 1, 1 <<. k <<. n. The coupling constants J~2...i, are uncorrelated and 
independently distributed random variables drawn from a common distribution with 
finite variance and mean 0. The set of all configurations x = (xi,x~, ...xip) forms 
a distance transitive graph known as Boolean hypercube by identifying x with a vertex 
and connecting two vertices x and y if they differ in a single position, i.e., if there is 
exactly one j  with xj = - yj. The distance on F coincides with the Hamming distance, 
i.e., with the number of positions in which two configurations differ. The special case 
p = 2 is known as Sherrington-Kirkpatrick spin glass [16]. 
The covariance matrix of this model can be obtained exactly from 
Rxy = g[gcfp(x) ~p (y)] = ~, ¢[J,Z, i2...i,]xi~yil"x,2Y,2""xlpy,, (20) 
il<i2<...<ip 
since the coupling constants are uncorrelated. Clearly Rxy depends only on the 
number of positions in which x and y differ, i.e., on the Hamming distance d(x, y). As 
shown in [-21] the autocorrelation function is 
p(d)=R~rlR=x=~p) ( -  1)' f P -  =(~) . . , ,  ,. 
1=0 
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where 1~-(2) is a Krawtchouk polynomial. These functions are widely used in coding Jltn, p 
theory (see e.g. [19]), and they are known to be the orthogonal polynomials associated 
with the Boolean hypercube [4, 7, 13]. Therefore, we have the following corollary. 
Corollary 7. The autocorrelation function r of the p-spin model along a random walk is 
the exponential r(s) = ~.~ where 2p = 1 - 2p/n is the (p + 1)th eigenvalue of (1/N (1))C. I f  
n is even and p = n/2 we find an uncorrelated time series along a simple random walk. 
The simplest non-trivial model of this class, the Sherrington-Kirkpatrick model (p = 2), 
corresponds to the third eigenvalue of the intersection matrix. 
A closely related model is the graph bipartitioning problem, obtained from the 
Sherrington-Kirkpatrick model by restricting the admissible configurations by 
Y.ixi = 0 1-12]. Neighboring configuration differ by the spins in exactly two positions. 
The corresponding graph is known to be distance transitive; it is the Johnson scheme 
J(n, n/2) with neighborhood defined by the first associates, ee e.g. [5, 8]. Both r(s) and 
p(d) have been calculated exactly [17]. The random walk autocorrelation function r(s) 
is a decaying exponential related to the third eigenvalue of the intersection matrix. 
Numerical calculations for the travelling salesman problem yield a decaying ex- 
ponential autocorrelation function r(s) ,,~ (1 - 4/n) s for large n, if the graph F is chosen 
as the Cayley graph of the symmetric group with transpositions as the set of 
generators [18]. Random walk on this graph have been studied by Diaconis and 
Shashahani [6]. Interestingly, for n/> 12 the third eigenvalue of the corresponding 
transition matrix equals (1 - 4/n). 
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