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a b s t r a c t
The nonnegative inverse eigenvalue problem is that given a family of complex numbers
λ = {λ1, . . . , λn}, find a nonnegative matrix of order n with spectrum λ. This problem is
difficult and remains unsolved partially. In this paper, we focus on its generalization that
the reconstructed nonnegative matrices should have some prescribed entries. It is easy to
see that this new problem will come back to the common nonnegative inverse eigenvalue
problem if there is no constraint of the locations of entries. A numerical isospectral flow
method which is developed by hybridizing the optimization theory and steepest descent
method is used to study the reconstruction. Moreover, an error estimate of the numerical
iteration for ordinary differential equations on the matrix manifold is presented. After
that, a numerical method for the nonnegative symmetric inverse eigenvalue problemwith
prescribed entries and its error estimate are considered. Finally, the approaches are verified
by the numerical test results.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Definition 1. A matrix A = (aij) of order n is said to be nonnegative if aij ≥ 0, i, j = 1, 2, . . . , n.
An inverse eigenvalue problem (IEP) concerns the reconstruction of a structured matrix from prescribed spectral data.
Such an inverse problem arises inmany disciplines of science. A collection of important applications can be found in a survey
article [1]. The most focused inverse eigenvalue problems are the structured problems where the matrix has a specified
structure and a designated spectrum. A generic structured inverse eigenvalue problem (SIEP) may be stated as follows [1]:
given λ = {λ1, . . . , λn} ∈ E n, find X ∈ N which consists of specially structured matrices, such that X has spectrum λ. By
demanding X ∈ N , where a structure is defined, the SIEP is required to meet both the spectral constraint and the structural
constraint. Many types of structures have been considered for the SIEP, among which the following problems are the most
interesting [1,2]:
• E = R,N = {All Toeplitz matrices in SR(n)} leads to inverse eigenvalue problem for symmetric Toeplitzmatrices, where
SR(n) denotes all symmetric matrices in Rn×n.
• E = R,N = {All Jacobi matrices in SR(n)} leads to inverse eigenvalue problem for Jacobi matrices.
• E = C ,N = {All nonnegative matrices in Rn×n} leads to inverse eigenvalue problem for nonnegative matrices.
• E = R, N = {All nonnegative matrices in SR(n)} leads to inverse eigenvalue problem for nonnegative symmetric
matrices.
• E = R,N = {All stochastic matrices in Rn×n} leads to inverse eigenvalue problem for stochastic matrices.
• E = R,N = {All doubly stochastic matrices in Rn×n} leads to inverse eigenvalue problem for doubly stochasticmatrices.
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In this paper, we pay more attention to the inverse eigenvalue problems for nonnegative matrices (NIEP) and symmetric
nonnegative matrices (SNIEP).
Nonnegative matrices have been attracting considerable attention because of their important applications in many
areas, such as game theory, Markov chains, theory of probability, probabilistic algorithms, numerical analysis, discrete
distribution, group theory,matrix scaling, theory of small oscillations of elastic systems, economics and so on. The properties
of nonnegative matrices can be found in the texts [3,4]. Among the large number of established results, eigenvalue and
eigenvector properties of nonnegative matrices are included in the theorem of Perron and Frobenius [4]. Consequently, the
inverse eigenvalue problem for nonnegative matrices has been equally interesting. There are two fundamental questions
associated with the nonnegative inverse eigenvalue problem. One is the theoretical study which concentrates on finding
the necessary and sufficient conditions for a list λ to be realizable as the eigenvalues of a nonnegative matrix, which has
been a challenging area of research formany years [5–11], and this problem is still unsolved [12]. A good overview of known
results relating to necessary or sufficient conditions can be found in a survey article [12] and general background material
on nonnegative matrices, including inverse eigenvalue problems and applications, can be found in the texts [3,4]. The other
is the numerical study. Under a few special sufficient conditions, a nonnegative matrix with the desired spectrum can be
constructed [13–15]. However, in general, very few numerical procedures are available for the construction of nonnegative
matrices, even after knowing the existence of solutions. To the best of our knowledge, the only algorithms for the NIEP and
SNIEP appearing up to now in the literature consist of the isospectral flow method [16–18] and the alternating projection
method [19]. A more detailed overview of both aspects of theory and computation for NIEP and SNIEP can be found in the
survey article [1,2] and the extensive collection of references contained therein.
In this paper, we generalize nonnegative inverse eigenvalue problem (NIEP) and symmetric nonnegative inverse
eigenvalue problem (SNIEP) by adding restrictions to the structure of nonnegative matrix and symmetric nonnegative
matrix, respectively. For convenience, let λ(A) denote henceforth the spectrum of a given matrix A. A general setting of
a nonnegative inverse eigenvalue problem with prescribed entries (NPEIEP) can be delineated as follows [20,21]: given a
certain subset of index L = {(iv, jv)}lv=1 of pairs of subscripts, 1 ≤ iv, jv ≤ n, a certain subset of values a = {a1, . . . , al}
over real field R, with aj ≥ 0, j = 1, . . . , l, and n values λ = {λ1, . . . , λn} ∈ Cn, find a nonnegative matrix X ∈ Rn×n such
that 
λ(X) = λ,
Xiv ,jv = av, v = 1, . . . , l.
The NPEIEP is to determine the values for the n2 − l positions of X that do not belong to L so as to satisfy the spectral
constraint. Similarly, we can describe the symmetric nonnegative inverse eigenvalue problem with prescribed entries
(SNPEIEP) as follows: given a certain subset of index L = {(iv, jv)}lv=1 of pairs of subscripts, 1 ≤ iv, jv ≤ n, a certain
subset of values a = {a1, . . . , al} over real field R, with aj ≥ 0, j = 1, . . . , l, and n values λ = {λ1, . . . , λn} ∈ Rn, find a
nonnegative matrix Y ∈ SR(n) such that
λ(Y ) = λ,
Yiv ,jv = av, v = 1, . . . , l.
It is easy to see that the above twoproblems are the generalization of NIEP and SNIEP, respectively. The prescribed entries are
used to characterize the underlying structure. These two problems would have a much wider range of applications, which
involve determining parameters of a certain physical system from the knowledge or expectation of its dynamical behavior,
due to the arbitrariness of L , a and λ [21]. Similarly, the theoretical study concentrates on the effect of the cardinality,
values, and locations of prescribed entries on necessary and sufficient conditions for the existence of solutions, while the
numerical study is to complete such a construction after knowing the existence of solutions. Both questions are difficult and
challenging. A simple overview of known results for the inverse eigenvalue problem with prescribed entries (PEIEP) can be
found in papers [20,21]. As far as we know, there are few theoretical or numerical studies for these generalizations, while
the isospectral flow methods in this paper are first presented to reconstruct the required matrices. We would like to take
the reconstruction of a nonnegative symmetrical tridiagonal matrix from the prescribed spectrum by our numerical method
as an example at the end of this paper. This problem which comes from Ref. [22] is used to study the positive oscillatory
matrices.
In general, the spectrum of structured matrices may be with a certain structure so sometimes additional spectral
information should be given. However, the constraints of entries are considered only and all eigenvalues have already been
given in this paper. By the way, we should mention that most inverse eigenvalue problems have multiple solutions, so
NPEIEP and SNPEIEP are of no exception.
This paper is organized as follows: In Section 2, a numerical isospectral flow method is developed to reconstruct the
solution of the NPEIEP. In fact, solving the NPEIEP is equivalent to finding the intersection of two special sets characterized
by the spectral constraints and the structural constraints, respectively. So, the problem of finding the intersection can be
transformed into a minimization problem of the distance between the two sets. Then the steepest descent method is used
to search the points which minimize the distance. Additionally, an error estimate of the numerical iteration for ordinary
differential equations on the matrix manifold is presented. In Section 3, a similar numerical method for the SNPEIEP and
its error estimate are considered. Finally, in Section 4, some numerical experiments and several remarks on the isospectral
flow method are reported. In particular, a special case for applications is considered in the theory of oscillatory matrices.
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2. Numerical method for NPEIEP
In this section, we describe the numerical method to solve the NPEIEP in detail. First of all, some notations which will be
used during the deduction are listed below.
LetΛ ∈ Rn×n denote a matrix with spectrum λ(Λ) = λ. The simplest choice ofΛwould be a diagonal block matrix:
Λ = diag{Λ1, . . . ,Λl} ∈ Rn×n, l ≤ n,
if λ ∈ Rn, thenΛ = diag{λ1, . . . , λn}; if λ ∈ Cn, then the diagonal blockΛi, i = 1, 2, . . . , l, would be real matrices of order
1 or 2. If necessary, λ can be considered as real Jordan canonical form or Schur form to include the geometric multiplicities.
Let
M (Λ) = {VΛV−1|V ∈ V (n)}
denote the isospectral surface corresponding toΛ, where V (n) denotes the set of n×n nonsingularmatrices in Rn×n, thus the
matrices inM (Λ) have the same kind of geometric multiplicity asΛ. It is easy to see that λ(U) = λ(Λ), for all U ∈ M (Λ).
Given an index subset of locationsL = {(iv, jv)}lv=1 and the prescribed nonnegative values a = {a1, . . . , al}, the set
S+(L , a) = {A ◦ A|A ∈ Rn×n and Aiv jv = a
1
2
v , v = 1, . . . , l},
contains all nonnegative matrices with the prescribed entries at the desired locations, where A ◦ B = (aij ∗ bij) denotes the
Hadamard product of matrices A and B.
Solving the NPEIEP is equivalent to finding the intersection of M (Λ) and S+(L , a). Now, the following optimization
problem is considered:
Minimize F (X, A) = 1
2
‖X − A‖2,
s.t. X ∈ M (Λ), A∈ S+(L , a).
‖ · ‖ denotes Frobenius matrix norm. When there exists (Xˆ, Aˆ) ∈ M (Λ)×S+(L , a) that minimizes F (X, A), if there
exist intersections of M (Λ) and S+(L , a), then F (Xˆ, Aˆ) = 0; otherwise, Xˆ or Aˆ we get can be used as a least squares
approximation. A steepest descent method will be introduced to solve this optimization problem.
Let P(Q ) = QL C , where Q is a matrix of order n, L C is simply the index subset complementary to L and entries
in QL C are the same as Q , except those that do not correspond to positions in L
C are set identically zero. Let AL be
the constant matrix in S+(L , a) with zero entries at all locations corresponding to L C . Thus the matrix AL contains all
information needed about the prescribed index subset L = {(iv, jv)}lv=1 and the corresponding prescribed nonnegative
values a = {a1, . . . , al}. It is easy to prove that there exists a matrix Q ∈ Rn×n such that
A = AL + P(Q ◦ Q ),
for all A∈ S+(L , a). Let X = VΛV−1, V ∈ V (n). As a result the above optimization problem can be written into the
following form:
Minimize F (V ,Q ) = 1
2
‖VΛV−1 − AL − P(Q ◦ Q )‖2
s.t. V ∈ V (n),Q ∈ Rn×n.
The Fréchet derivative ofF at (V ,Q ) ∈ V (n)× Rn×n acting on (H, K) ∈ Rn×n × Rn×n can be calculated as follows:
F ′(V ,Q )(H, K) = ⟨HΛV−1 − VΛV−1HV−1 − 0− 2P(K ◦ Q ), VΛV−1 − AL − P(Q ◦ Q )⟩
= ⟨HΛV−1 − VΛV−1HV−1, VΛV−1 − AL − P(Q ◦ Q )⟩
− 2⟨K ◦ P(Q ), VΛV−1 − AL − P(Q ◦ Q )⟩
= ⟨(VΛV−1 − AL − P(Q ◦ Q ))V−TΛT
− (VΛV−1)T (VΛV−1 − AL − P(Q ◦ Q ))V−T ,H⟩
− 2⟨[VΛV−1 − AL − P(Q ◦ Q )] ◦ P(Q ), K⟩
where
⟨A, B⟩ =
n−
i,j=1
aijbij
denotes the Frobenius inner product. The property
⟨A, BC⟩ = ⟨BTA, C⟩ = ⟨ACT , B⟩, A, B, C ∈ Rn×n,
which could be verified from its definition was used during the calculation. For simplicity, let
J(X,Q ) = [XT , X − AL − P(Q ◦ Q )],
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then
F ′(V ,Q )(H, K) = ⟨−J(X,Q )V−T ,H⟩ − 2⟨[X − AL − P(Q ◦ Q )] ◦ P(Q ), K⟩,
where [A, B] = AB − BA. By the Riesz representation theorem, we find that the gradient ∇F of the objective function
F (V ,Q ) is given by
∇F (V ,Q ) = (−J(X,Q )V−T ,−2[X − AL − P(Q ◦ Q )] ◦ P(Q )).
The steepest descent flow in the set V (n)× Rn×n is defined by the vector field
∂V/∂t = J(X,Q )V−T ,
∂Q/∂t = 2[X − AL − P(Q ◦ Q )] ◦ P(Q ). (1)
Theoretically, F (V ,Q ) will be reduced by moving along the steepest descent direction. If an initial value (V (0),Q (0)) ∈
V (n)× Rn×n is added, the stationary point of system (1) could be found out.
Similarly, from X = VΛV−1, we can get the vector field
∂X/∂t = [D(X,Q ), X],
∂Q/∂t = 2[X − AL − P(Q ◦ Q )] ◦ P(Q ), (2)
where D(X,Q ) = J(X,Q )V−TV−1. System (2) defines a steepest descent flow on setM (Λ)× Rn×n.
Theorem 2. Let G (t) = F (V (t),Q (t)), assume V (t) ∈ V (n) for all t , then along the solution flow (V (t),Q (t)) of (1), G (t) is
monotone decreasing and dGdt = 0 only when a local stationary point of F (V (t),Q (t)) is reached.
In fact, the function G (t) = F (V (t),Q (t)) has the property that
dG
dt
= −‖∇F (V (t),Q (t))‖2 ≤ 0
along the solution flow (V (t),Q (t)) of (1). If V (t) is nonsingular throughout the calculation, then our method is globally
convergent. More information about this result can be seen in [17,21].
Theorem 3. Suppose that (Vˆ , Qˆ ) is a stationary point at which ∇F (Vˆ , Qˆ ) = 0, then the corresponding Xˆ = VˆΛVˆ−1 and
Xˆ − AL − P(Qˆ ◦ Qˆ ) commutes.
We choose forward Euler iteration to solve system (1). Next, the convergence of this numerical method is considered.
LetW = (V T ,Q T )T ∈ (V (n), Rn×n)T be a matrix of order 2n× n, and denote
f (W) = J(X,Q )V−T ,
g(W) = 2[X − AL − P(Q ◦ Q )] ◦ P(Q ),
F(W) = (f (W)T , g(W)T )T ,
then system (1) can be simplified as
dW
dt
= F(W). (3)
Let ‖W‖0 = ‖V‖+‖Q‖, it is easy to prove that ‖·‖0 is still amatrix norm. t ∈ [0, T ], h = T/N , denote tj = jh, j = 0, 1, . . . ,N .
W0 = W(t0) is the given initial value, and
dW(t0)
dt
= F(W0).
The exact equations are obtained by using Taylor formula
W(tm+1) = W(tm)+ hF(W(tm))+ rm, m = 0, 1, . . . ,N − 1, (4)
where rm = Cmh2, Cm is a matrix of order 2n × n. Then the general forward Euler iteration is obtained after omitting rm as
follows:
Wm+1 = Wm + hF(Wm), m = 0, 1, . . . ,N − 1. (5)
Definition 4. Assume E is a open subset of R2n×n, function f : E → Rn×n satisfies Lipschitz condition, if there exists a
constant L such that
‖f (W1)− f (W2)‖ ≤ L‖W1 −W2‖0, (6)
for allW1,W2 ∈ E.
It is easy to see that if f (W) and g(W) satisfy Lipschitz condition, then F(W) satisfies it, too. Then we have
‖F(W1)− F(W2)‖ ≤ LF‖W1 −W2‖0, (7)
for allW1,W2 ∈ (V (n), Rn×n)T , where LF is a constant. Let εm = W(tm)−Wm, we have the following error estimate.
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Theorem 5. The forward Euler iteration method is used to solve system (3), if Wm, m = 0, 1, . . . ,N − 1 in (5) belong to
(V (n), Rn×n)T and (7) is satisfied, then this numerical method is convergent and stable, moreover, εm = O(h).
proof. From (4)–(5), we get
εm+1 = εm + h[F(W(tm))− F(Wm)] + rm, m = 0, 1, . . . ,N − 1.
Let r = max0≤m≤N ‖rm‖0, we have
‖εm+1‖0 ≤ ‖εm‖0 + LFh‖εm‖0 + r = (1+ LFh)‖εm‖0 + r.
Note that tm = t0 +mh ≤ T ,m = (tm − t0)/h, then
‖εm‖0 ≤ (1+ LFh)‖εm−1‖0 + r ≤ (1+ LFh)2‖εm−2‖0 + (1+ LFh)r + r
≤ · · · ≤ (1+ LFh)m‖ε0‖0 + r
m−1−
j=0
(1+ LFh)j
= (1+ LFh)m‖ε0‖0 + rLFh [(1+ LFh)
m − 1]
≤ eLF (T−t0)‖ε0‖0 + rLFh (e
LF (T−t0) − 1), m = 1, . . . ,N.
Let r = Ch2, C = max0≤m≤N ‖Cm‖0, t0 = 0, andW0 = W(t0), i.e., ε0 = 0, then
‖εm‖0 ≤ CL−1F eLF Th.
Thus, εm = O(h).
Assume {W1m}N1 and {W2m}N1 are sequences resulted from initial valuesW10,W20, respectively, such that
W1m+1 = W1m + hF(W1m), W2m+1 = W2m + hF(W2m), (8)
m = 0, 1, . . . ,N − 1. Let em = W1m −W2m, from (8) we have
em+1 = em + h[F(W1m)− F(W2m)], m = 0, 1, . . . ,N − 1,
then,
‖em‖0 ≤ ‖em−1‖0 + LFh‖em−1‖0 = (1+ LFh)‖em−1‖0
≤ · · · ≤ (1+ LFh)m‖e0‖0 ≤ eLF h‖e0‖0,
m = 1, . . . ,N . This indicates that em depends on initial error e0 continuously, i.e., forward Euler iteration is stable.
Our ultimate aim is to study the behavior of the solution flow of system (1) as t tends to infinity. When T is sufficiently
large,WN is adopted as the approximation ofW(T ). Under the conditions in Theorem 5, we can choose an appropriate step
length hwhich could keep the error εN under control. In this sense, a good numerical solution can be achieved theoretically.
In fact, both the function f (W) and g(W) are continuous on (V (n), Rn×n)T , so F(W) is continuous on (V (n), Rn×n)T . Once
the parameters T , N and initial values are fixed, then the series {W(tm)}N0 and {Wm}N0 are definite. It is easy to prove that a
proper LF can be found to satisfy the following inequality,
‖F(W(tm))− F(Wm)‖ ≤ LF‖W(tm)−Wm‖, m = 0, 1, . . . ,N − 1.
Therefore, the convergence and the stability can be obtained in the practical computation.
In the experiments we use the following iteration:
(Vn+1 − Vn)/∆t = J(Xn,Qn)V−Tn ,
(Qn+1 − Qn)/∆t = 2[Xn+1 − AL − P(Qn ◦ Qn)] ◦ P(Qn), (9)
n = 0, 1, . . . ,where (V0,Q0) is the given initial value,∆t is the iterative step length, and Xn = VnΛV−1n . We substitute Vn+1
for Vn in the second equation of (9) to accelerate the convergence.Moreover, we should point out that the calculation load will
be increased dramatically if the matrix Vn is near singular in terms of Theorem 5.
During calculations, the forward Euler iteration method will be failed once the matrix Vm becomes singular, so we provide an
approach for trying to overcome this shortcoming. The calculation of V−Tm can be seen as solving
V TmW = I. (10)
When V Tm becomes singular, the absolute values of certain eigenvalues of V
T
m almost fall to zero, thus, the solutionsW of (10)
no longer belong to V (n). However, we turn to solve equation
αW + VmV TmW = Vm, (11)
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where α is a given parameter, usually α ≥ 0, then the singularity of αI + VmV Tm will be reduced greatly. The solutionWα of
(11) can be seen as an approximation of V−Tm . A good approximation can be achieved by adjusting parameter α appropriately
and choosing a correct method. More details about this idea can be found in [23]. 
3. Numerical method for SNPEIEP
The symmetric structure added to the NPEIEP leads to the SNPEIEP. In this section, a numerical isospectral flow method
is proposed to solve the SNPEIEP.
LetΛ = diag{λ1, . . . , λn} ∈ Rn×n, since symmetric matrices only have a real spectrum. Let
M (Λ) = {UΛUT |U ∈ O(n)}
denote the isospectral surface corresponding toΛ, where O(n) denotes the set of n× n orthogonal matrices in Rn×n. Given
an index subset of locationsL = {(iv, jv)}lv=1 and the prescribed nonnegative values a = {a1, . . . , al}, the set
SS+(L , a) = {A ◦ A|A ∈ SR(n) and Aiv jv = a
1
2
v , v = 1, . . . , l}
contains all the symmetric nonnegative matrices with the prescribed entries at the desired locations. From the definition
we can see that the given index subset and prescribed values must satisfy Aiaja = Aibjb , when ia = jb, ja = ib.
Solving the SNPEIEP is equivalent to finding the intersection of M (Λ) and SS+(L , a). The following optimization
problem is considered:
Minimize Z (Y , B) = 1
2
‖Y − B‖2
s.t. Y ∈ M (Λ), B∈ S s+(L , a).
Let P(S) = SL C , where S is a matrix of order n. Let BL be the constant matrix in Ss+(L , a) with zero entries at all
locations corresponding toL C . Then there exists a matrix S ∈ SR(n) such that
B = BL + P(S ◦ S),
for all B∈ S s+(L , a). Let Y = UΛUT , then the above optimization problem can be written into the following form:
Minimize Z (U, S) = 1
2
‖UΛUT − BL − P(S ◦ S)‖2
s.t. U ∈ O(n), S ∈ SR(n).
The Fréchet derivative of Z at (U, S) ∈ O(n)× SR(n) acting on (H, K) ∈ Rn×n × Rn×n can be calculated as follows:
Z ′(U, S)(H, K) = ⟨(UΛUT − AL − P(R ◦ R))UΛ
− (UΛUT )(UΛUT − BL − P(S ◦ S))U,H⟩
− 2⟨[UΛUT − BL − P(S ◦ S)] ◦ P(S), K⟩,
here we have used UTU = I . For simplicity, let
G(Y , S) = [Y , Y − BL − P(S ◦ S)],
then
Z ′(U, S)(H, K) = ⟨−G(Y , S)U,H⟩ − 2⟨[Y − BL − P(S ◦ S)] ◦ P(S), K⟩.
We find that the gradient ∇Z of the objective function Z (U, S) is given by
∇Z (U, S) = (−G(Y , S)U,−2[Y − BL − P(S ◦ S)] ◦ P(S)).
So, the steepest descent flow in the set O(n)× SR(n) is defined by the vector field
∂U/∂t = G(Y , S)U,
∂S/∂t = 2[Y − BL − P(S ◦ S)] ◦ P(S). (12)
If an initial value (U(0), S(0)) ∈ O(n)× SR(n) is added, the stationary point of system (12) which minimizesZ (U, S) could
be found out. Similarly, from Y = UΛUT , we can obtain the vector field
∂Y/∂t = [G(Y , S), Y ],
∂S/∂t = 2[Y − BL − P(S ◦ S)] ◦ P(S). (13)
System (13) defines a steepest descent flow on setM (Λ)× SR(n). As above, we have the following two theorems.
Theorem 6. Let P(t) = Z (U(t), S(t)), then along the solution flow (U(t), S(t)) of (12), P(t) is monotone decreasing and
dP
dt = 0 only when a local stationary point of Z (U(t), S(t)) is reached.
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Theorem 7. Suppose that (Uˆ, Sˆ) is a stationary point at which ∇Z (Uˆ, Sˆ) = 0, then the corresponding Yˆ = UˆΛUˆT and
Yˆ − BL − P(Sˆ ◦ Sˆ) commutes.
We also choose forward Euler iteration to solve system (12). Let M = (UT , ST )T ∈ (O(n), SR(n))T be a matrix of order
2n× n, and denote
p(M) = G(Y , S)U,
q(M) = 2[Y − BL − P(S ◦ S)] ◦ P(S),
G(M) = (p(M)T , q(M)T )T ,
then system (12) can be simplified as
dM
dt
= G(M). (14)
t ∈ [0, T ], h = T/N , denote tj = jh, j = 0, 1, . . . ,N .M0 = M(t0) is the given initial value, and
dM(t0)
dt
= G(M0).
The general forward Euler iteration is obtained by using Taylor formula:
Mm+1 = Mm + hG(Mm), m = 0, 1, . . . ,N − 1. (15)
Let εm = M(tm)−Mm, we have the following error estimate.
Theorem 8. The forward Euler iteration method is used to solve system (12), if Mm, m = 0, 1, . . . ,N − 1 in (15) belong to
(O(n), SR(n))T and G(M) satisfies Lipschitz condition
‖G(M1)− G(M2)‖ ≤ LG‖M1 −M2‖0, (16)
for all M1,M2 ∈ (O(n), SR(n))T , where LG is a constant. Then this numerical method is convergent and stable, moreover,
εm = O(h).
The proof is similar to that of Theorem 5. In the experiments we use the following iteration:
(Un+1 − Un)/∆t = G(Yn, Sn)Un,
(Sn+1 − Sn)/∆t = 2[Yn+1 − BL − P(Sn ◦ Sn)] ◦ P(Sn), (17)
n = 0, 1, . . . , Yn = UnΛUTn . It is easy to prove that (Un, Sn) will belong to (O(n), SR(n))T , n = 1, 2, 3 . . . , if (U0, S0) ∈
(O(n), SR(n))T . In fact, the following equation can be obtained from the first equation of (17),
Un+1 = [I +∆tG(Yn, Sn)]Un,
where I denotes the unit matrix. [I + ∆tG(Yn, Sn)] will be a strictly diagonally dominant matrix if ∆t is sufficiently small.
Therefore, it can be proved that [I+∆tG(Yn, Sn)] is nonsingular when∆t is sufficiently small. Moreover, if Un is orthogonal,
then Un+1 is nonsingular. The symmetry of Sn, n = 1, 2, 3, . . . , also can be proved in the same way.
4. Numerical experiments
Some success has been achieved in solving NPEIEPs and SNPEIEPs by using our methods. Some experimental results are
reported in this section. To check how the optimality conditions aremet, we plot the history of the residual for each example
F(t) = ‖X(t)− A(t)‖, Z(t) = ‖Y (t)− B(t)‖,
and the commutativity
J(t) = ‖J(X(t),Q (t))‖, G(t) = ‖G(Y (t), S(t))‖.
In particular, the history of the residual
L(t) = ‖U(t)TU(t)− I‖
is only given for the SNPEIEPs. In an ideal situation when the NPEIEPs and SNPEIEPs are solved, F(t) and Z(t) should be
monotone decreasing, and both J(t) and G(t) should converge to zero. The iteration is terminated after the stop criteria
F(t) < 10−6 or Z(t) < 10−6 are satisfied, then Xn = VnΛV−1n is the nonnegative matrix we want, and Yn = UnΛUTn is
the symmetric nonnegative one we want. The prescribed spectrum which is calculated from a given random nonnegative
matrix or symmetric nonnegative matrix makes the test data valid and guarantees the existence of solutions of the NPEIEPs
or SNPEIEPs. The initial values of ordinary differential equations and the prescribed entries are generated randomly.
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The step lengths of the iterations are chosenbyusing the experimentalmethod, because the parameters in error estimates
can not be acquired precisely. Experimental results show that the numerical solutions can be used as the approximation of
analytic solution flows when ∆t is sufficiently small and the steepest decent flows converge to constant matrices when t
is sufficiently large. In each example the runtime is given under the same calculating condition. Finally, the application of
a nonnegative symmetrical tridiagonal matrix reconstructed from the prescribed spectrum is illustrated. The experimental
results and some remarks are presented below.
Example 1. Given a matrix randomly:
Ran1 =

0.6444 0.3094 0.0400 0.0850 0.1449
0.0000 0.5063 0.0000 0.0000 0.2017
0.0000 0.0000 0.0974 0.2662 0.4726
0.0472 0.0033 0.7733 0.0006 0.6554
0.0000 0.9267 0.4249 0.0151 0.1951
 ,
its eigenvalues are
λ(Ran1) = {1.0000, 0.6439, 0.5046,−0.2608,−0.4438}.
Assume that
AL =

0.6444 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0974 0.2662 0.0000
0.0472 0.0000 0.0000 0.0000 0.6554
0.0000 0.0000 0.0000 0.0000 0.0000
 ,
choose V (0) = I , Q (0) = 0.92 ∗ Q0, where
Q0 =

0.1000 0.4000 0.2000 0.2000 0.2000
0.4000 0.2300 0.3000 0.6000 0.2000
0.1000 0.9000 0.4000 0.4000 0.2000
0.2000 0.5000 0.5400 0.6000 0.2000
0.2000 0.2300 0.2500 0.2800 0.1000
 ,
let
Λ =

1.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.6439 0.0000 0.0000 0.0000
0.0000 0.0000 0.5046 0.0000 0.0000
0.0000 0.0000 0.0000 −0.2608 0.0000
0.0000 0.0000 0.0000 0.0000 −0.4438
 ,
and the step length∆t = 10−4, then we can get the result
X1 =

0.6444 0.0422 0.0045 0.0341 0.4314
0.0401 0.6628 0.0050 0.0871 0.1037
0.0007 0.0116 0.0974 0.2662 0.5063
0.0472 0.1783 0.3739 0.0393 0.6554
0.2872 0.0443 0.2944 0.2111 0.0000
 .
The runtime is about 456.2706 s. The history of F(t) and J(t) are recorded in Fig. 1.
Example 2. Give a symmetric nonnegative matrix:
Ran2 =

0.0596 0.0972 0.2015 0.2637 0.1785
0.0972 0.2833 0.1143 0.2116 0.3138
0.2015 0.1143 0.3645 0.1920 0.1386
0.2637 0.2116 0.1920 0.0333 0.2146
0.1785 0.3138 0.1386 0.2146 0.1545
 ,
its eigenvalues are
λ(Ran2) = {0.9568, 0.2730, 0.0253,−0.1246,−0.2352}.
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Fig. 1. Histories of F(t) and J(t).
Fig. 2. Histories of Z(t) and G(t).
Assume
AL =

0.0596 0.0000 0.2015 0.0000 0.0000
0.0000 0.2833 0.0000 0.2116 0.0000
0.2015 0.0000 0.0000 0.1920 0.0000
0.0000 0.2116 0.1920 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000
 ,
choose orthogonal matrix U(0) = I , symmetric matrix S(0) = 0.92 ∗ S0, where
S0 =

0.1000 0.2000 0.1000 0.2000 0.3000
0.2000 0.1000 0.9000 0.1000 0.2000
0.1000 0.9000 0.3000 0.1000 0.2000
0.2000 0.1000 0.1000 0.6000 0.2000
0.3000 0.2000 0.2000 0.2000 0.1000
 ,
and
Λ =

0.9568 0.0000 0.0000 0.0000 0.0000
0.0000 0.2730 0.0000 0.0000 0.0000
0.0000 0.0000 0.0253 0.0000 0.0000
0.0000 0.0000 0.0000 −0.1246 0.0000
0.0000 0.0000 0.0000 0.0000 −0.2352
 ,
the step length∆t = 10−4, we can get the result
X2 =

0.0596 0.0041 0.2015 0.1167 0.2222
0.0041 0.2833 0.1642 0.1488 0.0327
0.2015 0.1642 0.5524 0.1920 0.3571
0.1167 0.1488 0.1920 0.0000 0.1345
0.2222 0.0327 0.3571 0.1345 0.0000
 .
The runtime is about 596.8970 s. The history of Z(t), G(t) and L(t) are recorded in Figs. 2 and 3, respectively.
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Fig. 3. History of L(t).
Fig. 4. Histories of F(t) and J(t).
From the numerical test results, we can see that the trajectories of systems (1) and (12) are depicted and the limit points
are found out numerically. So, the matrices satisfying certain conditions are reconstructed successfully. Moreover, wemake
a remark.
Remark 1. The ill-posedness of NIEP is that it has no unique solution. Our numerical methods transfer this ill-posedness to
the dependence of solutions of ordinary differential equations on initial values, in other words, different initial conditions
will lead to different solutions of the NIEP.
Example 3. When∆t becomes a little bigger,we find that though the discrete solutions (Vn,Qn), n = 1, 2, . . . obtained from
(9) are too rough to be the approximation of the analytic solution flow (V (t), Q (t)) of system (1), a solution of the NPEIEPs
can still be obtained as t tends to infinity. Here, we only change the step length ∆t = 10−4 in Example 1 as ∆t = 10−2.
Then the result is
X3 =

0.6444 0.0422 0.0044 0.0336 0.4327
0.0399 0.6626 0.0049 0.0867 0.1041
0.0007 0.0114 0.0974 0.2662 0.5061
0.0472 0.1787 0.3743 0.0395 0.6554
0.2875 0.0442 0.2940 0.2108 0.0000
 .
The runtime is about 4.7404 s. The history of F(t) and J(t) are recorded in Fig. 4.
Remark 2. The slightly bigger step length can be seen as a small perturbation during the numerical iteration. This pertur-
bation can easily drive the numerical calculation to follow a different trajectory. Nevertheless, the objective value F(t) and
the commutativity J(t) will continue to descend even if we are not following a certain trajectory precisely because we are
following the descent flows. The similar cases have already been reported in [21]. However, it is found that the solutions
will be distorted severely when the step length becomes much bigger.
In the following, We would like to take the IEP for nonnegative symmetric tridiagonal matrix as an example.
Example 4. The problem of constructing a nonnegative symmetrical tridiagonal matrix from certain spectral information
is important in many applications, such as molecular vibrations, vibrational spectroscopy [24,25] and vibration theory [26].
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Fig. 5. Histories of Z(t) and G(t).
Moreover, the nonnegative symmetrical tridiagonal matrix constructed from the prescribed spectrum is used to study the
positive oscillatory matrices in [22].
In this example, our method is used to reconstruct a nonnegative symmetric tridiagonal matrix with positive codiagonal
entries and spectrumλ = {λ1, . . . , λn}numerically.Whenλ1 > λ2 > · · · > λn > 0, the existence of solutions is guaranteed
by Theorem 10 in [22]. In this special case, given λ = {6.5, 6, 4.5, 4, 3, 2},
AL =

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

,
choose U(0) = I and
S(0) =

0.1000 0.1000 0.1000 0.1000 0.1000 0.1000
0.1000 0.1000 0.1000 0.1000 0.1000 0.1000
0.1000 0.1000 0.1000 0.1000 0.1000 0.1000
0.1000 0.1000 0.1000 0.1000 0.1000 0.1000
0.1000 0.1000 0.1000 0.1000 0.1000 0.1000
0.1000 0.1000 0.1000 0.1000 0.1000 0.1000

,
let
Λ =

6.5000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 6.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 4.5000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 4.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 3.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 2.0000

,
and the step length∆t = 10−4, we can get the result
X4 =

6.4998 0.0087 0.0000 0.0000 0.0000 0.0000
0.0087 6.0001 0.0098 0.0000 0.0000 0.0000
0.0000 0.0098 4.4999 0.0087 0.0000 0.0000
0.0000 0.0000 0.0087 4.0001 0.0096 0.0000
0.0000 0.0000 0.0000 0.0096 3.0000 0.0096
0.0000 0.0000 0.0000 0.0000 0.0096 2.0001

.
The runtime is about 25.4817 s. The history of G(t), Z(t) and L(t) are recorded in Figs. 5 and 6, respectively.
Finally, the efficiency of the approaches depending on order n is considered in a specific example.
Example 5. From the algorithms and above examples, it is noticed that the runtime relies on the convergent length t , step
length ∆t and the order of the desired matrices, moreover, the structures of matrices have a great effect upon t , too. So,
the reconstruction of nonnegative symmetrical tridiagonal matrices from a given spectrum is a good choice because of the
similar structure. In this example, let λ = {λ1, . . . , λn}, λi = i, i = 1, 2, . . . , n, Λ = diag{λn, . . . , λ1}, U(0) = In, where
In is the identity matrix of order n, let S(0) be a constant matrix of order n such that all of its entries are 0.1, t = 12 and
X. Chen, D. Liu / Journal of Computational and Applied Mathematics 235 (2011) 3990–4002 4001
Fig. 6. History of L(t).
Fig. 7. Runtime versus order of matrices.
Fig. 8. Histories of Z(t) for different n.
∆t = 10−4. Then, the relationship between the runtime and the order is depicted in Fig. 7 and the histories of Z(t) for
different n are recorded in Fig. 8. We can see that the runtime increases exponentially with regard to n.
5. Conclusion
In this paper, we propose the numerical isospectral flow methods to solve the NPEIEPs and the SNPEIEPs. Moreover, the
error estimates of the numerical iterations for ordinary differential equations on amatrixmanifold are presented. Finally, the
numerical test results verify the approaches. We must admit the limitation of the methods that all the eigenvalues should
be given and the approaches will not be suitable for the IEPs with partially described eigenpairs (PDIEP). So, our future work
is trying to use the numerical isospectral flow method to solve the PDIEP.
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