and ▽f (z) = ∂f (z) ∂z 1 , . . . ,
The little Bloch space B 0 (Ω) is the closure in the Banach space B(Ω) of the polynomial functions.
Let ∂Ω denote the boundary of Ω. Following Timoney [2] , for Ω = B n the unit ball of C n , B 0 (B n ) = {f ∈ B(B n ) : Q f (z) → 0, as z → ∂B n } ; for Ω = D the bounded symmetric domain other than the ball B n , {f ∈ B(D) : Q f (z) → 0, as z → ∂D} is the set of constant functions on D. So if D is a bounded symmetric domain other than the ball, we denote the B 0 * (D) = {f ∈ B(D) : Q f (z) → 0, as z → ∂ * D} and call it little star Bloch space, here ∂ * D means the distinguished boundary of D. The unit ball is the only bounded symmetric domain D with the property that ∂ * D = ∂D.
Let U n be the unit polydisc of C n . Timoney [1] shows that f ∈ B(U n ) if and only if
where f ∈ H(U n ). This definition was the starting point for introducing the p-Bloch spaces. Let p > 0, a function f ∈ H(U n ) is said to belong to the p-Bloch space B p (U n ) if
It is easy to show that B p (U n ) is a Banach space with the norm · p . Just like Timoney [2] , if
it is easy to show that f must be a constant. Indeed, for fixed z 1 ∈ U, ∂f ∂z 1
Hence, ∂f ∂z 1 (z) 1 − |z 1 | 2 p ≡ 0 for every z ′ ∈ ∂U n−1 , and for each z 1 ∈ U, and consequently ∂f ∂z 1 (z) = 0 for every z ∈ U n . Similarly, we can obtain that ∂f ∂z j (z) = 0 for every z j ∈ U n and each j ∈ {2, · · · , n}, therefore f ≡ const.
So, there is no sense to introduce the corresponding little p-Bolch space in this way. We will say that the little p-Bolch space B p 0 (U n ) is the closure of the polynomials in the p-Bolch space. If f ∈ H(U n ) and
we say f belongs to little star p-Bolch space B p 0 * (U n ). Using the same methods as that of Theorem 4.14 in reference [2] , we can show that B p 0 (U n ) is a proper subspace of B p 0 * (U n ) and B p 0 * (U n ) is a non-separable closed subspace of B p (U n ). Let φ be a holomorphic self-map of U n , the composition operator C φ induced by φ is defined by (C φ f )(z) = f (φ(z)) for z in U n and f ∈ H(U n ). For the unit disc U ⊂ C, Madigan and Matheson [3] proved that C φ is always bounded on B(U ) and bounded on B 0 (U ) if and only if φ ∈ B 0 (U ). They also gave the sufficient and necessary conditions that C φ is compact on B(U ) or B 0 (U ). More recently, [4, 5, 7] gave some sufficient and necessary conditions for C φ to be compact on the Bloch spaces in polydisc.
We recall that the essential norm of a continuous linear operator T is the distance from T to the compact operators, that is,
Notice that T e = 0 if and only if T is compact, so that estimates on T e lead to conditions for T to be compact. In this paper, we give some estimates of the essential norms of bounded composition
As their consequences, some necessary and sufficient conditions for the bounded composition operators C φ to be compact from
The fundamental ideals of the proof are those used by J. H. Shpairo [8] to obtain the essential norm of a composition operator on Hilbert spaces of analytic functions (Hardy and weighted Bergman spaces) in terms of natural counting functions associated with φ. This paper generalizes the result on the Bloch space in [10] to the Bloch-type space in polydisk.
Throughout the remainder of this paper C will denote a positive constant, the exact value of which will vary from one appearance to the next.
Our main results are the following:
be a holomorphic self-map of U n and C φ e the essential norm of a bounded composition operator
By Theorem 1 and the fact that C φ :
is compact if and only if C φ e = 0, we obtain Theorem 2 at once.
is compact if and only if for any ε > 0, there exists a δ with 0 < δ < 1, such that
When n = 1, on B(U ) we obtain Theorem 2 in [3] . Since ∂U = ∂ * U, B 0 (U ) = B 0 * (U ), we can also obtain Theorem 1 in [3] .
By Theorem 2 and Lemmas 3, 4 and 5 in next part, we can get the following three Corollaries.
for all z ∈ U n and (4) holds.
Proof By Lemma 3 in next part, we know C φ :
is compact if and only if φ l ∈ B q 0 * (U n ) for every l = 1, 2, · · · , n and (4) holds.
Proof Note that Lemma 4 in next part, similar to the proof of Corollary 1, the Corollary follows.
Proof Note that Lemma 5 in next part, similar to the proof of Corollary 1, the Corollary follows.
Some Lemmas
In order to prove Theorem 1, we need some Lemmas.
Proof This Lemma can be proved by some integral estimates (if necessary, the proof can be omitted).
By the definition of . p ,
If p = 1,
It is clear that ln
Combining (5), (6) and (7), we get
If 0 < p < 1, (8) gives that
If p > 1, (8) gives that
Now the Lemma is proved.
it follows that
Hence f w ∈ B p (U n ). Now we prove that f w ∈ B p 0 (U n ). Using the asymptotic formula
we obtain
is bounded if and only if there exists a constant C such that
for all z ∈ U n .
Proof First assume that condition (9) holds
, by Lemma 1, we know the evaluation at φ(0) is a bounded linear functional on
On the other hand we have
From (11) it follows that
For the converse, assume that C φ :
we will make use of a family of test functions {f w : w ∈ C, |w| < 1} in B(U n ) defined as follows: If p > 0, let
It follows from Lemma 2 that
For z ∈ U n , it follows from (12) that
Let w = φ l (z), then
Now the proof of Lemma 3 is completed.
is bounded if and only if φ l ∈ B q 0 * (U n ) for every l = 1, 2, · · · , n and (9) holds.
Since |φ 1 (z j )| < 1 and |φ 2 (z j )| < 1, there exists a subsequence {z js } in {z j } such that
k = 1, 2. Now we prove the left of (14) → 0 as s → ∞ according to four cases. Case 1. If ρ 1 < 1 and ρ 2 < 1. It is clear that there exist r 1 and r 2 such that ρ 1 < r 1 < 1 and ρ 2 < r 2 < 1, so as j is large enough, |φ 1 (z js )| ≤ r 1 and |φ 2 (z js )| ≤ r 2 .
By φ 1 , φ 2 ∈ B q 0 * (U n ) and (14), we get
Case 2. If ρ 1 = 1 and ρ 2 = 1. Then φ(z js ) → ∂ * U n , by (9) and f ∈ B p 0 * (U n ), (14) gives that
Case 3. If ρ 1 < 1 and ρ 2 = 1. Similar to Case 1, we can prove that
as s → ∞.
On the other hand, for fixed s, let w js 2 = φ 2 (z js ), then |w js 2 | < 1. Denote
It is clear that F (w 1 ) is holomorphic on |w 1 | < 1, choose R js → 1 with r 1 ≤ R js < 1.
where |w
By (15) and (16), (14) gives
as s → ∞. Case 4. If ρ 1 = 1 and ρ 2 < 1. Similar to Case 3, we can prove
as s → ∞. Combining Case 1, Case 2, Case 3 and Case 4, we know there exists a subsequence
as j → ∞. In fact, if it fails, then there exists a subsequence {z js } such that
for k = 1 or 2. But from the above discussion, we can find a subsequence in {z js } we still write {z js } with
it contradicts with (17). So for any sequence {z j } ⊂ U n with z j → ∂ * U n as j → ∞, we have
By (9) and Lemma 3, it is clear that f
By closed graph theorem we known that
is bounded. This ends the proof of Lemma 4. Remark 1 For the case C φ : B p (U n ) → B q 0 * (U n ), the necessity is also true, but we can't guaranty that the sufficiency is true because we can't sure that C φ f ∈ B q 0 * (U n ) for all f ∈ B p (U n .
Lemma 5 Let
is bounded if and only if if and only if φ γ ∈ B q 0 (U n ) for every multi-index γ, and (9) holds.
Proof Sufficiency. From (9) and by Theorem 1 we know that C φ :
The boundedness of C φ :
. By the definition of B p 0 (U n ) it follows that for every ε > 0 there is a polynomial p ε such that f − p ε p < ε. Hence
Since φ γ ∈ B q 0 (U n ) for every multi-index γ, we obtain C φ p ε ∈ B q 0 (U n ). From this and (18) the result follows.
If
is bounded, then (9) can be proved as in Lemma 3, since the test functions appearing there belong to
, similar to Remark 1, the necessity is also true, but we can't guaranty that the sufficiency is true.
Lemma 6
If {f k } is a bounded sequence in B p (U n ), then there exists a subsequence {f k l } of {f k } which converges uniformly on compact subsets of U n to a holomorphic function f ∈ B p (U n ).
Proof Let {f k } be a bounded sequence in B p (U n ) with f k p ≤ C. By Lemma 1, {f j } is uniformly bounded on compact subsets of U n and hence normal by Montel's theorem. Hence we may extract subsequence {f j k } which converges uniformly on compact subsects of U n to a holomorphic function f . It follows that
which implies f ∈ B p (U n ). The Lemma is proved.
Lemma 7
Let Ω be a domain in C n , f ∈ H(Ω). If a compact set K and its neighborhood
Proof Since ρ = dist(K, ∂G) > 0, for any a ∈ K, the polydisc
is contained in G. By Cauchy's inequality,
Taking the supremum for a over K gives the desired inequality.
The Proof of Theorem 1
Now we turn to the proof of Theorem 1. The lower estimate. It is clear that
, · · · , and this sequence converges to zero uniformly on compact subsets of the unit polydisc U n .
Let
That is, p(x) is a decreasing function for x ∈ m − 1 2p + m − 1 , 1 and p(x) is a increas-
It follows from (19) that
as m → ∞. Therefore, the sequence {m p−1 z m 1 } m≥2 is bounded away from zero. Now we consider the normalized sequence {f m = m p−1 z m
} which also tends to zero uniformly on compact subsets of U n . For each m ≥ 2, we define
where
It is easy to show that c m tends to 1 as m → ∞. For the moment fix any compact operator K :
The uniform convergence on compact subsets of the sequence {f m } to zero and the compactness of K imply that Kf m q → 0. It is easy to show that if a bounded sequence that is contained in B p 0 * (U n ) converges uniformly on compact subsets of U n , then it also converges weakly to zero in B p 0 * (U n ) as well as in B p (U n ). Since f m p = 1, we have
For each l = 1, 2, · · · , n, define
For any ε > 0, (21) shows that there exists a δ 0 with 0 < δ 0 < 1, such that
whenever dist(φ(z), ∂U n ) < δ 0 and l = 1, 2, · · · , n. Since r m → 1 as m → ∞, so as m is large enough,
, we have
for every l = 2 · · · , n. So
Let ε → 0, the low estimate follows.
The upper estimate. To obtain the upper estimate we first prove the following proposition. φ = (φ 1 , . . . , φ n ) a holomorphic self-map of U n . The operators K m (m ≥ 2) as follows:
Proposition 1 Let
for f ∈ H(U n ). Then the operators K m have the following properties: 
