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The well-known Carmichael conjecture concerns the set of positive
integers (presumed empty) which occur as a value of the Euler function
at one positive integer but at no others. We study the analogous
problem for the Carmichael function. We also study the (far more
numerous) sets of integers which occur in the image of one of these
functions but not of the other, as well as those which occur in the
image of both.
1 Introduction
Let ϕ denote the Euler function, which, for an integer n ≥ 1, is defined as
usual by




The Carmichael function λ is defined for each integer n ≥ 1 as the largest
order of any element in the multiplicative group (Z/nZ)×. More explicitly,
for any prime power pν , one has
λ(pν) =
{
pν−1(p− 1) if p ≥ 3 or ν ≤ 2,
2ν−2 if p = 2 and ν ≥ 3,
and for an arbitrary integer n ≥ 2,
λ(n) = lcm [λ(pν11 ), . . . , λ(p
νk
k )] ,
where n = pν11 · · · p
νk
k is the prime factorization of n. Note that λ(1) = 1.
The Euler function has long been regarded as one of the most basic of
the arithmetic functions. More recently, partly driven by the rise in impor-
tance of computational number theory, the Carmichael function has drawn
an ever-increasing amount of attention. A large number of results have been
obtained, both about the growth rate and about various arithmetical prop-
erties of the values of these two functions; see for example [2, 4, 5, 6, 7, 10,
11, 12, 13, 14, 15, 16, 17, 18, 21] and the references therein.
Despite their similarities, the functions ϕ and λ often exhibit remarkable
differences in their arithmetic behavior. In this paper, we focus on their image
sets, which we denote by F and L, respectively. Since ϕ(p) = λ(p) = p − 1
for every prime p, the sets F and L have at least π(x) ∼ x/ log x common
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elements in the interval [1, x]. Below, we show that F ∩ L ∩ [1, x] is much
larger than this. To formulate our results in a quantitative form, for a set A
of positive integers and a real number x ≥ 1, we put A(x) = A ∩ [1, x].
Theorem 1. The number of integers m ≤ x which are values of both λ and
ϕ satisfies the bound




(C + o(1))(log log log x)2
)
,
for a suitable positive constant C.
The constant C is defined in (5) in Section 3. In fact, apart from the factor
o(1), the bound in Theorem 1 cannot be improved since it represents the true
state of affairs for the number of distinct values #F(x) of ϕ, the order of
magnitude of which has been determined by Ford [15]; see Corollary 12 in
Section 3.
In the opposite direction, we also obtain lower bounds of the form x1+o(1)
for the number of positive integers m ≤ x in each of the sets LF = L\F and
FL = F\L.
Theorem 2. The number of integers m ≤ x which are values of λ but not






(C + o(1))(log log log x)2
)
where C is as before.
Theorem 3. The number of integers m ≤ x which are values of ϕ but not










(C + o(1))(log log log x)2
)
,
and even this seems to be new. It would be interesting to see whether the
techniques of [15] can be adapted to obtain a more precise statement on the
growth of #L(x) as x → ∞. However, the above theorems suggest that
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possibly this bound for #L(x) is still far from the truth and L may be a
denser set than F .
For both functions ϕ and λ, we are also interested in the set of values in
F and L, respectively, which occur once but never again. If Aϕ(m) denotes
the number of solutions n to the equation ϕ(n) = m, we define
Bϕ = {m ≥ 1 : Aϕ(m) = 1} and Cϕ = {n ≥ 1 : Aϕ(ϕ(n)) = 1}.
Similarly, we define
Bλ = {m ≥ 1 : Aλ(m) = 1} and Cλ = {n ≥ 1 : Aλ(λ(n)) = 1},
where Aλ(m) denotes the number of solutions n to the equation λ(n) = m.
The Carmichael conjecture is the assertion that Bϕ = ∅; this is clearly
equivalent to Cϕ = ∅. There have recently been several very strong results
in the direction of this conjecture given by Ford in [15, 16]. In particular, it






Here, we study the natural analogue of the Carmichael conjecture for the
Carmichael function, namely the assertion that Bλ = Cλ = ∅, which we also
believe to be true.
The sets Cϕ and Cλ, if nonempty, provide counterexamples to the above
conjectures. Below, we show that #Cλ(x) = o(x), that is, that the set Cλ
has asymptotic density zero. This follows from a lower bound on the number
`(n) = Aλ(λ(n)) of solutions m to the equation λ(m) = λ(n) which holds for
almost all positive integers n.






holds for all positive integers n ≤ x except O(x/ log log x) of them;
(ii) the following bound holds:






We remark that, in view of (1), a similar (but stronger) estimate for
#Cϕ(x), namely
#Cϕ(x) ≤ x exp
(
− log log x + o((log log log x)2)
)
, (2)
would immediately settle the Carmichael conjecture in the affirmative. At
present, we do not have any nontrivial upper bounds on #Cϕ(x), and the
bound (2) appears to be far out of reach; nevertheless, we can obtain a rather
strong upper bound on the number of primitive elements in Cϕ(x). We say
that n ∈ Cϕ is a primitive counterexample to the Carmichael conjecture if
d 6∈ Cϕ for every divisor d |n, d < n. We denote by C∗ϕ the set of all primitive
counterexamples, and we show that this is a very thin set.
Theorem 5. The following bound holds:
#C∗ϕ(x) ≤ x2/3+o(1).
The same bound holds for the analogously defined quantity #B∗ϕ(x); see
the remarks in Section 8.
We can prove a much stronger bound for the quantity #C∗λ(x), which
counts the number of primitive counterexamples to the analogue of the
Carmichael conjecture for λ.
Theorem 6. A primitive counterexample to the Carmichael conjecture for
λ, if it exists, is unique. In other words,
#C∗λ(x) ≤ 1.
Thus, all members of Cλ (if any) are multiples of the smallest one. Along
the way to the proof we develop some other properties of Cλ and C∗λ. In
particular, the smallest element n of Cλ must necessarily be powerful ; that
is, p2 |n for every prime p dividing n.
Throughout the paper, the implied constants in symbols ‘O’ and ‘’ are
absolute unless specified otherwise (we recall that U  V and U = O(V )
are both equivalent to the inequality |U | ≤ cV with some constant c > 0).
We use c, with or without a subscript, to denote an absolute constant
(and these may change meaning from one section to the next).
The letters p and q, with subscripts or without, always denote prime
numbers, as occasionally do ` and r, where indicated. We denote by (a, b)
and by [a, b], respectively, the greatest common divisor and least common
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multiple of the integers a and b; we use the same notation for more than two
integers.
Finally, for any real number x > 0 and any integer ` ≥ 1, we write log` x
for the function defined inductively by log1 x = max{log x, 1} (where log x
is the natural logarithm of x) and log` x = log1(log`−1 x) for ` > 1. When
` = 1, we omit the subscript in order to simplify the notation; however, we
continue to assume that log x ≥ 1 for any x > 0.
Acknowledgements. Most of this paper was written during a very enjoy-
able visit by the first four authors to Macquarie University; these authors
wish to express their thanks to that institution for the hospitality and sup-
port. Research of W. B. was also supported in part by NSF grant DMS-
0070628, that of J. F. by NSERC grant A5123 and a Killam Research Fel-
lowship, that of F. L. by grants SEP-CONACYT 37259-E and 37260-E, that
of F. P. by grant COFIN2002, and that of I. S. by ARC grant DP0211459.
2 Some Preliminary Results
In Section 3 we give the proofs of Theorems 1 and 2. Because these are
somewhat technical, we provide in this section some weaker bounds which are
nevertheless nontrivial and whose proofs, while quite a bit simpler, provide
a guide to the argument. Moreover, due to the simplicity of the arguments
one can impose various arithmetic conditions on the integers under consid-
erations. For example, although we have not done this here, one can obtain
similar results for short intervals or arithmetic progressions (or both).
Theorem 7. We have the bounds






Consider the set P2(x) of integers n = q0q1 ≤ x such that q0 ≡ q1 ≡ 3
(mod 4) and (q0 − 1, q1 − 1) = 2. Then
λ(n) =
(q0 − 1)(q1 − 1)
2
≡ 2 (mod 4)
for every n ∈ P2(x). Let n be one such integer, then obviously
λ(16n) = [4, λ(n)] = 2λ(n) = (q0 − 1)(q1 − 1) = ϕ(n).
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On the other hand, suppose that we have λ(n) ∈ F for n ∈ P2(x). If m is
any integer for which λ(n) = ϕ(m), then m must be a prime power or twice
a prime power, and since ϕ(m) ≤ x it follows that m ≤ 3x. Hence, there are
at most O(x/ log x) distinct numbers of the form λ(n), with n ∈ P2(x), lying
in F .
Hence, to establish Theorem 7 it suffices to show that the value set
L2(x) = {λ(n) : n ∈ P2(x)} ⊂ L(x)





We start by providing a lower bound for #P2(x). In fact, we give such a
bound for a slightly more general subset.
Lemma 8. Let Q ≤ x1/4 and denote by NQ(x) the number of integers n =












and let π(z; k, a) denote the number of primes p ≤ z with p ≡ a (mod k).


















































and ad is the residue class modulo 4d determined by the classes 3 (mod 4)
and 1 (mod d).
For the sum of remainders Rq over primes q ≤ Q, we apply the Bombieri–
Vinogradov Theorem (see, for example, Section 28 of [9]), which is valid for















(log x)−A  x(log x)1−A,
where the implied constants depend on A.



































where A > 1 is again arbitrary, the implied constant depends only on A, and













= 0.3739558136 · · · .







which completes the proof of the lemma.
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In our next lemma we give an upper bound for the number of coincidences
of the Carmichael function in the values taken on by the integers we counted
in the previous lemma.
Lemma 9. Let Q ≤ x1/4 and let SQ(x) denote the number of quadruples
(p0, p1, q0, q1) of primes satisfying the restrictions
q1 < p1 ≤ Q, p0p1 ≤ x, q0q1 ≤ x,
and the equation






Proof. We first estimate the contribution Sp1,q1 to SQ(x) arising from a fixed
pair p1, q1. We see that Sp1,q1 is the number of positive integers
m ≤ x/[p1 − 1, q1 − 1]
and such that the integers
p1 − 1
(p1 − 1, q1 − 1)
·m + 1 and q1 − 1
(p1 − 1, q1 − 1)
·m + 1





(p1 − 1, q1 − 1)






(p1 − 1, q1 − 1)
ϕ(p1 − 1)ϕ(q1 − 1)
.
Summing over q1 < p1 ≤ Q, and enlarging the sum to include all positive
integers up to Q, we obtain∑
q1<p1≤Q
(p1 − 1, q1 − 1)


























This completes the proof of the lemma.
We now see that for any Q ≤ x1/4 we have for some positive absolute
constants c1, c2:











, we obtain (3),
which completes the proof of Theorem 7.
3 Proofs of Theorems 1 and 2
We intend to prove these results by extending the arguments of Section 2.
By analogy then we consider the set PL+1(x) of integers n = p0 · · · pL ≤ x





· · · (pL − 1)
2
≡ 2 (mod 4)
for every n ∈ PL+1(x). Let n be one such integer, then obviously
λ(2L+3n) = [2L+1, λ(n)] = 2L+1λ(n) = (p0 − 1) · · · (pL − 1) = ϕ(n).
Note that 2L is small compared to (log2 x)
L.
On the other hand, suppose that we have λ(n) ∈ F for n ∈ PL+1(x). If m
is any integer for which λ(n) = ϕ(m), then m must be a prime power or twice
a prime power, and since ϕ(m) ≤ x it follows that m ≤ 3x. Hence, there are
at most O(x/ log x) distinct numbers of the form λ(n), with n ∈ PL+1(x),
lying in F .
Hence, to establish Theorems 1 and 2, it suffices to show that the value
set
LL+1(x) = {λ(n) : n ∈ PL+1(x)} ⊂ L(x)






This is rather more complicated than before and some new ideas are
required. The set PL+1(x) is quite large and the number of integers giving
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rise to the same value of λ is difficult to estimate. As a result it turns out
to be easier to give the required lower bound for a subset of LL+1(x) which
arises in turn from a subset of PL+1(x) formed by choosing the L + 1 prime
factors from well-spaced intervals. This idea was used to advantage in the
paper of Maier and Pomerance [22] and we shall make heavy use of some of
their results. We begin by summarizing those parts of their work which are
relevant to our argument.
The main result in [22] is the estimate
#F(x) = x
log x
exp(C(1 + o(1))(log3 x)
2), (5)
for F(x) = {ϕ(n) ≤ x} where the value of the constant C is 0.81781465 · · · .
Such an estimate consists of both an upper and a lower bound and here we
shall prove our lower bounds with the same constant C.
The constant C arises as follows. Let c0 = 0.5429859 · · · be the unique





n, an = (n + 1) log(n + 1)− n log n− 1.
With these notations we have C = 1/(2 log c0).
We also require the notion of (δ, S)-normal primes where δ > 0 and S > 1
(see page 244 and first half of page 245 in [22]). Namely, writing Ω(n, t1, t2)
for the total number of prime factors of n in [t1, t2], we say the prime p
is (δ, S)-normal if Ω(p − 1, 1, S) < 2 log2(10S) and, for every t1 < t2 with
S < t1 < t2 < p we have
|Ω(p− 1, t1, t2)− (log2 t2 − log2 t1)| < δ log2 t2. (6)
Proposition 2.2 in [22] shows that for any δ > 0 there exists ε > 0 such that
the set Q(z, δ, S) of primes p ≤ z which are not (δ, S)-normal satisfies the
bound
#Q(z, δ, S)  z
(log S)εlog z
, (7)
where the implied constant depends on δ but not on S.
Let 1/2 < α < c0 and 0 < δ < 1 be arbitrary fixed real numbers. In
particular, throughout this section the implied constants may depend on α
and δ.
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For k = 0, 1, . . . , L, put wk = exp((log x)
(1−δ)αk), zk = exp((log x)
αk) and
Ik = [wk, zk].
Let Qk be the set of (δ, log x)-normal primes in Ik. Thus, we consider
only those primes p < x for which
Ω(p− 1, 1, log x) < 2 log2(10 log x)
and (6) holds for all log x < t1 < t2 < x.
Consider the set
A = {n : x/2 ≤ n ≤ x, n = p0p1 · · · pL, where each pi ∈ Qi}.












(ii) Write B = {(n1, n2) ∈ A × A : ϕ(n1) = ϕ(n2), n1 6= n2}. Then
#B = o(x/ log x).
Maier and Pomerance [22] used these bounds together with the inequality
#F ≥ #A−#B to obtain the lower bound in (5).
We now construct a set Ã, which is a subset of both A and of PL+1(x)











Let us consider the set
B̃ = {(n1, n2) ∈ Ã × Ã : λ(n1) = λ(n2), n1 6= n2}.
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Note that if n ∈ Ã, then λ(n) = ϕ(n)/2L. Thus, if n1 6= n2 are in Ã
and have λ(n1) = λ(n2), then ϕ(n1) = ϕ(n2), which shows that B̃ ⊆ B. In
particular,
#B̃ ≤ #B = o(x/ log x).
Together with (9), this shows that the number of distinct values of λ(n)
for n in Ã, which exceeds #Ã −#B̃, is at least as large as required by the
statements of Theorems 1 and 2.
Finally, since Ã ⊆ PL+1(x), we see that (4) holds for L given by (8). Thus,
to complete the proof of both Theorems 1 and 2 it is enough to construct
Ã ⊆ A ∩ PL+1(x) which satisfies (9).
To construct Ã, we take u = (log2 x)3, and we replace Qk by
Q̃k =
{







= 1, µ2(p− 1) = 1
}
.
In particular, all primes in Q̃k are (δ, log x)-normal. Put
A = {n : x/2 ≤ n ≤ x, n = p0p1 · · · pL, pk ∈ Q̃k},
and let
Ã = {n ∈ A : q2 - ϕ(n) for all odd primes q}.
It is easy to see that every integer in Ã is also in PL+1(x).
It remains only to prove (9) which is established with the aid of a sieve
method. Since we only remove very small primes the sieve of Eratosthenes-
Legendre is sufficient (when combined with the Bombieri-Vinogradov theo-
rem). The following statement is almost identical to one in [3] and is proved
in the same way (alternatively, see [19]). As before, we let π(y; k, a) denote
the number of primes p ≤ y with p ≡ a (mod k).
Lemma 10. Let R(t1, t2, y) be the set of primes p ∈ [t1, t2] with p ≡ 3
(mod 4) and such that if an odd prime q divides p − 1, then q ≥ y and
q2 - (p− 1). Then, uniformly for y ≤ 1
3
log t1 and y →∞, the estimate
#R(t1, t2, y) = f(y)(π(t2; 4, 3)− π(t1; 4, 3)) + O
(
t2












Using the above Lemma 10, partial summation, and the fact that the
estimate
f(y) = 2c1(1 + o(1))
1
log y
holds as y tends to infinity, with a positive constant c1, we get the following:
Lemma 11. For every fixed δ with 1 > δ > 0, there exists t0(δ) such that
uniformly for t2 > t1 > t0(δ), (1 − δ) log2 t2 ≥ log2 t1 ≥ (1 − δ)2 log2 t2,
y < 1
3
log t1 and y tending to infinity, we have
c1
2 log y







(log2 t2 − log2 t1) .
This follows, for example, from arguments almost identical to those on
the second half of page 7 in [3].
We now take y = u = (log2 x)
3, t1 = wk and t2 = zk for a given k ≤ L, and
we check that the conditions of Lemma 11 are fulfilled if x is large enough.
Indeed, since y = u = (log2 x)
3, and since t1 ≥ exp(exp((log2 x)δ)) for each
k ≤ L, the condition y < 1
3
log t1 follows from the inequality
3(log3 x) < (log2 x)
δ − log 3,
which holds comfortably for sufficiently large x.
Lemma 11 now shows that







≤ 2c2 (log2 zk − log2 wk)
log3 x
, (10)
for k = 0, . . . , L, where c2 = c1/3. Using next the upper bound (7), we
see that, if we write Sk for the set of those primes p ∈ Ik which are not







(log2 zk − log2 wk) (11)
uniformly in k = 0, 1, . . . , L.
Putting (10) and (11) together, we easily find that the estimate







≤ 3c2 (log2 zk − log2 wk)
log3 x
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holds for k = 0, 1, . . . , L, and, noting that
log2 zk − log2 wk = δαk log2 x,


















for k = 0, 1, . . . , L.
We are now ready to compute the cardinality of Ã. For this, we first
compute the cardinality of A, and we then throw away from A those n such
that q2 |ϕ(n) for some odd q.
To compute A, we use the argument from the proof of Lemma 3.1 on
page 266 of [22]. Let M be the set of all m of the form m = p1 · · · pL with





for every m ∈M.
Now, let n = p0 · · · pL with pk ∈ Q̃k, k = 0, . . . , L. Thus, n = p0m, where
m = p1 · · · pL ∈ M. Because x/2 ≤ n ≤ x, we have x/(2m) ≤ p0 ≤ x/m.
Since p0 ∈ Q̃0, by Lemma 10 (it is easy to check that the conditions there
are fulfilled in our situation), we immediately get that for a fixed m ∈ M,





log x log3 x


















































2 + O(log3 x log4 x)
)
.
The above is almost what we want, but we now need to eliminate from
A those n such that ϕ(n) is divisible by the square of some odd prime. Such
a prime is necessarily larger than u. Moreover, if n = p0 · · · pL is such a
number, then there exists q > u (because the pk − 1 are free of odd primes
less than u for all k = 0, . . . , L), and i 6= j (because the pk− 1 are squarefree
k = 0, . . . , L), such that q | pi − 1 and q | pj − 1. To estimate the number of
such n, we fix i and j. Assume first that neither i nor j is zero. Then pi
and pj are chosen in Ii and Ij, respectively, and they are in the arithmetical
progression 1 modulo q. The set Ni,j of such numbers satisfies
#Ni,j 
x






where the sum is over the set Mi,j of all possible m in the representation





















































































































A similar argument applies to the contribution coming from those cases
where one of i and j is zero. As a result we only sketch this. In the event
that the prime q > u divides both p0 − 1 and pj − 1 for some j ≥ 1 then the
latter condition implies the inequality q < z1 and this in turn implies that
y = u < 1
3
log(w0/q). This allows one to deduce (by the same proofs) the
validity of Lemmas 10 and 11 applied to those primes in the interval [w0, z0]
which satisfy the congruence one modulo q in addition to three modulo four.
The results are uniform for q in this range and, in the case of Lemma 11,
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the upper and lower bounds are to be multiplied by the factor 1/(q − 1).
Proceeding now as before, we obtain in place of (14) the estimate
#N0,j 
x






and then later we find that
#N0,j  #A∆0j

















The rest of the proof follows as in the other case and, perhaps not surprisingly,
the bound is now slightly better.
This shows that #Ã = #A+ o(#A), which completes the proof that the
lower bound (i) holds also for #Ã. Letting δ tend to zero and α tend to c0,
we obtain the specific constant C claimed earlier. This completes the proof
of Theorems 1 and 2.
Corollary 12. The following estimate holds as x →∞:
# (L(x) ∩ F(x)) = #F(x)1+o(1).
Proof. This is an immediate consequence of Theorem 1 and the estimate (5)
of Maier and Pomerance [22].
4 Proof of Theorem 3
We begin by fixing a prime q > 5 such that 2q + 1 is a prime but 2q2 + 1
and 4q2 + 1 are composite. There are many such primes but we require only
one. For example, we can choose q = 11. Throughout the proof, we allow
the implied constants to depend on q.
Now let x be sufficiently large and consider the set P0 of primes in the
interval [x/4q, x/2q] such that p ≡ 1 (mod 2q), Ω((p−1)/2q) ≤ 2 and, in the
18
case Ω((p− 1)/2q) = 2, then both prime factors exceed x1/10. Here, we write
Ω(n) for the number of prime factors, multiplicity included, of the positive
integer n. By the result of Chen (in [19], for example, see Theorem 11.1 and
the equation (2.2) on page 322 where the restriction on the size of the factors





Actually the proof in [19, Theorem 11.1] is given for the Goldbach sequence
N−p, where N is a large but fixed even integer, rather than for (p−1)/2q but,
as is well-known, the argument for the latter is essentially identical provided
q is fixed (as is the case here).
We next remove some primes from P0 as follows:
• We remove the set P1 of primes p ∈ P0 for which (p − 1)/2q = ` is
prime, and either 2q2` + 1 or 4q2` + 1 is also prime.
• We also discard the set P2 of primes p ∈ P0 for which (p−1)/2q = `1`2
with `1, `2 primes and x
1/10 < `1 < `2, and such that at least one of the
following six numbers is prime:
2q2`1`2 + 1, 2q
2`1 + 1, 2q
2`2 + 1,
4q2`1`2 + 1, 4q
2`1 + 1, 4q
2`2 + 1.
If p ∈ P1 with (p− 1)/2q = `, then either `, 2q`+1, 2q2`+1 are all prime






To bound the number of primes in P2, we first fix `2 ≤ x9/10 and ignoring,
as we may, the condition `1 < `2, we consider the set P2(`2) of corresponding
primes `1 such that x
1/10 < `1 ≤ x/`2. Again by the upper bound sieve of








Summing this over all the allowable primes `2, we find that we are dis-














Thus, we are left with a set P of primes p which satisfies




For each p ∈ P , we consider the integer n = (2q + 1)p. We then have






where (p − 1)/2q > q. The values of ϕ(n) are distinct as p varies, and each
of them satisfies ϕ(n) ≤ x. Thus, to complete the proof of Theorem 3, it
suffices to show that ϕ(n) 6∈ L for each p ∈ P .







Since q2 | λ(m), we must have q2 | λ(re) for some prime r with re ‖m. This
could only happen in only two ways, both of which can be ruled out in our
situation:
• If q | m, then q − 1 | λ(m). But (15) implies that






which cannot happen for large x since the prime factors of (p − 1)/2q
exceed x1/10 and 5 < q < x1/10.
• If q - m, then q2 | λ(re) implies that q2 | r− 1 (since r | m), from which
it follows that 2q2 | r − 1 and






Thus r − 1 must have one of the following forms:
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◦ 2q2, 4q2 (each of which has been ruled out by the choice of q);
◦ 2q2` + 1, 4q2` + 1 (which are impossible since p 6∈ P1);
◦ 2q2`1`2 +1, 2q2`1 +1, 2q2`2 +1, 4q2`1`2 +1, 4q2`1 +1, 4q2`2 +1 (all
of which are impossible since p 6∈ P2).
This concludes the proof of Theorem 3.
5 Proof of Theorem 4
We begin with a result that is implicit in [12]; see also the variant given
explicitly as Lemma 2 of [21].
Lemma 13. For some absolute constant c1 > 0, λ(n) is divisible by all prime
powers `k ≤ y for a set N of positive integers n ≤ x of cardinality
#N = x + O
(
xy exp(−c1y−1 log2 x)
)
.
Proof. Following the argument in the proof of Theorem 4.1 of [12] (see also
Theorem 3.4 of [12]), we see that if `k ≤ log2 x, the inequality
max
q |n
ord`(q − 1) ≤ k
holds for at most O
(
x exp(−c1`−k log2 x)
)
positive integers n ≤ x, where
c1 > 0 is an absolute constant.
We are now ready to prove Theorem 4. We assume that β is a real
number in the interval (0, 1) such that for some constant c2 > 0 and every
sufficiently large z > 0, there are at least z/(log z)c2 primes p in the interval
J = [z/(log z)c2 , z] such that all prime divisors of p − 1 are of size at most
w = zβ.
For some sufficiently large y > 0 we choose z = (y/(log y)c2+1)
1/β
and let
N be the set of Lemma 13.
For each prime ` ≤ w, the number of primes p ∈ J for which `k | p − 1
for some power `k > y is at most O(z/y). Thus the number of primes p ∈ J
divisible by a power `k > y of some prime ` ≤ w is at most
O(zw/y) = o(z/(log z)c2)
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because of the above choice of z. Therefore, there exists a set P with at
least s = #P ≥ z/2(log z)c2 primes p in the interval J , such that each prime





where the product is taken over all the primes ` ≤ w.
It is clear that if n ∈ N and m is squarefree, coprime to n, and such that
all its prime factors are in P , then λ(n) = λ(nm); in particular, n 6∈ Cλ(x).
To prove Part (i) of Theorem 4 we choose
y = c3 log2 x/ log3 x
for an appropriate constant c3 > 0. Note that
#N = x + O(x/ log2 x)
by Lemma 13.
The set E of n ∈ N such that n is divisible by p for at least r = blog zc















if we choose c3 = c1/2. Extending the summation in the last sum over all









= log2 z − log2(z/(log z)c2) + O(1/ log z) = o(1).





= xz−(1+o(1)) log2 z  x
log2 x
.
Therefore, for all positive integers n ∈ N\E we have










Clearly #(N\E) = x+O(x/ log2 x) for the above choice of parameters. By a
result of Baker and Harman [1], one can take β = 0.2961. Since 1/β > 10/3,
this finishes the proof of Part (i) of Theorem 4.
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To prove Part (ii) of Theorem 4 we choose
y = (log2 x)
β/(1+β)
so that





























Again, using the result of Baker and Harman [1] one can take β = 0.2961.
Since 1/(1 + β) > 0.77, this finishes the proof of Part (ii) of Theorem 4.
6 Proof of Theorem 5





The following result, which is based on the Rankin method, is contained in
Theorem 13 in Section II.1.5 of [27]:
Lemma 14. Uniformly for x ≥ y ≥ 2, we have





We also need the following result, which is a variant of Lemma 2.9 in [15]:
Lemma 15. The number of n ∈ Cϕ with n ≤ x for which either d2 |ϕ(n) or
d2 |n for some d > y is at most O (x/y).
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Proof. For each d there are obviously O(x/d2) values of n with d2 |n, and
also O(x/d2) values of ϕ(n) with d2 |ϕ(n). Because n ∈ Cϕ, the total number
of possible values of n for each d is O(x/d2). Summing up over all d > y
finishes the proof.
We are now prepared to prove Theorem 5. Let n ≤ x be a primitive
counterexample to the Carmichael conjecture, that is, n ∈ C∗ϕ(x). Let ϕ(n) =
m. If p is any prime dividing n with pα ‖n, then
m = ϕ(n) = ϕ(pα) ϕ(n/pα) = pα−1(p− 1) ϕ(n/pα).
Since n/pα is a proper divisor of n, and n is primitive, n/pα 6∈ Cϕ; hence,
ϕ(n/pα) = ϕ(s) for some integer s 6= n/pα, and
m = pα−1(p− 1) ϕ(s). (16)
We claim that p | s. Indeed, if this were not true, then from (16) it would
follow that
ϕ(n) = m = ϕ(pαs);
however, since pαs 6= n, this contradicts our assumption that n ∈ Cϕ. Having
shown that p | s, from (16) we now see that (p − 1)2 |m, and this holds for
every prime p dividing n.
Now let q be an arbitrary prime divisor of m. We have




If q | pα−1 for some p and α, then p = q, α ≥ 2, and therefore q2 |n. On the
other hand, if q - pα−1 whenever pα ‖n, it follows that q | (p − 1) for some
p |n, and by the above analysis we find that q2 | (p− 1)2 |m. Thus, we have
shown that
q |m =⇒ q2 |m or q2 |n. (17)
We now write
#C∗ϕ(x) = #{n ∈ C∗ϕ(x) : k(ϕ(n)) ≤ z}+ #{n ∈ C∗ϕ(x) : k(ϕ(n)) > z},
where z is a real parameter in the interval [2, x], to be specified in a moment.
Noting that the map n 7→ ϕ(n) is injective on Cϕ and using Lemma 14, we
bound the first contribution by
#{n ∈ C∗ϕ(x) : k(ϕ(n)) ≤ z} ≤ #{m ≤ x : k(m) ≤ z}















Using (17), it follows that
d1d2 ≥
∏
q2 |m or q2 |n
q ≥ k(m) > z;
hence, either d1 >
√
z or d2 >
√
z. Since d21 |m and d22 |n, Lemma 15 implies
that













Choosing z = x2/3 (in order to balance these terms), we complete the proof
of Theorem 5.
7 Proof of Theorem 6
We recall that Cλ is the set of counterexamples to the Carmichael conjecture
for λ, and C∗λ is the set of primitive counterexamples, as follows:
Cλ = {n : λ(m) 6= λ(n) for all m 6= n},
C∗λ = {n ∈ Cλ : d 6∈ Cλ for all d |n, d < n}.
For a positive integer n and a prime p, we denote by ordp(n) the largest
integer α ≥ 0 such that pα |n. We also denote by ϑp(n) the largest integer
β ≥ 0 for which λ(pβ) |λ(n).
Lemma 16. If n ∈ Cλ, then ϑp(n) = ordp(n) for every prime p.
Proof. Suppose that n ∈ Cλ, and let p be an arbitrary prime number. Put
α = ordp(n) and β = ϑp(n). Since p
α |n, it follows that λ(pα) |λ(n); thus,

















which is impossible since n ∈ Cλ but n 6= npβ−α. Therefore, β = α.
Corollary 17. If n ∈ Cλ, then p |n if and only if (p− 1) |λ(n).
Proof. By Lemma 16, for any n ∈ Cλ, we have ordp(n) ≥ 1 if and only if
ϑp(n) ≥ 1, and the result follows.




ord2(n)− 2 if p = 2,
ordp(n)− 1 if p 6= 2.
Proof. Let n ∈ Cλ be fixed. Since λ(1) = λ(2) and λ(4) = λ(8), it is easy
to see that 24 |n. Put α = ord2(λ(n)) ≥ 2; since 2α = λ(2α+2), it follows
that α + 2 = ϑ2(n). By Lemma 16, ϑ2(n) = ord2(n); thus, ord2(λ(n)) =
ord2(n)− 2.
Now let p be an odd prime dividing n. By Corollary 17, (p−1) |λ(n). Put
β = ordp(λ(n)) ≥ 0; since pβ(p− 1) = λ(pβ+1), it follows that β + 1 = ϑp(n).
By Lemma 16, ϑp(n) = ordp(n); therefore, ordp(λ(n)) = ordp(n)− 1.
Recall that an integer n ≥ 2 is said to be powerful if p2 |n for every prime
p dividing n.
Lemma 19. If n ∈ C∗λ, then n is powerful.
Proof. Let n ∈ C∗λ be fixed. Since 24 |n by Lemma 18, it suffices to show that
p2 |n for every odd prime p dividing n.
Since n is primitive, λ(n/p) = λ(ñ) for some ñ 6= n/p. Assuming that
ordp(n) = 1, it follows that
λ(n) = [λ(p), λ(n/p)] = [(p− 1), λ(ñ)] .
If p - ñ, this implies that λ(n) = λ(ñp), which is impossible since n ∈ Cλ but
ñp 6= n. On the other hand, if p | ñ, then (p − 1) |λ(ñ), and we deduce that
λ(n) = λ(ñ) = λ(n/p), which is again impossible. Thus, ordp(n) ≥ 2.
Corollary 20. If n ∈ C∗λ, then p2 |n if and only if (p− 1) |λ(n).
26
Proof. If (p−1) |λ(n), then p |n by Corollary 17; hence, p2 |n by Lemma 19.
The converse is obvious.
For a positive integer n and a prime p, let us denote by Θp(n) the largest
integer α ≥ 0 such that pα |λ(k(n)); in other words,
Θp(n) = ordp (λ(k(n))) = max
q |n
ordq(p− 1),
where q varies over the primes dividing n and where, as in Section 6, k(n)






Lemma 21. If n ∈ Cλ, then Θ2(n) ≥ 1.
Proof. If n ∈ Cλ, n must have an odd prime factor p, for otherwise n = 2α
with α ≥ 4 (Lemma 18), and λ(n) = λ(2α) = λ(3 · 2α) = λ(3n). Since
2 | (p− 1), it follows that Θ2(n) ≥ 1.
Lemma 22. If n ∈ C∗λ, then for every prime p dividing n, we have:
ordp(n) =
{
Θ2(n) + 3 if p = 2,
Θp(n) + 2 if p 6= 2.
Proof. Let n ∈ C∗λ be fixed. If α = ord2(n), then α ≥ 4 and ord2(λ(n)) = α−2
by Lemma 18. If β = Θ2(n), we also have 2
β |λ(k(n)) |λ(n); thus, α ≥ β +2.




pγ−1(p− 1) : pγ ‖n/2α
])
= ord2 ([(p− 1) : p |n])
= ord2 (λ(k(n))) = Θ2(n) = β = α− 2,
it follows that λ(n) = λ(n/2α), which is impossible since n ∈ Cλ. Thus,
α 6= β + 2, and it follows that α ≥ β + 3.
To complete the proof in this case, we now show that if α ≥ β + 4, then
n/2 ∈ Cλ, contradicting the fact that n is primitive.
Indeed, suppose that α ≥ β +4 and that λ(n/2) = λ(ñ) for some positive
integer ñ. For any prime p dividing ñ, we have (p− 1) |λ(ñ) = λ(n/2) |λ(n);
thus, p2 |n by Corollary 20; this shows that the prime factors of ñ are among
those of n. Put γ = ord2(ñ). As before, we have ord2(λ(n/2









= 2λ(n/2) = 2λ(ñ)
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since α− 3 > β. As ord2(λ(n)) = α− 2, it follows that
2α−3 ‖λ(ñ) =
[
λ(pδ) : pδ ‖ ñ
]
.
It cannot be the case that 2α−3 |λ(pδ) for an odd prime power pδ > 1 dividing
ñ, for this would imply that 2α−3 | (p−1), and since p |n, it would then follow
that β = Θ2(n) ≥ α−3. Therefore, 2α−3 ‖λ(2γ), which implies that γ = α−1
(note that α ≥ 5 since β ≥ 1 by Lemma 21). Since the prime factors of ñ
are among those of n, Θ2(ñ) ≤ Θ2(n); therefore,
Θ2(ñ/2
γ) = Θ2(ñ) ≤ Θ2(n) = β < α− 3 = γ − 2,
which implies that ord2(ñ/2
γ) ≤ γ − 2. Consequently,









Since n ∈ Cλ, we deduce that ñ = n/2, and therefore n/2 ∈ Cλ. This
completes the proof in this case.
Next, let q be an odd prime dividing n. Put α = ordq(n) and β = Θq(n).
Then α ≥ 2 by Lemma 19, and ordq(λ(n)) = α − 1 by Lemma 18. We also
have qβ |λ(k(n)) |λ(n); therefore, α ≥ β + 1.
Suppose that α = β + 1. Since λ(n) = [qα−1(q − 1), λ(n/qα)], and
ordq(λ(n/q
α)) = ordq ([λ(p
γ) : pγ ‖n/qα])
= ordq ([(p− 1) : p |n])
= ordq (λ(k(n))) = Θq(n) = β = α− 1,
it follows that λ(n) = λ(n/qα−1), which is impossible since n ∈ Cλ. Thus,
α 6= β + 1, and it follows that α ≥ β + 2.
As before, to complete the proof it suffices to show that α ≥ β +3 implies
n/q ∈ Cλ. Thus, suppose that α ≥ β + 3 and that λ(n/q) = λ(ñ) for some
positive integer ñ. Again, it is easy to see that the prime factors of ñ are
among those of n. Put γ = ordq(ñ). Since ordq(λ(n/q
α)) = β, we have
λ(n) =
[




qα−2(q − 1), λ(n/qα)
]
= qλ(n/q) = qλ(ñ)
since α− 2 > β. As ordq(λ(n)) = α− 1, it follows that
qα−2 ‖λ(ñ) =
[




Arguing as before, it cannot be the case that qα−2 |λ(pδ) for a prime power
pδ > 1 dividing ñ; therefore, qα−2 ‖λ(qγ), which implies that γ = α−1. Since
the prime factors of ñ are among those of n, Θq(ñ) ≤ Θq(n); therefore,
Θq(ñ/q
γ) = Θq(ñ) ≤ Θq(n) = β < α− 2 = γ − 1,
which implies that ordq(ñ/q
γ) ≤ γ − 1. Consequently,
λ(n) = qλ(ñ) = q
[
qγ−1(q − 1), λ(ñ/qγ)
]
= [qγ(q − 1), λ(ñ/qγ)] = λ(qñ).
Since n ∈ Cλ, we deduce that ñ = n/q, and therefore n/q ∈ Cλ, which
completes the proof.
Corollary 23. If n ∈ C∗λ, and p = P (n) is the largest prime factor of n, then
ordp(n) = 2.
Proof. Indeed, p cannot divide λ(k(n)). Hence Θp(n) = 0, and the result
follows from Lemma 22.
Lemma 24. Let n ≥ 2 be an integer that satisfies the properties:
• λ(n/p) = λ(n)/p for every prime p dividing n;
• for any prime power qα > 1, λ(qα) |λ(n) implies qα |n.
Then n ∈ Cλ.
Proof. Let n be fixed, and suppose that λ(ñ) = λ(n). For any prime power
qα > 1 dividing ñ, we have λ(qα) |λ(ñ) = λ(n); therefore, qα |n. This shows
that ñ |n. If ñ 6= n, write n = ñdp, where p is a prime dividing n/ñ and
d = n/(ñp). Then
λ(n) = λ(ñ) |λ(ñd) = λ(n/p) = λ(n)/p,
which is impossible. Thus, ñ = n.
We are now ready to prove Theorem 6. Let n1 and n2 be two (not
necessarily distinct) elements of C∗λ, and put n = (n1, n2). Note that 24 |n by
Lemma 18; in particular, n ≥ 16.
For any prime p dividing n, we have by Lemma 22:
ordp(n) = min{ordp(n1), ordp(n2)}
=
{
min{Θ2(n1), Θ2(n2)}+ 3 if p = 2,
min{Θp(n1), Θp(n2)}+ 2 if p 6= 2.
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Since n is a divisor of n1 and n2, we have for every prime p dividing n:




Θ2(n) + 3 if p = 2,




























This shows that n satisfies the first property stated in Lemma 24.
For any prime power qα > 1 such that λ(qα) |λ(n), it is clear that
λ(qα) |λ(n1) and λ(qα) |λ(n2). Therefore, using Lemma 16, we have
α ≤ min{ϑq(n1), ϑq(n2)} = min{ordq(n1), ordq(n2)} = ordq(n).
This shows that n satisfies the second property stated in Lemma 24.
By Lemma 24, we conclude that n ∈ Cλ. Since n1 and n2 are primitive,
this shows that n1 = n = n2 and completes the proof of the theorem.
8 Numerical Results and Remarks
Our proofs are constructive and yield specific examples of elements in each
of the sets F ∩ L, F\L and L\F . Numerical computations performed with
Pari 2.2.7 provide the following data:
x #F(x) #L(x) # (F(x) ∩ L(x)) #LF(x) #FL(x)
10 6 6 6 0 0
102 38 39 38 1 0
103 291 328 291 37 0
104 2374 2933 2369 564 5
105 20254 27155 20220 6935 34
106 180184 256158 179871 76287 313
107 1634372 2445343 1631666 813677 2706
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Here, we apply the elementary criterion that an even integer m lies in L if




















Thus, m ∈ F(109) if and only if m = ϕ(r) for some r ≤ 6.113m. We remark
that it has been recently shown in [8] that the problem of deciding whether
a given integer m lies in F is NP-complete.
The twenty smallest integers in L\F are the following:
• 1936, 3872, 6348, 7744, 9196, 15004, 15488, 18392, 20812, 21160, 22264,
30008, 35332, 36784, 38416, 41624, 42320, 44528, 51304, 58564.
For instance, taking p = 11 and q = 19 in the proof of Theorem 2, we see that
λ(11 · 19) = λ(209) = 90 does not lie in the set F . On the other hand, not
all elements of L\F are captured by the methods of Theorem 2, the smallest
example being λ(23 · 29) = λ(667) = 308; this suggests that the lower bound
of that theorem is probably not tight. The thirty smallest integers in F\L
are the following:
• 90, 174, 230, 234, 246, 290, 308, 318, 364, 390, 410, 414, 450, 510, 516,
530, 534, 572, 594, 638, 644, 666, 678, 680, 702, 714, 728, 740, 770, 804.
For example, taking q = 11 and p = 89 in our proof of Theorem 3, we see
that ϕ((2 · 11 + 1) · 89) = ϕ(2047) = 1936 cannot lie in the set L.
As mentioned earlier, it can be quite difficult in practice to determine
numerically whether a given integer lies in F\L, in L\F , or in F ∩ L, since
for certain integers m ∈ L, the preimages n ∈ λ−1(m) are all quite large
relative to m. For example, if m = 2138 · 1021 · 5419 · 5483, the only primes
q ≤ 21000 for which (q − 1) |m are the following:
2112 · 1021 + 1, 2170 · 5419 + 1, 2434 · 5419 + 1,
2137 · 5483 + 1, 2257 · 5483 + 1, 2481 · 5419 · 5483 + 1.
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Hence, if λ(n) = m, it follows that
n ≥ 2140
(
2112 · 1021 + 1
) (
2170 · 5419 + 1
) (
2137 · 5483 + 1
)
> m3.436.
In light of this example (and many others), one is naturally led to consider
the function
£(m) = min{n : λ(n) = m}, m ∈ L,
which has not been previously studied in the literature. It would be interest-
ing to know more about the arithmetic properties of £(m); in particular, the
determination of the maximal order of £(m) seems particularly challenging.
It is certainly expected that one can take any β > 0 in the proof of






for any A > 0 and x sufficiently large relative to A, and





We remark that the proof of Theorem 5 can be modified slightly to es-
tablish the perhaps more natural bound
#B∗ϕ(x) ≤ x2/3+o(1),
where B∗ϕ is the set of integers m ∈ Bϕ such that d 6∈ Bϕ for every proper






In particular, almost all counterexamples to the Carmichael conjecture have
many proper divisors which are also counterexamples.
Let n0 an arbitrary element of Cλ, assuming that Cλ 6= ∅. As λ(1) = λ(2)
and λ(4) = λ(8), it follows that 24 |n0. Then 32 |n0, since λ(n0) = λ(3n0) if
3 - n0, and λ(n0/3) = λ(n0) if 3 ‖n0. By similar arguments, one shows that
n0 is a multiple of 2
4325272112132. Putting aside 17 for the moment, we can
argue that 19 |n0 as follows. If 32 ‖n0, then
λ(n0) = [λ(n0/3
2), λ(32)] = λ(n0/3
2)
32
since λ(32) |λ(72); this contradiction shows that 33 |n0 and now it is an easy
matter to conclude that 192 |n0, which then further implies that 34 |n0. To
show that 172 |n0, we first use the fact that 132 |n0 to conclude that 25 |n0,
“bumping up” the power of 2 as we did above for the prime 3. Then 412 |n0
follows, and we can conclude that 26 |n0, and finally 172 |n0. Continuing
in this manner, we verified by computer that n0 is divisible by the square
of every prime number p ≤ 30000. It would be interesting to see more
extensive numerical results in this direction. Certainly, it should be possible
to numerically establish lower bounds of the strength m0 ≥ 1010000000000 for
the elements m0 of Bλ, as has been done for the set Bϕ in the paper of
Ford [15].
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