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ABSTRACT
We study the convergence properties of a general inertial first-order
proximal splitting algorithm for solving nonconvex nonsmooth opti-
mization problems. Using the Kurdyka–Łojaziewicz (KL) inequal-
ity we establish new convergence rates which apply to several in-
ertial algorithms in the literature. Our basic assumption is that the
objective function is semialgebraic, which lends our results broad
applicability in the fields of signal processing and machine learning.
The convergence rates depend on the exponent of the “desingulariz-
ing function” arising in the KL inequality. Depending on this expo-
nent, convergence may be finite, linear, or sublinear and of the form
O(k−p) for p > 1.
Index Terms— Kurdyka–Łojaziewicz Inequality, Inertial forward-
backward splitting, heavy-ball method, convergence rate, first-order
methods.
1. INTRODUCTION
We are interested in solving the following optimization problem
min
x∈Rn
Φ(x) = f(x) + g(x) (1)
where g : Rn → R ∪ {+∞} is lower semicontinuous (l.s.c.) and
f : Rn → R is differentiable with Lipschitz continuous gradient.
We also assume that Φ is semialgebraic [1], meaning there integers
p, q ≥ 0 and polynomial functions Pij , Qij : Rn+1 → R such that
{(x, y) : y ≥ f(x)} = p∪
j=1
q∩
i=1
{z ∈ Rn+1 : Pij(z) = 0, Qij(z) < 0}.
We make no assumption of convexity. Semialgebraic objective func-
tions in the form of (1) are widespread in machine learning, image
processing, compressed sensing, matrix completion, and computer
vision [2, 3, 4, 5, 6, 7, 8]. We will list a few examples below.
In this paper we focus on the application of Prob. (1) to sparse
least-squares and regression. This problem arises when looking
for a sparse solution to a set of underdetermined linear equations.
Such problems occur in compressed sensing, computer vision, ma-
chine learning and many other related fields. Suppose we observe
y = Ax+bwhere b is noise and wish to recover xwhich is known to
be sparse, however the matrix A is “fat” or poorly conditioned. One
approach is to solve (1) with f a loss function modeling the noise b
and g a regularizer modeling prior knowledge of x, in this case spar-
sity. The correct choice for f will depend on the noise model and
may be nonconvex. Examples of appropriate nonconvex semialge-
braic choices for g are the `0 pseudo-norm, and the smoothly clipped
absolute deviation (SCAD) [9]. The prevailing convex choice is the
`1 norm which is also semialgebraic. SCAD has the advantage over
the `1-norm that it leads to nearly unbiased estimates of large coeffi-
cients [9]. Furthermore unlike the `0 norm SCAD leads to a solution
which is continuous in the data matrix A. Nevertheless `1-based
methods continue to be the standard throughout the literature due to
convexity and computational simplicity.
For Problem (1), first-order methods have been found to be com-
putationally inexpensive, simple to implement, and effective solvers
[10]. In this paper we are interested in first order methods of the
inertial type, also known as momentum methods. These methods
generate the next iterate using more than one previous iterate so as
to mimic the inertial dynamics of a model differential equation. In
many instances both in theory and in practice, inertial methods have
been shown to converge faster than noninertial ones [11]. Further-
more for nonconvex problems it has been observed that using inertia
can help the algorithm escape local minima and saddle points that
would capture other first-order algorithms [12, Sec 4.1]. A promi-
nent example of the use of inertia in nonconvex optimization is train-
ing neural networks, which goes under the name of back propagation
with momentum [13]. In convex optimization a prominent example
is the heavy ball method [11].
Over the past decade the KL inequality has come to prominence
in the optimization community as a powerful tool for studying both
convex and nonconvex problems. It is very general, applicable to
almost all problems encountered in real applications, and powerful
because it allows researchers to precisely understand the local con-
vergence properties of first-order methods. The inequality goes back
to [14, 15]. In [16, 17, 18] the KL inequality was used to derive
convergence rates of descent-type first order methods. The KL in-
equality was used to study convex optimization problems in [19, 20].
Nonconvex optimization has traditionally been challenging for
researchers to study since generally they cannot distinguish a local
minimum from a global minimum. Nevertheless, for some applica-
tions such as empirical risk minimization in machine learning, find-
ing a good local minimum is all that is required of the optimization
solver [21, Sec. 3]. In other problems local minima have been shown
to be global minima [22].
Contributions: The main contribution of this paper is to deter-
mine for the first time the local convergence rate of a broad family
of inertial proximal splitting methods for solving Prob. (1). The
family of methods we study includes several algorithms proposed in
the literature for which convergence rates are unknown. The family
was proposed in [23], where it was proved that the iterates converge
to a critical point. However the convergence rate, e.g. how fast the
iterates converge, was not determined. In fact in [23], local linear
convergence was shown under a partial smoothness assumption. In
contrast we do not assume partial smoothness and our results are far
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more general. We use the KL inequality and show finite, linear, or
sublinear convergence, depending on the KL exponent (see Sec. 2).
The main inspiration for our work is [18] which studied convergence
rates of several noninertial schemes using the KL property. How-
ever, the analysis of [18] cannot be applied to inertial methods. Our
approach is to extend the framework of [18] to the inertial setting.
This is done by proving convergence rates of a multistep Lyapunov
potential function which upper bounds the objective function. We
also prove convergence rates of the iterates and extend a result of
[20, Thm. 3.7 ] to show that our multistep Lyapunov potential has
the same KL exponent as the objective function. Finally we include
experiments to illustrate the derived convergence rates.
Notation: Given a closed set C and point x, define d(x,C) ,
min{‖x − c‖ : c ∈ C}. For a sequence {xk}k∈N let ∆k , ‖xk −
xk−1‖. We say that xk → x∗ linearly with convergence factor q ∈
(0, 1) if there exists C > 0 such that ‖xk − x∗‖ ≤ Cqk.
2. MATHEMATICAL BACKGROUND
In this section we give an overview of the relevant mathematical con-
cepts. We use the notion of the limiting subdifferential ∂Φ(x) of a
l.s.c. function Φ. For the definition and properties we refer to [1,
Sec 2.1]. A necessary (but not sufficient) condition for x to be a
minimizer of Φ is 0 ∈ ∂Φ(x). The set of critical points of Φ is
crit(Φ) , {x : 0 ∈ ∂Φ(x)}. A useful notion is the proximal opera-
tor w.r.t. a l.s.c. proper function g, defined as
proxg(x) = arg min
x′∈Rn
g(x′) +
1
2
‖x− x′‖2,
which is always nonempty. Note that, unlike the convex case, this
operator is not necessarily single-valued.
Definition A function f : Rn → R is said to have the Kurdyka-
Lojasiewicz (KL) property at x∗ ∈ dom ∂f if there exists η ∈
(0,+∞], a neighborhood U of x∗, and a continuous and concave
function ϕ : [0, η)→ R+ such that
(i) ϕ(0) = 0,
(ii) ϕ is C1 on (0, η) and for all s ∈ (0, η), ϕ′(s) > 0,
(iii) for all x ∈ U ∩ {x : f(x∗) < f(x) < f(x∗) + η} the KL
inequality holds:
ϕ′(f(x)− f(x∗))d(0, ∂f(x)) ≥ 1. (2)
If f is semialgebraic, then it has the KL property at all points in
dom ∂f , and ϕ(t) = c
θ
tθ for θ ∈ (0, 1].
In the semialgebraic case we will refer to θ as the KL exponent (note
that some other papers use 1 − θ [20]). For the special case where
f is smooth, (2) can be rewritten as ‖∇(ϕ ◦ (f(x) − f(x∗))‖ ≥
1, which shows why ϕ is called a “desingularizing function”. The
slope of ϕ near the origin encodes information about the “flatness”
of the function about a point, thus the KL exponent provides a way
to quantify convergence rates of iterative first-order methods.
For example the 1D function f(x) = |x|p for p ≥ 2 has
desingluarizing function ϕ(t) = t
1
p . The larger p, the flatter f
is around the origin, and the slower gradient-based methods will
converge. In general, functions with smaller exponent θ have slower
convergence near a critical point [18]. Thus, determining the KL
exponent of an objective function holds the key to assessing con-
vergence rates near critical points. Note that for most prominent
optimization problems, determining the KL exponent is an open
problem. Nevertheless many important examples have been deter-
mined recently, such as least-squares and logistic regression with
an `1, `0, or SCAD penalty [20]. A very interesting recent work
showed that for convex functions the KL property is equivalent to
an error bound condition which is often easier to check in practice
[19].
We now precisely state our assumptions on Problem (1), which
will be in effect throughout the rest of the paper.
Assumption 1. The function Φ : Rn → R ∪ {+∞} is semi-
algebraic, bounded from below, and has desingularizing function
ϕ(t) = c
θ
tθ where c > 0 and θ ∈ (0, 1]. The function g : Rn → R
is l.s.c., and f : Rn → R has Lipschitz continuous gradient with
constant L.
3. A FAMILY OF INERTIAL ALGORITHMS
We study the family of inertial algorithms proposed in [23]. In what
follows s ≥ 1 is an integer, and I = {0, 1, . . . , s− 1}.
Algorithm 1 Multi-step Inertial Forward-Backward splitting
(MiFB)
Require: x0 ∈ Rn, 0 < γ ≤ γ < 1/L.
Set x−s = . . . = x−1 = x0, k = 1
repeat
Choose 0 < γ ≤ γk ≤ γ < 1/L, {ak,0, ak,1, . . .} ∈ (−1, 1]s,
{bk,0, bk,1, . . .} ∈ (−1, 1]s.
ya,k = xk +
∑
i∈I ak,i(xk−i − xk−i−1)
yb,k = xk +
∑
i∈I bk,i(xk−i − xk−i−1)
xk+1 ∈ proxγkg (ya,k − γk∇f(yb,k))
k = k + 1
until convergence
Note the algorithm as stated leaves open the choice of the param-
eters {ak,i, bk,i, γk}. For convergence conditions on the parameters
we refer to Section 4 and [24, Thm. 1].
The algorithm is very general and covers several inertial algo-
rithms proposed in the literature as special cases. For instance the
inertial forward-backward method proposed in [12] corresponds to
MiFB with s = 1, and bk,0 = 0. The well-known iPiano al-
gorithm also corresponds to this same parameter choice, however
the original analysis of this algorithm assumed g was convex [25].
The heavy-ball method is an early and prominent inertial first-order
method which also corresponds to this parameter choice when g =
0. The heavy-ball method was originally proposed for strongly con-
vex quadratic problems but was considered in the context of non-
convex problems in [26]. The analysis of [27] applies to MiFB for
the special case when s = 1 and ak,0 = bk,0. However [27] only
derived convergence rates of the iterates and not the function val-
ues, which are our main interest1. Furthermore [27] used a different
proof technique to the one used here. This same parameter choice
has been considered for convex optimization in [24, 28], albeit with-
out the sharp convergence rates derived here. In both the convex and
nonconvex settings, employing inertia has been found to improve
either the convergence rate or the quality of the obtained local mini-
mum in several studies [12, 25, 23, 24].
General convergence rates have not been derived for MiFB un-
der nonconvexity and semialgebraicity assumptions. The conver-
gence rate of iPiano has been examined in a limited situation where
1Note that the objective function is not Lipschitz continuous so rates de-
rived for the iterates do not immediately imply rates for the objective.
the KL exponent θ = 1/2 in [20, Thm 5.2]. Note that the primary
motivation for studying this framework is its generality - allowing
our analysis to cover many special cases from the literature. How-
ever the case s = 1 is the most interesting in practice and corre-
sponds to the most prominent inertial algorithms.
4. CONVERGENCE RATE ANALYSIS
Throughout the analysis, Assumption 1 is in effect. Before providing
our convergence rate analysis, we need a few results from [23].
Theorem 1. Fix s ≥ 1 and recall I = {0, 1, . . . , s− 1}. Fix {γk},
{ak,i} and {bk,i} for k ∈ N and i ∈ I . Fix µ, ν > 0 and define
βk ,
1− γkL− µ− νγk
2γk
, β , lim inf
k∈N
βk,
αk,i ,
sa2k,i
2γkµ
+
sb2k,iL
2
2ν
, αi , lim sup
k∈N
αk,i,
and zk , (x>k , x>k−1, . . . , x>k−s)>. Define the multi-step Lyapunov
function as
Ψ(zk) , Φ(xk) +
∑
i∈I
(
s−1∑
j=i
αj
)
∆2k−i. (3)
and
δ , β −
∑
i∈I
αi > 0. (4)
If the parameters are chosen so that δ > 0 then
(i) for all k, Ψ(zk+1) ≤ Ψ(zk)− δ∆2k+1,
(ii) for all k, there is a σ > 0 such that d(0, ∂Ψ(zk)) ≤
σ
∑k
j=k+1−s ∆j ,
(iii) If {xk} is bounded there exists x∗ ∈ crit(Φ) such that xk →
x∗ and Φ(xk)→ Φ(x∗).
Proof. Statements (i) and (ii) are shown in [23, Lemma A.5] and [23,
Fact (R.2)] respectively. The fact that Φ(xk) → Φ(x∗) is shown in
[23, Lemma A.6]. The fact that xk → x∗ is the main result of [23,
Thm 2.2]. 
The assumption that {xk} is bounded is standard in the analysis of
algorithms for nonconvex optimization and is guaranteed under or-
dinary conditions such as coercivity. Since the set of semialgebraic
functions is closed under addition, Ψ is semialgebraic [29]. We now
give our convergence result.
Theorem 2. Assume the parameters of MiFB are chosen such that
δ > 0 where δ is defined in (4), thus there exists a critical point x∗
such that xk → x∗. Let θ be the KL exponent of Ψ defined in (3).
(a) If θ = 1, then xk converges to x∗ in a finite number of iterations.
(b) If 1
2
≤ θ < 1, then Φ(xk)→ Φ(x∗) linearly.
(c) If 0 < θ < 1/2, then Φ(xk)− Φ(x∗) = O
(
k
1
2θ−1
)
.
Proof. The starting point is the KL inequality applied to the multi-
step Lyapunov function defined in (3). Let z∗ , ((x∗)>, . . . , (x∗)>)>.
Suppose Ψ(zK) = Ψ(z∗) for some K > 0. Then the descent prop-
erty of Thm. 1(i), along with the fact that Ψ(zk) → Ψ(z∗), implies
that ∆K+1 = 0 and therefore Ψ(zk) = Ψ(z∗) holds for all k > K.
Therefore assume Ψ(zk) > Ψ(z∗). Now since zk → z∗ and
Ψ(zk)→ Ψ(z∗), there exists k0 > 0 such that for k > k0 (2) holds
with f = Ψ. Assume k > k0. Squaring both sides of (2) yields
ϕ′2(Ψ(zk)−Ψ(z∗))d(0, ∂Ψ(zk))2 ≥ 1, (5)
Now substituting Thm.1 (ii) into (5) yields
σ2ϕ′2(Ψ(zk)−Ψ(z∗))
 k∑
j=k+1−s
∆j
2 ≥ 1. (6)
Now k∑
j=k+1−s
∆j
2 ≤ s k∑
j=k+1−s
∆2j
≤ s
δ
k∑
j=k+1−s
(Ψ(zj−1)−Ψ(zj))
=
s
δ
(Ψ(zk−s)−Ψ(zk)) ,
where in the first inequality we have used the fact that (
∑s
i=1 ai)
2 ≤
s
∑n
i=1 a
2
i , and in the second inequality we have used Thm. 1(i).
Substituting this into (6) yields
σ2s
δ
ϕ′2(Ψ(zk)−Ψ(z∗)) (Ψ(zk−s)−Ψ(zk)) ≥ 1,
from which convergence rates can be derived by extending the argu-
ments in [18, Thm 4].
Proceeding, let rk , Ψ(zk) − Ψ(z∗), and C1 , δσ2c2s , then
using ϕ′(t) = ctθ−1, we get
rk−s − rk ≥ C1r2(1−θ)k . (7)
If θ = 1, then the recursion becomes rk−s − rk ≥ C1, ∀k > k0.
Since by Theorem 1 (iii), rk converges, this would require C1 = 0,
which is a contradiction. Therefore there exists k1 such that rk = 0
for all k > k1.
Suppose θ ≥ 1/2, then since rk → 0, there exists k2 such that
for all k > k2, rk ≤ 1, and r2(1−θ)k ≥ rk. Therefore for all k > k2,
rk−s − rk ≥ C1rk =⇒ rk ≤ (1 + C1)−1rk−s
≤ (1 + C1)−p1rk2 , (8)
where p1 , b k−k2s c Note that p1 > k−k2−ss . Therefore rk → 0
linearly. Note that if θ = 1
2
, 2(1 − θ) = 1 and (8) holds for all
k ≥ k0.
Finally suppose θ < 1/2. Define φ(t) , D
1−2θ t
2θ−1 where
D > 0, so φ′(t) = −Dt2θ−2. Now
φ(rk)− φ(rk−s) =
∫ rk
rk−s
φ′(t)dt = D
∫ rk−s
rk
t2θ−2dt.
Therefore since rk−s ≥ rk and t2θ−2 is nonincreasing,
φ(rk)− φ(rk−s) ≥ D(rk−s − rk)r2θ−2k−s .
Now we consider two cases.
Case 1: suppose 2r2θ−2k−s ≥ r2θ−2k , then
φ(rk)− φ(rk−s) ≥ D
2
(rk−s − rk)r2θ−2k ≥
C1D
2
. (9)
where in the second inequality we have used (7).
Case 2: suppose that 2r2θ−2k−s < r
2θ−2
k . Now 2θ−2 < 2θ−1 <
0, therefore (2θ − 1)/(2θ − 2) > 0, thus r2θ−1k > qr2θ−1k−s where
q = 2
2θ−1
2θ−2 > 1. Thus
φ(rk)− φ(rk−s) = D
1− 2θ
(
r2θ−1k − r2θ−1k−s
)
>
D
1− 2θ (q − 1)r
2θ−1
k−s
≥ D
1− 2θ (q − 1)r
2θ−1
k0
, C2. (10)
Thus putting together (9) and (10) yields φ(rk) ≥ φ(rk−s) + C3
where C3 = max(C2, C1D2 ). Therefore
φ(rk) ≥ φ(rk)− φ(rk−p2s) ≥ p2C3
where p2 , b k−k0s c. Therefore
rk ≤
(
1− 2θ
D
) 1
2θ−1
(p2C3)
1
2θ−1 ≤ C4
(
k − s− k0
s
) 1
2θ−1
.
whereC4 =
(
C3(1−2θ)
D
) 1
2θ−1 . To end the proof, note that Φ(xk) ≤
Ψ(zk). 
In the case where f and g are also convex, we can use parameter
choices specified in [24, Thm. 1].
5. CONVERGENCE RATES OF THE ITERATES
The convergence rates of ‖xk − x∗‖ can also be quantified. To do
so we need another result from [23].
Lemma 3. Recall the notation rk , Ψ(zk) − Ψ(z∗). Let k ,
σ
δ
(ϕ(rk)− ϕ(rk+1)) where σ is defined in Theorem 1 (ii) and δ in
(4). Fix κ > 0 so that κ < 2/s. Assume the parameters of MiFB
are chosen to so that δ > 0 and {xk} is bounded. Then there exists
a k0 > 0 such that for all k > k0
rk > 0 =⇒ ∆k ≤ κ
2
k−1∑
j=k−s
∆j +
1
2κ
k−1. (11)
Proof. This inequality is proved on page 14 of [23] as part of the
proof of [23, Thm 2.2]. 
We now state our result.
Theorem 4. Assume {xk} is bounded and the parameters of MiFB
are chosen so that δ > 0 where δ is defined in (4). Let θ be the KL
exponent of Ψ defined in (3). Then
(a) If θ = 1, then xk = x∗ after finitely many iterations.
(b) If 1
2
≤ θ < 1, xk → x∗ linearly.
(c) If 0 < θ < 1
2
, ‖xk − x∗‖ = O
(
k
θ
2θ−1
)
.
Proof. Statement (a) follows trivially from the fact that rk = 0 after
finitely many iterations, and therefore ∆k = 0. We proceed to prove
statements (b) and (c). As with Theorem 2 the basic idea is to extend
the techniques of [18] to allow for the inertial nature of the algorithm.
The starting point is (11). Fix K > k0. Then
∑
k≥K
∆k ≤ κ
2
∑
k≥K
k−1∑
j=k−s
∆j +
1
2κ
∑
k≥K
k−1
≤ κs
2
∑
k≥K−s
∆k +
1
2κ
∑
k≥K
k−1
Let C = κs
2
and note that 0 < C < 1. Therefore subtracting
C
∑
k≥K ∆k from both sides yields
∑
k≥K
∆k ≤ 1
1− C
C K−1∑
k=K−s
∆k +
1
2κ
∑
k≥K
k−1
 .
Next note that
K−1∑
k=K−s
∆k ≤
√
s
δ
(Ψ(zK−s−1)−Ψ(zK−1))1/2
≤
√
s
δ
√
rK−s−1
Let C′ , C
√
s
δ
then using
∑
k≥K k−1 =
σ
δ
ϕ(rK−1),∑
k≥K
∆k ≤ 1
1− C
(
C′
√
rK−s−1 +
σ
δ
ϕ(rK−1)
)
≤ 1
1− C
(
C′
√
rK−s−1 +
σ
δ
ϕ(rK−s−1)
)
,
where in the second inequality we used the fact that rk is nonin-
creasing and ϕ is a monotonic increasing function. Thus using the
triangle inequality and the fact that limk ‖xk − x∗‖ = 0,
‖xK − x∗‖ ≤
∑
k≥K
∆k ≤ 1
1− C
(
C′
√
rK−s−1 +
σ
δ
ϕ(rK−s−1)
)
.
Hence if rk → 0 linearly, then so does ‖xk−x∗‖, which proves (b).
On the other hand if 0 < θ < 1/2, for k sufficiently large we see
that ‖xk − x∗‖ = O(ϕ(rk−s−1)), which proves statement (c). 
6. KL EXPONENT OF THE LYAPUNOV FUNCTION
We now extend the result of [20, Thm 3.7] so that it covers the Lya-
punov function defined in (3).
Theorem 5. Let s ≥ 1 and consider
Ψ(s)(x1, x2, . . . , xs) , Φ(x1) +
s−1∑
i=1
ci‖xi+1 − xi‖2. (12)
If Φ has KL exponent θ ∈ (0, 1/2] at x¯ then Ψ(s) has KL expo-
nent θ at [x¯, x¯, . . . , x¯]>.
Proof. Before commencing, note that if Φ has desingularizing func-
tion ϕ(t) = c
θ
tθ , the KL inequality (2) can be written in the equiva-
lent “error bound” form:
d(0, ∂Φ(x))1/α ≥ c′(Φ(x)− Φ(x∗))
where c′ , c−1 > 0, and α , 1 − θ. We now show that this error
bound holds for the Lyapunov function in (12).
The key is to notice the recursive nature of the Lyapunov func-
tion. In particular for all s ≥ 2
Ψ(s)(x1s) = Ψ
(s−1)(xs−11 )
+ cs−1‖xs−1 − xs‖2,
with Ψ(1)(x11) , Φ(x1), and xs1 , [x>1 , . . . , x>s ]>. Since Φ has KL
exponent θ at x¯, Ψ(1) has KL exponent θ at x¯. We will prove the
following inductive step for s ≥ 2: If Ψ(s−1) has KL exponent α
(with constant c′) at x¯s−11 , then Ψ
(s) has KL exponent α at x¯s1 where
x¯s1 , [x¯, x¯, . . . , x¯]> where x¯ is repeated s times.
Proceeding, for s ≥ 2 assume x1, x2, . . . , xs are such that ‖xs−
xs−1‖ ≤ 1 and the KL inequality (2) applies to Ψ(s−1) at x¯s1. Then
∂Ψ(s)(x¯1s) 3
 ξs−21ξs−1
0
+
 0cs−1(xs−1 − xs)
cs−1(xs − xs−1)

where (ξs−21 , ξs−1) ∈ ∂Ψ(s−1)(xs−21 , xs−1). Therefore
d(0, ∂Ψ(s)(xs1))
1/α
(a)
≥ C1
(
inf
(ξs−21 ,ξs−1)∈∂Ψ(s−1)(x
s−2
1 ,xs−1)
‖ξcs−1‖1/α
+‖ξs−1 + cs−1(xs−1 − xs)‖1/α + ‖cs−1(xs − xs−1)‖1/α
)
(b)
≥ C1
(
inf
(ξcs−1,ξs−1)∈∂Ψ(s−1)(x
s−2
1 ,xs−1)
‖ξcs−1‖1/α + η1‖ξs−1‖1/α
−η2‖cs−1(xs−1 − xs)‖1/α + ‖cs−1(xs − xs−1)‖1/α
)
(c)
≥ C2
(
inf
(ξcs−1,ξs−1)∈∂Ψ(s−1)(x
s−2
1 ,xs−1)
‖ξcs−1‖1/α + ‖ξs−1‖1/α
+
cs−1c′
2
‖xs − xs−1‖1/α
)
(d)
≥ C3
(
inf
(ξcs−1,ξs−1)∈∂Ψ(s−1)(x
s−2
1 ,xs−1)
∥∥∥∥ ξcs−1ξs−1
∥∥∥∥1/α
+
cs−1c′
2
‖xs − xs−1‖1/α
)
(e)
≥ C3c′
(
Ψ(s−1)(xs−11 )−Ψ(s−1)(x¯s−11 )
+
cs−1
2
‖xs − xs−1‖1/α
)
(f)
≥ C3c′
(
Ψ(s−1)(xs−11 )−Ψ(s−1)(x¯s−11 )
+
cs−1
2
‖xs − xs−1‖2
)
= C3c
′
(
Ψ(s)(xs1)−Ψ(s)(x¯s1)
)
.
Now (a) and (d) follow from [20, Lemma 2.2], and (b) follows from
[20, Lemma 3.1]. Next (c) follows because η1 > 0, 0 < η2 < 1,
and we have decreased C2 to compensate for factoring out these
coefficients. Further (e) follows by the KL inequality. Finally (f)
follows because ‖xs−xs−1‖ ≤ 1 and α−1 ∈ (1, 2]. Since Ψ(1) has
KL exponent α at x¯, then so does Ψ(s) at [x¯, x¯, . . . , x¯]> (of length
s) for all s ≥ 2, which concludes the proof. 
The power of this theorem is that when the KL exponent of the
objective function Φ is known, it also applies to the Lyapunov func-
tion in (3). This allows us to exactly determine the convergence rate
of MiFB via Theorems 2 and 4.
7. NUMERICAL RESULTS
7.1. One Dimensional Polynomial
This simple experiment verifies the convergence rates derived in
Theorem 2 for MiFB. Consider the one dimensional function
f(x) = |x|p for p > 2. Use g(x) = +∞ if |x| > 1 and 0
otherwise. The proximal operator is simple projection and f is
p(p − 1)-smooth on this set. The function Φ = f + g is semial-
gebraic with ϕ(t) = pt1/p, i.e. θ = 1/p. Therefore Theorem 2
predicts O
(
k
− p
p−2
)
rates for MiFB, which is verified in Fig. 1 for
three parameter choices in the cases p = 4, 18. For simplicity we
ignore constants and focus on the sublinear order. For p ≤ 4 this
convergence rate is better than that of Nesterov’s accelerated method
[30], for which only O(1/k2) worst-case rate is known. Faster rates
are achievable due to the additional knowledge of the KL exponent.
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Fig. 1: (Left) p = 4, (Right) p = 18, Φ∗ = 0. The dotted line is
the slope of the predicted O
(
k
− p
p−2
)
rate (i.e. ignoring constants).
Note ak,: , [ak,0, ak,1] and these are log-log plots.
7.2. SCAD and `1 regularized Least-Squares
We solve Prob. (1) with f(x) = 1
2
‖Ax − b‖22 and g(x) =∑n
i=1 r(xi) where r is: 1) the SCAD regularizer defined as
r(xi) =

λ|xi| if |xi| ≤ λ
− |xi|2−2aλ|xi|+λ2
2(a−1) if λ < |xi| ≤ aλ
(a+1)λ2
2
if |xi| > aλ,
and 2) the absolute value r(xi) = λ|xi| leading to the `1-norm.
In both cases the proximal operator w.r.t. r is easily computed. It
was shown in [20, Sec. 5.2] and [19, Lemma 10] that both of these
objective functions are KL functions with exponent θ = 1/2.
We choose A ∈ R500×1000 having i.i.d. N (0, 10−4) en-
tries, and b = Ax0, where x0 ∈ R1000 has 50 nonzero N (0, 1)-
distributed entries. For SCAD we use a = 5 and λ = 1 and for the
`1 norm we use λ = 0.01.
We consider four valid parameter choices. To isolate the effect
of inertia, all choices used the same randomly chosen starting point
and fixed stepsize, γk = 0.1/L for SCAD and γk = 1/L for `1.
The inertial parameters were chosen so that δ > 0 (defined in (4))
for SCAD and to satisfy [24, Thm. 1] for the `1 problem. The two
figures on the right corroborate Theorem 2 in that all considered pa-
rameter choices converge linearly to their limit, which was estimated
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Fig. 2: (Top Left) Plot of Φ(xk) for SCAD least-squares. (Top
Right) Plot of Φ(xk)−Φ∗i with a logarithmic y-axis for SCAD least-
squares. As SCAD least-squares is a nonconvex problem, each of the
four considered parameter choices may converge to a different ob-
jective function value Φ∗i for i = 1, 2, 3, 4. (Bottom Left) Plot of
Φ(xk) for `1 least-squares. (Bottom Right) Plot of Φ(xk)−Φ∗ with
a logarithmic y-axis for `1 least-squares.
by using the attained objective function value after 1000 iterations.
For the nonconvex SCAD this is a new result. For `1-regularized
least squares, inertial methods have been shown to achieve local lin-
ear convergence in [24, 31] under additional strict complementarity
or restricted strong convexity assumptions. However, our analysis,
which is based on the KL inequality, does not explicitly require these
additional assumptions, as the objective function always has a KL
exponent of 1/2 [19, Lemma 10]. Furthermore our result proves
global linear convergence, in that the KL inequality (2) holds for
all k, implying k0 = 1 in (5) and (8) holds for all k. In addition
the two left figures show that the inertial choices appear to provide
acceleration relative to the standard non-inertial choice which for
SCAD is a new observation. This does not conflict with Theorem
2 which only shows that both non-inertial and inertial methods will
converge linearly, however the convergence factor may be different.
Estimating the factor is beyond the scope of this paper and we leave
it for future work. Finally we mention that FISTA [32] and other
Nesterov-accelerated methods [30] are not applicable to SCAD as it
is nonconvex.
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