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Abstract
An asymptotic expression of the orthonormal polynomials PN (z) as N →
∞, associated with the singularly perturbed Laguerre weight wα(x; t) =
xαe−x−
t
x , x ∈ [0,∞), α > −1, t ≥ 0 is derived. Based on this, we establish
the asymptotic behavior of the smallest eigenvalue, λN , of the Hankel matrix
generated by the weight wα(x; t).
Keywords: Hankel matrix, Orthogonal polynomials, Bessel function, Small
eigenvalue, Asymptotics
1 Introduction
The analysis of Hankel matrices, occurs naturally in moment problems, which plays
an important role in random matrix theory. The smallest eigenvalue is important
since it gives great useful information of the nature of Hankel matrices with respect
to given weights.
The moment sequence generated by a weight function w(x) is given by
µj :=
∫
xjw(x)dx, j = 0, 1, 2, . . . , (1.1)
it is known that the associated Hankel matrices,
HN := (µj+k)Nj,k=0 , N = 0, 1, 2, . . . (1.2)
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are positive definite.
Let λN denote the smallest eigenvalue of HN . The asymptotic behavior of λN
for large N has been widely investigated in recent decades. Szego¨ [16] studied the
asymptotic behavior of λN for the Hermite weight (w(x) = e
−x2 , x ∈ (−∞,∞))
and the Laguerre weight (w(x) = e−x, x ≥ 0). He found∗
λN ∼ AN 14B
√
N ,
where A,B are certain constants with satisfying 0 < A, 0 < B < 1.
Widom and Wilf [18] investigated the case of w(x) on a compact interval [a, b]
with the Szego¨ condition holds, they obtained
λN ∼ A
√
NBN .
Chen and Lawrence [6] found the asymptotic behavior of λN with the weight
function w(x) = e−x
β
, x ∈ [0,∞), β > 1
2
. Berg, Chen and Ismail [1] proved that the
moment sequence (1.1) is determinate iff λN → 0 as N →∞ which is a new criteria
for the determinacy of the Hamburger moment problem. In [7], Chen and Lubinsky
deduced out the behavior of λN when w(x) = e
−|x|α , x ∈ (−∞,∞), α > 1. Berg
and Szwarc [2] proved that λN has exponential decay to zero for any measure which
with compact support.
In recent several years, Zhu, etc. studied the Jacobi case [19], i.e. w(x) =
xα(1 − x)β, x ∈ [0, 1], α > −1, β > −1; the generalized Laguerre weight [20]
w(x) = xαe−x
β
, x ∈ [0,∞), α > −1, β > 1
2
; as well as the weight function
w(x) = e−x
β
, x ∈ [0,∞) at the critical point β = 1
2
, see [21].
In this paper, we choose the singularly perturbed Laguerre weight wα(x; t) =
xαe−x−
t
x , x ∈ [0,∞), α > −1, t ≥ 0, which was motivated in part by an integrable
quantum field theory at finite temperature. It transpires that this is equivalent to
the characterization of a sequence of polynomials orthogonal with respect to the
weight wα(x; t). Some earlier researches on this weight, e.g., the weight wα(x; t)
and Painleve´ III, please see [3, 4].
In the next section we analysis the properties of Hankel matrices generated by
the above weight by using the modified Bessel function. We also reproduce some
known results that will be applied to find the estimation of λN . In section 3, by
adopting a previous result [5], we obtain the asymptotic formula for the polynomials
orthonormal with respect to wα(x; t) = x
αe−x−
t
x , x ∈ [0,∞), α > −1, t ≥ 0, which
is then employed in sections 4 for the determination of the large N behavior of λN .
2 Preliminaries
Consider the singularly perturbed Laguerre weight
w(x) := xαe−x−
t
x , x ∈ [0,∞), α > −1, t ≥ 0.
∗ In all of this paper, aN ∼ bN means limN→∞ aN/bN=1.
2
The Hankel matrix, generated by the rapidly vanishing weight mentioned above is
given by
(µj+k(t)) =
(∫ ∞
0
xj+kxαe−x−
t
x
)
0≤j,k≤N
, α > −1, t ≥ 0.
If t = 0, the weight function, i.e., the factor to the right of xj+k is the Laguerre
or the gamma density. The matrix elements is actually the integral representation
of the modified Bessel function of the second kind [12, p. 917], since∫ ∞
0
xkxαe−x−
t
xdx = 2t
α+k+1
2 Kα+k+1(2
√
t), t > 0.
We could of course take a special value of t.
For a fixed t(> 0), and ν →∞ through positive values,
Kν(t) ∼ 1
2
Γ(ν)
(t/2)ν
,
so the moments, for large and positive α + k + 1 becomes,
Γ(α + k + 1).
From the Laplace’s method, it is evident that the main terms in the asymptotic
expansion of ∫ ∞
0
xkxαe−x−
t
xdx
will not involve t. We write the integral as
∫∞
0
e−v(x)dx and with the exponent
v(x) = x+
t
x
− (α + k) log x
we get
v′(x) = 1− t
x2
− α + k
x
and
v′′(x) =
2t
x3
+
α + k
x2
.
The equation v′(x0) = 0 has solution
x0 =
α + k +
√
(α + k)2 − 4t
2
= α + k +O
(
t
k
)
, k →∞,
so the leading terms in v(x0) and v
′′(x0) do not depend upon t. We see this problem
is similar to the previous problem studied by Emmart, Chen and Weems [11].
In particular, with ν = n+ 1
2
, n = 0, 1, . . ., Kν arises in quantum chemistry, for
such ν, i.e., for α = n − 1
2
, n ≥ 0, it is known as the spherical Bessel functions.
The relevant paper on Kν(t) for t fixed and large ν can be found from [14]. The
3
focus of this paper is to derive the asymptotic behavior of the smallest eigenvalue
λN of HN .
It is well known that the smallest eigenvalue λN can be found using the classical
Rayleigh quotient
λN = min
{∑N
j,k=0 xjµj+kxk∑N
k=0 |xk|2
∣∣∣∣∣ X := (x0, x1, . . . , xN)T ∈ CN+1 \ {0}
}
. (2.1)
Let PN be the orthogonal polynomials associated with w(x), and denote by
PN(z) :=
N∑
k=0
xkz
k,
then ∫ ∞
0
|PN(x)|2w(x)dx =
N∑
j,k=0
xjµj+kxk, (2.2)
Consequently, in the condition of∫ ∞
0
|PN(x)|2w(x)dx = 1, (2.3)
the expression for λN , (2.1), can be recast as [16, p.453]
λN = min
{
2pi∫ pi
−pi |PN(eiφ)|2 dφ
}
. (2.4)
We can also obtain the polynomials denoted by PN(z), orthonormal with respect
to w(x), through
PN(z) =
√
hNPN(z),
where hN is the square of the L
2 norm of PN(z). If we define
PN(z) :=
N∑
k=0
ξkPk(z), and Kjk :=
∫ pi
−pi
Pj
(
eiφ
)Pk (e−iφ) dφ,
then we can see that ∫ pi
−pi
∣∣PN (eiφ)∣∣2 dφ = N∑
j,k=0
ξjKjkξk,
Again with the condition given by (2.3), i.e.
N∑
k=0
|ξk|2 = 1,
4
the formula (2.4) will be equivalent to
λN = min
{
2pi∑N
j,k=0 ξjKjkξk
}
. (2.5)
Based on the Cauchy’s and Schwarz inequality, we will find that
N∑
j,k=0
ξjKjkξn ≤
N∑
j,k=0
K
1
2
jjK
1
2
kk |ξj| |ξk| ≤
N∑
j=0
Kjj ·
N∑
k=0
|ξk|2 ≤
N∑
k=0
Kkk.
Therefore, a lower bound for the smallest eigenvalue of λN is given by
λN ≥ 2pi∑N
k=0Kkk
. (2.6)
3 The orthonomal polynomials with respect to
the singularly perturbed Laguerre weight.
3.1 The preliminary expression of orthonomal polynomials
We first give a brief description of Coulomb fluid [5]. The energy of a system of
N logarithmically repelling particles on the line confined by an external potential
v(x) reads
E (x1, x2, . . . , xN) = −2
∑
1≤j<k≤N
log |xj − xk|+
N∑
j=1
v (xj) ,
The collection particles, for large enough N , can be approximated as a continuous
fluid with a certain density σ(x) supported on a single interval [a, b] [10]. This
density, σ(x), corresponding to the equilibrium density of the fluid, is obtained by
the constrained minimization of the free-energy function, F [σ],
F [σ] :=
∫ b
a
σ(x)v(x)dx−
∫ b
a
∫ b
a
σ(x) log |x− y|σ(y)dxdy.
subject to ∫ b
a
σ(x)dx = N, σ(x) > 0.
Upon minimization [17], the equilibrium density σ(x) is found to satisfy the
integral equation,
L := v(x)− 2
∫ b
a
log |x− y|σ(y)dy, x ∈ [a, b],
5
where L is the Lagrange multiplier. The derivative of this equation over x gives
rise to a singular integral equation
v′(x)− 2P
∫ b
a
σ(y)
x− ydy = 0, x ∈ [a, b].
where P denotes the Cauchy principal value. Based on the theory of singular
integral equations [13], we find
σ(x) =
1
2pi2
√
b− x
x− aP
∫ b
a
v′(y)
y − x
√
y − a
b− y dy.
Thus the normalization,
∫ b
a
σ(x)dx = N , becomes
1
2pi
∫ b
a
√
y − a
b− y v
′(y)dy = N.
with a supplementary condition [5],∫ b
a
v′(x)√
(b− x)(x− a) = 0.
Consequently, the normalization condition becomes∫ b
a
xv′(x)√
(b− x)(x− a) = 2piN.
For the problem at hand, the potential, v(x) = −α log x+ x+ t
x
is convex. Hence,
applying the results of [5, (4.2)-(4.8)] directly, i.e. the monic orthogonal polynomi-
als PN(z) associated with w(x) = e
−v(x), can be approximated by
PN(z) ∼ exp [−S1(z)− S2(z)] , (3.1)
where
S1(z) =
1
4
ln
[
16(z − a)(z − b)
(b− a)2
(√
z − a−√z − b√
z − a+√z − b
)2]
, z /∈ [a, b],
S2(z) = −N ln
(√
z − a+√z − b
2
)2
+
1
2pi
∫ b
a
v(x)√
(b− x)(x− a)
[√
(z − a)(z − b)
x− z + 1
]
dx, z /∈ [a, b].
Chen and his co-authors also gave an equivalent representation for S1:
e−S1(z) =
1
2
[(
z − b
z − a
) 1
4
+
(
z − a
z − b
) 1
4
]
, z /∈ [a, b].
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Lemma 3.1. [5] The orthonomal polynomials PN(z) with respect to the weight
w(x), i.e. ∫ b
a
[PN(x)]2w(x)dx = 1,
can be given by:
PN(z) =
√
2
pi(b− a) exp
[
A
2
]
PN(z),
where
A := 2
∫ b
a
v(x)dx
2pi
√
(b− x)(x− a) − 2N log
(
b− a
4
)
,
and the orthogonal polynomials PN(z) is approximated by (3.1).
From above, one finds that
Lemma 3.2. The orthonomal polynomials PN(z) associated with the weight wα(x; t)
can be approximated by
PN(z) := 1√
2pi(b− a) ·
(√
z − a+√z − b√
b− a
)2N
·
[(
z − b
z − a
) 1
4
+
(
z − a
z − b
) 1
4
]
· exp
[
−
√
(z − a)(z − b)
2pi
∫ b
a
v(x)
(x− z)√(b− x)(x− a)dx
]
.
(3.2)
For our problem
v(x) = −α log x+ x+ t
x
, x ∈ [0,∞), α > −1, t ≥ 0,
To determine the asymptotic expansion of the orthonomal polynomials PN(z), for
large N , and z /∈ (a, b), we first handle the below integral,
I(z) : =
1
2pi
∫ b
a
v(x)
(x− z)√(b− x)(x− a)dx
= − α
2pi
∫ b
a
log x
(x− z)√(b− x)(x− a)dx+ 12pi
∫ b
a
x
(x− z)√(b− x)(x− a)dx
+
1
2pi
∫ b
a
t
(x2 − zx)√(b− x)(x− a)dx
=
α
2
√
(z − a)(z − b) log
[
2ab− (a+ b)z + 2√ab√(a− z)(b− z)(√
a− z +√b− z)2
]
+
1
2
− z
2
√
(z − a)(z − b) −
t
2z
√
ab
− t
2z
√
(z − a)(z − b) ,
which is obtained by using the integrals in the Appendix. Then with some elemen-
tary calculations we see that,
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Lemma 3.3. For N →∞, the normalized polynomials associated with the weight
wα(x; t) are approximated by
PN(z) ∼ 1√
2pi(b− a) ·
(√
z − a+√z − b√
b− a
)2N
·
[(
z − b
z − a
) 1
4
+
(
z − a
z − b
) 1
4
]
· exp
{
−α
2
log
[
2ab− (a+ b)z + 2√ab√(a− z)(b− z)(√
a− z +√b− z)2
]}
· exp
[
t
2z
+
t
√
(z − a)(z − b)
2z
√
ab
+
z
2
−
√
(z − a)(z − b)
2
]
.
(3.3)
where z /∈ [a, b].
In here, the end points a and b are approximated by
Lemma 3.4. [3]
a = aN : =
t
2
3
2(2N + α)
1
3
+
αt
1
3
3(2N + α)
2
3
+
α2
6(2N + α)
+O
(
(2N + α)−
4
3
)
, (3.4)
and
b = bN : = 2(2N + α) +
3t
2
3
2(2N + α)
1
3
− αt
1
3
(2N + α)
2
3
− α
2
6(2N + α)
+O
(
(2N + α)−
4
3
)
.
(3.5)
3.2 The asymptotic expression of PN(z), z /∈ [a, b].
Theorem 3.1. Let η := − z
b−a , then for large N , the normalized polynomials asso-
ciated with the weight wα(x; t) are approximated by
PN(z) ∼ (−1)
Nη−
1
4√
2pi(b− a)(−z)
−α
2 e
z
2
+ t
2z · exp
{
(2N + 1 + α) log
(√
η +
√
η + 1
)
+
[
b− a
2
− (b− a)t
2z
√
ab
]√
η(η + 1)
}
.
(3.6)
where z /∈ [a, b].
Proof. Substituting η := − z
b−a , |η|  1, into (3.3), with choosing the branch
−(b− a)η − a = [(b− a)η + a]eipi and −(b− a)η − b = [(b− a)η + b]eipi, the result
is obtained immediately.
Furthermore, using the inverse hyperbolic sine and the formula, [12, cf.9.121.26],
we find
(2N + α + 1) log
(√
η +
√
1 + η
)
∼ (2N + α)√η · 2F1
(
1
2
,
1
2
;
3
2
;−η
)
= (2N + α)
√
η ·
∞∑
k=0
(
1
2
)
k
(
1
2
)
k(
3
2
)
k
k!
(−η)k
∼ (2N + α)√η,
(3.7)
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since |η|  1, for large N and here, the Pochhammer symbol (also called the shifted
factorial)
(x)k :=
Γ (k + x)
Γ(x)
= x(x+ 1) · · · (x+ k − 1).
For |η| < 1, √1 + η, applying the binomial theorem, we get
√
1 + η =
1
Γ
(−1
2
) ∞∑
k=0
(−1)kΓ
(
k − 1
2
)
Γ (k + 1)
ηk, (3.8)
we see that[
b− a
2
− (b− a)t
2z
√
ab
]√
η(η + 1) =
[
b− a
2
− (b− a)t
2z
√
ab
] √
η
Γ
(−1
2
) ∞∑
k=0
(−1)kΓ
(
k − 1
2
)
Γ (k + 1)
ηk
∼
[
b− a
2
− (b− a)t
2z
√
ab
]√
η.
(3.9)
substituting (3.7) and (3.9) into (3.6), and bear in mind η = −z(b− a)−1, then we
find
Corollary 3.1. For N →∞, the normalized polynomials associated with the weight
wα(x; t) are approximated by
PN(z) ∼(−1)
N
√
2pi
(−z)−α2− 14 (b− a)− 14 e z2+ t2z
· exp
{[
2N + α
(b− a) 12 +
(b− a) 12
2
− (b− a)
1
2 t
2z
√
ab
]
(−z) 12
}
,
(3.10)
where z /∈ [a, b].
Remark 3.1. Letting α = 0, t = 0, the classical result for Laguerre polynomials
due to Perron [15] is recovered,
PN(z) ∼ (−1)
N
2
√
pi
(−zN)− 14 exp
[z
2
+ 2
√−zN
]
, z /∈ [0,∞).
Remark 3.2. To meet the demands of some proofs in the following, we first show
the Laplace method here,∫ b
a
f(t)e−λg(t)dt ∼ e−λg(c)f(c)
√
2pi
λg′′(c)
, as λ→∞, (3.11)
where g assumes a strict minimum over [a, b] at an interior critical point c, such
that
g′(c) = 0, g′′(c) > 0 and f(c) 6= 0.
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An alternative expression for Laplace method may be stated as follows:
If for x ∈ [a, b], the real continuous function g(x) has as its maximum the value
g(b), then as N →∞ ∫ b
a
f(x)eNg(x)dx ∼ f(b)e
Ng(b)
Ng′(b)
. (3.12)
4 The asymptotic behavior of λN
Theorem 4.1. The smallest eigenvalue λN of the HN can be approximated by
λN ∼ 8pi 32
[
(4N + 2α)
1
2 +
t
2
√
aN
− 2t
] 1
2
exp
[
1 + t− 2(4N + 2α) 12 − t√
aN
]
,
where
aN ∼ t
2
3
2(2N + α)
1
3
+
αt
1
3
3(2N + α)
2
3
+
α2
6(2N + α)
+
5α3
81t
1
3 (2N + α)
4
3
.
Proof. Indeed, with PN(z) having the form (3.10), we observe that for large enough
µ, ν the essential contribution to Kµν comes from the arc of the unit circle around
z = −1. Let ω > 0 be a fixed number and restrict the values of µ and ν to satisfy
N − ωN 12 ≤ µ, ν ≤ N, N →∞, (4.1)
thus we have
Kµν =
∫ pi
−pi
Pµ
(
eiφ
)Pν (e−iφ) dφ
∼
∫ pi+ε
pi−ε
Pµ
(
eiφ
)Pν (e−iφ) dφ
∼
∫ ε
−ε
Pµ
(−eiθ)Pν (−e−iθ) dθ
Expanding the integrand for |θ|  1 with z = −eiθ, following from (3.10), we
obtain
Kµν ∼ (−1)
µ+ν
2pi
(bµ − aµ)− 14 (bν − aν)− 14
∫ ε
−ε
exp
{(
1− θ
2
8
)[
(4µ+ 2α)
1
2 − t
2z
√
aN
+
z
2
+
t
2z
+ (4ν + 2α)
1
2 − t
2z
√
aN
+
z
2
+
t
2z
]
+
iθ
2
[
(4µ+ 2α)
1
2 − (4ν + 2α) 12
]}
dθ (a)
∼ (−1)
µ+ν
2pi
(4N + 2α)−
1
2 e−1−t exp
[
(4µ+ 2α)
1
2 + (4ν + 2α)
1
2 +
t√
aN
]
·
∫ ∞
−∞
exp
{
− θ
2
8
[
2(4N + 2α)
1
2 +
t√
aN
− t
]}
dθ (b)
∼ (−1)µ+νpi− 12 (4N + 2α)− 12
[
(4N + 2α)
1
2 +
t
2
√
aN
− t
2
]− 1
2
e
−1−t+ t√
aN
· exp
[
(4µ+ 2α)
1
2 + (4ν + 2α)
1
2
]
. (c)
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Note that the term (4µ+2α)
1
2 − (4ν+2α) 12 where in (a) remains bounded because
of restricting µ and ν as in (4.1), so we can get rid of the linear term in the (a) for
θ  1. As previously mentioned, contributions to the integral (a) from (−∞, ε) and
(ε,∞) are small enough compared with those from [−ε, ε] as µ→∞ and ν →∞.
Therefore, we can extend the integration interval to (−∞,∞) but without affecting
the approximation of Kµν , so (b) holds. Using the laplace method given by (3.11),
we obtain (c). Observing (c), we can find that when µ and ν are confined by (4.1)
and large enough,
Kµν ∼ (−1)µ+νK
1
2
µµK
1
2
νν . (4.2)
Using the approach of [16] and [6] with the {ξµ} vectors, allows us to determine
the asymptotic behavior of λN for large N , as follows
ξµ =

(−1)µσK
1
2
µµ, if N0 ≤ µ ≤ N,
0, if µ < N0,
where N0 := E
[
N − ωN 12
]
, whilst the positive number σ is determined depending
on the condition
N∑
µ=0
|ξµ|2 = σ2
N∑
µ=N0
Kµµ = 1. (4.3)
It follows from (4.2) and (4.3) that
N∑
µ,ν=0
Kµνξµξν =
N∑
µ,ν=N0
(−1)µ+νσ2KµνK
1
2
µµK
1
2
νν ∼ σ2
(
N∑
µ=N0
Kµµ
)2
=
N∑
µ=N0
Kµµ. (4.4)
This means the minimum value in equation (2.5) can be approximated by (2.6),
following (4.4), because of the arbitrariness of ω, i.e.
λN ∼ 2pi∑N
µ=0Kµµ
.
It follows that
λN ∼ 2pi∫ N
0
Kµµdµ
. (4.5)
Hence we get
2pi
λN
∼
N∑
µ=0
Kµµ
∼ pi− 12 (4N + 2α)− 12
[
(4N + 2α)
1
2 +
t
2
√
aN
− t
2
]− 1
2
e
−1−t+ t√
aN
∫ N
0
exp
[
2(4x+ 2α)
1
2
]
dx
∼ 4−1pi− 12
[
(4N + 2α)
1
2 +
t
2
√
aN
− t
2
]− 1
2
e
−1−t+ t√
aN exp
[
2(4N + 2α)
1
2
]
.
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Consequently,
λN ∼ 8pi 32
[
(4N + 2α)
1
2 +
t
2
√
aN
− t
2
] 1
2
e
1+t− t√
aN exp
[
−2(4N + 2α) 12
]
.
which complete the proof.
Remark 4.1. For the classical Laguerre weight w0(x) := x
αe−x, x ∈ [0,∞), α >
−1, i.e. taking t = 0 for our weight w(x), we have
λN ∼ 2 134 pi 32 e (2N + α)
1
4 exp
[
−2 32 (2N + α) 12
]
.
which agrees with the results from [20].
Remark 4.2. Noting that when α = 0, t = 0, Szego¨’s [16] classical result for the
Laguerre weight w1(x) := e
−x is recovered:
λN ∼ 2 72pi 32 eN 14 exp
[
−4N 12
]
.
5 Appendix: Integral identities
5.1 Appendix A
The integrals identities listed below, which are relevant to our derivation and
can be found in [8, 9, 12].
∫ b
a
dx√
(b− x)(x− a) = pi. (A1)∫ b
a
xdx√
(b− x)(x− a) = pi
a+ b
2
. (A2)
∫ b
a
dx
x2
√
(b− x)(x− a) =
(a+ b)pi
2(ab)
3
2
. (A3)
∫ b
a
dx
(x+ t)
√
(b− x)(x− a) =
pi√
(t+ a)(t+ b)
. (A4)
∫ b
a
log(x+ t)dx
x
√
(b− x)(x− a) =
pi√
ab
log

(√
ab+
√
(t+ a)(t+ b)
)2
− t2(√
a+
√
b
)2
 . (A5)
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5.2 Appendix B
In this section, we will prove the following equation:∫ b
a
dx
x(x− t)√(b− x)(x− a) = −pit
[
1√
ab
+
1√
(t− a)(t− b)
]
. (B1)
Defining
F (ζ) :=
1
ζ(ζ − t)√(ζ − a)(ζ − b) , ζ ∈ Λ, t /∈ [a, b],
where the definition of Λ can be found in the below figure:
where Λ := C0 + C+ + C1 + C−,
Figure 1: The integration path Λ of F (ζ).
then∫
Λ
F (ζ)dζ =
∫
Λ
1
ζ(ζ − t)√(ζ − a)(ζ − b)dζ =
(∫
C0
+
∫
C+
+
∫
C1
+
∫
C−
)
F (ζ)dζ
where ζ is in the interior of Λ. When ζ → x ∈ (a, b), C0 tends to a closed circle
centered at a with radius x− a, similarly, C1 tends to a closed circle centered at b
with radius b− x. Thus by Cauchy-Gourat theorem,∫
C0
F (ζ)dζ → 0,
∫
C1
F (ζ)dζ → 0.
For the case of C+, which is shown as below,
Figure 2: The integration path for ζ over (a, b).
where ζ − a = raeiε1 , ζ − b = rbei(pi−ε2), then as ζ → x and ε1, ε2 → 0, we have∫
C+
F (ζ)dζ =
∫ b
a
1
ζ(ζ − t)
√
rarbei(pi−ε2+ε1)
dζ →
∫ b
a
dx
ix(x− t)√(b− x)(x− a) .
In the same way, for the case of C−,
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Figure 3: The integration path for ζ below (a, b).
where ζ − a = r̂aei(2pi−ε̂1), ζ − b = r̂bei(pi+ε̂2), then as ζ → x and ε̂1, ε̂2 → 0, we
obtain∫
C−
F (ζ)dζ =
∫ a
b
dζ
ζ(ζ − t)
√
r̂ar̂bei(3pi+ε̂2−ε̂1)
dζ →
∫ b
a
dx
ix(x− t)√(b− x)(x− a) .
Hence, ∫
Λ
F (ζ)dζ → 2
i
∫ b
a
dx
x(x− t)√(b− x)(x− a) .
We note that F (ζ) has two poles ζ = 0, ζ = t and and a removable singularity
ζ =∞, then∫
Λ
F (ζ)dζ = 2pii Res
ζ=0
F (ζ) + 2pii Res
ζ=t
F (ζ) + 2pii Res
ζ=∞
F (ζ)
=
2pii
t
√
ab
+
2pii
t
√
(t− a)(t− b) − 2pii Resη=0
[
F
(
1
η
)
1
η2
]
= 2pii
(
1
t
√
ab
+
1
t
√
(t− a)(t− b)
)
.
Consequently,∫ b
a
dx
x(x− t)√(b− x)(x− a) = i2
∫
Λ
F (ζ)dζ = −pi
t
(
1√
ab
+
1√
(t− a)(t− b)
)
.
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