ADMMiRNN: Training RNN with Stable Convergence via An Efficient ADMM
  Approach by Tang, Yu et al.
ADMMiRNN: Training RNN with Stable
Convergence via An Efficient ADMM Approach
Yu Tang1, Dequan Sun1, Linbo Qiao1?, Jingjing Xiao2, Zhiquan Lai1, and
Dongsheng Li1?
1 National University of Defense Technology, Changsha 473000, China
2 Army Medical University (Third Military Medical University), Chongqing, China
qiao.linbo@nudt.edu.cn
Abstract. It is hard to train Recurrent Neural Network (RNN) with
stable convergence and avoid gradient vanishing and exploding, as the
weights in the recurrent unit are repeated from iteration to iteration.
Moreover, RNN is sensitive to the initialization of weights and bias,
which brings difficulty in the training phase. With the gradient-free fea-
ture and immunity to poor conditions, the Alternating Direction Method
of Multipliers (ADMM) has become a promising algorithm to train neu-
ral networks beyond traditional stochastic gradient algorithms. However,
ADMM could not be applied to train RNN directly since the state in
the recurrent unit is repetitively updated over timesteps. Therefore, this
work builds a new framework named ADMMiRNN upon the unfolded
form of RNN to address the above challenges simultaneously and provides
novel update rules and theoretical convergence analysis. We explicitly
specify key update rules in the iterations of ADMMiRNN with deliber-
ately constructed approximation techniques and solutions to each sub-
problem instead of vanilla ADMM. Numerical experiments are conducted
on MNIST and text classification tasks, where ADMMiRNN achieves
convergent results and outperforms compared baselines. Furthermore,
ADMMiRNN trains RNN in a more stable way without gradient vanish-
ing or exploding compared to the stochastic gradient algorithms. Source
code has been available at https://github.com/TonyTangYu/ADMMiRNN.
1 Introduction
Recurrent Neural Network (RNN) [4] has made great progress in various fields,
namely language modelling [18], text classification [15], event extraction [21],
and various real-world applications [11]. Although RNN models have been widely
used, it is still difficult to train RNN models because of the vanishing gradients
and exploding gradients problems3. Moreover, RNN models are sensitive to the
weights and biases [27], which may not converge with poor initialization. These
problems still need a method to be solved simultaneously.
? Corresponding Author.
3 More information about vanishing gradients and vanishing gradients could be found
in [1]
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Nowadays, gradient-based training algorithms are widely used in deep learn-
ing [16], such as Stochastic Gradient Descent (SGD) [24], Adam [13], RM-
SProp [29]. However, they still suffer from vanishing or exploding gradients.
Compared to the traditional gradient-based optimization algorithms, the Al-
ternating Direction Method of Multipliers (ADMM) is a much more robust
method for training neural networks. It has been recognized as a promising pol-
icy to alleviate vanishing gradients and exploding gradients problems and exerts
a tremendous fascination on researchers. In addition, ADMM is also immune to
poor conditioning with gradient-free technique [28].
In light of these properties of ADMM and to alleviate the aforementioned
problems in RNN simultaneously, we are motivated to train RNN models with
ADMM. However, it is not easy to apply ADMM to RNNs directly due to the
recurrent state compared with MLP and CNN [14]. The recurrent states are up-
dated over timesteps instead of iterations, which is not compatible with ADMM.
In this paper, to tackle this problem, we propose an ADMMiRNN method with
theoretical analysis. Experimental comparisons between ADMMiRNN and some
typical stochastic gradient algorithms, such as SGD and Adam, illustrate that
ADMMiRNN avoids the vanishing gradients and exploding gradients problems
and surpasses traditional stochastic gradient algorithms in term of stability and
efficiency. The main contributions of this work are four-fold:
– We propose a new framework named ADMMiRNN for training RNN models
via ADMM. ADMMiRNN is built upon the unfolded RNN unit, which is
a remarkable feature of RNN, and could settle the problems of gradient
vanishing or exploding and sensitive parameter initialization in RNN at the
same time. Instead of using vanilla ADMM, some practical skills in our
solution also help converge.
– To the best of our knowledge, we are the first to handle RNN training prob-
lems using ADMM which is a gradient-free approach and brings extremely
great advantages on stability beyond traditional stochastic gradient algo-
rithms.
– Theoretical analysis of ADMMiRNN is presented, including update rules
and convergence analysis. Our analysis ensures that ADMMiRNN achieves
an efficient and stable result. Moreover, the framework proposed in this work
could be applied to various RNN-based works.
– Based on our theoretical analysis, numerical experiments are conducted on
several real-world datasets, and the results of the experiments demonstrate
the efficiency of the proposed ADMMiRNN beyond some other typical opti-
mizers. These experiments further verify the stability of our approach.
2 Related Work
The fundamental research of Recurrent Neural Networks was published in the
1980s. RNNs are powerful to model problems with a defined order but no clear
concept of time, with a variant of Long short-term memory(LSTM) [12]. In [1],
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(a) (b)
Fig. 1. Two different forms of RNN. a: The typical RNN cell. b: The unfolded form of
Fig. 1(a), which is functionally identical to the original form [10].
they argued that it is difficult to train RNN models due to the vanishing gradients
and exploding gradients. Moreover, since RNN is sensitive to the initialization of
weights and bias, those parameters should be initialized according to the input
data [27]. In [22], they also state some difficulties in train RNNs. There is still a
lack of a method to solve these above problems in RNN at the same time until
now.
ADMM was first introduced in [6]. Its convergence was established in [5, 8].
Since ADMM can decompose large problems with constraints into several small
ones, it has been one of the most powerful optimization frameworks and shows
a multitude of well-performed properties in plenty of fields, such as machine
learning [2], signal processing [26] and tensor decomposition [9].
In general, ADMM seeks to tackle the following problem:
min
x,y
f(x) + g(y), s.t. Ax+By = c. (1)
Here, f : Rn1 → R and g : Rn2 → R are usually assumed to be convex functions.
In Eq. (1), A ∈ Rm×n1 , B ∈ Rm×n2 , c ∈ Rm, and Ax + By = c is a linear
constraint and n1, n2 are the dimensions of x, y respectively. It is solved by the
Augmented Lagrangian Method which is formalized as:
Lβ(x, y, λ) = f(x) + g(y)+ < λ,Ax+By − c > +β
2
‖Ax+By − c‖2, (2)
where β is the penalty term, λ is the Lagrangian multiplier.
Since ADMM was first proposed, plenty of theoretical and practical works
have been developed in recent years [19]. In 2016, [28] proposed a new method to
train neural networks using ADMM. They abandoned traditional optimizers and
adopted ADMM, which trains neural networks in a robust and parallel fashion.
Furthermore, ADMM was applied to deep learning and obtained a remarkable
result [30]. They provided a gradient-free method to train neural networks, which
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Notations Descriptions
t the timestep t
xt the input of RNN cells
ot the output of RNN cells
st the state at timestep t
u the weight corresponding to the input
w the weight corresponding to the state
yt the prediction
N the cell numbers after unfolding
R the loss function
Ω(w) the regularization term
θ {u,w, b, a, s, v, c, o}
k the iteration count
Table 1. Important notations and corresponding descriptions.
gains convergent and great performance. Both of their works prove that ADMM
is a powerful optimization method for neural networks because of its gradient-
free property. However, RNNs are not as simple as a Multilayer Perceptron. The
recurrent state brings many challenges into solving RNN with ADMM.
3 ADMM for RNNs
3.1 Notation
Before we dive into the ADMM methods for RNNs, we establish notations in
this work. Considering a simple RNN cell as shown in Fig. 1(a), at timestep
t >= 1, xt is the input of the RNN cell and ot is the related output, RNNs could
be expressed as:
Φ(x1, x2, · · · , xN , u, v, w, b, c)
= vf(uxN + w(vf(uxN−1 + w(· · · vf(ux0 + b) + c · · · ) + b) + c) + b) + c
+Ω(W ),
(3)
where f(·) is an activation function and v, u, w, b and c are learnable parame-
ters, s0 = 0. These parameters are also unified. The recurrent state in RNNs
varies over timesteps as well as iterations, which brings difficulties to applying
ADMM into RNNs directly. We adopt an unfolding form of RNN unit shown
in Fig. 1(b) and decouple these above parameters into three sub-problems. Nor-
mally, at timestep t, the updates are listed in the following:
at = uxt + wst−1 + b,
st = f(at),
ot = vst + c,
(4)
where f(·) is the activation function, such as ReLU [20] or tanh, usually tanh
in RNNs. Important notations are summarized in Table 1. In this paper, we
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consider RNN in an unfolding form and present a theoretical analysis based on
it.
For the sake of convenience, we define θ = {u,w, b, a, s, v, c, o} in the sequel.
In term of applying ADMM into RNNs, assuming the RNN cell is unfolded into
N continuous cells, we try to solve the mathematical problem as follows:
Problem 1.
min
θt
Φ(θt) ≡ R(θt) +Ω(w),
s.t. at = uxt + wst−1 + b, st = f(at), ot = vst + c.
(5)
In Problem 1, R(θt) is the loss function which is convex and continuous, Ω(w) is
the regularization term on the parameter w. It is also a convex and continuous
function. Rather than solving Problem 1 directly, we can relax it by adding an
l2 penalty term and transform Eq. (5) into
Problem 2.
min
θt
R(θt) +Ω(w) +
ν
2
N−1∑
t=1
(‖at − uxt − wst−1 − b‖2
+ ‖st − f(at)‖2 + ‖ot − vst − c‖2)
(6)
s.t. aN = uxN + wsN−1 + b, sN = f(aN ), oN = vsN + c,
where ν is a tuning parameter. Compared with Problem 1, Problem 2 is much
easier to solve. According to [30], the solution of Problem 2 tends to be the
solution of Problem 1 when ν → ∞. For simplicity and clarity, we often use
< ·, · > to denote the inner product and k˜ = k + 1. For a positive semidefinite
matrix G, we define the G−norm of a vector as ‖x‖G = ‖G1/2x‖2 =
√
xTGx.
3.2 ADMM Solver for RNN
As aforementioned in Section 2, we explain that ADMM utilizes the Augmented
Lagrangian Method to solve problems like Eq. (2). Similarly, we adopt the
same way and present the corresponding Lagrangian function of Eq. (6), namely
Eq. (7):
Lρ1,ρ2,ρ3(θ) = R(o) +Ω(w) + φ(θt), (7)
where φ(θt) is defined in Eq. (8).
φ(θt) =
ν
2
N−1∑
t=1
(‖at − uxt − wst−1 − b‖2 + ‖st − f(at)‖2 + ‖ot − vst − c‖2)
+ < λ1, aN − uxN − wsN−1 − b > + < λ2, sN − f(aN ) > + < λ3,
oN − vsN − c > +ρ1
2
‖aN − uxN − wsN−1 − b‖2 + ρ2
2
‖sN − f(aN )‖2
+
ρ3
2
‖oN − vsN − c‖2.
(8)
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Problem 2 is separated into eight subproblems and could be solved through the
updates of these parameters in θt. Note that u,w, b, v, c in θ are not changed
over timestep t. Consequently, these parameters are supposed to update over
iterations. To make it clear, we only describe the typical update rules for u, a
and s in the following subsections because there are some useful and typical
skills in these subproblems while analysis of the other parameters detailed in
Appendix A is similar.
Update u We begin with the update of u in Eq. (7) at iteration k. In Eq. (8),
u and xt are coupled. As a result, we need to calculate the pseudo-inverse of the
(rectangular) matrix xt, making it harder for the training process. In order to
solve this problem, we define G = rId − ρ1xTt xt and replace it with Eq. (9).
uk˜ ← arg min ν
2
N−1∑
t=1
‖at − uxt − wst−1 − b‖2 + ρ1
2
‖aN
− uxN − wsN−1 − b− λ1/ρ1‖2 + N
2
‖u− uk‖2G.
(9)
It is equivalent to the linearized proximal point method inspired by [25]:
uk˜ ← arg min Nr
2
‖u− uk‖2 + ν(u− uk)T
N−1∑
t=1
[(xkt )
T
(at − ukxkt − wkskt−1 − bk)] + ρ1(u− uk)T [(xkN )T
(akN − ukxkN − wkskN−1 − bk − λk1/ρ1)].
(10)
In this way, the update of u is greatly sped up than the vanilla ADMM. It is worth
noting that r needs to be set properly and r could also affect the performance
of ADMMiRNN.
Update a Adding a proximal term similar to that in Section 3.2, if t < N , this
could be done by
ak˜t ← arg min
r
2
‖at − akt ‖2 + ν(at − akt )T (akt − ukxkt
− wkskt−1 − bk) +
ν
2
‖st − f(at)‖2.
(11)
When t = N ,
ak˜N ← arg min
r
2
‖aN − akN‖2 + ρ1(aN − akN )T (akN − ukxkN − wkskN−1
− bk − λ1/ρ1) + ρ2
2
‖sN − f(aN )− λ2/ρ2‖2.
(12)
Here is a trick: If at is small enough, we have f(at) = at as a result of the
property of tanh function. In this way, we could simplify the calculation of at.
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Update s The parameter s represents the hidden state in the RNN cell shown
in Fig. 1(a). With regard to the update of s, there are st−1 and st in Eq. (8).
However, we only consider st in the RNN model. It is because st−1 has been
updated in last unit and would cause calculation redundancy in the updating
process. This is another trick in our solution. Besides, st also needs to be de-
coupled with w. If t < N , we could update st through
sk˜t ← arg min
r
2
‖st − skt ‖2 + ν(st − skt )T [(vk)T (okt − vkskt − ck)] +
ν
2
‖st − f(at)‖2.
(13)
And when t = N ,
sk˜N ← arg min
r
2
‖sN − skN‖2 + ρ3(sN − skN )T [(vk)T (okN − vkskN − ck − λk3/ρ3)].
(14)
Update Lagrangian Multipliers Similar to the parameters update, λ1, λ2
and λ3 are updated as follows respectively:
λk˜1 = λ
k
1 + ρ1(aN − uxN − wsN−1 − b), (15a)
λk˜2 = λ
k
2 + ρ2(sN − f(aN )), (15b)
λk˜3 = λ
k
3 + ρ3(oN − vsN − c). (15c)
Algorithm Generally, we update the above parameters in two steps. First,
these parameters are update in a backward way, namely o → c → v → s →
a → b → w → u. Afterwards, ADMMiRNN reverses the update direction in
u → w → b → a → s → v → c → o. After all those variables in an RNN
cell update, the Lagrangian multipliers then update. Proceeding with the above
steps, we could arrive at the algorithms for ADMMiRNN which is outlined in
Algorithm 1.
3.3 Convergence Analysis
In this section, we present the convergent analysis of ADMMiRNN. For con-
venience, we define ρ = {ρ1, ρ2, ρ3}. First, we give some mild assumptions as
follows:
Assumption 1 The gradient of R is H-Lipschitz continuous, i.e., ‖∇R(o1) −
∇R(o2)‖ ≤ H‖o1 − o2‖, H ≥ 0 and is called the Lipschitz constant. This is
equivalent to R(o1) ≤ R(o2) +∇R(o2) · (o1 − o2) +H/2‖o1 − o2‖2;
Assumption 2 The gradient of the objective function Lρ is bounded, i.e., there
exists a constant C such that ∇Lρ ≤ C;
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Algorithm 1 The training algorithm for ADMMiRNN.
Input: iteration K, input x, timestep N .
Parameter: u, w, b, v, c, s0, λ1, λ2, and λ3
Output: u, w, b, v, c,
1: Initialize k = 0, u, w, b, v, c, s0, λ1, λ2, and λ3.
2: for k = 1, 2, · · · ,K do
3: for t = 1, 2, · · · , N do
4: if t < N then
5: Update ok˜t in Eq. (20).
6: else if t = N then
7: Update ok˜N in Eq. (21).
8: end if
9: Update ck˜ in Eq. (19).
10: Update vk˜ in Eq. (18).
11: if t < N then
12: Update sk˜t in Eq. (13).
13: Update ak˜t in Eq. (11).
14: else if t = N then
15: Update sk˜N in Eq. (14).
16: Update ak˜N in Eq. (12).
17: end if
18: Update bk˜ in Eq. (17).
19: Update wk˜ in Eq. (16).
20: Update uk˜ in Eq. (10).
21: Update uk˜ in Eq. (10).
22: Update wk˜ in Eq. (16).
23: Update bk˜ in Eq. (17).
24: if t < N then
25: Update ak˜t in Eq. (11).
26: Update sk˜t in Eq. (13).
27: else if t = N then
28: Update ak˜N in Eq. (12).
29: Update sk˜N in Eq. (14).
30: end if
31: Update vk˜ in Eq. (18).
32: Update ck˜ in Eq. (19).
33: if t < N then
34: Update ok˜t in Eq. (20).
35: else if t = N then
36: Update ok˜N in Eq. (21).
37: end if
38: end for
39: Update λk˜1 in Eq. (15a).
40: Update λk˜2 in Eq. (15b).
41: Update λk˜3 in Eq. (15c).
42: end for
43: return u, w, b, v, c,
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(a) training loss versus iterations. (b) test loss versus iterations.
Fig. 2. Training loss and test loss versus iterations of RNN via ADMM, SGD, AdaGrad,
Momentum, RMSprop, and Adam. ADMMiRNN achieves the best performance against
other optimizers on MNIST.
Assumption 3 The second-order moment of the gradient gt is uniformly upper-
bounded, that is to say E‖gt‖2 ≤ C.
Such assumptions are typically used in [7, 33]. Under these assumptions, we
will have the properties [31] shown in the supplementary materials. Then we can
prove that ADMMiRNN converges under the following theorems.
Theorem 1. If ρi > 2H (i = 1, 2, 3) and Assumption1-3 hold, then Property
1-3 in the supplementary materials hold.
Theorem 2. If ρi > 2H (i = 1, 2, 3), for the variables (θ, λ1, λ2, λ3) in Prob-
lem 2, starting from any (θ0, λ01, λ
0
2, λ
0
3), it at least has a limit point (θ
∗, λ∗1, λ
∗
2, λ
∗
3)
and any limit point (θ∗, λ∗1, λ
∗
2, λ
∗
3) is a critical point of Problem 2. In other words,
0 ∈ ∂Lρ1,ρ2,ρ3(θ∗).
Theorem 2 concludes that ADMMiRNN has a global convergence.
Theorem 3. For a sequence θ generated by Algorithm 1, define mk = min
0≤t≤k
(‖θk˜−
θk‖22), the convergence rate of mk is O(1/k).
Theorem 3 concludes that ADMMiRNN converges globally at a rate ofO(1/T ).
The convergence rate is consistent with current work of ADMM [31, 32]. Due
space limited, the proofs of the above theorems are also omitted in the supple-
mentary materials.
4 Experiments
4.1 Setup
We train a RNN model shown in Fig. 1(a) on MNIST [17]. This is achieved
by numpy and those parameters are updated in a manner of Algorithm 1. The
MNIST dataset has 55,000 training samples and 10,000 test samples and was
first introduced in [17] to train handwritten-digit image recognition. To make a
10 Y.Tang et al.
Fig. 3. The results of ADMMiRNN and SGD on different input sequence length. In
this figure, N represents the length.
fair comparison, all the experiments related to MNIST are conducted in 1000
iterations on a 64-bit Ubuntu 16.04 system.
In addition, our experiments are also conducted on a text. The text could
also be accessed from our open-source code repository. Training on a text is a
typical RNN task. We achieve a typical RNN model and unfolded it to N cells
with numpy and N is also the length of the input sequence. In our experiments,
we adopt a kind of smooth loss. These experiments are performed on a Macbook
Pro with an Intel 3.1 GHz Core i5 Processor and 8 GB Memory.
In all of our experiments, we utilize a fixed value strategy for these hyperpa-
rameters, such as ρ1, ρ2 and ρ3.
4.2 Convergence Results
Results on MNIST We train the simple RNN model shown in Fig. 1(a)
through different optimizers, including SGD, Adam, Momentum [23], RMSProp [29]
and AdaGrad [3]. We compare our ADMMiRNN with these commonly-used op-
timizers in training loss and test loss and display our experimental results on
MNIST in Fig. 2(a) and Fig. 2(b) respectively. Fig. 2(a) and Fig. 2(b) indicate
that ADMMiRNN converges faster than the other optimziers. ADMMiRNN gets
a more smooth loss curve while the loss curves of other optimizers shake a lot.
This means ADMMiRNN trains models in a relatively stable process. Besides,
ADMMiRNN gets a much more promising training loss and test loss. These re-
sults not only prove that ADMMiRNN could converge in RNN tasks but also
confirm that ADMMiRNN is a much powerful tool than traditional gradient-
based optimizers in deep learning.
Results on Text Data Besides experiments on MNIST, we also explore how
ADMMiRNN performs in text classification tasks. One critical shortcoming of
current RNN models is that they are sensitive to the length of the input sequence
because the longer the input sequence is, the worse training results are. To
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(a) training loss of ADMMiRNN and
some typical optimizers.
(b) test loss of ADMMiRNN and some
typical optimizers.
Fig. 4. The comparison of stability among ADMMiRNN, SGD, Adam and RMSProp.
For each optimization method, we repeated experiments 10 times to obtain the mean
and variance of the training loss and test loss against iterations on MNIST.
ρ1 ρ2 ρ3 r training loss test loss
1 1 1 1 5.045× 10−2 5.046× 10−2
0.1 1 1 1 5.339× 10−2 5.338× 10−2
1 0.1 1 1 5.338× 10−2 5.340× 10−2
1 1 0.1 1 3.776× 10−4 3.776× 10−4
1 1 10 1 0.9984 0.9985
1 1 1 10 5.339× 10−2 5.338× 10−2
1 1 10 10 0.9987 0.9986
Table 2. Training loss and test loss under different hyperparameter settings. All of
these values are obtained after 20 iterations.
investigate the sensitivity of ADMMiRNN to the input length, we measure the
performance of ADMMiRNN and SGD on the text data with different input
sequence length. The results are displayed in Fig. 3. Here, we adopt the average
loss of the input sequence as our target. From Fig. 3, we have evidence that
ADMMiRNN always produces a remarkable result and is nearly immune to the
length, which performs much more impressive than SGD regardless of the length
of the input sequence.
4.3 Stability
As aforementioned, the initialization of weights and biases is critical in RNN
models. In this section, we mainly compare ADMM with some different opti-
mizers and explore its stability for RNN. In brief, we compare ADMMiRNN
with SGD, Adam, and RMSProp and repeat each scheme ten times indepen-
dently. The experimental results are displayed in Fig. 4. The blocks in Fig. 4(a)
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ρ1 ρ2 ρ3 r training iterations test iterations
1 1 1 1 2 2
0.1 1 1 1 2 2
1 0.1 1 1 2 2
1 1 0.1 1 2 2
1 1 10 1 3 3
1 1 10 10 11 11
1 1 1 10 2 2
Table 3. In this table, we mainly display the needed iteration counts in the training
and test process when the accuracy reaches 100.0. This is a representation of the
convergence speed under different hyperparameters.
and Fig. 4(b) represent the standard deviation of the samples drawn from the
training and testing process. The smaller the blocks are, the more stable the
method is. From Fig. 4(a) and Fig. 4(b), we observe that at the beginning,
SGD has a small fluctuation. But as the training progresses, the fluctuation
gets more and sharper, which means that SGD is tending to be unstable. As
for Adam and RMSProp, their variance is getting smaller, but still large with
regard to ADMMiRNN. According to different initialization of weights and bi-
ases, these optimizers may cause different results within a big gap between them.
Specifically, ADMMiRNN has a relatively small variance from beginning to end
compared with SGD, Adam and RMSProp, which is too small to show clearly
in Fig. 4(a) and Fig. 4(b), which indicates that ADMMiRNN is immune to the
initialization of weights and biases and settle the sensitivity of RNN models to
initialization. No matter how the initialization changes, ADMMiRNN always
gives a stable training process and promising results. The results demonstrate
that ADMMiRNN is a more stable training algorithm for RNN models than
stochastic gradient algorithms.
4.4 Different Hyperparameters
varying ρs In vanilla ADMM, the value of the penalty term is critical, and
it may have negative effects on convergence. In this subsection, we mainly try
different hyperparameters in ADMMiRNN and evaluate how they influence the
training process of ADMMiRNN. These results are summarized in Table 2 and
Table 3. Table 2 implies that ρ3 determines the best result in ADMMiRNN. More
precisely, larger ρ3 delays the convergence speed in ADMMiRNN. However, if
ρ3 is too large, it may produce non-convergent results. In Table 3, we present
the needed iteration count when the accuracy is 100.0 in the training and test
process. When ρ3 is 100, we need 11 iterations for the accuracy reaches 100.0
but we only need 2 iterations when ρ3 = 1 or ρ3 = 10. Furthermore, it turns out
that ρ1 and ρ2 account less in ADMMiRNN while ρ3 plays a much more crucial
role with regard to the property of convergence and its convergence speed.
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varying ν In this subsection, we investigate the influence of ν in Eq. 8. In our
experiments on a text data, we fix all the hyperparameters other than ν and set it
10−2, 10−3, 10−4, 10−6, 10−8 respectively. We display the curves corresponding
to different values of ν in Fig. 5. Fig. 5 suggests that larger ν produces a relatively
Fig. 5. The training loss V.S. iterations of ADMMiRNN on a text classification task
with different ν.
worse convergence result in ADMMiRNN. Small ν can not only lead to a small
loss but is also able to push the training process to converge fast. However, when
ν is small enough, the influence on the convergence rate and convergent result
is not obvious.
4.5 Extension
In this subsection, we conduct another extensional experiment on MNIST to
explore how the weight coefficient influences the performance and show it in
Fig. 6. Fig. 6(a) and Fig. 6(b) illustrate that if we adopt a large ν, the convergence
would be delayed and also be more quivering than small ones. But we observe
that the influence is not as obvious as training accuracy and validation accuracy
with respect to the loss shown in Fig. 6(c).
5 Conclusion
In this paper, we proposed a new framework to train RNN tasks, namely AD-
MMiRNN. Since it is difficult to train RNNs with ADMM directly, we set up
ADMMiRNN on the foundation of the expanded form of RNNs. The conver-
gence analysis of ADMMiRNN is presented and ADMMiRNN could achieve a
convergence rate of O(1/T ). We further conduct several experiments on real-
world datasets based on our theoretical analysis. Experimental results of com-
parisons regarding ADMMiRNN and several popular optimizers manifest that
ADMMiRNN converges faster than these gradient-based optimizers. Besides, it
presents a much more stable process than them. To the best of our knowledge,
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(a) training accuracy ver-
sus epochs
(b) validation accuracy ver-
sus epochs
(c) loss versus epochs
Fig. 6. Training RNN on MNIST via ADMMiRNN regarding training accuracy, vali-
dation accuracy and training loss V.S. epochs.
we are the first to apply ADMM into RNN tasks and present theoretical analysis
and ADMMiRNN is the first to alleviate the vanishing and exploding gradients
problem and the sensitivity of RNN models to initializations at the same time.
In conclusion, ADMMiRNN is a promising tool to train RNN models. In our
future work, we will explore how to decide the best penalty parameter for AD-
MMiRNN in the training process rather than adopting a fixed value. Moreover,
we will try to train ADMMiRNN in parallel as ADMM is a great parallel opti-
mization method.
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A Appendix A
A.1 Update w
Similar as the update of u in Section 3.2, we also define G = rId−ρ1sTt−1st−1 and
use with linearized proximal point method, then the update of w is transformed
into
wk˜ ← arg minΩ(w)Nr
2
‖w − wk‖2 + ν(w − wk)T
N−1∑
t=1
[(xkt )
T
(akt − ukxkt − wkskt−1 − bk)] + ρ1(w − wk)T [(skN−1)T
(akN − ukxkN − wkskN−1 − bk − λk1/ρ1)].
(16)
A.2 Update b
As far as b is concerned, it is updated by
bk˜ ← arg minφ(uk˜, wk˜, b, ak, sk, vk, ck, ok). (17)
A.3 Update v
Similar as aforementioned, the update rule for v is
vk˜ ← arg min Nr
2
‖v − vk‖2 + ν(v − vk)T
N−1∑
t=1
[(skt )
T (okt − vkskt − bk)]
+ ρ3(v − vk)T [(skN )T (okN − vkskN − ck − λk1/ρ3)].
(18)
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A.4 Update c
The parameter c is quite simple, which is updated as follows:
ck˜ ← arg minφ(uk˜, wk˜, bk˜, ak˜, sk˜, vk˜, c, ok). (19)
A.5 Update o
Finally, we update ot. It has to be noted that each ot is also updated separably.
If t < N ,
ok˜t ← arg minR(o) +
ν
2
‖ot − vst − c‖2. (20)
If t = N ,
ok˜N ← arg minR(o) +
ρ3
2
‖oN − vsN − c− λ3/ρ3‖2. (21)
