It is shown that the Bell inequalities are closely related to the triangle inequalities involving distance functions amongst pairs of random variables with values {0, 1} . A hidden variables model may be defined as a mapping between a set of quantum projection operators and a set of random variables. The model is noncontextual if there is a joint probability distribution. The Bell inequalities are necessary conditions for its existence. The inequalities are most relevant when measurements are performed at space-like separation, a possibility showing a conflict between quantum mechanics and local realism (Bell´s theorem).
Introduction
Fifty years have elapsed since John Bell derived his celebrated inequalities [1] . The work had a prompt and relevant impact on the foundations of quantum mechanics. In a few years it stimulated increasingly refined experiments. Finally in the last two decades it has had an important contribution to the development of quantum information theory. Therefore it is difficult to overestimate the relevance of Bell´s pioneer publication.
The mathematical derivation of the inequalities is rather trivial, but the deep connection with fundamental properties of the quantum formalism, although known, deserves a wider understanding.
Soon after the formalization of quantum mechanics in terms of Hilbert spaces by von Neumann [2] , he and Birkhoff [3] pointed out that the essential difference beween classical and quantum physics appears already at the level of the logic (or propositional calculus), which is distributive in the classical case, i. e. it is a Boolean algebra. In contrast it is not distributive in quantum theory, if we identify the propositions with the projection operators and use appropriate definitions of the logical operations "join" and "meet" (see [4] and references therein). The relation of the Bell inequalities with the distributivity of the logic is known since long ago [5] .
In turn the classical, distributive, logic is fundamental for the formulation of standard (Kolmogorovian) probability theory. And a crucial property of probabilities is the existence of triangle inequalities of "distances" (see below for the definition). That these inequalities are closely related to the Bell inequalities is well known (see e.g. [6] and references therein).
I will revisit these mathematical properties in the next section. The physical implications will be studied in section 3. However I shall touch on neither the experimental side of the inequalities nor the applications to quantum information theory. The main purpose of the paper is to discuss the relevance of the inequalities for the interpretation of quantum mechanics, in particular the question whether a realistic interpretation is possible at all. There are a lot of papers and many books concerned with this question, which will not be commented here, but the subject is still controversial [7] .
Mathematical content
From the mathematical point of view the Bell inequalities are necessary conditions for the existence of a joint probability distribution associated to a set of projection operators (projectors) and a density operator on a Hilbert space. A relevant result is that, if all projectors of the set commute with each other, then a joint probability distribution exists and all Bell inequalities hold true for any density operator. Although this section deals with mathematical properties, and therefore it is independent of any physical theory, I will use the widely known language of quantum mechanics. In particular in this section we shall name "observable" any self-adjoint operator in the Hilbert space.
Probability distribution of an observable
For any pair Â ,ρ of an observable and a density operator it is possible to define the probability density, f (a) ,of a random variable, a, associated with the observable. In fact the standard rule about the expectation value, Â n , of the n'th power of an observableÂ in the state given by the density operatorρ allows getting the characteristic function, C(ζ), of the associated probability distribution, that is Â n = T r Â nρ ⇒ C(ζ) = T r exp iζÂ ρ , where T r(x) means the trace of the operatorx. The probability density is obtained by Fourier transform, that is f (a) = 1 2π dζ exp (−iζa) C(ζ) = 1 2π dζ exp (−iζa) T r exp iζÂ ρ .
Example 1: ObservableÂ having discrete nondegenerate spectrum andρ being a pure state, that iŝ
Assuming that the eigenfunctions | ψ j form an orthonormal basis we have
whence, taking eq.(1) into account, the probability distribution is
This means that the distribution is discrete and it associates the probability φ | ψ j 2 to the eigenvalue a j .
Example 2.Â is a projector andρ arbitrary (not necessarily representing a pure state).Â fulfilsÂ =Â 2 ⇒Â n =Â, for any natural number n. Then we have
which means that T r ρÂ = p(a) is the probability that the projector takes the value 1.
Joint distribution for several observables
Generalizing eq. (1) we might define the joint probability distribution of two observables, f (a, b) , as follows
IfÂ andB commute with each other, the function f (a, b) is indeed the desired joint distribution and it has the properties of a classical joint distribution, as shown in the following. In fact in this case there is a complete set of orthonormal simultaneous eigenvectors of the two observables, that we will label | φ j (assuming for simpliticity that the set is discrete). Thus we may use the resolution of the identity operatorÎ in terms of these eigenvectors in order to define the trace, i. e.
Hence eq.(2) becomes, after some algebra,
where ρ aj (a) is the probability distribution of a in the state j, as given by eq.(1) . Eq.(3) has the same form as a classical joint probability distribution written in terms of the probability distributions of the individual variables a and b. In particular if the sum in j contains only one term, the distributions ρ aj (a) and ρ bj (b) are uncorrelated. In sharp contrast ifÂ andB do not commute the function f (a, b) defined by eq.(2) may not be semidefinite positive. For instance in a system consisting of a single particle (without spin) in one dimension, the position and momentum observables,x andp, do not commute and eq.(2) leads to
which is the Wigner function associated to the stateρ. As is well known the Wigner function is not always positive. We might try other choices for the ordering of the operatorsx andp, but none fully satisfactory has been found. Thus the question arises, is it always possible to find a joint (positive semidefinite) probability distribution for several observables and a given density operator?. The answer is affirmative if all observables commute, but negative in general. In order to prove that assertion let us start studying joint probability distributions in the mathematical theory of probability.
Joint distribution for several dichotomic random variables
What I will present in the following is well kown for any mathematical measure, in particular a probability distribution, defined on a set. In mathematics a measure on a set is a mapping of subsets on nonnegative numbers, with some topological restrictions on the subsets if the set is not finite. But for our purposes it is enough to study probability distributions on a finite set {a j , j = 1, 2, ...n} of random variables having values {0, 1}. The question that I will try to answer is the following. Given the probabilities {p 1 (a j )} that a j = 1, and the probabilities {p 2 (a j a k )} that a j = a k = 1 for all j, k, we want to know whether these probabilities are the marginals of some joint probability distribution for all the variables. A well known result of probability theory is the following lemma: A necessary condition for the existence of a joint probability distribution is that all triangle inequalities of the form
whereā j = 1 − a j is the variable that takes the value 1(0) when a j takes the value 0(1). The distance function fulfils
We see that the distance is zero when the two variables are maximally correlated (they might be considered the same variable) and it is unity if they are maximally anticorrelated. The proof of the lemma is easy. We consider 3 random varibles {a, b, c} with values {0, 1} and use a Venn diagram where the random variables are represented by circles and the areas are proportional to the probabilities. Thus it is trivial to check that
which is a triangle inequality similar to eq.(4). In the following I show that the triangle inequalities eq.(4) are closely related to the Bell inequalities [1] .
Random variables representations
Let us consider a finite set, P ≡ {â j } , of projectors (with eigenvalues 1 and 0) and a density operatorρ. A set R ≡ {a j } of random variables with values {0, 1} is here defined as a "random variables representation" (RVR) of the pair {P,ρ} if there is an one to one mappping P → R such that, for any subset of P involving only projectors that commute with each other, the following equality holds true
where p (a j , a k ...a l ) is the probability that all variables {a j , a k ...a l } take the value 1. We assume that both sets P and R are complete in the sense that ifâ j ∈ P alsoÎ −â j ∈ P,Î being the identity operator. Hence if a j ∈ R alsō a j ∈ R. The quantities on the right side of eq. (7) have all the properties of probabilities. In fact they are positive or zero and the marginals are consistent with the mapping P → R, that is
In conclusion a "random variables representation" exists for any pair {P,ρ}.
Example: Let us consider four projectors â 1 ,b 1 ,â 2 ,b 2 such thatâ j commutes withb k for any j, k ∈ {1, 2}, but neitherâ 1 commutes withâ 2 nor b 1 withb 2 . Thus eqs. (7) allow defining 24 probabilities, namely
But there are many probabilities which are not defined by eqs. (7) , namely those involving two or more noncommuting operators. For instance the following probabilities cannot be derived that way
There are two different kinds of random variables representation. A RVR of the pair {P,ρ} is "complete" if there is a joint probability distribution for all random variables of R such that the probabilities given by eqs. (7) are marginals of the joint distribution. It is incomplete it such a joint probability does not exist.
In the above example a complete RVR would require the existence of the 16 probabilities
whence all other probabilities could be obtained as marginals. However some of these could not be derived from eqs. (7) , for instance this would be the case for the probabilities eqs. (9) in our example. On the other hand it may be that probabilities eqs. (10) do not exist with the condition that all probabilities derivable from eqs. (7) are marginals of these eqs. (10) . In this case the RVR will not be complete. The complete and incomplete RVR correspond to the socalled noncontextual and contextual hidden variables theories in quantum mechanics, respectivley, as will be clarified in the next section. It is not difficult to generalize RVR to observables not necessarily projectors. Actually any set of observables may be written (or accuratelly approximated) in terms of projectors.
Quadrilateral inequalities as tests of completeness
An interesting task is to find conditions that allow to discover whether the RVR of a pair {P,ρ} is complete. In view of the subsection 1.3 a necessary condition would be that all triangle inequalities involving probabilities defined by eq. (7) are fulfilled. However this criterion is useless. In fact for any 3 commuting projectors the triangle inequality holds true either if the RVR is complete or not. On the other hand if two projectors do not commute their distance function cannot be defined because the joint probability is not given by eq. (7) . In this cases one of the sides of the triangle inequality is unknown.
The solution to the problem is to consider quadrilateral inequalities as follows. If the RVR is complete, then a joint probability is defined for any 3 random variables of the model. As a consequence, choosing any four variables {a 1 , a 2 , b 1 , b 2 } the following two triangle inequalities hold true
although it may be that some of the distances cannot be obtained via eqs. (7) (but they might be obtained as marginals of the assumed joint probability distribution as the RVR is complete). The addition of these two inequalities gives the quadrilateral inequality
which is usefull because all four distances may be obtained via eqs. (7). As a consequence a necessary condition for a RVR to be complete is that all quadrilateral inequalities like eq. (11) hold true. The inequalities are not trivial if some of the projectors associated with the variables do not commute. For instance, in our above example the projectorsâ 1 andâ 2 do not commute. The quadrilateral inequalities are closely related to the most typical Bell inequalities [1] , [8] . In fact, taking eq.(??) into account, (11) may be written in the form
which is an inequality derived by Clauser and Horne [9] in 1974 from different (but equivalent) assumptions as those used here. Most popular is the inequality derived in 1969 by Clauser, Horne, Shimony and Holt (CHSH) [10] which is acually equivalent to eq. (12) . In fact, let us consider dichotomic variables {A j , B k } with values {−1, 1} , related to the variables {a j , b k }, with values {0, 1} , by means of
Now for a random variable a with values {0, 1} the probability p(a) of taking the value 1 is identical to the expectation value a . Thus the inequality eq.(12) may be rewritten
which, taking eq. (13) into account, leads to
Hence simple algebra gives
which is the CHSH inequality [10] .
Physical meaning
At a difference with the previous (mathematical) section, here it is necessary to distinguish the "observables" of a physical system from the "operators" associated to them in the Hilbert space formalism of quantum mechanics.
Ontic states, elements of reality and observables
The starting point for our discussion will be the initial sentence of the Einstein, Podolsky and Rosen (EPR) paper [11] . Indeed the title of the pioneer Bell publication made reference to it [1] . The EPR article begins: "Any serious consideration of a physical theory must take into account the distinction between the objective reality, which is independent of any theory, and the physical concepts with which the theory operates. These concepts are intended to correspond with the objective reality, and by means of these concepts we picture this reality to ourselves" [11] . The paper concludes that quantum mechanics is either nonlocal or incomplete and the authors consider the second alternative more plausible. In a soon reply, Bohr supported a kind of wholeness of quantum mechanics that implies nonlocality [12] , which makes completeness possible. Thus an empirical proof of nonlocality, via the (loophole-free) violation of a Bell inequality, would be a vindication of Bohr against Einstein.
Following the advise of the initial paragraph of the EPR paper I will assume that a physical system is at any time in some "ontic state", that is "a real physical state not necessarily completely described by any theory (e. g. quantum), but objective and independent of the observer". The observable properties of the system derive from the ontic state at the time of observation [13] .
In classical physics it is assumed that measurements just reveal properties of the physical systems that exist independently of observations. That is, in a pure state of a classical system all its observables have a well defined value. A mixed state (or statistical ensemble) would be associated to a joint probability distribution for the observables. This is not true in quantum physics as the Kochen-Specker theorem shows (see below), a fact actually known well before the theorem was formally proved. This characteristic trait of quantum physics has led some people to claim that, in contrast with classical physics, quantum systems have no properties whenever they are not measured. That is properties are "created" or "emerge" as a result of measurements. This claim seemed bizarre to many people including Einstein, who criticized it with the rhetorical sentence: Is the moon there when nobody looks?.
In order to clarify the subject it is necessary to distinguish between the objective properties or "elements of reality" [11] , that exist independently of any observation, and the "observable quantities" which appear only as a consequence of the observation or measurement. This is true in both classical and quantum physics. The point may be seen with two examples. In playing dice, every die has spots on the faces indicating the six numbers 1 to 6. These are objective properties, always present in the faces of the die. But if we play dice the value of our observable is only one number per die, namely the one printed in the upper face when it becomes at rest on the table. The value of the observable, but not the objective property, is "created" by the action of playing dice, i. e. the experiment. As a second example we consider the color of a solid body. The objective property is the (maybe unknown) distribution of atoms and electrons in the body surface and the observable is the color, via the spectrum of the light reflected by the body, e. g. analyzed by the eye. In classical physics there is usually a rather direct connection between objective properties and observables, which may cause the confusion. This is not so common in quantum physics, but the distinction between objective properties and observables applies equally.
Certainly there are other differences between classical and quantum physics with respect to measurements, but they are less radical than usually claimed. In classical physics the perturbation of the measuring apparatus on the observed system is usually negligible and it is assumed that it may be reduced indefinitely. In contrast in quantum measurements there are cases where the perturbation is unavoidable and large. In classical physics it is assumed that all observables of a system are compatible, in the sense that they may be measured simultaneously (although it is not always the case), which is not true in quantum physics.
A relevant difference is that the quantum formalism predicts cases where the result of a measurement necessarily depends on the context. This is the content of the Kochen-Specker theorem, which does not apply to classical physics. However that difference is not sufficient support for the claim that objective properties do not exist in quantum systems or that realistic interpretations of quantum physics are not possible, that is interpretations in terms of "pictures of the reality" [11] . These pictures might be achieved by means of ontic or hidden variables models of quantum systems. The essential result of Bell´s study was to derive relevant constraints on these models.
Ontic models in classical physics
The standard classical assumption that measurements just reveal existing properties may be formalized stating that the observed result, a, depends on the ontic state, λ, of the system and the measuring apparatus, A, appropriate for a given observable quantity. That is the observed result, a, will be a function a = a (λ, A) .
The assumption that the results of all observations on a system derive from functions like a (λ, A), eq. (15) , implies that the correlation (or expectation value of the product) of several observable quantities, {A, B, ...C} may be written
Here we have assumed that λ is a numerical parameter attached to the ontic state so that the integral in λ makes sense. The function f (λ) gives the probability distribution of the ontic states in cases where we use a statistical ensemble of states (a "mixed state") due to incomplete information. For a pure state the function f (λ) will have the form of a Dirac´s delta, which reduces the right side of eq. (16) to a simple product (no integration required). The knowledge of the functions a (λ, A) , b (λ, B) , ...for all observables would allow calculating all expectations. Without loss of generality we may consider that our set {A, B, ...C} consists of observables with values {0, 1} , because any observable may be defined in terms of yes-no questions. In this case the functions a (λ, A) , ...take the value 1 for some ontic states λ and 0 for other states. In any case fixing the functions eqs. (15) for all possible observables of the system would determine their joint probability distribution.
(For this to be true we shall include the n'th powers of every observable as observables of the full set).
The above construction, eq.(16) , may be called "ontic model" [14] and it may be extended, with some modifications, to quantum physics. However for some people the existence of ontic states is a philosophical assumption that should not enter physics. Thus we may treat λ as just a parameter in a model for an experiment and name it "hidden variable". Then we will call the construction a hidden variables model.
Hidden variables models in quantum mechanics. Kochen-Specker theorem
Let us analyze whether hidden variables models ( HVM) are possible in quantum mechanics. We consider a quantum system (pure or mixed), a state given by the density operatorρ, and the set of projection operators Â ,B, ... associated to all observables of the system with values {0, 1} . We may try to construct a HVM (or ontic model), as in the classical case, via a set of functions {a (λ, A) , b (λ, B) , ...} such that an equation similar to eq.(16) holds true. At a difference with the classical case, quantum mechanics does not predict expectations for all products of observables, but only for products of "compatible" observables, that is those whose associated operators commute with each other. In this case the expectation is given by AB...C = T r ρÂB...Ĉ .
If there are functions {a (λ, A) , b (λ, B) , ..} such that expectation may be obtained via eqs. (16) for all possible expectations like eq. (17), then we call the correspondence between operators and functions a noncontextual HVM. For the the sake of clarity I put an example. Let us consider a stateρ of a quantum system and a set of 3 observables {A, B, C} each with values {0, 1} , represented in quantum mechanics by the projection operators Â ,B,Ĉ .
We assume thatÂ commutes with bothB andĈ, butB does not commute withĈ. In this case quantum mechanics predicts the following expectations, to be obtained via equations similar to eq.(17) , A , B , C , AB , AC ,
but it does not predict the expectations (involving incompatible observables, which cannot be measured simultaneously)
BC , ABC .
It is trivial to get 3 functions {a 1 (λ, A) , b (λ, B) , c (λ, C)} able to reproduce the former 4 expectations eqs. (18) . Also we may find another function a 2 (λ, A) that, together with {b (λ, B) , c (λ, C)} , allows reproducing all expectations eqs.(18) except maybe the fourth. Thus we would obtain a HVM, but the question is whether we have a 1 (λ, A) = a 2 (λ, A) . If this is the case the HVM would be noncontextual. It may be realized that a noncontextual HVM corresponds to a complete random variables representation of the pair {P,ρ} , as defined in the mathematical section 2. Indeed the knowledge of all correlations like eqs. (16) determines the joint probability distribution of all observables as said above.
It is the case that for some physical systems there are states,ρ, such that the quantum predictions for all possible expectations, like eq. (17) , cannot be reproduced by a noncontextual HVM. In fact the following statement is true:
In a Hilbert space of dimension 3 or more, noncontextual hidden variables theories are not possible in general. That is, there are examples of a quantum state and observables such that no noncontextual HVM exists.
The result is called Kochen-Specker theorem [15] for the authors who proved it in 1967, although it had been proved independently in 1966 by Bell [16] , [17] . (It may be shown that for spaces of dimension 2 noncontextual HVM are always possible). A skecth of the original Kochen-Specker proof will be given below.
Contextual hidden variables
The Kochen-Specker theorem does not imply that HVM are impossible. In fact in quantum physics we may assume, as in classical physics, that objective properties (or elements of reality associated to "ontic states") exist provided that we admit the possibility that the values of some observables depend on both the ontic state and the specific measuring set-up (the context). This may be formalized as follows.
The result, a, of a measurement of the observable A depends on the ontic state, λ, and the measuring apparatus, A j , including the whole context of the measurement. This fact was emphasized by Bohr, and later by the supporters of the Copenhagen interpretation. Thus we should write
which takes into account that the same observable A may be measured with different measuring set-ups, say A j , j = 1, 2, ... (compare with eq. (15)). A more convenient notation is to use a continuous parameter µ, rather than the discrete index j, thus writing
With this notation A represents the observable rather than the specific experimental set-up A j . An obvious condition is that the probability distribution, p (a) , of the result a, in a given quantum stateρ should be independent of j (or µ) in order that all {A j } are appropriate measuring devices for the observable associated to the operatorÂ. In particular ifÂ is a projection operator the expectation
should be independent of µ. This conclusion seems somewhat inconsistent because it suggests that the function a (λ, A, µ) itself should be independent of µ, but this is not always possible. Indeed in this case we would be lead to a noncontextual HVM, which is not allowed in general, as the Kochen-Specker theorem states. This strange behaviour has been one of the reasons for the belief that HVM are not appropriate completions of quantum mechanics. But that belief is not shared by this author. Actually we may assume that the function fρ (see eq. (21)) does depend of the context too, that is contextuality ⇒ fρ = fρ (λ, µ) .
In words, the probability distribution of ontic states associated to a quantum state may depend on context. In this case we should substitute the following for eq.(21)
This possibility has not being contemplated in the literature, but I think it is not more strange than the dependence on context of the functions a (λ, A, µ) (see eq. (21)) and it solves some problems as will be commented below, see section 3.6.
Hidden variables models that involve functions associated to quantum states, fρ (λ, µ) , and/or functions associated to quantum observables, like a (λ, A, µ) , that depend of the full measuring context µ, are called contextual HVM. They correspond to the incomplete random variables representations of section 2. From the discussion in that section we conclude that hidden variables models (HVM) are always possible, a fact already stressed by John Bell in 1966 [16] , [17] . But the HVM necessarily should be of the contextual type in some cases, because noncontextual HVM are not always possible (Kochen-Specker theorem) .
What makes necessary the use of contextual HVM is the fact that the operators associated to observables in quantum theory do not always commute with each other. But I point out that sometimes a noncontextual HVM is possible for systems where not all such operators commute. Indeed the possibility of noncontextual HVM is not a property of the system but it depends also on the quantum state. Thus "noncontextual" does not mean that the joint probability distribution of all observables may be measured in the same context. Indeed, according to the quantum mechanical postulates it cannot whenever not all observables commute with each other, and nevertheless noncontextual HVM are possible in some cases. For instance in the example of section 2.4, if there are two subsystems, one with observables {a 1 , a 2 } and the other one with observables {b 1 , b 2 } , noncontextual HVM are impossible (possible) if the state is entangled (not entangled), see e.g. [17] .
A consequence is that finding whether a quantum state and a set of quantum observables of a system admit noncontextual HVM is not trivial. Indeed the commutativity of all operators representing observables, although a sufficient condition, it is not necessary. Thus the relevant question is whether noncontextual HVM are possible when some quantum observables do not commute. If the answer is in the affirmative then there exists a joint probability distribution for all observables and, as shown in section 2, a necessary condition is that all quadrilateral inequalities hold true. As this is a straightforward consequence of Bell's work, I will name them Bell inequalities from now on.
The Bell inequalities may be used, and have been used, as tests to discriminate quantum vs. classical phenomena. If a Bell inequality is violated the phenomenon cannot be interpreted via noncontextual HVM and it may be considered specifically quantum. Indeed in classical physics the Bell inequalities always hold true.
Bell's theorem
The definition of noncontextual HVM resting upon eq.(16) is interesting because it provides a model for the mechanisms of building up correlations between distant bodies. In fact the correlations involved in eq.(16) may appear in two different scenarios: 1) Correlations between properties of a single body or a system localized in a small region of space, 2) Correlations between distant systems. I shall study the latter case in the following and the former in section 3.5 below. Actually the difference between the two kinds is not sharp, but there is a very important case which belongs clearly the latter, namely in EPR type experiments commented as follows.
Both in classical mechanics and in ordinary life the correlations between distant systems are assumed to derive from a common past. For instance the similarity between twins (possibly living in different cities) is a correlation between distant bodies. It is an obvious consequence of the common origin, which might be formalized stating
where A and B label some feature of the twins, e. g. colour of the eyes, and f (λ) represents the (common) genetic content. But correlations cannot be interpreted in terms of eqs. (22) or (16) whenever a Bell inequality is violated. Hence the fundamental consequence of Bell´s work is to show that in nature there may be correlations between distant bodies not deriving from a common past; this is the case if the correlations violate a Bell inequality. The result derives from the laws of (standard) probabilities and it is therefore independent of the existence of quantum mechanics. Quantum mechanics enters because it predicts the existence of such correlations, a result known as "Bell´s theorem". Bell introduced hidden variables models, called local, that are partially contextual. He stressed that contextual HVM are not too strange provided contextuality means influence of the context (e. g. the measuring equipment) near the system under study. However it would be rather strange if the influence is at a distance, as in the experiments of the EPR type [11] . In those experiments two particles are produced in a source, each particle travels in a different direction and when they are far appart two different agents, Alice and Bob, measure their respective properties. In this case it is unplausible to assume that there may be an influence of the context of Alice (Bob) on the result of the measurement made by Bob (Alice). But those influences should exist if a Bell inequality is violated by the four correlations A 1 B 1 , A 1 B 2 , A 2 B 1 , A 2 B 2 , where A j (B k ) are observables measured by Alice (Bob).
It may be realized that the relevance of Bell´s theorem is greater than just to refute a class of hidden variables theories of quantum mechanics. It proves that local realistic models of natural phenomena are not compatible with quantum mechanics. Indeed Bell himself reinterpreted the correlation between two measurements, one by Alice the other one by Bob within relativity theory [8] . To do that he considered the set of variables λ to be the union of two sets, λ a and λ b , representing all events in the past light cones of the measurements performed by Alice and Bob, respectively. The violation of a Bell inequality with space-like separated measurements, in the sense of relativity theory, would imply that the correlation does not derive from the intersection of the said past light cones. Thus Bell's theorem seems to prove the incompatibility of quantum mechanics with relativity theory. The contradiction looks dramatic, but most authors think that there is no real contradiction because quantum mechanics does not allow sending superluminal signals from Alice to Bob (or from Bob to Alice). Actually for many authors what is proved by Bell's theo-rem is the nonexistence of hidden variables or maybe the unavoidability of an instrumentalistic interpretation of quantum mechanics, excluding realistic interpretations. For this reason it is frequent to state Bell´s theorem as proving the incompatibility between local realism and quantum mechanics. In relation with this problem it is worth remembering that no empirical loophole-free violation of a Bell inequality has been yet achieved [18] , and there are people believing that such a violation will never happen [13] . (Here loophole-free includes the condition that measurements, by Alice and Bob, are space-like separated.)
Contextual hidden variables theories within a localized system
Eq. (15) can be used in the interpretation of quantum predictions when all observables involved commute with each other. Indeed in this case the set of all observables may be taken as a single observable. In sarp contrast, when there are pairs of observables that do not commute, it may be required the use of eq.(20) . For instance let us consider again a system possesing 3 observables such thatÂ commutes withB and withĈ, butB does not commute withĈ. Then the context of a joint measurement ofÂ andB must be, according to quantum mechanics, different from the context for a joint measurement ofÂ andĈ, because the observablesB andĈ are not compatible. Now the question arises, is the probability distribution of the values of the observableÂ, obtained as marginal of the joint distribution of A andB, the same as the marginal obtained from the joint distribution of A andĈ? As said above in discussing the same example the answer should be yes because otherwise we could not consider both experimental set-ups appropriate for the measurement of A. Thus the following equality should hold true
(23) The remarkable feature of this equality is that ignoring the dependence of the functions f ρ on the context is rather unplausible, as shown below.
In the following I will study the most interesting case related to possible realistic interpretation of quantum mechanics, where the parameter λ represents an ontic state. It is clear that we cannot assume independence on the context µ in both functions fρ (λ, µ) and a(λ, A, µ) because this would correspond to constructing a noncontextual HVM, forbidden by the KochenSpecker theorem. Thus the question arises, may we assume that fρ is independent of the context?. Going to the example of the 3 observables {A, B, C}, the said context independence of fρ combined with the impossibility of noncontextual HVM implies that for some fraction of the ontic states λ we have the result a = a (λ, A, µ AB ) = 1, a (λ, A, µ AC ) = 0 and for another fraction we have a = a (λ, A, µ AB ) = 0, a (λ, A, µ AC ) = 1. If the probability distribution of ontic states fρ (λ) does not depend on context, then eq.(23) requieres that those two fractions have the same probability, and this should be true for any quantum state and for any choice ofB andĈ. This is possible, but it looks rather like a conspiracy. In my opinion it is more plausible to assume that the same quantum state,ρ, corresponds to different probability distributions of ontic states when the quantum system is placed in different contexts.
This may sound strange but it is rather natural. For instance let us consider the example of a spin 1 atom, where the spin components squared J 2 x ,Ĵ 2 y ,Ĵ 2 z , along three orthogonal directions, commute with each other and therefore they could be measured in the same context (i. e. with the same set-up). The joint measurement would require placing the atom in an electromagnetic field with a symmetry different from the rotational invariance of the vacuum. That is the symmetry of a cube with faces parallel to the planes xy, xz and yz respectively. It is plausible that the set of ontic states in this context is different from the set of ontic states in the vacuum. The consequence would be that the same quantum state should correspond to different probability distributions of ontic states.
Actually the example of the spin 1 atom was used by Kochen and Specker [15] in the proof of their theorem. The eigenvalues of each spin component squared are either 1 or 0, but the eigenvalue of the total spin squared, J 2 x +Ĵ 2 y +Ĵ 2 z , is 2. Therefore in a joint measurement of the three observables we would get 0 for one of them and 1 for the other two. Now we consider the spin components along three different mutually orthogonal directionsĴ
Again we would get 0 for one of the observables and 1 for the other two. In a noncontextual HVM, eq.(15) implies that, for given λ, the value 0 should be attached to some spin components squared, Ĵ 2 n , and the value 1 to all spin components squared corresponding to orthogonal directions. What remains for the proof of the theorem is to show that this is not possible. In fact it is impossible to classify the directions in space (or equivalently the points on a spherical surface) in such a way that if the value 0 corresponds to a point, the value 1 should be attached to all points in orthogonal directions. This is a mathematical result whose proof I omit [15] . In conclusion we cannot assume eq.(15) for all the said observables, which shows the incompatibility of quantum predictions and noncontextual HVM whatever is the quantum state in this example. In contrast contextual HVM are possible, as said above, but the Kochen-Specker example gives interesting information about the features of those contextual models.
3.7 Are quantum states physical properties of a system?
As we have seen, Bell´s work has been an important contribution to the old debate about the completeness vs. incompleteness of quantum mechanics, which is closely related to the possibility of (plausible) hidden variables models. As is well known the early stages the debate involved Bohr vs. Einstein, which culminated with the EPR paper [11] and Bohr´s reply [?] . A related, but not fully equivalent, dichotomy is the ontological vs. epistemological nature of the quantum state (or density operator). If the quantum state is epistemological, i. e. it represents just our knowledge, then it is plausible to appoint a probability distribution, fρ (λ) , of ontic states, λ, to every quantum state, represented by the density operatorρ. However there is a subtle point that has been stressed recently in a paper by Harrigan and Spekkens [14] . These authors show that Einstein discussed this point in several letters, although not in the EPR paper. The point is that quantum mechanics might be incomplete and nevertheless the quantum state being ontological. This would be the case if every ontic state belongs to only one quantum state, that is if "the distributions fρ (λ) and fσ (λ) (of ontic states λ) cannot overlap", as a recent theorem by Pusey, Barrett and Rudolph (PBR) [19] asserts. In fact "if the said lack of overlapping can be shown for any pair of quantum states, then the quantum state can be inferred uniquely from λ. In this case, the quantum state is a physical property of the system".
In order to see the relevance of the theorem for a realistic interpretation let us consider to the example of the Schrödinger cat. As is well known this example involves the quantum prediction that the cat may be in a state of linear combination between alive and dead. In fact in standard quantum mechanics it is assumed that any system is in a quantum pure state (represented by a wave function), although the most useful representation for macroscopic bodies is a density operator (equivalent to a probability distribution of state vectors or wave functions). Thus a living cat will be in some quantum state represented by one of the state vectors | livecat, j , j = 1,2,... Similarly a dead cat could be represented by | deadcat, k , k= 1,2,... But standard quantum mechanics also assumes that a linear combination like
represents a possible quantum state (the assumption is usually called "superposition principle"). Now the commented theorem [19] implies that all ontic states associated to the quantum state eq.(24) should be different from every ontic state of living cat, associated to the quantum state| livecat, j , and also from every ontic state of dead cat, associated to | deadcat, k . But no plausible realistic interpretation may assume the existence of ontic states associated specifically to the quantum state eq.(24) (of partially living cat!) Any realistic interpretation of that quantum state should either associate to it a statistical mixture of ontic states of living and dead cat or assume that such states do not exist. I. e. that only some mixtures of states of macroscopic bodies would make sense. However for microscopic systems linear combinations of wave functions should be quite different from mixtures ! Indeed a mixture interpretation of all linear combinations would not be compatible with the results of interference experiments. In view of these problems a careful scrutiny of the assumptions of the PBR theorem [19] is necessary. According to the authors the assumptions are: "a system has a real physical (ontic) state... This assumption only needs to hold for systems that are isolated, and not entangled with other systems... The other main assumption is that systems that are prepared independently have independent physical states" [19] . However asides from the explicit hypotheses there are implicit assumptions, for instance that linear combinations like eq.(24) represent possible quantum states. Also there is a crucial assumption which we have questioned in the previous section of this paper, namely that the distribution of ontic states in a quantum state is context independent. A more detailed analysis of all the implicit assumptions of the theorem lies beyond the scope ot this paper.
