We consider the estimation of millimeter wave (mmWave) channel gains following the now well-established approach of sparse signal processing. Within that context, we offer two major contributions. The first is a complete frame-theoretical treatment of the sensing matrix design (beam management) problem, compactly described by a pair of Lemmas that together with efficient low-coherence frame construction algorithms offer a general solution for the optimal transmitter (Tx) and receiver (Rx) beamforming components of the sparse mmWave channel estimation problem. The second contribution is a pair of novel sparse recovery algorithms, which unlike the majority of sparse solvers found in the literature, is not based on the relaxation of 0 -norm into an 1 -norm, but rather on a smooth approximation of the 0 -norm handled further via fractional programming (FPG). The two algorithms differ from each other in that in the first (slightly more accurate), the resulting convex problem is solved via interior point methods, while the second (stand-alone) makes use of the alternating direction method of multipliers (ADMM). As a bonus, an original ADMM variation of the well-known basis pursuit denoising (BPDN)-1 -reweighted sparse solver is also given. Simulation results confirm the channel estimation accuracy improvements obtained by both contributions.
I. INTRODUCTION
MmWave systems have been proposed in recent years [4] , [5] as a prospective solution to the ever-increasing demand for higher data rates, massive connectivity and lower latencies, driven by applications such as virtual reality (VR)/augumented reality (AR), multi-viewpoint 4K live streaming [6] , traffic management of connected vehicles, data-age oriented Internet of Things (IoT) sensor networks, and others, which together are predicted to bring global data volumes to 175 zettabytes by 2025 [7] .
Although current efforts to develop high-frequency technologies for mass public communications concentrates on frequency bands between 24 GHz and 300 GHz, it is The associate editor coordinating the review of this manuscript and approving it for publication was Zilong Liu . foreseen that the trend will lead to a future effort to exploit the broadly available spectra at even higher frequency bands, e.g. terahertz (THz) and visible light (VL).
In other words, considering that mmWave channels are similar to THz and VL channels in terms of their sparse spatial scattering, it can be said that the development of sophisticated mmWave channel acquisition technology is fundamental not only to the success of fifth generation (5G), but also to establish the foundations of sixth generation (6G) systems. Besides the wider spectrum availability, mmWave wireless also have the added benefit of allowing systems to be equipped with larger number of antennas than traditional sub-6 GHz systems.
This feature comes in handy as it enables the application of (massive) multiple-input multiple-output (MIMO) techniques [8] to compensate for the physical challenges of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ mmWave channels such as higher attenuation [9] , sensitivity to blockage [10] , less diffraction, and higher rates of absorption by atmospheric gases [11] . The counteracting of mmWave-specific channel propagation limitations is, however, not without its own challenges. For instance, the fully digital MIMO architectures developed for sub-6 GHz bands become impractical due to the high cost and power consumption of mmWave radio frequency (RF) components such as analog-to-digital converters (ADCs)/digital-to-analog converters (DACs) and power amplifiers (PAs) [12] , [13] .
It has been shown that this issue can be circumvented by hybrid beamforming mechanisms such as the manifold optimization based alternating minimization (MO-AltMin) [14] , the fixed phase shifter based alternating minimization (FPS-AltMin) [15] or the hybrid design by least squares relaxation (HD-LSR) [16] , which combine digital baseband processing by a relatively smaller number of RF chains with a larger number of phase shifters for analog processing. Nevertheless, hybrid beamforming designs including the aforementioned approaches are known to be strongly influenced by the quality of channel state information (CSI) [17] , [18] . In particular, recent work indicates that the performance of mmWave hybrid beamforming subjected to CSI imperfection [17] , [18] is significantly inferior to what is theoretically achievable under perfect CSI, which justifies the demand for accurate channel estimation schemes.
In this context, compressed sensing (CS) emerged as an effective approach to improving the accuracy of mmWave channel estimation [19] , [20] . Indeed, if on the one hand the fast variation and severe propagation losses of mmWave channels prevent us taking finely sampled observations in time domain, on the other hand the spatial sparsity of these channels enables the formulation of mmWave channel estimation as a sparse vector reconstruction problem [21] .
Initial work on CS-based mmWave channel estimation relied on classic orthogonal matching pursuit (OMP) methods [19] - [22] for the recovery of channel gains only, considering that angles of arrivals (AoAs) and angles of departures (AoDs) could be inferred from the sparse solutions directly, under the assumption that a sufficiently granular set of Tx and Rx beams were employed for channel probing. However, it was later recognized that OMP-based solvers suffer from normalized mean square error (NMSE) performance loss in the presence of noise, and that the optimization of Tx and Rx beams (aka. beam alignment or beam management) also plays an important role in mmWave channel estimation itself [23] . This latter fact emerges out of the beams' relationship to the sensing matrix appearing in the sparse formulation of the problem, required to satisfy the restricted isometry property (RIP) condition [24] in order to ensure accurate solutions.
In response to the latter, we proposed in [1] a mmWave channel estimation algorithm employing 1 -reweighted BPDN method [25] for recovery, with sensing matrices optimized as Parseval tight frame (PTF) [26] , which was shown to yield significant NMSE gains over the classic OMP-based alternatives. That work was later improved in [2] , [3] by the integration of a more effective scheme to design low-coherence sensing matrices based on the extension of the method proposed in [27] .
Similar ideas can also be found in other recent contributions to this area. To cite a few examples, in [28] a new method referred to as the continuous basis pursuit (CBP) was presented, which aimed at jointly designing the sensing matrices and robustly estimating the channel gains; in [29] a variation of the approximate message passing (AMP) algorithm, firstly presented in [30] , referred to as the generalized AMP (GAMP), was proposed and applied also to simultaneously optimize the design sensing matrices and estimate channel coefficients; and finally, in [31] , an adaptation of the sparse Bayesian learning (SBL) technique originally proposed in [32] was employed in a similar way, all of which were shown to achieve greater robustness than the early OMP-based solvers of [19] , [20] , [22] .
As illustrated by the aforementioned articles and corroborated by the related literature, for instance [13] , the current state of the art on the estimation of mmWave channels gravitates around the following two main problems. The first is that of beam alignment or management, which needs to be optimized so as to minimize the influence of distinct channel paths onto one another subject to the degrees of freedom (DoF) offered by the number of Tx and Rx antennas. And the second is that of the estimation of channel gains, which needs to be robust to noise and to the beam-to-beam leakage not resolvable by the latter. In the context of CS approaches, these two problems correspond to the design of low-coherence sensing matrices, and the design of accurate sparse solvers, respectively.
In line with the latter, the various contributions of the article can be grouped into two major cluster-contributions. Firstly a complete frame-theoretical treatment of the sensing matrix design (i.e., beam management) problem is presented for the construction of optimal and feasible (distributed) Tx and Rx beamformers for sparse mmWave channel estimation. This contribution is compactly described by a pair of Lemmas, here formulated and proved, which together and combined with efficient low-coherence frame construction algorithms [33] - [36] , offer a general solution for the sensing matrices problem in the context of CS-based mmWave channel estimation.
Secondly, a pair of novel sparse recovery algorithms are described, which unlike the majority of sparse solvers found in literature, does not resort to the relaxation of 0 -norm into an 1 -norm. Instead, the algorithms employ a continuous smooth-function approximation of the 0 -norm combined with the recently discovered method of FPG, to convexize the sparse recovery problem.
Both algorithms are build under the same 0 -norm approximation principle, differing fundamentally only in the mechanics of their solution search, namely, the interior point method for the first, and an ADMM for the second. This latter -ADMM-FPG sparse solver -contribution is also strengthened by a third Lemma which establishes absolute convergence of the method. To summarize, the paper's main contributions can be succinctly described as follows:
Sensing Matrix Design:
• a novel frame-theoretic formulation of the sensing matrix design corresponding to the training beamformers and combiners of the sparse mmWave channel estimation problem is given;
• a frame-theoretically-optimized joint measurement matrix design of both training Tx beamformer and Rx combiner is proposed;
• a Kronecker-decomposable representation of the previously optimized measurement matrix in a manner that allows independently realizable Tx and Rx beamformers is provided.
Sparse Solvers:
• a new sparsity-enhanced FPG 0 -approximated convex quadratically-constrained quadratic problem (QCQP) sparse recovery algorithm is developed;
• a stand alone ADMM version of the latter FPG-based 0 -approximated convex algorithm is offered; • as a bonus, a stand alone ADMM variation of the well-known BPDN-1 -reweighted sparse solver is also given.
A. PAPER OVERVIEW
The remainder of the article is organized as follows. In Section II, the sparse formulation of the mmWave channel estimation problem is constructed, taking into account the structures of both the mmWave channel scattering and the Tx and Rx beamformers employed for training. In Section III, the sensing matrix design problem aiming at optimizing the estimation performance is dealt with, and the proposed Frame Theoretical solution both for the sensing matrix itself (theoretically optimal) as well as for the associated Tx/Rx beamformers, is described. In Section IV attention is turned to the estimation algorithms themselves, with an additional contribution given in terms of a new sparse solver in which the usual replacement of the 0 -norm for an 1 -norm is avoided and handled instead via a continuous and accuracy-tunable approximation, followed by the application of FPG. Simulation and numerical results corroborating the claims of improvement in channel estimation performance are provided both in Sections III and IV, so as to clearly indicate the impact of each of the distinct contributions. Concluding remarks are finally given in Section V. Notation: The fonts used to denote matrices, vectors and scalars are as in X, x and x respectively, but for sparse related quantities we use X and x instead. The Frobenius, -and ∞-norms are respectively denoted by X F , x and x ∞ . The transposition, transpose complex conjugation and conjugation of X, are denoted as X T , X H and X * , respectively. The Kronecker product of X and Y is denoted by X ⊗ Y, and diag(x) denotes the diagonal matrix with diagonal entries given by the entries of x. Finally, vec(X) is a column vector with all its columns stacked, and respectively, I N and 0 N denote the N -sized identity and null matrices.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. MMWAVE SYSTEM MODEL Consider a mmWave system with Tx and Rx radios equipped respectively with T transmit and R receive antennas. Assume that the estimation of the channel between these transceivers is aided by training symbols and beamforming management, such that M T training Tx beamforming vectors and M R combining Rx receive vectors are used to process the pilot signal sequence S ∈ C M T ×M T .
The sensed matrix Y ∈ C M R ×M T corresponding to receiving the signal S after passing through the Tx beamformer U, the mmWave MIMO wireless channel H ∈ C R×T , and the receive beamformer V can be mathematical modeled as
where
respectively, and N ∈ C M R ×M T models the circularly symmetric complex additive white Gaussian noise (AWGN) associated both with thermal noise and other random noisy effects due to hardware imperfections of the RF chains.
In turn, H is modeled as [3] , [37] , [38] 
where L is the number of propagation paths, γ ∼ CN (0, σ 2 γ ) is the complex gain of the -th path, a r (φ r ) and a t (φ t ) are the array response vectors at the receiver and at the transmitter, with subsequent AoA and AoD denoted by φ r , φ t ∈ [0, 2π ], A R [a r (φ r 1 ), · · · , a r (φ r L )], A T [a t (φ t 1 ), · · · , a t (φ t L )], and H γ TR L diag(γ 1 , · · · , γ L ). Without loss of generality, it is assumed hereafter that the training pilots are orthogonal and normalized, i.e. S = I M T , so that the process of estimating the channel matrix H is theoretically detached from symbol piloting. On the other hand, the signal processing effort associated with optimized training sequences is consequently shifted towards the beamforming management and optimization during the channel sampling and acquisition. In other words, the optimization of the precoding and combining vectors U and V are essential for the accurate recovery of mmWave CSI.
Based on the previous assumptions and equations, a linear system plainly formulating the mmWave channel estimation problem is obtained by vectorizing equation (1) in light of equation (2) , yielding
where y ∈ C M R M T ×1 , the symbol ⊗ denotes the Kronecker product operator, and algebraic rules regarding the vectorization of matrix products [39] were applied.
B. SPARSE RECOVERY FORMULATION OF THE MMWAVE CHANNEL ESTIMATION PROBLEM
A sparse reformulation of equation (3c) is justified by the fact that, on the one hand, the mmWave channel has a relatively small number of significant paths (due to high propagation losses), and on the other hand, mmWave transceivers can be equipped with relatively large numbers of antennas (due to small wavelengths). With that in mind, it can be considered that only relatively small number of AoAs and AoDs are relevant to the channel, so that the augmentation of the AoA and AoD matrices over a 2D discrete grid of size (G T , G R ), namely
is such that the mmWave channel H can be approximated as
where H γ is a sparse diagonal matrix containing only L non-zero values at the grid positions in (A R , A T ) such that θ r g r and θ t g t are closest to the true AoAs and AoDs, respectively, i.e.
for all the paths ∈ {1, 2, . . . , L}.
In light of equations (4a), (4b) and (6), the quantized system model of equation (3c) becomes
where the following nomenclature and notation apply:
• is identified as the measurement matrix and given by
• is identified as the sparse dictionary and given by
From the above, it follows that the mmWave channel estimation problem is equivalent to a sparse reconstruction problem with an equality constraint, namely minimize
where, as implicitly indicated above, the sensing matrix ∈ C M T M R ×G T G R is given by .
III. PART 1: FRAME-THEORETICAL BEAMFORMERS FOR MMWAVE CHANNEL ESTIMATION
It is evident from the problem formulation of the preceding section that the Tx and Rx beamformers (U, V) play a major role in the accuracy of CS-based mmWave channel estimation schemes. To see this, suffice it to notice that the accuracy of the approximation in equation (6) with H γ as in equation (7) is dependent on the resolution of the Tx and Rx antennas. In other words, the precision of the dictionary matrix is in practice limited by the DoF afforded by the antenna arrays, such that in order to obtain optimal results, one needs to either increase the number of antennas T and R (with corresponding costs), or alternatively design U and V so as to ensure that the resulting sensing matrix satisfies the RIP condition [24] .
With that clarified, we also remark that such design must be achieved in the absence of CSI and in a distributed fashion, that is, without any cooperation between the transmitter and the receiver. We therefore proceed to demonstrate how these conditions are ideal for the application of frame theory as a general framework for the optimized beam alignment/management in the context of mmWave channel estimation.
A. REQUIREMENTS FOR OPTIMAL SPARSE RECOVERY OF MMWAVE CHANNEL COEFFICIENTS
Let us start by emphasizing that the available sparse dictionary defined by equation (10) is fully determined by the grid described in equation (5) and under the deterministic limitations imposed by the Tx/Rx antenna array geometries as per equation (4) . Hence, an optimized design of the sensing matrix resumes to an optimal design of the measurement matrix , given .
Obviously, the general criterion to optimize -and thus -is to maximize guarantees on the recovery of the sparse vector h, as discussed e.g. [24] , [40] , [41] . For instance an important condition for successful CS recovery between the sparse and measurement domain projections is low-coherence [24, Th.1], namely
such that 1 ≤ µ r ( , ) ≤ √ K and where µ r ( , ) denotes the relative coherence between the two projection matrices and , defined as [41] µ r ( , )
in which i and j denote the i-th and j-th column vectors of the measurement and sensing matrices, respectively. In plain English, the coherence-based guarantee of [24, Th.1] can be stated as follows: the recovery of an s-sparse vector after projection under the orthogonal sensing matrix ∈ R K ×K and given any M < K samples under the orthogonal projection ∈ R K ×K increases in direct proportion to the decrease of the coherence µ r ( , ), as long as condition set by equation (13) is fulfilled, for a fixed scalar C > 0. In other words, by force of [24, Th.1], a concrete design criterion for is that the projection of each of its columns onto the matrix be as low as possible.
Unfortunately, the latter condition alone does not provide tight recovery bounds under the typically noisy conditions faced in wireless communications [24] , [42] . The latter is provided, however, by the RIP, which was shown in [43] to offer a tight and scalable performance guarantee of s-sparse recovery of a given s-sparse vector as
where the constant δ s ∈ [0, 1], referred to as the restricted isometric constant (RIC) [40] , represents the smallest non-negative scalar under which inequalities (15) are fulfilled.
Concretely, the sparse recovery guarantee of an s-sparse vector x is ensured for δ s → 0 under the assumption that is as close as possible to an orthonormal representation [41] , [43] , and vanishes as δ s → 1. As shall be described in the following subsection, inequality (15) relates directly to a fundamental property of frames [26] , [44] .
B. PRELIMINARIES ON FRAME THEORY
Frame theory (FT) is a representational framework of linear redundant or compressive projections which can be regarded as a direct extension of orthonormal bases, which has been recently shown to find direct application in various areas of electrical engineering such as coding [45] , image signal processing [46] and wireless multi-access schemes [47] . For a deeper treatment the interested reader is referred for instance to [26] , [44] , but for the sake of completeness a brief review of a few fundamental features of FT relevant to the present article is offered below. Let us start with the definition of a frame. Concretely, a frame in an M -dimensional complex Hilbert space
for which ρ L and ρ U are referred to as the finite highest lower and lowest higher frame bounds, respectively [26] . One may already observe the similarity between the frame bounding property of inequality (16) and the RIP property associated with the recoverability of sparse vectors described by inequality (15) . Indeed, it is known that in the context of FT, the RIP bounds the energy of the compressive linear transform associated with the underdetermined sensing of sparse vectors, whereas the frame bounds restricts the redundant energy dissipation caused by the frame expansion for any vector [26] , [44] .
To elaborate further, the observation of a vector through a sensing matrix is equivalent to the synthetic (reduced) representation of the frame projection coefficients onto lower-dimensioned Hilbert space C M . Conversely, the vector c ∈ C K , with K ≥ M , can be seen as a redundant expansion of a vector in terms of frame coefficients given by the analysis representation c = F T x, which in the context of sparse reconstruction corresponds to the recovery of a sparse vector, given compressed observations. With that in mind, it can be said that the frame bounding property generalizes the notion of RIP, in the sense that the vector x in inequality (16) need not be sparse as required in (15) .
Some frames have particularized properties within the general constraints of inequality (16) . For instance, a frame is said to be tight iff ρ L = ρ U , and unit-norm iff f k 2 = 1, ∀k. Frames having both these properties simultaneously are named unit-norm tight frames (UNTFs) and are of special interest as they fulfill (16) with equality. In particular, if F is a UNTF, then
We emphasize that equation (17) amounts to a relaxed form of Parseval's Theorem [48] valid for UNTFs, given the non-unitary energy between the frame coefficients over C K and the original signal over the space C M . In other words, the tightness property conveyed by (17) characterizes quantitatively how close a frame is to an orthogonal representation for any projected vector. Given this latter remark and the literature on CS, e.g. [24] , [40] - [43] , it becomes evident that tight frames are prime candidates for optimized sensing matrices in the context of CS problems, a fact that has been exploited e.g. in [46] , [49] .
Finally, another important metric related to frames is their mutual coherence, defined by [26] 
where the right-hand side expression is the Welch bound [45] .
In light of definition (19) , the mutual coherence of a frame F can be further related to the appropriately normalized non-diagonal entries of its Gram matrix
Mutual coherence is thus a measure of how uniformly spread the frame vectors are under the subsequently mapped overloaded linear representation. The frame coherence also captures the level of relative salient information a frame may embed, given any projected vector onto which it is applied. All in all, the lower the coherence of a frame, the better its intrinsic diversity and capacity of measuring a given s-sparse vector, such that in the context of designing sensing matrices so as to improve the accuracy and robustness of sparse recovery algorithms, frames of low coherence are desired [24] , [40] , [42] .
The tightness and incoherence of frames detailed above can be summarized, as seen, given two symmetric positive matrices [26] compactly embodying these frame properties. On one hand, tightness is resumed to the analysis of the frame operator S F , whereas the coherence is connected to the properties of the frame Gramian G F .
In the particular case of UNTFs it is straightforward to see that S UNTF = ρI M and µ(F UNTF ) = max k = |g k |, where g k is the (k, )-th element of G F UNTF and the unitarity of the frame ensures that
Having justified the need for, and summarized the key tools of FT in the context of the article, we return in the sequel to the problem at hand, namely, the optimum design of the beamforming and combining vectors comprised by U and V, respectively, aimed at improving the accuracy of mmWave channel estimation.
C. FRAME-THEORETIC DESIGN OF MEASUREMENT MATRICES
In the light of all of the above exposition, the frame-theoretic beamforming strategy for mmWave channel estimation is to design U and V such that the measurement matrix and the equivalent sensing matrix exhibit the following attributes: 1) must have as low a coherence as possible in order to reduce the contamination of salient information extracted via the projection of the sparse dictionary ; 2) must satisfy the RIP with tight bounds δ s -or equivalently, the operator H should approach a diagonal structure [49] , [50] -in order to provide robustness to the sparse recovery. To summarize the above design criteria, must be a lowcoherence UNTF, such that = satisfies the RIP. Indeed, low mutual coherence provides stronger robustness and recovery uniqueness guarantee beyond that of RIP, since the mutual coherence determines the upper bound of the spark of the sensing matrix, which is known to effectively quantify the performance of sparse recovery.
In particular, it is known [42, Th. 2] that the uniquely guaranteed sparse solution h of the recovery problem described by equation (11) satisfies
where S( ) is the spark of , known [42, Th. 2] to be tightly lower bounded by
In other words, minimizing µ( ) enhances the existence probability of an unique sparse solution to (11) .
Two fundamental questions then arise, namely: a) How to ensure that the desired RIP-adhering property propagates to in light of equation (12) and the fact that is determined by antenna geometry, such that only can be directly designed. b) How to ensure that the design of can be further translated to the corresponding beamformers U and V under the relationship established by equation (9) . An answer to the first question can be obtained as follows. First, assume that is a UNTF with redundancy ρ , so that
Then, suffice it for to be also an UNTF with redundancy ρ so that we have
Given the above, and under the assumption that will be designed to be an UNTF, it is left to investigate the conditions under which is indeed an UNTF itself.
Consider first the case of uniform linear arrays (ULAs) whose associated Rx/Tx array vectors are given by
for any given path with corresponding AoA and AoD φ r and φ t , respectively, and where d denotes the inter-element antenna spacing. Given the spatial quantization and phased antenna arrays commonly considered for mmWave hybrid or digital systems [19] , as discussed also in Subsection II-B, the above steering vectors can be represented under their quantized version with d = λ 2 as [1]
with θ g r and θ g t as in equations (5a) and (5b), respectively. Expanding the individual quantized spatial sensing AoA/AoD matrices in light of (26) it is clear that these are in fact truncated and renormalized conjugate discrete Fourier Transform matrices.
For instance, the explicit representation of the AoA matrix is given by
where the twiddle factor has been defined as w e j 2π
G R , and respectively, the normalization factor 1 √ R ensures unit-normality of the column vectors; the AoD matrix A T has an analogous representation.
In light of the above, and given the fact that Fourier matrices are part of an infinite harmonic family of UNTF frames on top of simplex manifolds [26] , i.e. one can obtain an UNTF from any DFT matrix or its conjugate by truncation of rows and renormalization to unit-norm of the columns as above, A R and A T of phased ULAs and their derivatives are themselves UNTFs.
In view of the latter, and referring to equation (10), we conclude that in order for a sparse dictionary matrix to be UNTF, given that A R and A T are themselves UNTFs, it is required that the UNTF property be invariant to the Kronecker product.
Before we proceed to show that the latter is true, which is an original result and therefore a major contribution of the article, let us also emphasize that by demonstrating such a Kronecker product invariance of UNTFs we are also addressing the facts that the AoD and AoA matrices of planar 2 arrays are also UNTFs; as well as the fact that if the beamforming matrices U and V are both UNTFs, so is the corresponding measurement matrix constructed as in equation (9).
1) KRONECKER PRODUCT INVARIANCE OF UNTFs
Motivated by the discussion above, consider the following two Lemmas.
Lemma 1: Given unit-norm frames (UNFs) A ∈ C M ×N , B ∈ C P×Q with subsequent Gram matrices G A and G B , the Kronecker-distributed frame C A ⊗ B ∈ C MP×NQ has the following properties:
. Proof: Property i) is clear from the fact that
Property ii) is a corollary of i) under the definition of the Kronecker product and the fact that A and B are themselves UNFs, so that diag (G A ) = diag (G B ) = 1 NQ . As a consequence, the diagonal of G C is therefore also filled by 1's, which is equivalent to the frame vectors c k having the norm c k 2 = 1, ∀k = {1, . . . , NQ}. Lastly, property iii) follows similarly from the fact that each non-diagonal entry of G C is upper-bounded by the product of each entry of G A multiplied by each entry of G B . Moreover since these entries of the Gramians are confined to the interval [0, 1] with their diagonal entries always unitary, as A and B are UNFs, it so follows that µ(C) = max (µ(A), µ(B)).
Lemma 2: Given UNTFs A ∈ C M ×N , B ∈ C P×Q with subsequent frame operators S A and S B , the 2 Indeed, it was shown in [51] that the geometry of planar arrays -in particular be it rectangular, circular or hexagonal -has no effect on the performance of MIMO mmWave systems; and it is well known [52] that the steering vectors of a uniform rectangular planar arrays (URPAs) can be described as a Kronecker product of ULA array vectors.
Kronecker-distributed frame C
A ⊗ B ∈ C MP×NQ has the following properties:
The first item is directly proven by the identity below:
The second property is easily proven by the fact that both A, B are UNTFs, and as a result, their frame operators are scaled identity matrices yielding in the light of the first property the identity
which implies that C ∈ C MP×NQ is UNTF by Section III-B frame-theoretic preliminaries and Lemma 1.
To summarize the discussion of this subsection, the design of measurement matrices to optimize mmWave channel estimation reduces, both in the cases of ULAs and planar arrays, to the design of beamformers U and V as UNTFs.
We remark, however, that as an immediate corollary of Lemma 1 -in particular the first and last attributes -the Kronecker decomposition of a frame in two smaller ones leads to a decrease in DoF and therefore to an increase of overall coherence of the corresponding measurement matrix. This fact encourages Tx and Rx beamformers with equal numbers of antennas so as to minimize the overall mutual coherence of Kronecker-distributed frame.
2) PROPOSED LOW-COHERENCE UNTF DESIGN
Designing finite frames with the prescribed propertiesamongst which specific is the case of low-coherence -is a non-trivial problem which receives significant attention in the literature on Frame Theory [33] - [36] , [53] - [55] .
The classic approach to frame design has, due to the very nature of the problem, relied on algebraic methods. A common problem shared by many of the algebraic frame design methods, including all those aforementioned, however, is that although they yield frames with the lowest possible coherence, they apply only to certain combinations of M (rows) and K (columns), which in the context of this article would imply that only systems with specific numbers of Tx and Rx antennas could be optimized.
Fortunately, a recent alternative concept for the design low-coherence based on optimization theory emerged [27] , [56] , which albeit approximate -in the sense of not guaranteeing the lowest possible coherence -is free of limitations on the size of the frame K and its embedding space M . This strategy, coined by the authors of [56] as complex successive iterative decorrelation by convex optimization (C-SIDCO), was introduced originally [27] for real frames in R M , but recently extended to frames in C M [56] .
The C-SIDCO procedure starts with an UNFF ∈ C M ×N , whose mutual coherence is then successively lowered by iterative solutions of the problem
for all k column vectors of the frame, where byF k thef kpruned existent frame is denoted, and respectively, the search M -ball radius corresponding to the generation of the vector f k is yielded as
The C-SIDCO algorithm summarized above yields lowcoherence, but generally not tight UNFs [56] , which we shall denote by F * .
In order to obtain an UNTF with low coherence, we hereby propose to further process F * by feeding it to the optimization problem
whose solution is given in closed form by the polar decomposition described in [33, Th. 2], namely
With possession of the above-described method to generate low-coherence UNTFs, two distinct options for the design of the measurement matrix can be considered.
The first is to make M = M T M R and K = TR in equations (31), (33) and (34) , so as to obtain directly a measurement matrix OPT ∈ C M T M R ×TR . As indicated by the subscript, this approach is optimum in the sense that the resulting measurement matrix is a UNTF with the largest possible DoF, thus achieving the lowest possible coherence.
However, the latter approach is also unfortunately not feasible, since in practice the measurement matrix affecting the channel estimation must be constructed as a result of the Tx and Rx beamforming, as indicated in equation (9) . We have shown in [2] that OPT can be decomposed into a pair of corresponding beamforming matrices U and V via a Kronecker decompoistion, but that approach yields results inferior to the one to be presented subsequently in this article, and therefore is omitted here.
We remark nevertheless that the construction of OPT is of theoretical interest, as it can be used as a reference against which practical schemes can be compared.
The second option to construct a practically feasible optimized measurement matrix KD is to proceed as follows:
1) Generate an incoherent UNTF, namely U T * to be used as Tx beamforming matrix, by making M = M T and K = T in equations (31), (33) and (34); 2) Generate, independently of the latter, an incoherent UNTF V H * to be used as Rx beamforming matrix, by making M = M R and K = R in equations (31), (33) and (34); 3) Finally, construct Kronecker-decomposed (KD) measurement matrix KD U T * ⊗ V H * , which by force of Lemmas 1 and 2, is in itself an UNTF with redundancy ρ( KD ) = TR M T M R and low coherence.
3) STATE-OF-THE-ART PARSEVAL TIGHT FRAME DESIGN
For the sake of comparison, we also briefly describe below another frame-theoretical method for the generation of measurement matrices for the enhancement of sparse recovery problems, which has been used e.g. in [1] , [46] , [49] and that represents, to the best of our knowledge, the preceding stateof-the-art on the subject. The method is based on designing tight frames constrained to satisfying Parseval's Theorem and is mathematically described by:
subject to
which admits the closed-form solution [46] 
under the assumptions that P ⊥ is any arbitrary orthonormal matrix, and where W is the left singular matrix of while is given by This also shows, however, that the design method described above does not generate an UNF, such that the resulting measurement matrix requires a regularization step, yielding finally
as a joint, practically unfeasible, beamforming measurement matrix.
D. STATISTICAL COMPARISON OF FRAME-THEORETIC MEASUREMENT MATRIX DESIGNS
In this subsection, the performances of the three frametheoretic design methods described in the previous subsection are assessed statistically. To this end, histograms of the (19). For the sake of comparison, an additional set of results related to random measurement matrices -accordingly denoted RND -and corresponding sensing matrices = RND , are show. The following is found from the inspection of the results. First, it is visible from Figure 1(a) that the optimum design of OPT described in Section III-C.2 is indeed very effective, as it yields frames with pairwise coherences concentrated around the WB. In comparison, all other methods compared exhibit wider levels of coherence spreading, especially randomly generated frames, which serves to empirically corroborate the premise of the article that random beamforming for mmWave channel estimation is highly sub-optimum. With that in mind, and recalling that both OPT and PTF are unfeasible in light of equation (9), it is also confirmed that the feasible proposed scheme yielding KD far outperforms random beamforming.
It is also seen in Figure 1(b) , that although the distributions of the normalized pairwise coherences of the sensing matrices = PTF , = OPT , = KD and = RND are similar to each other in shape and distinct from those of the associated measurement matrices, which follows as a result of the multiplication by a common dictionary , the gains indicated in Figure 1 (a) are maintained. In particular, speaking of theoretical (unfeasible) methods, it is found that the overall frame coherence of the PTF sensing matrix, µ( PTF ) = 0.5173, is larger than that of the sensing matrix with optimal measurements, µ( OPT ) = 0.4523; and more importantly, the coherence of the practical Kronecker distributed optimized beamforming solution µ( KD ) = 0.6500 is found to be smaller than that of random beamforming µ( RND ) = 0.7911. For convenience, these results are summarized in Table 1 .
E. IMPACT OF NEW FRAME-THEORETIC MEASUREMENT MATRIX DESIGN METHODS
Finally, in this subsection we proceed to compare and validate the frame-theoretical measurement matrix design methods described above, this time in terms of the corresponding improvement in sparse recovery. To that end, it is however necessary to select a sparse recovery method to be applied in combination with the measurement matrices OPT , KD and PTF . Aiming at enabling reproducibility of results while keeping timeliness with respect state-of-the-art, we select the well-known, simple and powerful BPDN-based reweighed 1 -norm minimization algorithm proposed in [25] .
This choice will also prove convenient to the subsequent discussion of Section IV, where another contribution in terms of new sparse recovery algorithms is offered.
1) REVIEW: BPDN-BASED REWEIGHED 1 -NORM MINIMIZER
Without further ado, first recall that the BPDN-based 1 -norm minimizer of [25] relaxes the NP-hard non-convex sparse recovery problem of equation (11) into the convex problem
in which the original equality constraint is relaxed into a quadratic constraint with the proximity parameter δ > 0 set in proportion to the noise variance, and the 0 -norm of the original objective is replaced by a weighed 1 -norm approximation, with the diagonal weighing matrix given by
where the weights w i are all initialized at 1 and updated after each iteration t via the rule
with 0 < ε 1 denoting a small stability parameter which acts as an algebraic sentinel against zero-division providing numerical stability and ensuring convergence [25] .
Algorithm 1 Reweighed 1 -Norm Minimizer
Input: received signal y, dictionary matrix , measurement matrix , proximity parameter δ, maximum number of iterations t max , convergence threshold c and stability parameter ε > 0. Update the weights via equations (41) and (40), 6: Increase iteration counter t = t + 1. After convergence, which yields the final estimate of the channel gain vector denotedĥ, the estimate of the mmWave channel matrix is constructed aŝ
A pseudocode corresponding to the steps outlined above is provided in Algorithm 1.
2) CHANNEL ESTIMATION PERFORMANCE USING ALGORITHM 1
In possession of the state-of-the-art and well-known sparse recovery method revised above, we proceed to evaluate the performance of mmWave channel estimators with and without frame-theoretically-designed measurement matrices implemented in the form of Tx and Rx beamformers.
For the sake of comparison, we set T = R = 8 and G T = G R = 10, while varying the dimensionality of the beamformers according to M T = M R = {5, 7}. The antenna configuration used both at Tx and Rx is the ULA, whose mathematical structure was detailed previously in Section III-C.
Channels with L = 3 paths were tested according to the considerations made in Section II. More explicitly, individual path gains were generated to follow a complex Normal distribution, i.e., γ l ∼ CN (0, 1) and such as to provide a uniform unit-normalized signal power together with the training symbols S = I M T . Gaussian noise with different variances were generated in order to achieve various signalto-noise ratios (SNRs), and the estimation performance was measured in terms of the NMSE defined as
The results are summarized in Figures 2(a) and 2(b) and reveal that both the theoretical potential and the practical gain incurred by the employment of the frame-theoretic methods presented in Section III-C are very substantial.
It is seen, for instance, that a potential reduction in mean square error (MSE) with respect to random beamforming can be achieved, in the order of 2 to 3.5dB in the system with M T = M R = 5 (see Figure 2 (a)) and of 0.5 to 3dB in the system with M T = M R = 7 (see Figure 2 (b)), by employing either PTF or OPT , with a small gain associated with the use of OPT , observed across the entire SNR range.
Recall, however, that both these aforementioned frametheoretically designed measurement matrices are not practical, as they cannot be translated into corresponding Tx/Rx beamformers. Therefore, the results of practical relevance are those related to the utilization of the frame-theoretical beamformers associated with KD , which can be seen to still yield MSE-reduction gains from 0.75 to 2dB in the system with M T = M R = 5, and of roughly 2dB in the system with M T = M R = 7.
With respect to this later comparison, we also emphasize the observed trend that the gains obtained via the frame-theoretical design of beamformers compared to random beamforming increases with the increased sensitivity of the formulation, e.g. by means of the increase of M T and M R . Indeed, the curves for KD with M T = M R = 7 are closer to those with OPT and farther from those for random U and V than they are with M T = M R = 5. This result is expected, as the increased dimensionality of the frames resulting from larger values of M T and M R afford higher DoFs to the design of the beamformers that construct KD .
But furthermore, this trend also motivates us looking into improved sparse solvers to be applied in combination with the frame-theoretical beamformers proposed above, due to the fact that the BPDN solver is known to loose performance in scenarios with high sparsity and relatively low SNRs. This additional contribution is presented in the sequel.
IV. PART 2: FRACTIONAL PROGRAMING SPARSE SOLVERS FOR MMWAVE CHANNEL ESTIMATION
As can be seen directly from equation (11), besides the optimization of the measurement matrix extensively discussed above, the quality of sparse recovery-based mmWave channel estimation depends on the performance of the method employed to solve the non-convex optimization problem described by equation (11) .
The first efficient approach proposed to solve this problem was the OMP algorithm [21] , a basis pursuit (BP) method in which the non-convex objective is approximated by replacing the 0 -norm with its closest convex norm, i.e. the 1norm [57] . After vigorous research on the topic [58] , it is now well-known that BP-based methods are indeed very efficient, but generally suffer from sensitivity to noise as it tends to destroy the sparsity of the problem. This fundamental limitation led to the proposal of various denoising methods [59] , yielding a range of robust and efficient sparse solvers amongst which the reweighted 1 -minimization approach of [25] , summarized in Algorithm 1 and compactly described by equation (39) , is one of the best, thanks to its combined simplicity, performance and mild requirements in terms of the number of measurements neeeded for exact recovery.
In order to fundamentally improve the performance of sparse recovery at low SNR regions beyond the small gains obtained by the various regression methods found in literature [58] , [59] , it is necessary to break the paradigm of approximating the 0 -norm with the 1 -norm and handle the non-convexity of the objective in a manner that better preserves the salient sparsity of the problem.
An original sparse solver offering both an accurate approximation of the 0 -norm and a tight convex reformulation of the initial problem detailed by equation (11) is introduced in the sequel, which is based on the recently emerged technique of fractional programming [60] and found to outperform Algorithm 1 without a significant increase in computational complexity.
A. FRACTIONAL PROGRAMMING FORMULATION OF THE SPARSE RECOVERY PROBLEM
Let us start by introducing the following continuously derivable generic approximation of the 0 -norm operator
for any x ∈ C M . Notice that the above expression is an α-parameterized tight approximation of the 0 -norm such that, as illustrated in Figure 3 , its accuracy can be made arbitrarily high by adjusting the value of the parameter α.
Given the approximation of equation (44), the original 0norm minimization problem formulated in equation (11) can be rewritten as
subject to y − h 2 Observe that the objective function of the optimization problem reformulated as described by equation (45) is a sum of ratios, each of which is a fraction between a non-negative concave numeratori.e. the constant parameter α -and a convex smooth and continuously differentiable strictly non-negative quadratic function of the corresponding entry of h. Let us then rewrite these fractions in terms of an equivalent quadratic form, which can be achieved via the quadratic transform (QT) introduced in [60] , yielding
with the auxiliary term β i given by [60] ,
Thanks to this transformation, and since both the numerator and denominator of each of the fractions in the approximation (44) is a smooth, continuously differentiable function, it follows that the NP-hard combinatorial optimization problem of equation (11) is relaxed to the equivalent convex formulation
which is referred to as a QT fractional program [60] . The latter formulation can be further simplified via vectorization into the following compact form
Algorithm 2 FPG-Based Sparse Recovery Method Input: sensing matrix , noise level estimate δ, 0norm tightening parameter α > 0, maximum number of iterations t max and convergence threshold c.
Output: sparse estimate vector h ∈ C G T G R ×1 1: Set iteration counter t = 0.
2: Generate initial complex Gaussian random vector h (0) .
3: repeat 4: Set (or update) B using equations (47) and (50), 5: Set t = t + 1, 6: Obtain h (t) by solving the convex problem in (49) 
where the terms β i are collected into the diagonal matrix
We highlight that due to the concave-over-convex structure of the terms in the objective function (45a), convergence of the optimization problem in the form of equation (49) is guaranteed by [60, Theorem 3] . Such convergence is, however, to a stationary point dependent on the values of β i 's, such that in order to reach a final sparse recovery solution one is required to repeatedly solve the optimization problem (49) each time with an updated set of β i , ∀i. The FPG-based method proposed above is described succinctly in pseudo-code as Algorithm 2.
B. STAND-ALONE SPARSE SOLVERS
Before we proceed to comparing the performance improvement of Algorithm 2 over Algorithm 1, let us highlight that, in the form presented above, both these methods have the drawback of relying on some convex optimization solversee steps 4 and 6 in Algorithms 2 and 1, respectively -in order to be implemented. While in a research context dedicated numerical suites such as CVX [61] can be used to easily execute these steps, implementation of the overall mmWave channel estimator in an actual system requires a sparse solver that can be executed by machine-level processors such as field-programmable gate arrays (FPGAs) or digital signal processors (DSPs).
This motivates us to further develop the contributed FPG-based solver described above in the form of a stand-alone algorithm, which can be achieved by taking advantage of the alternating direction method of multipliers (ADMM).
For the sake of completeness and fairness of comparison (to be shown subsequently), ADMM versions of both Algorithms 1 and 2 are presented 4 in the following.
1) ADMM BPDN-BASED REWEIGHTED 1 -NORM MINIMIZER
The ADMM technique was proposed in [62] as a generic method to solve problems of the form
where f (x) : C N → R and g(z) : C N → R are closed, proper and convex functions with complex inputs x ∈ C N and z ∈ C N , respectively; D x ∈ C N ×N and D z ∈ C N ×N denote arbitrary matrices; and c ∈ C N is an arbitrary vector.
As shown in [62] , convex problems in the form described as in equation (51) can be solved by successive iterations of the steps
where u denotes the scaled dual variable, ρ > 0 is the positive penalty parameter, and each update can be solved while treating the other two quantities as constants. Given the above, and applying the particularization of the ADMM technique to quadratic problems presented in [63] , the BPDN-based reweighted 1 -norm problem of equation (39) can be reformulated into the following corresponding ADMM-form minimize h,z
where G H 0,δ δ − y H y and the corresponding ADMM-updates are iteratively recalculated by solving each sub-optimization problems given by
(54c)
For ease of notation, let a z − u. Since the update of h can be obtained by solving the corresponding proximal operator in (54a), we obtain the following soft-thresholding function for a given i ∈ {1, . . . , G T G R } [64] 
where x i denotes the i-th element of a vector x and w i is the i-th diagonal element of W.
As for updating z, since the corresponding suboptimization problem in (54b) is a convex QCQP with one convex constraint, suffice it to take a q h − u satisfying the quadratic inequality constraint so that z = q is the optimal solution, otherwise the constraint must be satisfied as an equality by complementary slackness and geometrical contradiction [63] . Taking advantage of the above and eigen-decomposing the hermitian positive semidefinite matrix G = Q Q H , unless q satisfies the inequality constraint, the sub-optimization problem for z can be interpreted as argmiñ
the corresponding Lagrangian is obtained as
with µ denoting a Lagrangian multiplier. From the standard Lagrangian condition for the optimal solution to (57), namely ∇L(z, µ) = 0, we then obtaiñ
Finally, from the Karush-Kuhn-Tucker (KKT) conditions, we obtain µ > − 1 λ max and
where = diag(λ 1 , λ 2 , . . . , λ G T G R ). Now, consider the following contribution. Lemma 3: The function γ (µ) in (59) is monotonically decreasing on µ if G is hermitian positive semi-definite matrix.
Proof: We omit trivial steps since a similar result can be found with details in [63] , [65] . In light of the latter, suffice it to show that the first order derivative of γ (µ) is strictly negative. Indeed, we have
Taking into account the fact that all the diagonal elements of are nonnegative real eigenvalues due to the hermitian positive semi-definiteness of G , γ (µ) is a non-increasing function in µ ≥ 0. Despite the above, by assumption thatq Algorithm 3 ADMM Reweighted 1 -Norm Minimizer Input: sensed signals y, sensing matrix , noise level estimate δ, maximum numbers of iterations for outer and inner loops t max out and t max in , convergence threshold c and stability parameter ε > 0.
Output: sparse estimate vector h ∈ C G T G R ×1 1: Initialize outer loop counter to t out = 0. 2: Initialize weight matrix to W = I G T G R . 3: Find the initial feasible z by solving a equation (54b) with initial h and u set to 0.
4: repeat 5: Initialize inner loop counter to t in = 0.
6:
repeat 7: Update h (t in +1) via equation (55) 8:
Find optimal µ (t in +1) by solving equation (59).
9:
Update z (t in +1) via equation (58) . 10: Update u (t in +1) via equation (54c).
11:
Increase inner loop counter via t in ← t in + 1.
12:
until
Set h (t out +1) out = h (t in ) .
14:
Update the weights via equations (41) and (40), 15: Increase outer loop counter via t out ← t out + 1.
andỹ are non-zero vectors, i.e.,q = 0 andỹ = 0, one may notice that γ (µ) is monotonically strictly decreasing function with respect to µ. This completes the proof. Lemma 3 implicates that the optimal µ satisfying equation (59) can be found by bisection or Newton's method, such that the optimal update for z can be obtained by plugging the optimal µ into equation (58) .
From the computational complexity point-of-view, we further remark that due to the fact that is a diagonal matrix composed of eigenvalues of G , the complexity of the inversion operation in (58) is only linear in G T G R .
In addition, although the eigen-decomposition of G is a computationally expensive operation of complexity of order upper-bounded by O((G T G R ) 3 ), such demanding operation needs to be performed only once for each sensing matrix , and can in fact be performed jointly with the design of the sensing matrix extensively discussed in Section III.
A summary of the above is offered in the form of a pseudo-code in Algorithm 3.
2) ADMM VARIATION OF FPG-BASED SPARSE RECOVERY
Before we begin let us emphasize that unlike the above case of converting Algorithm 1 into Algorithm 3, which requires handling the non-quadratic 1 -norm objective of equation (53a), the FPG-based sparse recovery algorithm for mmWave channel estimation proposed in a This can be done in a stand-alone manner via a number of methods including steepest descent, bisection or Lagrangian method of multipliers.
Subsection IV-A is already formulated, as per equation (49), as convex QCQP with a single inequality constraint. This is of relevance because it is known [63] that the ADMM method is guaranteed to converge if applied to convex QCQP problems.
With that remark made, in order to obtain the ADMM version of the FPG-based sparse recovery scheme proposed in Subsection IV-A, let us first define G B B H B 0 and rewrite equation (49) as 
Since the updating of z and u are as already explained in Subsection IV-B.1, suffice it for us to consider here the update of h in (63a). To that end, notice that due to the quadratic structure of equation (63a) it follows that h can be optimized trivially via its Wirtinger derivative, such that each i-th element of h is obtained as
where (z + u) i and diag(G B ) i are the i-th element of (z + u) and the i-th diagonal element of G B , respectively. Finally, the stand-alone FPG-based sparse recovery method described above is summarized in Algorithm 4.
C. IMPACT OF NEW SPARSE RECOVERY METHOD
In this section, we evaluate the impact of employing the proposed FPG-based method of Algorithms 2 and 4 in the estimation of mmWave channels. In all comparisons to be shown, the proposed sensing matrix design described in Subsection III-C.2 is also employed, i.e., = OPT , in order to ensure that the sparse solvers operate at the best-possible conditions.
The evaluation is done in terms of NMSE performance as a function of noise variance, and based on comparisons against both the classic OMP [19] - [22] and the state-of-the art reweighted 1 -norm minimizer scheme of Algorithms 1 and 3. In all simulation conducted it is assumed that the transmitter has either T = 8 or T = 16 antennas, while the Initialize inner loop counter to t in = 0.
7:
repeat 8: Update h (t in +1) via equation (64) 9:
Find optimal µ (t in +1) via equation (59).
10:
Update z (t in +1) via equation (58) .
11:
Update u (t in +1) via equation (63c).
12:
Increase inner loop counter via t in ← t in + 1. 13 :
15:
Update the weights via equations (41) and (40) 16:
Update B using equations (47) and (50), 17: Increase outer loop counter via t out ← t out + 1. Additionally, the SNR was varied under the previous premise of normalized unitary signaling. To this end, the noise power was selected in between −12 and 12 dB in order to cover a wide operational area of mmWave systems, both in far and close proximity between Tx and Rx, respectively.
The results are shown in Figures 4 and 5 , from which it can be seen that the proposed FPG-based method clearly outperforms the OMP-and BPDN-based alternatives at low SNRs, as expected due to the tightness of the 0 -norm approximation used in the proposed method. Furthermore, as observed throughout Figures 2(a) and 2(b), the channel estimation accuracy in case of low SNR regions can be further improved by successive increased piloting.
Interestingly, it is also found that the ADMM-based stand-alone versions of both the reweighted 1 -norm minimizer and of the proposed FPG-based sparse solver -respectively Algorithms 3 and 4 -perform very close to their original versions with convex optimization components solved via interior point methods -respectively Algorithms 1 and 2. This indicates that the overall performance gains hereby observed can in fact be achieved in practice over real-life systems employing cost-effective hardware. Punctually, from a computational perspective, the complexity order of the proposed FPG-based stand-alone Algorithm 4 is bounded by the eigendecomposition of G . The latter requires worst-case cubic order complexity, i.e., O((G T G R ) 3 ), to compute equation (58) . Notice also additionally, that since G is constant over the algorithm procedure, the cubic computation is performed only once whereas the necessary inversions involved are in fact operating on sums of diagonal matrices, and are hence linear in nature.
The latter performance-complexity guarantees cannot be offered for instance in the case of modern alternative solvers of similar non-convex 0 -centric sparse recovery problems such as genetic algorithms [66] . These are stochastic in nature and require large number of iterative evolution cycles to attain similar performance levels as the classic mathematically driven basis pursuit methods, outperformed already by the proposed convex FPG 0 -based approach proposed in this work.
V. CONCLUSION
We offer two contributions to the problem of estimating mmWave channel gains via the sparse signal processing approach.
The first contribution was given in the form of a general solution for the optimal Tx and Rx beamforming problem, which relates to the sensing matrix design aspect of the sparse signal processing method. Our solution is obtained from a frame-theoretical treatment of the latter problem, and compactly described by a pair of Lemmas, which together with efficient low-coherence frame construction algorithms offer a robust and flexible mechanism to optimize Tx and Rx beamformers for sparse mmWave channel estimation.
The second contribution provided was a pair of novel sparse recovery algorithms, which differ from typical approaches found in related literature as it does not rely on the relaxation of 0 -norm into an 1 -norm, but rather on a smooth approximation of the 0 -norm handled further via FPG. Two versions of this method were described, one which is slightly more accurate but imply the utilization of convex solver, and the other which is a stand-alone variation of the latter obtained via the ADMM technique. As a bonus, an original ADMM version of the BPDN-1 -reweighted sparse solver was also given.
Simulation results show that both contributions, independently or combined, result in improved channel estimation accuracy in terms of NMSE performance, compared to stateof-the-art alternatives. 
