Abstract. This paper examines the numerical performances of two methods for large-scale optimization: a limited memory quasi-Newton method (L-BFGS), and a discrete truncated-Newton method (TN). Various ways of classifying test problems are discussed in order to better understand the types of problems that each algorithm solves well. The L-BFGS and TN methods are also compared with the Polak-Ribire conjugate gradient method.
where f is a smooth function, the number of variables n is large, and a subroutine to evaluate f(x) and Vf(x) is available. What method should we choose?
The answer will depend on how much knowledge we have about the structure of the objective function, and on the size of the problem. Newton's method using sparse matrix estimation techniques [2] , and the partitioned quasi-Newton method of Griewank and Toint [8] can be highly efficient if sufficient information is supplied to the algorithms. However, it is sometimes too difficult for the user to provide this information, and efficient and reliable software that supplies it automatically is not yet available. In addition, the storage and arithmetic costs for these methods can be prohibitive if the Hessian matrix is not very sparse, or if the problem is extremely large. In these cases, it is better to use other, less ambitious, algorithms. The limited memory BFGS method (L-BFGS) and the discrete truncated-Newton method (TN) represent two classes of methods in this category. They use a low and predictable amount of storage, and only require the function and gradient values at each iterate--and no other information about the problem. Both methods have been tested on large problems and their performance appears to be satisfactory.
In this paper we study the relative performance of L-BFGS and TN on a set of 45 large test problems with a number of variables ranging from 100 to 10,000. Our goal is to study the two methods in a controlled environment to highlight the differences between them and to indicate to the reader the types of problems that are well suited to each algorithm. Our study is limited by the collection of test problems we have used; however, we have tried to produce a test set of considerable breadth. Some test problems arise from applications, whereas others are artificial. Some of the problems are quadratic or nearly quadratic, while others are highly nonlinear. Some are nonconvex. There are varying degrees of ill-conditioning. Our conclusions can only be based on this sample of results, but we hope that they may be more generally useful--both to readers who solve practical problems, and to readers who develop and test new algorithms.
Many limited memory methods have been proposed; some resemble the conjugategradient method, and others, the BFGS method. We chose the L-BFGS method because the studies of Gilbert and Lemarechal [4] and Liu and Nocedal [10] seem to indicate that it is the best limited memory method available to date. Several implementations of the truncated-Newton method have also been proposed, but few codes are as developed as that of Nash [13] , which we have chosen for our tests.
Since the authors of the present paper have been closely involved in the development of the methods tested here, a careful effort was made to run them in their best form. This probably also avoided a conscious or unconscious bias towards one of the methods, while setting the test problems or while interpreting the results. The two codes used for this study are not new; they have both been refined during the last years, and neither was especially modified for these runs. We were aware of the dangers of "tuning" methods to a set of test problems. As a result, the nature of the computational tests was specified in detail in advance: A single, fixed version of each algorithm was provided, with all parameters such as tolerances and stopping conditions chosen beforehand. 2. Description of the TN and L-BFGS methods. The truncated-Newton algorithm and the limited memory BFGS method used in this study have already been published, and hence we will only describe them in outline. The L-BFGS has been incorporated into the Harwell Library under the name VA15, and is described by Liu and Nocedal [10] . The TN method is described by Nash [13] (a more precise description of many parts of the method is in Nash [14] Table 2 . Except for the first m-1 iterations, the cost of computing the search direction in the L-BFGS method is uniform and predictable; it is a function of m and n.
Comparing Tables 1 [10] . Table 3 lists the problems and the number of variables used for the runs, and gives references to detailed descriptions of the test functions and starting points. For test problems 8, 9, and 10, starting point 3 from the reference was used. The problems are not numbered consecutively because they belong to a larger collection of test problems to which we may want to refer in future studies. The number of variables in the test set ranges from 100 to 10,000, and, as will be seen in 4, the problems form a varied grouping. We verified that, in each run, both methods converged to the same solution point.
The results of the tests are given in Tables 4 and 5 . There "It" and "f-g" record Gill and Murray [6] 100, 1000 9
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Gill and Murray [6] 100, 1000 Broyden tridiagonal nonlinear Toint [23] 100 42 Extended ENGVL1
Toint [23] 1000, 10,000 43 Ext. Freudenstein and Roth Toint [23] 100, 1000
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Wrong extended Wood Toint [23] 100 46 (1) Matrix square root (ns 1) Liu and Nocedal [9] 100 46(2) Matrix square root (us 2) Liu and Nocedal [9] 100 47
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Mor, Garbow, and Hillstrom [12] Table 4 presents the results for the smaller dimensions. Table 5 gives the results for higher dimensions. On three runs, both routines terminated abnormally in the linesearch (a lower point could not be found). This is indicated by a "*." In all three cases the algorithms were close to the solution. These problems were rerun with the convergence tolerance in (2.2) set to 10 -5 to make it less stringent. With this change, these runs were successful and are included in Table   5 . As before, "/" indicates that the function evaluation limit was reached.
The results of Tables 4 and 5 are summarized in Table 6 . "Much better" is defined to be a difference of more than 30 percent in results. Differences of less than 10 percent were considered to be insignificant ("even"), as were absolute differences of less than one second and differences of less than five function-gradient evaluations.
A failure is recorded as "much better" performance for the algorithm that succeeded.
What can we conclude from these results? First, neither algorithm is clearly superior to the other. Second, the limited-memory BFGS method tends to use fewer In addition, the inner algorithm of the truncated-Newton method can detect indefiniteness (although it is not guaranteed to find it). If none of these indicators suggested indefiniteness, and if we were not able to ascertain this theoretically, the problem was labeled "presumably convex." (4) Eigenvalue structure. We plotted the eigenvalue distribution of the Hessian at the starting point and final point. The graphs are not given here due to space limitations, but can be obtained from the authors. The eigenvalue distribution greatly affects the performance of the inner conjugate-gradient algorithm of the truncated-Newton method, and Gill and Murray [6] suggest that it is also related to the efficiency of limited memory methods.
The characteristics of most of our test problems are displayed in Table 7 . We have only considered the case when n 100, because the eigenvalue analysis for values of n in the thousands is not tractable. In particular, test problem 42 was analyzed for n 100 rather than n 1000 (TN solved this smaller problem in 1.8 seconds using nine iterations and 35 function-gradient evaluations; L-BFGS used .9 seconds, 14 iterations, and 15 function-gradient evaluations). In Table 7 , we also indicate which of the two methods performed best, and give the percentage difference in performance.
The next table has been arranged to show that there is a strong correlation between the degree of nonlinearity of the function and the success of the methods.
We have concentrated on those problems of Table 7 in which the performance of the two methods is markedly different. Table 8 lists the problems for which one of the methods was better by at least 30 percent in terms of both time and function-gradient evaluations. The entries are ordered by degree of nonlinearity DQ.
We now list, in Table 9 , three other properties of the test functions that help measure problem complexity, even though they do not appear to be directly useful for purposes of analysis.
(1) Sparsity. The degree of sparsity and the sparsity pattern determine whether Newton's method with sparse matrix techniques is attractive. Neither TN nor L-BFGS takes advantage of sparsity. Time   2045  2167  590  634  890  953  135  86  38  163  109  83  18  3  4  20  14  85  274  260  66  93  167  133  10  3O  148  124  133  100  81  71  5  15  11  23  23  9  1  15  4  27  58  126  288  239  59  60   TABLE 8 Selected test problems, ordered by degree of nonlinearity. The first, very visible, trend is that the performance of the two algorithms appears to be correlated with the degree of nonlinearity DN: for quadratic and approximately quadratic problems, TN outperforms L-BFGS. In fact, TN was better almost exclusively for these types of problems. Among the 11 problems for which TN was considered "much better" in Table 6 , four are quadratic (both versions of problems 38 and 50) and six are approximately quadratic (both versions of problems 1, 2, and 3). Moreover, one of the two problems for which TN was considered "better" in this table is approximately quadratic (problem 40). For most of the highly nonlinear problems, L-BFGS performed better. It appears that TN's effort to approximate the Newton step is not paying off on highly nonlinear problems. Continuing work on trying to improve the performance of TN by reducing the number of inner iterations on problems that are detected to be highly nonlinear will be reported in a future paper [17] . [7] ) will help, because the cost is of the same order as that of the gradient differences used here. Differencing along selective directions determined by the sparsity of the problem could be useful, but in this case both Newton's method with sparse matrix techniques and the partitioned quasi-Newton method may be preferable. 6 . The nonlinear conjugate-gradient method. Now that we have studied the relative performances of L-BFGS and TN, we will use another, well-established, algorithm to measure their efficiency. To this end, we will solve our set of test problems with the Polak-Ribire version of the conjugate-gradient method, which is one of the classical methods for solving large problems. We chose the Polak-Ribire method for the following reason.
More recent implementations of the conjugate-gradient method, like the Harwell routine VA14 of Powell [21] or the routine CONMIN of Shanno and Phua [22] , which include automatic restarts, and store additional information, require fewer function evaluations than the Polak-Ribire method. However, Liu and Nocedal [10] found that L-BFGS clearly outperforms CONMIN, both in terms of computer time and function evaluations--and it is known that CONMIN is more efficient than VA14. On the other hand, the Polak-Ribire method appeared to be often competitive with L-BFGS in terms of computer time (but not in terms of function evaluations). Therefore, we chose the Polak-Ribire method for this study, since it appears to be the only implementation of the conjugate-gradient method that could be competitive (at least in terms of computer time) with TN and L-BFGS. As before, a "+" indicates that the function evaluation limit was reached, and a "*" indicates that the weaker convergence test (described in the third paragraph of 3) was used. In the runs marked "F" the search direction was so out of scale that conclude that the conjugate-gradient method is not to be recommended when the function evaluation is expensive, but that it may be useful for very large problems whose objective functions are relatively inexpensive.
