Large-scale single-cell RNA-sequencing (scRNA-seq) studies that profile hundreds of thousands of cells are becoming increasingly common, overwhelming existing analysis pipelines. Here, we describe how to enhance and accelerate single-cell data analysis by summarizing the transcriptomic heterogeneity within a data set using a small subset of cells, which we refer to as a geometric sketch. Our sketches provide more comprehensive visualization of transcriptional diversity, capture rare cell types with high sensitivity, and accurately reveal biological cell types via clustering. Our sketch of umbilical cord blood cells uncovers a rare subpopulation of inflammatory macrophages, which we experimentally validated in vitro. The construction of our sketches is extremely fast, which enabled us to accelerate other crucial resource-intensive tasks such as scRNA-seq data integration. We anticipate that our algorithm will become an 2 Preprint. Work in progress. increasingly essential step when sharing and analyzing the rapidly-growing volume of scRNAseq data and help enable the democratization of single-cell omics.
bottleneck limits the utility of these emerging large data sets to researchers with access to 14 expensive computational infrastructure, and makes quick exploratory analyses impossible even 15 for these researchers. 16 Here, we present a novel approach to facilitate the sharing and analysis of large-scale 17 single-cell data sets by intelligently selecting a small subset of data (referred to as a "sketch") 18 that comprehensively represents the transcriptional heterogeneity within the full data set. 19 Because of their vastly reduced computational overhead, our sketches can be efficiently shared 20 among researchers and be used to quickly identify important patterns in the full data set to be 21 followed up with in-depth analyses. 22 Currently, researchers often uniformly downsample a data set to obtain a small subset to 23 accelerate the initial data analysis (10x Genomics, 2017). Although this simple approach could 24 be used to generate sketches of single-cell data sets, it is highly prone to removing rare cell types 25 and negates the advantage of performing large-scale scRNA-seq experiments in the first place. 26 Alternative sampling approaches that better consider the structure of the data, including k-27 means++ sampling (Arthur and Vassilvitskii, 2007) and spatial random sampling (SRS) 28 (Rahmani and Atia, 2017a), have not yet been applied to the problem of obtaining informative 29 sketches of scRNA-seq data to our knowledge. However, these data-dependent sampling 30 techniques not only lack the ability to efficiently scale to large data sets, but also lack robustness 31 to different experimental settings and produce highly unbalanced sketches that are ill-suited for 32 downstream scRNA-seq analyses as we demonstrate in our experiments. 33 The key insight behind our novel sampling approach is that common cell types form 34 dense clusters in the gene expression space, while rarer subpopulations may still inhabit 35 comparably large regions of the space but with much greater sparsity. Rather than sample cells 36 uniformly at random, we sample evenly across the transcriptomic space, which naturally 37 removes redundant information within the most common cell types and preserves rare 38 transcriptomic structure contained in the original data set. We refer to our sampling method as 39 "geometric sketching" because it obtains random samples based on the geometry, rather than the 40 density, of the data set (Figure 1) . 41 Geometric sketching is extremely efficient, sampling from data sets with millions of cells 42 in a matter of minutes and with an asymptotic runtime that is close to linear in the size of the data 43 set. We empirically demonstrate that our algorithm produces sketches that more evenly represent 44 the transcriptional space covered by the data. We further show that our sketches enhance and accelerate downstream analyses by preserving rare cell types, producing visualizations that 46 broadly capture transcriptomic heterogeneity, facilitating the identification of cell types via 47 clustering, and accelerating integration of large scRNA-seq data sets. Moreover, we demonstrate 48 how the sensitivity of geometric sketching to rare transcriptional states allows us to identify a 49 previously unknown rare subpopulation of inflammatory macrophages in a human umbilical cord 50 blood data set, providing insight into a fundamental immunological process. As the size of 51 single-cell data grows, geometric sketching will become increasingly crucial for the 52 democratization of large-scale single-cell experiments, making key analyses tractable even for 53 researchers without expensive computational resources.
54

RESULTS
55
Overview of Our Geometric Sketching Algorithm
56
The overall approach taken by the geometric sketching algorithm is illustrated in Figure 1 . 57 Geometric sketching aims to select a subset of cells (i.e., a sketch) from a large scRNA-seq data 58 set such that the subset accurately reflects the full transcriptomic heterogeneity, where the small 59 size of the sketch enables fast downstream analysis. In order to effectively summarize the 60 diversity of gene expression profiles within a data set, the first step of our algorithm is to 61 approximate the geometry of the transcriptomic space inhabited by the input data as a union of 62 fixed shapes that admit succinct representation. In our work, we approximate the data with a 63 collection of equal-sized, non-overlapping, axis-aligned boxes (hypercubes), which we refer to as 64 a plaid covering. We use boxes instead of spheres to obtain a highly efficient greedy covering 65 algorithm that helps us better cope with the increasing volume of scRNA-seq data. Once the 66 geometry of data is approximated via plaid covering, we sample cells by first spreading the 67 desired total sample count over the covering boxes as evenly as possible (based on a random 
73
Geometric Sketches Evenly Summarize the Transcriptomic Landscape
74
We first sought to quantify how well geometric sketching is able to evenly represent the original 75 transcriptomic space by measuring the Hausdorff distance from the full data set to a geometric 76 sketch (Methods). Intuitively, a low Hausdorff distance indicates that the points in a sketch are 77 close to all points in the remainder of the data set within the transcriptomic space, while a high 78 Hausdorff distance indicates that there are some cells in the full data set that are not well 79 represented within the sketch. We benchmarked geometric sketching against uniform sampling 80 as well as more complex, data-dependent strategies: k-means++ sampling (Arthur and 81 Vassilvitskii, 2007) and spatial random sampling (SRS) (Rahmani and Atia, 2017a) . Note that, to 82 our knowledge, neither of these non-uniform sampling approaches have been previously 83 considered for the problem of downsampling single-cell data sets. k-means++ works by 84 randomly choosing an initial sample, then repeatedly sampling the next point such that more 85 distant points from the current sample set have higher probability. SRS works by projecting the 86 data onto the unit ball, sampling points uniformly across the surface of the ball, and picking the 87 closest example from the data set to each of those random points. 88 We used four scRNA-seq data sets of varying sizes and complexities to assess our and an adult mouse brain data set with 665,858 cells (Saunders et al., 2018) . In all cases, we 93 observed that geometric sketching obtains substantially better improvement under a robust 94 Hausdorff distance measure (Methods) than uniform sampling and the other data-dependent 95 sampling methods, SRS and k-means++ (Figure 2) . The improvement in Hausdorff distance was 96 consistent across sketch sizes ranging from 2% to 10% of the full data set, providing quantitative 97 evidence that our algorithm more evenly samples over the geometry of the data set than do other 98 methods.
99
Visualization of Geometric Sketches Reveals Transcriptional Diversity
100
We next set out to assess the ability of our geometric sampling approach to improve the low- Fig. 1B ). 123 We note that our sampling algorithm is completely unsupervised and has no knowledge Fig. 3 ).
152
Clustering of Geometric Sketches Better Recapitulates Biological Cell Types
153
Since the samples produced by our algorithm consist of a more balanced composition of cell 154 types, including rare cell types, we also reasoned that clustering analyses should be able to better 155 distinguish these cell types within a geometric sketch compared to uniform downsampling. To 156 assess this capability, we first clustered the sketches using the standard graph-based Louvain 157 clustering algorithm (Blondel et al., 2008) . Then, we transferred cluster labels to the rest of the 
Geometric Sketching Has Significantly Better Scalability to Large Data Sets Than Other
223
Sophisticated Sampling Strategies
224
Not only does geometric sketching lead to more informative sketches of the single-cell data, it is 225 also dramatically faster than other non-uniform sampling methods, which is imperative since 226 researchers stand to gain the most from sketches of very large data sets. Geometric sketching has 227 an asymptotic runtime that is close to linear in the size of the data set (Methods) and, when 228 benchmarked on real data sets, is more than an order of magnitude faster than non-uniform Fig. 6) , providing yet another example of how geometric sketching can be used have the flexibility to apply any existing downstream method designed for single-cell RNA-seq 294 data sets, unlike methods that modify the gene expression values. 295 We note that our algorithm should be used in conjunction with other tools for scRNA-seq 296 quality control. To limit artifacts arising due to dropout and data sparsity, it is common to apply 297 a minimum unique gene cutoff, which we also do in our experiments; filtering steps with a linear 298 time complexity in the size of the data set are unlikely to be a substantial bottleneck for single- the more comprehensively our sketch covers the original data set. 347 We are interested in developing an efficient algorithm for obtaining of a predetermined 348 size (i.e., | | = ) that minimizes ( , ). A key property of our approach is that it is 349 agnostic to local density of data points, since only the maximum distance is taken into account. gives an internal covering number of at most on a given data set is in fact equal to the optimal 362 Hausdorff distance achievable by a sketch of size . An important insight given by this 363 observation is that the problem of finding a high-quality sketch reduces to finding a minimum-364 cardinality cover of a data set given a certain radius. In particular, if one were to have access to 365 an oracle that could find the optimal covering of a data set for any radius, our problem could be 366 solved by finding the minimum radius that gives the desired number of covering spheres (e.g., large data sets, we restricted our attention to covering the data points with a simple class of 377 covering sets-plaids-whose structure is amenable to fast computation. Formally, we define a 378 length-ℓ plaid cover of a data set as a collection of points 1 , … , ∈ ℝ such that: pairwise distance calculations where is the number of covering objects (Chvatal, 1979 ), yet 398 is still typically much larger than log for our applications in single-cell analysis. The cardinality of the cover returned by our plaid cover algorithm generally decreases as 415 the length parameter ℓ increases, although pathological cases that deviate from this pattern exist. 416 We empirically confirmed the near-monotonic relationship between number of covering boxes 417 and ℓ on all our single-cell benchmark data sets (Supplementary Fig. 7 ). Based on this Fig. 8 ). The desired sketch size is dependent on the amount of compute resources available and the algorithmic complexity of downstream analyses; smaller sketches omit more cells but will accelerate analysis while preserving transcriptional heterogeneity.
Number of covering boxes (| |)
Integer between 1 and total number of cells, inclusive
Equal to desired sketch size
Converges to uniform sampling as parameter increases; a number of covering boxes less than may yield a more coarse picture of the transcriptional space, including overrepresentation of rare cell types, at the cost of an increased Hausdorff distance.
Baseline Sampling Methods
437
We benchmark our algorithm against a number of existing sampling methods: We also run our experiments for SRS and k-means++ sampling using the same lower 452 dimensional embeddings (top 100 PCs) used as input to geometric sketching.
453
Instead of first sampling the data and then clustering, it may be possible to do an 454 expensive clustering step on the full data first, and then sample from those clusters. We note that, 455 in addition to its lack of scalability, this procedure does not guarantee even coverage of the 456 transcriptional space but is dependent on the assumptions of different clustering algorithms and 457 is also sensitive to the choice of clustering parameters. We apply two common clustering 458 strategies, -means clustering (Steinhaus, 1956 ) and Louvain community detection (Blondel et 459 al., 2008) , for this purpose and compare to our method (Supplementary Fig. 11 ). 1993). We set = 1e-4, which obtains a measurement that is very close to the value obtained by 497 classical HD but is robust to the most extreme outliers. We achieved similar results for different 498 values of (Supplementary Fig. 9 ).
499
Data Visualization
500
To visualize the subsampled data based on different sampling methods, we used a 2-dimensional 501 -distributed stochastic neighbor embedding ( -SNE) with a perplexity of 500, a learning rate of 502 200, and 500 training iterations. We used the implementation provided by the Multicore-TSNE
503
Python package (https://github.com/DmitryUlyanov/Multicore-TSNE).
504
Simulation Analysis of Data with Known Volume and Density
505
To obtain data sets for which the volume (transcriptional diversity) and density of each cell type 506 is known a priori, we considered different ways to duplicate and transform a data set composed 507 entirely of 293T cells . To obtain a data set with clusters of equal volume and 508 variable density, we uniformly subsampled the 293T cells by a factor of 10 or 100 to create two 509 new clusters, where each new cluster is translated such that none of the clusters overlap.
27
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Likewise, to obtain a data set with clusters of equal number of data points but variable volume, 511 we projected down to 3-dimensions using PCA and rescaled the components by a factor of 10 or 512 100 to create two new clusters, which are similarly translated to avoid overlap. Using a lower 513 dimensionality in our simulations allowed us to better reason about the expected change in 514 volume and is close to the effective fractal dimension of the data set (Supplementary Fig. 10 ).
515
We then sketched these data sets and assessed the density-dependence by computing the 
Clustering Analysis
527
We quantify the ability for clustering analyses on a subsample of a full data set to recapitulate a 528 set of "ground truth" labels, in this case, the cell type labels assigned by the original study 529 authors.
530
For the Louvain clustering analysis, we constructed the nearest neighbors graph on which 531 we applied the Louvain community detection algorithm (Blondel et al., 2008 We use geometric sketches of size 4000 (around 1% of the total data) and parameters = 
. Illustration of Geometric Sketching
We first cover the data points with equal-sized boxes (which we refer to as a plaid covering) to approximate their geometry, then sample data points by first spreading the desired total sample count over the boxes as evenly as possible, then choosing the assigned number of samples within each box uniformly at random. The resulting sketch more evenly covers the landscape of the data compared to uniform sampling of points, where the latter is more prone to omitting rare cell types or transcriptional patterns.
41
Figure 2. Geometric Sketching Yields More Even Coverage of the Transcriptomic Space
In our experiments, the Hausdorff distance measures the maximum distance from any point in the data set to its closest point in the sketch; a lower Hausdorff distance indicates that the points represented by a sketch are in general closer to all of the points in the remainder of the data set.
Geometric sketching results in consistently lower Hausdorff distances than other sampling methods across a large number of sketch sizes and data sets. We use a robust Hausdorff distance that is less sensitive to small numbers of outlier observations (Methods). Solid lines indicate means and shaded areas indicate standard error across 10 random trials for geometric sketching and uniform sampling and 4 random trials for k-means++ and SRS (due to long runtimes).
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Figure 5. Geometric Sketching is Consistently Effective at Distinguishing Biological Cell
Types via Clustering
Louvain clustering was applied to a subsample of the data set obtained by geometric sketching or other baseline algorithms. We transferred the cluster labels to the full data set using a k-nearestneighbor classifier fit to the sketch, then measured the balanced adjusted mutual information (BAMI) between the unsupervised cluster labels and the labels corresponding to biological clusters provided by each previous study (Methods Geometric sketching can help accelerate existing tools for scRNA-seq data integration. We use two existing algorithms for scRNA-seq integration, namely Harmony (Korsunsky et al., 2018) and Scanorama (Hie et al., 2018) , but note that our approach works for other integrative algorithms as well. Learning alignment vectors among geometric sketches, which are then used to transform the full data sets to remove tissue-specific differences (Methods), decreases integration time of 534,253 human immune cells from hours to minutes while achieving comparable integration quality (Supplementary Fig. 6 ).
