Suppose G = (V , E) is a simple graph and k is a fixed positive integer.
Introduction
Suppose G = (V , set is minimum if the cardinality of D is minimum among all paired-dominating sets of G. The concept of paired-domination was introduced by Haynes and Slater [21] and then well studied in the literature [2, 4, [8] [9] [10] 12, 13, 21, 28] .
The distance between two vertices x and y in G is the minimum length of a path from x to y. A subset D ⊆ V is a distance k-dominating set of G if every vertex v in V has at least one vertex u in D such that d G (u, v (G) , is the minimum cardinality of a distance k-paired-dominating set of G. The concept of distance k-paired-domination was introduced by Raczek [29] as a generalization of paired-domination.
Given a graph G = (V , E) and a fixed positive integer k, the Min Distance k-Paired-Dom Set problem is to find a minimum distance k-paired-dominating set of G. The decision version of Min Distance k-Paired-Dom Set problem was shown to be NP-complete even restricted to bipartite graphs [29] . Chen et al. [11] presented linear time algorithms to find minimum distance k-paired-dominating sets in subclasses of chordal graphs including trees, interval graphs, block graphs, and split graphs etc. However, to the best of our knowledge, no result has been obtained on the approximability of the Min Distance k-Paired-Dom Set problem.
Strongly chordal graphs is a subclass of chordal graphs and includes directed path graphs, interval graphs, block graphs and trees as subclasses. In this paper, we first study the complexity of Min Distance k-Paired-Dom Set problem in undirected path graphs and strongly chordal graphs, the two well known subclasses of chordal graphs. Then we concentrate on the approximability of the Min Distance k-Paired-Dom Set problem. In particular, the main results that will be presented in this paper are summarized as follows:
1. The decision version of the Min Distance k-Paired-Dom Set problem is NP-complete for undirected path graphs.
2. The minimum cardinality of a distance k-paired-dominating set of a given strongly chordal G = (V , E) with a strong elimination ordering can be computed in O(n + m) time, where n = |V | and m = |E|.
3. Unless NP⊆DTIME(n O(log log n) ), Min Distance k-Paired-Dom Set problem cannot be approximated within a factor of (1 − ε) ln n for any ε > 0, where n is the number of vertices in the given graph G. 4. Min Distance k-Paired-Dom Set problem can be approximated with an approximation factor of 1
where ∆(G) denotes the maximum degree of G.
Min Distance k-Paired-Dom
Set problem is APX-complete for graphs with degree bounded by 3.
Preliminaries
. An independent set in G is a subset S ⊆ V of pairwise nonadjacent vertices. A clique in G is a subset C ⊆ V of pairwise adjacent vertices. A maximal clique is a clique which is not a proper subset of another clique.
A graph is chordal if every cycle of length at least four has a chord.
It is well known [17] that a graph G is chordal if and only if G has a PEO.
Strongly chordal graphs are introduced by many researchers [7, 15, 22] . As far as domination problems are concerned, strongly chordal graphs are very important subclass of chordal graphs as the variations of domination problem are efficiently solvable in strongly chordal graphs [6, 7, 15, [22] [23] [24] 31] . It includes several well known subclasses of chordal graphs such as directed path graphs, interval graphs, block graphs and trees as its subclasses. To define strongly chordal graphs, we refer to the definition given by Farber [15] . A vertex v is simple if the set {N G [u] : u ∈ N G [v]} can be linearly ordered by set inclusion. Alternatively, a vertex v is simple if for any two vertices x and y in N G [v] 
Theorem 2.1 ([15]). A graph is a strongly chordal graph if and only if it admits a simple elimination ordering.
Simple elimination orderings are not the only vertex ordering which characterizes the strongly chordal graphs, as we see in the next theorem. An
Notice that a strong elimination ordering is a perfect elimination ordering and v i is a simple vertex of the subgraph G i .
Theorem 2.2 ([15]). A graph is strongly chordal if and only if it admits a strong elimination ordering.
There are many algorithms given by researchers for finding such an ordering. Anstee and Farber [1] presented an O(n 3 ) time algorithm, Hoffman et al. [22] gave an O(n 3 ) time algorithm, Lubiw [25] presented an O(m log 2 m) time algorithm, Paige and Tarjan [26] presented an O(m log m) time algorithm and Spinrad [30] presented an O(n 2 ) time algorithm to find a strong elimination ordering of a strongly chordal graph with n vertices and m edges.
Let F be a family of sets. The intersection graph of F is obtained by taking each set in F as a vertex and joining two sets in F if and only if they have a non-empty intersection. Let C (G) be the set of all maximal cliques of a graph G and C v (G) be the set of all maximal cliques of G containing v. Walter [32] , Buneman [5] and Gavril [19] have shown that chordal graphs are exactly the intersection graphs of subtrees of a tree. In fact for every chordal graph G, there exists a tree T such that
A graph G is called an undirected path graph if G is the intersection graphs of a family of paths of a tree. The following theorem characterizes the undirected path graphs.
Theorem 2.3 ([20]). A graph G is an undirected path graph if and only if there exists a tree T with V
The following lemma is a result taken from [29] which is a lower bound on γ k p (G). 
Distance k-paired-domination in undirected path graphs
The Min Paired-Dom Set problem for a given graph G is to find a minimum paired-dominating set of G. For our convenience, we call Decide Min Paired-Dom Set problem as the decision version of the Min Paired-Dom Set problem. In this section, we show that the decision version of the Min Distance k-Paired-Dom Set problem is NP-complete for undirected path graphs. To do this, we first show that the decision version of Min Distance 1-Paired-Dom Set problem i.e., Decide Min Paired-Dom Set problem is NP-complete for undirected path graphs. We do this by providing a polynomial time reduction from the 3-dimensional matching (3-DM) problem which is stated below.
3-DM Problem.
Instance: The 3-DM problem is known to be NP-complete [18] . We, next, describe a polynomial transformation from 3-DM to Decide Min Paired-Dom Set problem in undirected path graphs.
Consider an instance of 3-DM problem consisting of three distinct disjoint sets W , X and Y each of cardinality q and a
We construct a tree T having 6p + 3q + 1 vertices that becomes the clique tree for an undirected path graph G. The vertices of the tree are maximal cliques of G. The vertex set and edge set of of the tree are described below.
Next we construct L(w r ), P(x s ) and Q (y t ) corresponding to each w r ∈ W , x s ∈ X and y t ∈ Y respectively, where
Finally, we construct the tree T , where
The construction of T from an instance of 3-DM is illustrated in Fig. 1 . We then have a graph G with vertex set
of size 9p + 3q, where the undirected path in T corresponding to a vertex v of G consists of those vertices (sets) containing v in the tree T . Clearly by Theorem 2.3, G is an undirected path graph. It is easy to see that the tree T can be constructed in polynomial time from an instance of 3-DM. Given T , G can also be formed in polynomial time.
Claim: G has a paired-dominating set of size 2p + q if q is even or 2p + q + 1 if q is odd if and only if the the answer to the 3-DM problem is yes. Proof of the Claim. Suppose D is a paired-dominating set of size 2p + q if q is even or 2p + q + 1 if q is odd. Observe that for any i, the only way to dominate the vertex set 
and so t ≥ q. Now suppose q is odd. Then each A i can be paired with B i and C i can be paired with C j , i ̸ = j leaving one C i . So, for this particular 
and so t ≥ q + 1. Picking the q triples m i for which A i , B i and C i are in D form a matching M ′ of size q. Conversely, suppose the answer to the 3-DM problem is yes. So there is a matching M ′ of size q. Without loss of generality,
It is straightforward to check that D is a paired-dominating set of G of size 3q + 2(p − q) = 2p + q if q is even and
Hence the Decide Min Paired-Dom Set problem for undirected path graphs is NP-complete.
Since G is an undirected path graph, there is a tree T and a set of paths {P v : v ∈ V } of T such that uv ∈ E if and only if P u ∩ P v ̸ = ∅. For each path P v , consider an end point v * of P v . Construct a tree T k which results from T by attaching a new 
Distance k-paired-domination in strongly chordal graphs
There is a drawback for the definition of distance k-domination. Namely, a graph with isolated vertices has no distance k-paired-dominating sets, although a graph without isolated vertices always has a distance k-paired-dominating set, such as the vertex set of a maximum matching.
For this and the purpose below, we define an equivalent way, which also covers the case of graphs containing isolated
, and U = {u ∈ D|u is not matched by M}. Consider the set system {A u : u ∈ U}, where
On the other hand, since a distance k-paired-dominating set D is a distance k-dominating set with paired-weight 
Lemma 4.3. Suppose G is a strong chordal graph with a strong elimination ordering
Proof. Notice that G i+1 is a distance invariant subgraph of G i . So we use d (v, u) for the distance between v and u in all G i .
So we need only to consider the case when for
We need to consider two cases:
Lemma 4.4. Suppose G is a strong chordal graph with a strong elimination ordering
Proof. The proof is easy. Any cL-dominating set D of G i can be converted to an c ′ L ′ -dominating set of G i by setting c (v, u) for the distance between v and u in all G i .
Since
Next consider the later case i.
Conversely, let a
The proof of the following lemma is immediate and hence is omitted.
Lemma 4.6. If v i is an isolated vertex of a graph G and D be a minimum L-dominating set of G, then v i ∈ D if and only if a
Depending on the above lemmas, we now present an algorithm that computes a L-dominating set of G such that
Notice that in Lines 16-23, we settle the vertex v n to be dominated by D such that w cp (D) will be minimum.
Output: An L-dominating set D of G. 
If this is not true, then there exists a maximum matching of
Then we need to consider two cases. 
Inapproximability of Min Distance k-Paired-Dom Set problem
Given a nonempty set U and a family S of subsets of U, the Min Set Cover problem is to find a minimum cardinality set S ⊆ S such that every u ∈ U belongs to some S ′ ∈ S. In this section, we present the inapproximability of Min Distance k-Paired-Dom Set problem within O(log n) factor. For this we need the following result about Min Set Cover problem. Theorem 5.1 ([16] ). Unless NP⊆DTIME(n O(log log n) ), Min Set Cover cannot be approximated within a factor of (1 − ε) ln n, for any ε > 0, where n = |U|. Theorem 5.2. Let G = (V , E) graph with n vertices and without isolated vertices. Unless NP⊆DTIME(n O(log log n) ), Min Distance k-Paired-Dom Set cannot be approximated within a factor of (1 − ε) ln n, for any ε > 0.
Proof. Given SC = (U, S), an instance of the Min Set Cover problem, we give an approximation preserving reduction to Min Distance k-Paired-Dom Set problem as follows:
Let |U| = r and |S| = s. We construct a graph G = (V , E) as follows:
• For each u i ∈ U; 1 ≤ i ≤ r, introduce two vertices u • For each S j ∈ S; 1 ≤ j ≤ s, introduce two vertices S • If u i ∈ S j , we introduce the edges u • We introduce all possible edges to make {S
The construction of G is illustrated in Fig. 2 .
Let S * ⊆ S be an optimal set cover of U. Then it is clear that {S
On the other hand, assume that kPD * be a minimum distance k-paired-dominating set of G. 
For sufficiently large n, the term 1 + ln(2k+2) ln n can be bounded by 1 + ε
10
. Now we have 
Set cannot be approximated within a factor of (1 − ε) ln n, for any ε > 0.
Approximation algorithm for Min Distance k-Paired-Dom Set problem
In this section, we present an approximation algorithm, namely Approx-k-PDS that computes a distance k-paireddominating set of a given graph G = (V , E). The approximation ratio of the algorithm Approx-k-PDS is 1+ln 2+k·ln(∆(G)), where ∆(G) is the maximum degree of G. 
