In this article, we give a simple presentation of the theory of rough paths, that relies only on simple considerations on integrals along smooth paths and convergence of families of Hölder continuous functions.
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Introduction
The theory of rough paths is a way to give a positive answer to the following questions:
(Q1) Given a smooth enough differentiable form f on R [1] ). If d = 1, then K is easily constructed using a primitive of f , and I can be defined with an approach in the style of the one of Doss and Sussman [2, 3] . However, T. Lyons and his co-authors [4, 5] (see also [6] ) have shown how it to complete this program by replacing the increments x s,t = x t − x s in a Riemann-sum like definition of K as
by some elements x s,t living in a tensor space
and how to defined K as the limit of
where
. . . The map I can then be defined using a fixed point theorem. Since then, several authors have presented alternative constructions and points of view [7, 8, 9] . Note also that there also exists some infinite dimensional versions of this theory [10, 11] . The goal of this paper is to justify from simple considerations on integrals why the construction of T. Lyons is indeed natural. For this, we mix ideas borrowed from P. Friz, N. Victoir, A. de La Pradelle, D. Feyel, ... The article [12] presents a survey of these ideas.
Young integrals
The α-Hölder norm is denoted by
This distinction is important, since:
• There exists sequences of functions (
, but that the convergence does not hold in ∥ · ∥ α , as we will see it later. We now split ∪ 0<β≤α≤1 H α,β (R d ) into several zones, as shown in Figure 1 . The map K will then be constructed on H α,β , which means that the existence of K(x) depends on the Hölder regularity of x, but its continuity depends on the Hölder norm that ensures the convergence of a family of α-Hölder paths. The answer to (Q1) and (Q2) depends on the part of the triangle (α, β) belongs to. Theorem 1 below answers to (Q1) and (Q2) for α ≥ β > 1/2, i.e., in Zone I.
In 1936, L.C. Young [13] showed how to construct a bilinear map ( class C γ , then necessarily, one needs α(γ + 1) > 1 and then, one can apply this result only for α > 1/2 at best. However, when α > 1/2, the maps K and I from the introduction may be defined using Young integrals. It has to be noted that the regularity of K(x) and I(x) is the one of x. The next theorem (see [4, 6] ) summarizes these results.
Theorem 1. If f ∈ C
γ and g ∈ C 1 with ∇g ∈ C 1+γ are smooth enough, then I and K are defined using Young integrals and are continuous from
The Green-Riemann formula
We consider now a path x in C α ([0, T ]; R 2 ) (here, we restrict without loss of generality to the dimension d = 2). and the set of piecewise linear approximations x n of x along the family of dyadic partitions {{kT /2
, and consider the approximation x n of x construct by the following way:
n moves at constant speed along a loop starting at x kT /2 n with radius
x n moves at constant speed along the segment joining x kT /2 n to x (k+1)T /2 n . Now, let f be a smooth differential form. Using the Chasles relation and the Green-Riemann formula,
The fact is that x n converges to x in H α,β for β < α, while x n converges to x in H β,γ for γ < 1/2, unless ϕ is constant. The idea to extend K to paths with values in R 3 is now justified by the fact that the sequences (x n ) n∈N and ( x n ) n∈N have the same limit but (K(x n )) n∈N and (K( x n )) n∈N have different limits that are characterized by the presence of the term
We now turn this to rigorous results.
Let (G, ) be the Lie group made of elements of R 3 with the operator
. This is the Heisenberg group. This group G may be equipped with a sub-Riemannian distance d(a, b) which is such that The next proposition asserts that, when α > 1/2, A defines a one-to-one map between
The next theorem now explain how to extend K to Zone II in Figure 1 .
Theorem 2. Let x be a path in
On the other hand, if (x n ) n∈N is the sequence of linear interpolations of x on the dyadics, then
The sequence ( x n ) n∈N of this theorem is indeed constructed the same way we constructed the sequence ( x n ) n∈N in the previous Section. We may also join the points {x kT /2 n } k=0,...,2 n using sub-Riemannian geodesics [9, 12] .
The path y above is a path in C β/2 ([0, T ]; G), while the path x belongs to
The difference between y and x lies in the function ϕ. However, both x and y projects on R 2 onto the same path x (we then say that x and y lies above the path x). We may then identify x and y with two different sequences (x n ) n∈N (the family of piecewise liner interpolations of x) and ( x n ) n∈N , the latter one being defined using the "extra" function ϕ. There is no need to restrict to a path which is regular.
Theorem 3. Let x be a path in
We have to note that for 1/3 < α < 1/2, this theorem defines K(x) on a space of functions that take their values in R 3 , since for
. Theorem 3 together with Theorem 2 means that to be properly extended to α-Hölder continuous R 2 -valued functions with 1/3 < α ≤ 1/2, K needs to be defined on C α ([0, T ]; G), which means that we use paths that are genuine R 3 -valued paths. The question is how to define paths in C α ([0, T ]; G) and then to extend K to Zone III in Figure 1 ? There is non-canonical way to "lift" a path x ∈ C α ([0, T ]; R 2 ) to a path x ∈ C α ([0, T ]; G) when α ≤ 1/2. However, the next theorem, borrowed from [15] , asserts it is always possible to consider such paths. However, in some specific cases, such as trajectories of stochastic processes, one can be more precise. For example, for the trajectories B(ω) of a 2-dimensional Brownian motion, one can consider the family of piecewise linear approximations (B n (ω)) n∈N along dyadic partitions of [0, T ] and show that A(B n (ω)) converges in C α ([0, T ]; G) for any α < 1/2 to some path B(ω). Using the continuity results and the Wong-Zakai theorem [1] , this proves that, with this family of approximations, K(B) is equal to the Stratonovich integral
Other choices of approximations may lead to different integral, and we then recover the counter-examples to the Wong-Zakai theorem due to McShane [1] . Itô integrals may also be constructed using this theory, but one has to deal with the brackets of the Brownian motion, and it is impossible to find a sequence ( B n ) n∈N of piecewise smooth paths such that K( B n ) converges to the Itô integral · 0 f (B s ) dB s . On these subject, see [4, 5, 6, 12] .
If one want to deal with α < 1/3, then one needs to use iterated integrals up to order ⌊1/α⌋. However, the geometrical interpretation of such a construction has not been done yet.
The advantage of the theory of rough paths in order to define an integral of a differential form along an irregular path x or to solve a differential equation controlled by an irregular path x is that one has only to focus on the construction of A(x), which means that one has to construct the integrals of x along itself. From this construction, one can construct K for any differential form f smooth enough, and also I for a smooth enough function g using a fixed point theorem. For this, one may use a family of piecewise linear approximations of x, and for stochastic processes, some tools that are similar to the one in the proof of the Kolmogorov-Čenstov theorem. This approach has already been used for a wide variety of stochastic processes: see the book [16] for example.
