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Abstract
Deep neural networks enable highly accurate image segmentation, but require large amounts of manually annotated data
for supervised training. Few-shot learning aims to address this shortcoming by learning a new class from a few annotated
support examples. We introduce, a novel few-shot framework, for the segmentation of volumetric medical images with
only a few annotated slices. Compared to other related works in computer vision, the major challenges are the absence
of pre-trained networks and the volumetric nature of medical scans. We address these challenges by proposing a new
architecture for few-shot segmentation that incorporates ‘squeeze & excite’ blocks. Our two-armed architecture consists
of a conditioner arm, which processes the annotated support input and generates a task-specific representation. This
representation is passed on to the segmenter arm that uses this information to segment the new query image. To
facilitate efficient interaction between the conditioner and the segmenter arm, we propose to use ‘channel squeeze &
spatial excitation’ blocks – a light-weight computational module – that enables heavy interaction between both the arms
with negligible increase in model complexity. This contribution allows us to perform image segmentation without relying
on a pre-trained model, which generally is unavailable for medical scans. Furthermore, we propose an efficient strategy
for volumetric segmentation by optimally pairing a few slices of the support volume to all the slices of the query volume.
We perform experiments for organ segmentation on whole-body contrast-enhanced CT scans from the Visceral Dataset.
Our proposed model outperforms multiple baselines and existing approaches with respect to the segmentation accuracy
by a significant margin. The source code is available at https://github.com/abhi4ssj/few-shot-segmentation.
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1. Introduction
Fully convolutional neural networks (F-CNNs) have
achieved state-of-the-art performance in semantic image
segmentation for both natural (Je´gou et al., 2017; Zhao
et al., 2017; Long et al., 2015; Noh et al., 2015) and medi-
cal images (Ronneberger et al., 2015; Milletari et al., 2016).
Despite their tremendous success in image segmentation,
they are of limited use when only a few labeled images
are available. F-CNNs are in general highly complex mod-
els with millions of trainable weight parameters that re-
quire thousands of densely annotated images for training
to be effective. A better strategy could be to adapt an
already trained F-CNN model to segment a new semantic
class from a few labeled images. This strategy often works
well in computer vision applications where a pre-trained
model is used to provide a good initialization and is sub-
sequently fine-tuned with the new data to tailor it to the
new semantic class. However, fine-tuning an existing pre-
trained network without risking over-fitting still requires a
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fair amount of annotated images (at least in the order of
hundreds). When dealing in an extremely low data regime,
where only a single or a few annotated images of the new
class are available, such fine-tuning based transfer learning
often fails and may cause overfitting (Shaban et al., 2017;
Rakelly et al., 2018).
Few-shot learning is a machine learning technique that
aims to address situations where an existing model needs
to generalize to an unknown semantic class with a few ex-
amples at a rapid pace (Fei-Fei et al., 2006; Miller et al.,
2000; Fei-Fei, 2006). The basic concept of few-shot learn-
ing is motivated by the learning process of humans, where
learning new semantics is done rapidly with very few obser-
vations, leveraging strong prior knowledge acquired from
past experience. While few-shot learning for image classi-
fication and object detection is a well studied topic, few-
shot learning for semantic image segmentation with neural
networks has only recently been proposed (Shaban et al.,
2017; Rakelly et al., 2018). It is an immensely challeng-
ing task to make dense pixel-level high-dimensional pre-
dictions in such an extremely low data regime. But at
the same time, few-shot learning could have a big impact
on medical image analysis because it addresses learning
from scarcely annotated data, which is the norm due to
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Figure 1: Overview of the few-shot segmentation framework. The support set consists of an image slice Is and the corresponding annotation
for the new semantic class Ls(α) (here α is the class liver). We pass the support set through the conditioner arm, whose information is
conveyed to the segmenter arm via interaction blocks. The segmenter arm uses this information and segments a query input image Iq for the
class α generating the label map Mq(α). Except for the support set, the few-shot segmenter has never seen annotations of a liver before.
the dependence on medical experts for carrying out man-
ual labeling. In this article, we propose a few-shot seg-
mentation framework designed exclusively for segmenting
volumetric medical scans. A key to achieve this goal is to
integrate the recently proposed ‘squeeze & excite’ blocks
within the design of our novel few-shot architecture (Roy
et al., 2018a).
1.1. Background on Few-Shot Segmentation
Few-shot learning algorithms try to generalize a model
to a new, previously unseen class with only a few labeled
examples by utilizing the previously acquired knowledge
from differently labeled training data. Fig. 1 illustrates
the overall setup, where we want to segment the liver in
a new scan given the annotation of liver in only a single
slice. A few-shot segmentation network architecture (Sha-
ban et al., 2017; Rakelly et al., 2018) commonly consists
of three parts: (i) a conditioner arm, (ii) a set of interac-
tion blocks, and (iii) a segmentation arm. During infer-
ence, the model is provided with a support set (Is, Ls(α)),
consisting of an image Is with the new semantic class (or
organ) α outlined as a binary mask indicated as Ls(α).
In addition, a query image Iq is provided, where the new
semantic class is to be segmented. The conditioner takes
in the support set and performs a forward pass. This gen-
erates multiple feature maps of the support set in all the
intermediate layers of the conditioner arm. This set of
feature maps is referred to as task representation as they
encode the information required to segment the new se-
mantic class. The task representation is taken up by the
interaction blocks, whose role is to pass the relevant infor-
mation to the segmentation arm. The segmentation arm
takes the query image as input, leverages the task informa-
tion as provided by the interaction blocks and generates a
segmentation mask Mq for the query input Iq. Thus, in-
teraction blocks pass the information from the conditioner
to the segmenter and form the backbone for few-shot se-
mantic image segmentation. Existing approaches use weak
interactions with a single connection either at the bottle-
neck or the last layer of the network (Shaban et al., 2017;
Rakelly et al., 2018).
1.2. Challenges for Medical Few-Shot Segmentation
Existing work in computer vision on few-shot segmen-
tation processes 2D RGB images and uses a pre-trained
model for both segmenter and conditioner arm to aid train-
ing (Shaban et al., 2017; Rakelly et al., 2018). Pre-trained
models provide a strong prior knowledge with more power-
ful features from the start of training. Hence, weak inter-
action between conditioner and segmenter is sufficient to
train the model effectively. The direct extension to med-
ical images is challenging due to the lack of pre-trained
models. Instead, both the conditioner and the segmenter
need to be trained from scratch. However, training the
network in the absence of pre-trained models with weak
interaction is prone to instability and mode collapse.
Instead of weak interaction, we propose a strong inter-
action at multiple locations between both the arms. The
strong interaction facilitates effective gradient flow across
the two arms, which eases the training of both the arms
without the need for any pre-trained model. For effectu-
ating the interaction, we propose our recently introduced
‘channel squeeze & spatial excitation’ (sSE) module (Roy
et al., 2018b,a). In our previous works, we used the sSE
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blocks for adaptive self re-calibration of feature maps to
aid segmentation in a single segmentation network. Here,
we use the sSE blocks to communicate between the two
arms of the few-shot segmentation network. The block
takes as input the learned conditioner feature map and
performs ‘channel squeeze’ to learn a spatial map. This
is used to perform ‘spatial excitation’ on the segmenter
feature map. We use sSE blocks between all the encoder,
bottleneck and decoder blocks. SE blocks are well suited
for effectuating the interaction between arms, as they are
light-weight and therefore only marginally increase the
model complexity. Despite its light-weight nature, they
can have a strong impact on the segmenter’s features via
re-calibration.
Existing work on few-shot segmentation focused on 2D
images, while we are dealing with volumetric medical
scans. Manually annotating organs on all slices in 3D im-
ages is time consuming. Following the idea of few-shot
learning, the annotation should rather happen on a few
sparsely selected slices. To this end, we propose a vol-
umetric segmentation strategy by properly pairing a few
annotated slices of the support volume with all the slices
of the query volume, maintaining inter-slice consistency of
the segmentation.
1.3. Contributions
In this work, we propose:
1. A novel few-shot segmentation framework for volu-
metric medical scans.
2. Strong interactions at multiple locations between the
conditioner and segmenter arms, instead of only one
interaction at the final layer.
3. ‘Squeeze & Excitation’ modules for effectuating the
interaction.
4. Stable training from scratch without requiring a pre-
trained model.
5. A volumetric segmentation strategy that optimally
pairs the slices of query and support volumes.
1.4. Overview
We discuss related work in Sec. 2, present our few-
shot segmentation algorithm in Sec. 3, the experimental
setup in Sec. 4 and experimental results and discussion in
Sec. 5. We conclude with a summary of our contributions
in Sec. 6.
2. Prior Work
2.1. Few-Shot Learning
Methods for few-shot learning can be broadly divided
into three groups. The first group of methods adapts a
base classifier to the new class (Bart and Ullman, 2005;
Fei-Fei et al., 2006; Hariharan and Girshick, 2017). These
approaches are often prone to overfitting as they attempt
to fit a complex model on a few new samples. Methods in
the second group aim to predict classifiers close to the base
classifier to prevent overfitting. The basic idea is to use
a two-branch network, where the first branch predicts a
set of dynamic parameters, which are used by the second
branch to generate a prediction (Bertinetto et al., 2016;
Wang and Hebert, 2016). The third group contains al-
gorithms that use metric learning. They try to map the
data to an embedding space, where dissimilar samples are
mapped far apart and similar samples are mapped close to
each other, forming clusters. Standard approaches rely on
Siamese architectures for this purpose (Koch et al., 2015;
Vinyals et al., 2016).
2.2. Few-Shot Segmentation using Deep Learning
Few-shot image segmentation with deep neural networks
has been explored only recently. In one of the earliest
work, Caelles et al. (2017) leverage the idea of fine-tuning
a pre-trained model with limited data. The authors per-
form video segmentation, given the annotation of the first
frame. Although their model performed adequately in this
application, such approaches are prone to overfitting and
adapting a new class requires retraining, which hampers
the speed of adaptation. Shaban et al. (2017) use a 2-arm
architecture, where the first arm looks at the new sample
along with its label to regress the classification weights for
the second arm, which takes in a query image and gen-
erates its segmentation. Dong and Xing (2018) extended
this work to handle multiple unknown classes at the same
time to perform multi-class segmentation. Rakelly et al.
(2018) took it to an extremely difficult situation where
supervision of the support set is provided only at a few se-
lected landmarks for foreground and background, instead
of a densely annotated binary mask. Existing approaches
for few-shot segmentation were evaluated on the PASCAL
VOC computer vision benchmark (Shaban et al., 2017;
Rakelly et al., 2018). They reported low segmentation
scores (mean intersection over union around 40%), con-
firming that few-shot segmentation is a very challenging
task.
All of the above mentioned papers depend on pre-
trained models to start the training process. Although
access to pre-trained models is relatively easy for computer
vision applications, no pre-trained models are available for
medical imaging applications. Moreover, they use 2D RGB
images, whereas we deal with 3D volumetric medical scans.
This is more challenging, because there is no established
strategy to select and pair support slices with the query
volume. This can lead to situations where the query slice
can be very different from the support slice or may not
even contain the target class at all.
In the domain of medical image segmentation, recently
Zhao et al. (2019) et. al. used a learnt transformation
to highly augment a single annotated volume for one-
shot segmentation. This differs from our approach in
two aspects: (i) they use a single fully annotated volume,
whereas we use annotations of only a few slices, (ii) they
use a learnt representation to highly augment the single
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annotated volume for segmentation, whereas we use sep-
arate dataset with annotations provided for other classes.
We follow the experimental setting defined in computer vi-
sion PASCAL VOC benchmarks by Shaban et al. (2017).
3. Method
In this section, we first introduce the problem setup,
then detail the architecture of our network and the training
strategy, and finally describe the evaluation strategy for
segmenting volumetric scans.
3.1. Problem Setup for Few-shot Segmentation
The training data for few-shot segmentation DTrain =
{(IiT , LiT (α))}Ni=1 comprises N pairs of input image IT and
its corresponding binary label map LT (α) with respect to
the semantic class (or organ) α. All the semantic classes
α which are present in the label map LiT ∈ DTrain belong
to the set LTrain = {1, 2, . . . , κ}, i.e., α ∈ LTrain. Here κ
indicates the number of classes (organs) annotated in the
training set. The objective is to learn a model F(·) from
DTrain, such that given a support set (Is, Ls(αˆ)) /∈ DTrain
for a new semantic class αˆ ∈ LTest and a query image Iq,
the binary segmentation Mq(αˆ) of the query is inferred.
Fig. 1 illustrates the setup for the test class αˆ = liver in
a CT scan. The semantic classes for training and testing
are mutually exclusive, i.e., LTrain ∩ LTest = ∅.
One fundamental difference of few-shot segmentation
to few-shot classification or object detection is that test
classes LTest might already appear in the training data as
the background class. For instance, the network has al-
ready seen the liver on many coronal CT slices as part
of the background class, although liver was not a part of
the training classes. This potentially forms prior knowl-
edge that could be utilized during testing, when only a few
examples are provided with the liver annotated.
3.2. Architectural Design
As mentioned earlier, our network architecture consists
of three building blocks: (i) a conditioner arm, (ii) interac-
tion blocks with sSE modules, and (iii) a segmenter arm.
The conditioner arm processes the support set to model
how a new semantic class (organ) looks like in an image.
It efficiently conveys the information to the segmenter arm
through the interaction blocks. The segmenter arm seg-
ments the new semantic class in a new query image by uti-
lizing the information provided by the interaction blocks.
Figs. 2 and 3 illustrate the architecture in further detail,
which is also described below.
In our framework, we choose the segmenter and condi-
tioner to have a symmetric layout, i.e., both have four en-
coder and decoder blocks separated by a bottleneck block.
The symmetric layout helps in having a strong interaction
between matching blocks, as feature maps have the same
spatial resolution. In existing approaches, conditioner and
segmenter only interact via the final layer, before generat-
ing segmentation maps (Shaban et al., 2017; Rakelly et al.,
2018). Such weak interaction at a single location was suf-
ficient for their application, because they were able to use
a pre-trained model, which already provides reasonably
good features. As we do not have a pre-trained network,
we propose to establish a strong interaction by incorporat-
ing the sSE blocks at multiple locations. Such interactions
facilitate training the model from scratch.
3.2.1. Conditioner Arm
The task of the conditioner arm is to process the support
set by fusing the visual information of the support image Is
with the annotation Ls, and generate task-specific feature
maps, capable of capturing what should be segmented in
the query image Iq. We refer to the intermediate feature
maps of the conditioner as task representation. We pro-
vide a 2-channel input to the conditioner arm by stacking
Is and binary map Ls(α). This is in contrast to Shaban
et al. (2017), where they multiplied Is and Ls(α) to gen-
erate the input. Their motivation was to suppress the
background pixels so that the conditioner can focus on
the patterns within the object (like eyes or nose patterns
within a cat class). This does not hold for our scans due
to the limited texture patterns within an organ class. For
example, voxel intensities within the liver are quite homo-
geneous with limited edges. Thus, we feed both parts of
the support set to the network and let it learn the optimal
fusion that provides the best possible segmentation of the
query image.
The conditioner arm has an encoder-decoder based ar-
chitecture consisting of four encoder blocks, four decoder
blocks, separated by a bottleneck layer, see fig. 2. Both
encoder and decoder blocks consist of a generic block con-
stituting a convolutional layer with kernel size of 5 × 5,
stride of 1 and 16 output feature maps, followed by a
parametric ReLU activation function (He et al., 2015) and
a batch normalization layer. In the encoder block, the
generic block is followed by a max-pooling layer of 2 × 2
and stride 2, which reduces the spatial dimension by half.
In the decoder block, the generic block is preceded by an
unpooling layer (Noh et al., 2015). The pooling indices
during the max-pool operations are stored and used in the
corresponding unpooling stage of the decoder block for
up-sampling the feature map. Not only is the unpooling
operation parameter free, which reduces the model com-
plexity, but it also aids to preserve the spatial consistency
for fine-grained segmentation. Furthermore, it must be
noted that no skip connections are used between the en-
coder and decoder blocks unlike the standard U-net ar-
chitecture (Ronneberger et al., 2015). The reason for this
important design choice is discussed in Sec. 5.2.
3.2.2. Interaction Block using ‘Squeeze & Excitation’ mod-
ules
The interaction blocks play a key role in the few-shot
segmentation framework. These blocks take the task rep-
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Figure 2: Illustration of the architecture of the few-shot segmenter. To the left, we show a block diagram with arrows illustrating the encoder-
decoder based conditioner arm (bottom) and segmenter arm (top). Interaction between them is shown by SE blocks, which is detailed in
Fig. 3. To the right, the operational details of the encoder block, decoder block, bottleneck block and the classifier block are provided.
Figure 3: Illustration of the architecture of the ‘channel squeeze &
spatial excitation’ (sSE) module, which is used as the interaction
block within the few-shot segmenter. The block takes a conditioner
feature map Ucon and a segmenter feature map Useg as inputs.
‘Channel squeeze’ is performed on Ucon to generate a spatial map
σ(q), which is used for ‘spatial excitation’ of Useg, which promotes
the interaction.
resentation of the conditioner as input and convey them
to the segmenter to steer segmentation of the query im-
age. Ideally these blocks should: (i) be light-weight to
only marginally increase the model complexity and com-
putation time, and (ii) ease training of the network by
improving gradient flow.
We use the recently introduced ‘Squeeze & Excitation’
(SE) modules for this purpose. SE modules are compu-
tational units to achieve adaptive re-calibration of feature
maps within any CNN (Hu et al., 2018). SE blocks can
boost the performance of CNNs, while increasing model
complexity only marginally. For classification (Hu et al.,
2018), the feature maps are spatially squeezed to learn a
channel descriptor, which is used to excite (or re-calibrate)
the feature map, emphasizing certain important channels.
We refer to it as spatial squeeze and channel excitation
block (cSE). In our recent work, we extended the idea
to segmentation, where re-calibration was performed by
squeezing channel-wise and exciting spatially (sSE), em-
phasizing relevant spatial locations (Roy et al., 2018a,b).
In both cases, SE blocks are used for self re-calibration, i.e,
the same feature map is used as input for squeezing and
excitation operations. However, here we propose to use
SE blocks for the interaction between the conditioner and
the segmenter. The conditioner feature maps are taken as
input for the squeezing operation and its outputs are used
to excite the segmentation feature maps as detailed below.
Channel Squeeze & Spatial Excitation (sSE). The sSE
block squeezes a conditioner feature map Ucon ∈
RH×W×C′ along the channels and excites the corre-
sponding segmenter feature map Useg ∈ RH×W×C spa-
tially, conveying the information from the support set
to aid the segmentation of the query image. H, W
are the height and width of feature maps, C ′ and C
are the number of channels for the conditioner and the
segmenter feature maps, respectively. Here, we con-
sider a particular slicing strategy to represent the in-
put tensor Ucon = [u
1,1
con,u
1,2
con . . . ,u
j,ι
con, . . . ,u
H,W
con ], where
uj,ιcon ∈ R1×1×C
′
with j ∈ {1, 2, . . . ,H} and ι ∈
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{1, 2, . . . ,W}. Similarly for segmenter feature map Useg =
[u1,1seg,u
1,2
seg . . . ,u
j,ι
seg, . . . ,u
H,W
seg ]. The spatial squeeze oper-
ation is performed using a convolution q = Wsq ? Ucon
with Wsq ∈ R1×1×C′ , generating a projection tensor
q ∈ RH×W . This projection q is passed through a sig-
moid gating layer σ(·) to rescale activations to [0, 1], which
is used to re-calibrate or excite Useg spatially to generate
Uˆseg = [σ(q1,1)u
1,1
seg, . . . , σ(qj,k)u
j,ι
seg,
. . . , σ(qH,W )u
H,W
seg ]. (1)
The architectural details of this module are presented in
fig. 3.
3.2.3. Segmenter Arm
The goal of the segmenter arm is to segment a given
query image Iq with respect to a new, unknown class α,
by using the information passed by the conditioner, which
captures a high-level information about the previously un-
seen class α. The sSE modules in the interaction block
compresses the task representation of the conditioner and
adaptively re-calibrate the segmenter’s feature maps by
spatial excitation.
The encoder-decoder architecture of the segmenter is
similar to the conditioner, with a few differences. Firstly,
the convolutional layers of both the encoder and decoder
blocks in the segmenter have 64 output feature maps, in
contrast to 16 in the conditioner. This provides the seg-
menter arm with a higher model complexity than the con-
ditioner arm. We will justify this choice in Sec. 5.3. Sec-
ondly, unlike the conditioner arm, the segmenter arm pro-
vides a segmentation map as output, see Fig. 2. Thus
a classifier block is added, consisting of a 1 × 1 convolu-
tional layer with 2 output feature maps (foreground, back-
ground), followed by a soft-max function for inferring the
segmentation. Thirdly, in the segmenter, after every en-
coder, decoder and bottleneck block, the interaction block
re-calibrates the feature maps, which is not the case in the
conditioner arm.
3.3. Training Strategy
We use a similar training strategy to Shaban et al.
(2017). We simulate the one-shot segmentation task with
the training dataset DTrain as described below. It con-
sists of two stages (i) Select a mini-batch using the Batch
Sampler and (ii) Training the network using the selected
mini-batch.
Batch Sampler. To simulate the one-shot segmentation
task during training, we require a specific strategy for se-
lecting samples in a mini-batch that differs from tradi-
tional supervised training. For each iteration, we follow
the steps below to generate batch samples:
1. We first randomly sample a label α ∈ LTrain.
2. Next, we randomly select 2 image slices and their cor-
responding label maps, containing the semantic label
α, from training data DTrain.
3. The label maps are binarized representing semantic
class α as foreground and the rest as background.
4. One pair constitutes the support set (Is, Ls(α)) and
the other pair the query set (Iq, Lq(α)), where Lq(α)
serves as ground truth segmentation for computing
the loss.
Training. The network receives the support pair
(Is, Ls(α)) and the query pair (Iq, Lq(α)) as a batch
for training purpose. The support pair (Is, Ls(α)) is
concatenated and provided as 2-channeled input to the
conditioner arm. The query image Iq is provided as input
to the segmentation arm. With these inputs to the two
arms, one feed-forward pass is performed to predict the
segmentation Mq(α) for the query image Iq for label
α. We use the Dice loss (Milletari et al., 2016) as the
cost function, which is computed between the prediction
Mq(α) and the ground truth Lq(α) as
LDice = 1− 2
∑
xMq(x)Lq(x)∑
xMq(x) +
∑
x Lq(x)
(2)
where x corresponds to the pixels of the prediction map.
The learnable weight parameters of the network are opti-
mized using stochastic gradient descent (SGD) with mo-
mentum to minimize LDice. At every iteration, the batch
sampler provides different samples corresponding to dif-
ferent α and the loss is computed for that specific α and
weights are updated accordingly. With the target class α
keeps changing at every iteration, the network converges.
Thus, after convergence we can say that the prediction be-
comes agnostic to the chosen α. That is for a new α, the
network should be able to perform segmentation, which is
what we expect during inference of a one-shot segmenta-
tion framework.
3.4. Volumetric Segmentation Strategy
As mentioned in the previous section, the network is
trained with 2D images as support set and query. But,
during the testing phase, a 3D query volume needs to be
segmented. Therefore, from the support volume, we need
to select a sparse set of annotated slices that form the
support set. A straightforward extension for segmenting
the query volume is challenging as there is no established
strategy to pair the above selected support slices to all of
slices of the query volume, which would yield the best pos-
sible segmentation. In this section, we propose a strategy
to tackle this problem.
Assume we have a budget of annotating only k slices in
the support volume, a query volume is segmented following
procedure:
1. Given a semantic class, we first indicate the range of
slices (along a fixed orientation) where the organ lies
for both support and query volume. Let us assume
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Figure 4: Illustration of the few-shot volumetric segmentation strategy for k = 3. We divide both the query volume and support volume into
k group of slices. The annotated center slice of the ith group in the support volume is paired with all the slices of ith group of query volume
to infer their segmentation. This is done for i ∈ {1, 2, 3} and is passed to the few-shot segmenter for segmenting the whole volume.
the ranges are [Ss, Se] for the support and [Qs, Qe]
for the query volume. Here the superscript indicates
the start s and end e slice indices.
2. Based on the budget k, both ranges [Ss, Se] and
[Qs, Qe] are divided into k equi-spaced groups of
slices. Let us indicate the groups by [{Si1}, . . . , {Sik}]
and [{Qi1}, . . . , {Qik}] respectively. Here the subscript
indicates the group number.
3. In each of the k support volume groups, center slices
[Sc1, . . . , S
c
k] are annotated to serve as the support set.
4. We pair the annotated center slice Scj with all the
slices of the group {Qij} for all i ∈ {1, . . . , k}. This
forms the input for the segmenter and the conditioner
to generate the final volume segmentation.
The overall process of volumetric evaluation is illus-
trated in Fig. 4. In our experiments, we observed that
if the support slice and query slice are similar, segmen-
tation performance is better than if they were very dis-
similar. Therefore, it is beneficial if the overall contrast
of the scans (i.e. the intensity values or mutual informa-
tion) is similar. This can be intuitively understood as the
quality of the support the slice has a major impact on the
segmenter’s performance. In our evaluation strategy, for
a fixed budget k, we made sure that the dissimilarity be-
tween the support slice and the corresponding query slice
is minimal. It must be noted that in the evaluation strat-
egy [Qs, Qe] must be provided for the query volume. In our
experiments, we pre-computed them using the label mask
of the target organ. In practice, this could be done either
manually by quickly scanning the slices, or using a simple
automated tool that can be trained for this purpose.
4. Dataset and Experimental Setup
4.1. Dataset Description
We choose the challenging task of organ segmentation
from contrast-enhanced CT (ceCT) scans, for evaluating
our few-shot volumetric segmentation framework. We use
the Visceral dataset (Jimenez-del Toro et al., 2016), which
consists of two parts (i) silver corpus (with 65 scans) and
(ii) gold corpus (20 scans). All the scans were resampled
to a voxel resolution of 2mm3.
4.2. Problem Formulation
As there is no existing benchmark for few-shot image
segmentation on volumetric medical images, we formulate
our own experimental setup for the evaluation. We use the
silver corpus scans for training (DTrain). For testing, we
use the gold corpus dataset. One volume is used to create
the support set (Volume ID: 10000132 1 CTce ThAb), 14
volumes were used as validation set and 5 volumes as test
set. The IDs of the respective volumes are reported at the
end of the manuscript. In the experiments presented in
Sec. 5.1 to Sec. 5.4, we use the validation set as we use
these results to determine the architectural configuration,
and number of support slices. Finally, we use these results
and compare against existing approaches on the test set in
Sec. 5.5.
We consider the following six organs as semantic classes
in our experiments:
1. Liver
2. Spleen
3. Right Kidney
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Table 1: Semantic labels used for training and testing in all the
experimental folds. Left and Right are abbreviated as L. and R.
Psoas Muscle is abbreviated as P.M.
Fold 1 Fold 2 Fold 3 Fold 4
Liver Test Train Train Train
Spleen Train Test Train Train
L./R. Kidney Train Train Test Train
L./R. P. M. Train Train Train Test
Table 2: List of hyperparameters used for training the few-shot seg-
menter.
Hyperparameter Value
Learning Rate 0.01
Weight decay constant 10−4
Momentum 0.99
No. of epochs 10
Iterations per epoch 500
4. Left Kidney
5. Right Psoas Muscle
6. Left Psoas Muscle
We perform experiments with 4 Folds, such that each
organ is considered as an unknown semantic class once
per-fold. The training and testing labels for each of the
folds are reported in Tab. 1.
4.3. Hyperparameters for Training the Network
Due to the lack of pre-trained models, we could not use
the setup from Shaban et al. (2017) for training. Thus,
we needed to define our own hyperparameter settings,
listed in Table 2. Please note that the hyperparameters
were estimated by manually trying out different combina-
tions, rather than employing a hyperparameter optimiza-
tion framework, which could lead to better results but at
the same time is time-consuming.
5. Experimental Results and Discussion
5.1. ‘Squeeze & Excitation’ based Interaction
In this section, we investigate the optimal positions of
the SE blocks for facilitating interaction and compare the
performance of cSE and sSE blocks. Here, we set the num-
ber of convolution kernels of the conditioner arm to 16 and
the segmenter arm to 64. We use k = 12 support slices
from the support volume. Since the aim of this experi-
ment is to evaluate the position and the type of SE blocks,
we keep the above parameters fixed, but evaluate them
later. With four different possibilities of placing the SE
blocks and two types cSE or sSE, we have a total of 8 dif-
ferent baseline configurations. The configuration of each
of these baselines and their corresponding segmentation
performance per fold is reported in Tab. 3.
Firstly, one observes that BL-1, 3, 5, 7 with sSE have
a decent performance (more than 0.4 Dice score), whereas
BL-2, 4, 6, 8 have a very poor performance (less than 0.1
Dice score). This demonstrates that sSE interaction mod-
ules are far superior to cSE modules in this application of
few-shot segmentation. It is very difficult to understand
the dynamics of the network to say for certain why such
a behavior is observed. Our intuition is that the under-
performance using channel SE blocks is associated with
the global average pooling layer it uses, which averages
the spatial response to a scalar value. In our application
(or medical scans in general), the target semantic class
covers a small proportion of the support slice (around 5-
10%). When averaged over all the pixels, the final value
is highly influenced by the background activations. The
role of the interaction blocks is to convey the target class’s
semantic information from conditioner to segmenter. By
using channel SE as global average pooling the class in-
formation is mostly lost, thus cannot convey the relevant
information to the segmenter.
The second conclusion from Tab. 3 is that out of all the
possible positions of the interaction block, BL-7, i.e., sSE
blocks between all encoder, bottleneck and decoder blocks,
achieved the highest Dice score of 0.567. This result is con-
sistent across all folds. BL-7 outperformed the remaining
baselines for Fold-1 (liver), Fold-2 (spleen), Fold-3 (L/R
kidney) and Fold-4 (L/R psoas muscle) by a margin of 0.1
to 0.8 Dice points. This might be related to the relative
difficulty associated with each organ. Due to the contrast
and size, the liver is relatively easy to segment in compari-
son to spleen, kidney, and psoas muscles. Also, BL-1, 3 and
5 performed poorly in comparison to BL-7. This indicates
that more interactions aids in better training. Comparing
BL-1, BL-3 and Bl-5, we observe that BL-1 provides bet-
ter performance. This indicates that encoder interactions
are much powerful than bottleneck or decoder interactions.
But, as BL-7 has a much higher performance than BL-1,
BL-3 and BL-5, we believe that encoder, bottleneck and
decoder interactions provide complementary information
to the segmenter for more accurate query segmentation.
From these results, we conclude that interaction blocks
based on sSE are most effective and we use sSE-based in-
teractions between all encoder, bottleneck, and decoder
blocks in subsequent experiments.
5.2. Effect of Skip Connections in the Architecture
Due to the success of the U-net architecture (Ron-
neberger et al., 2015), using skip connections in F-CNN
models has become a very common design choice. With
skip connections, the output feature map of an encoder
block is concatenated with the input of the decoder block
with an identical spatial resolution. In general, this con-
nectivity aids in achieving a superior segmentation per-
formance as it provides a high contextual information in
the decoding stage and facilitates gradient flow. In our
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Table 3: The performance of our few-shot segmenter (per-fold and mean Dice score) by using either sSE or cSE module, at different locations
(encoder, bottleneck and decoder) of the network. Left and Right are abbreviated as L. and R. Psoas Muscle is abbreviated as P.M.
Position of SE Type of SE Dice Score on Validation set
Encoder Bottleneck Decoder Spatial Channel Liver Spleen L/R kidney L/R P.M. Mean
BL-1 X × × X × 0.667 0.599 0.385 0.339 0.497
BL-2 X × × × X 0.086 0.032 0.087 0.017 0.056
BL-3 × X × X × 0.680 0.398 0.335 0.252 0.416
BL-4 × X × × X 0.060 0.018 0.090 0.032 0.050
BL-5 × × X X × 0.683 0.534 0.278 0.159 0.414
BL-6 × × X × X 0.051 0.014 0.010 0.003 0.020
BL-7 X X X X × 0.700 0.607 0.464 0.499 0.567
BL-8 X X X × X 0.026 0.003 0.001 0.001 0.008
Figure 5: Qualitative results of few-shot segmenter with and without skip connections to demonstrate the copy over effect. The sub-figures
(a-d) refer to the examples from each of the folds namely liver, spleen, left kidney and right psoas muscles, respectively. For each sub-figure,
the first column indicates the support image with the manual outline of the organ, the second column indicates the query image with manual
annotation, the third column indicates the prediction of the query image with skip connection, and the fourth column indicates the prediction
of the query image without skip connections (proposed approach). All annotations are shown in green. A clear copy over effect can be
observed for all the folds when analyzing the mask of the support annotation and the prediction with skip connections.
experiments, we intuitively started off with having skip
connections in both the conditioner arm and the segmenter
arm, but observed an unexpected behavior in the predicted
query segmentation masks. By including skip connections,
the network mostly copies the binary mask of the support
set to the output. This is observed for all the folds both
in train and test set. We refer to this phenomenon as
the copy over effect. Qualitative examples are illustrated
for each fold in Fig 5, where we see that, despite of the
support and the query images having different shapes, the
prediction on the query image is almost identical to the
support binary mask. We also performed a quantitative
analysis to observe the effect on Dice scores due to this
copy over effect. Table 4 reports the performance with and
without skip connections, where we observe a 3% decrease
in Dice points due to the addition of skip connections.
We also performed experiments by separately adding the
skip connections in the conditioner and the segmenter arm.
We observe that the inclusion of skip connections only in
the conditioner arm reduced the performance by 6% Dice
points, whereas adding them only in the segmenter arm
made the training unstable. For this evaluation, the num-
ber of convolution kernels for conditioner and segmenter
were fixed at 16 and 64, respectively, and the evaluation
was conducted with k = 12 support slices.
5.3. Model Complexity of the Conditioner Arm
One important design choice is to decide the relative
model complexity of the conditioner arm compared to the
segmenter arm. As mentioned in Sec. 1.1, the conditioner
takes in the support example and learns to generate task
representations, which are passed to the segmenter arm
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Table 4: The segmentation performance (per-fold and mean Dice score) on test scans, with and without using skip connections within our
few-shot segmenter. Left and Right are abbreviated as L. and R. Psoas Muscle is abbreviated as P.M.
Skip Connections Dice Score on Validation set
Conditioner Segmenter Liver Spleen L/R kidney L/R P.M. Mean
× × 0.700 0.607 0.464 0.499 0.567
X × 0.561 0.495 0.457 0.447 0.505
× X 0.096 0.026 0.025 0.019 0.042
X X 0.561 0.549 0.543 0.501 0.538
through interaction blocks. This is utilized by the seg-
menter to segment the query image. We fix the number of
kernels of the convolutional layers (for every encoder, bot-
tleneck, and decoder) for the segmenter arm to 64. We use
this setting as this has proven to work good in our prior
segmentation works across different datasets (Roy et al.,
2019, 2018a). Next, we vary the number of kernels of the
conditioner arm to {8, 16, 32, 64}. The number of support
slices remains fixed to k = 12. We report the segmentation
results of these settings in Table 5. The best performance
was observed for the conditioner with 16 convolution ker-
nels. One possible explanation of this could be that too
low conditioner complexity (like 8) leads to a very weak
task representation, thereby failing to reliably supporting
to the segmenter arm. Whereas higher conditioner arm
complexity, 32 and 64 kernels (same as segmenter com-
plexity), might lead to improper training due to increased
complexity under limited training data and interaction.
We fix the number of conditioner convolution kernels to
16 in our following experiments.
5.4. Effect of the number of Support Slice Budget
In this section, we investigate the performance when
changing the budget for the number of support slices k
selected from the support volume for segmenting all the
query volumes. Here, k can be thought of as the ‘num-
ber of shots’ for volumetric segmentation. In all the pre-
vious experiments we fix k = 12. Here, we vary k be-
tween {1, 3, 5, 7, 10, 12, 15, 17, 20} and report the per-fold
and overall mean segmentation performance on validation
set in Table 7. The per-fold performance analysis reveals
that the minimum number of slices needed for a decent
accuracy varies with the size of the target organ to be
segmented.
For Fold-1 (liver), one-shot volume segmentation (k =
1) yielded a Dice score of 0.678, which increased to 0.701
with k = 20. We observed a saturation in performance
(Dice score of 0.70) with only 12 slices. The segmentation
performance only marginally increased with higher values
of k. For Fold-2 (spleen), the segmentation performance
initially increases with the increase in the value of k, then
the performance saturates with k ≥ 10 at a Dice score of
0.60. The spleen is more difficult to segment than liver,
thus requires more support. For Fold-3 (right/ left kid-
ney), we observe behavior similar to Fold-2. The segmen-
tation performance increases initially with increase in the
value of k and then saturates at a Dice score of 0.46 (this
is the mean between the two classes, left and the right kid-
ney) at k ≥ 10. Also for Fold-4 (right/ left psoas muscle),
we see the Dice score saturates at 0.50 for k = 10. The
overall mean Dice score across all the folds also saturates
at 0.56 with k = 10.
Based on these results, we conclude that k = 10 is the
maximum number of support slices required for our appli-
cation. Thus, we use this configuration in the next exper-
iments.
We also report in Tab. 6 the mean number of slices in the
testing volumes for each organ to indicate of how sparse
the slices were selected for volumetric evaluation.
5.5. Comparison with existing approaches
In this section, we compare our proposed framework
against the other existing few-shot segmentation ap-
proaches. It must be noted that all of the existing methods
were proposed for computer vision applications and thus
cannot directly be compared against our approach as ex-
plained in Sec. 1.2. Hence, we modified each of the existing
approaches to suit our application. The results are sum-
marized in Table 8. Also, we evaluate the results on the 5
test query volumes.
First, we try to compare against Shaban et al. (2017).
Their main contribution was that the conditioner arm re-
gresses the convolutional weights, which are used by the
classifier block of the segmenter to infer the segmentation
of the query image. As we do not have any pre-trained
models for our application, unlike Shaban et al. (2017),
we use the same architecture as our proposed method for
the segmenter and conditioner arms. No intermediate in-
teractions were used other than the final classifier weight
regression. We attempted to train the network on our
dataset with a wide range of hyperparameters, but all the
settings led to instability while training. It must be noted
that one possible source of instability might be that we do
not use a pre-trained model, unlike the original method.
Thus, we were not able to compare our proposed method
with this approach.
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Table 5: Effect of model complexity of the conditioner arm (Number of convolution kernels) on segmentation performance, provided a fixed
model complexity (Number of convolution kernels fixed to 64) of the segmenter arm. Left and Right are abbreviated as L. and R. Psoas
Muscle is abbreviated as P.M.
Channels in Dice Score on Validation set
Conditioner Arm Liver Spleen L/R kidney L/R P.M. Mean
8 0.628 0.275 0.429 0.276 0.402
16 0.700 0.607 0.464 0.499 0.567
32 0.621 0.551 0.378 0.280 0.457
64 0.659 0.417 0.421 0.247 0.436
Table 6: Extent of slices (for coronal axis) for different target organs
in the Visceral dataset.
Organs Extent of Slices
Liver 106± 12
Spleen 50± 8
R. Kidney 34± 4
L. Kidney 36± 5
R. P.M. 31± 5
L. P.M 31± 3
Next, we compare our approach to Rakelly et al. (2018).
Again, this approach is not directly comparable to our ap-
proach due to the lack of a pre-trained model. One of
the main contributions of their approach was the interac-
tion strategy between the segmenter and the conditioner
using a technique called feature fusion. They tiled the
feature maps of the conditioner and concatenated them
with the segmenter feature maps. Their implementation
introduced the interaction only at a single location (bottle-
neck). We tried the same configuration, but the network
did not converge. Thus, we modified the model by intro-
ducing the concatenation based feature fusion (instead of
our sSE modules) at multiple locations between the con-
ditioner and segmenter arms. As we have a symmetric
architecture no tiling was needed. Similar to our proposed
approach, we introduced this feature fusion based interac-
tion at every encoder, bottleneck, and decoder block. In
this experiment, we are comparing our spatial SE based
interaction approach to the concatenation based feature
fusion approach. The results are reported in Table 8. We
observe 21% higher Dice points and 10 mm lower average
surface distance for our approach.
Next, we attempted to create hybrid baselines by com-
bining the above adapted feature fusion approach (Rakelly
et al., 2018) with classifier weight regression ap-
proach (Shaban et al., 2017). We observe that by doing so
the performance increased by 3% Dice points. Still, it had
a much lower Dice score (18% Dice points) in comparison
to our proposed approach.
As a final baseline, we compare our proposed frame-
work against the fine-tuning strategy similar to Caelles
et al. (2017). For a fair comparison, we only use the sil-
ver corpus scans (DTrain) and 10 annotated slices from the
support volume (10000132 1 CTce ThAb) for training. As
an architectural choice, we use our segmenter arm with-
out the SE blocks. We pre-train the model using DTrain to
segment the classes of LTrain. After pre-training, we use
the learnt weights of this model for initialization of all the
layers, except for the classifier block. Then, we fine-tune it
using the 10 annotated slices of the support volume having
a new class from LTest. We present the segmentation per-
formance in Table 8. Fine-tuning was carefully performed
with a low learning rate of 10−3 for 10 epochs. The 10
selected slices were augmented during the training process
using translation (left, right, top, bottom) and rotation (-
15, +15 degrees). Except for fold-1 (liver, Dice score 0.30)
all the other folds had a Dice score < 0.01. Overall, this
experiment substantiated the fact that fine-tuning under
such a low-data regime is ineffective, whereas our few-shot
segmemtation technique is much more effective.
5.6. Comparison with upper bound model
In this section, we investigate the performance of our
few-shot segmentation framework to the fully supervised
upper bound model. For training this upper bound model,
we use all the scans of the Silver Corpus (with annotations
of all target organs) and deployed the trained model on the
Gold Corpus. We use the standard U-Net (Ronneberger
et al., 2015) architecture for segmentation. Segmentation
results are shown in Table 9.
We observe that this upper bound model has 20-40%
higher Dice points and 1-7 mm lower average surface dis-
tance in comparison to our few-shot segmentation frame-
work. It must be noted that this kind of difference in
performance can be expected as all slices from 65 fully
annotated scans were used for training. In contrast, only
10 annotated slices from a single volume were used in our
approach. If access to many fully annotated volumes is
provided, it is always recommended to use fully super-
vised training. Whenever a new class needs to be learnt
from only a few slices, our framework of few-shot segmen-
tation framework excels. It is also worth mentioning that
this drop in performance can also be observed in the PAS-
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Table 7: The segmentation performance (per-fold and mean Dice score) on validation scans, by varying the number of annotated slice (k) as
support in the support volume. Left and Right are abbreviated as L. and R. Psoas Muscle is abbreviated as P.M.
No. of support Dice Score on Validation set
slices (k) Liver Spleen L/R kidney L/R P.M. Mean
1 0.678 0.503 0.385 0.398 0.491
3 0.692 0.490 0.422 0.437 0.510
5 0.685 0.557 0.445 0.496 0.546
7 0.694 0.577 0.457 0.507 0.559
10 0.688 0.600 0.466 0.505 0.565
12 0.700 0.607 0.464 0.499 0.567
15 0.700 0.607 0.464 0.496 0.567
17 0.700 0.609 0.465 0.497 0.567
20 0.701 0.606 0.468 0.496 0.568
CAL VOC benchmark from computer vision, where the
fully supervised upper bound has an IoU of 0.89 using the
DeepLabv3 architecture, whereas few-shot segmentation
has an IoU of 0.4 (Shaban et al., 2017).
5.7. Qualitative Results
We present a set of qualitative segmentation results in
Fig. 6(a-d) for folds 1-4, respectively. In Fig. 6(a), we show
the segmentation of liver. From left to right, we present
the support set with manual annotation, query input with
its manual annotation, and prediction of the query input.
We observe an acceptable segmentation despite the differ-
ences in the shape and size of the liver in the support and
the query slices. Note that the only information the net-
work has about the organ is from a single support slice.
In Fig. 6(b), we show a similar result for spleen. This is
a challenging case where the shape of the spleen is very
different in the support and query slices. Also, there is a
difference in image contrast between the support and query
slices. There is a slight undersegmentation of the spleen,
but, considering the weak support, the segmentation is
surprisingly good. In Fig. 6(c), we present the results of
left kidney. Here, we again observe a huge difference in
the size of the kidney in support and query slices. The
kidney appears as a small dot in the support, making it a
very difficult case. In Fig. 6(d), we show the segmentation
for right psoas muscle. In this case, the support and query
slices are pretty similar to each other visually. The predic-
tion from our framework shows a bit of over-inclusion in
the psoas muscle boundary, but a decent localization and
shape. Overall, the qualitative results visually present the
effectiveness of our framework both under simple and very
challenging conditions.
5.8. Dependence on Support set
In all our previous experiments, one volume
(10000132 1 CTce ThAb) was used as a support vol-
ume and the remaining 19 as query volumes for evaluation
purposes. In this section, we investigate the sensitivity
of segmentation performance on the selection of the
support volume. In this experiment, we randomly choose
5 volumes as support set from the validation set. We
select one at a time and evaluate on the remaining 15
volumes (rest of the validation set and test set combined)
and report the per-fold and global Dice scores in Table 10.
We observe that changing the support volume does have
an effect on the segmentation performance. In Fold-1
(liver), the performance varies by 6% Dice points across
all the 5 selected support volume. This change is 5%, 8%
and 5% Dice points for Fold-2 (spleen), Fold-3 (R/L kid-
ney), Fold-4 (R/L psoas muscle), respectively. The overall
mean Dice scores vary by 4% points. We conclude that
it is important to select an appropriate support volume
that is representative of the whole query set. Yet, a good
strategy for making the selection remains as a future work.
Nevertheless, our framework shows some robustness to the
selection.
5.9. Discussion on spatial SE as interaction blocks
One concern regarding the use of spatial SE blocks for
interaction might be the spatial alignment of the target
class between the support and query images. Although
in our application, there exist some partial overlap of the
target organ between the support and query slice, we be-
lieve the sSE based interaction is also capable of handling
cases where there is no such overlap. We acknowledge
that similarity in spatial location does help in our appli-
cation. However that is not the only factor driving the
segmentation. In Table 3, we present experiments for a
configuration denoted as BL-3. In this design, we only
keep the sSE block interaction at the bottleneck between
Segmenter and Conditioner. Note that the spatial resolu-
tion in bottleneck feature map is very low (size: 16 × 32
for our case). This configuration can be considered as a
spatially invariant fusion. In this scenario, we also achieve
a decent segmentation score. This is further boosted by
12
Table 8: Comparison of our proposed few-shot segmenter against the existing methods. For each method, per-fold and mean Dice score and
average surface distance (in mm) are reported for the test set. Left and Right are abbreviated as L. and R. Psoas Muscle is abbreviated
as P.M. ?Classifier Regression (Shaban et al., 2017) training resulted in mode-collapse, hence no Dice score is reported. Feature Fusion is
abbreviated to F.F. and Classifier Regression to C.R.
Dice Score on Test set
Method Liver Spleen L/R kidney L/R P.M. Mean
Proposed 0.680 0.475 0.338 0.450 0.485
C.R.? (Adapted from Shaban et al. (2017)) − − − − −
F.F. (Adapted from Rakelly et al. (2018)) 0.247 0.267 0.307 0.258 0.270
F.F. + C.R. 0.224 0.197 0.348 0.411 0.295
Fine-Tuning (Caelles et al., 2017) 0.307 0.016 0.003 0.043 0.092
Average Surface Distance on Test set in mm
Method Liver Spleen L/R kidney L/R P.M. Mean
Proposed 14.98 10.71 7.12 9.13 10.48
C.R.? (Adapted from Shaban et al. (2017)) − − − − −
F.F. (Adapted from Rakelly et al. (2018)) 32.25 18.24 17.16 12.35 20.00
F.F. + C.R. 38.71 17.60 12.64 10.60 19.88
Fine-Tuning (Caelles et al., 2017) 26.35 − − − −
Table 9: Performance of upper bound model on the Test Set.
Organ Mean Dice score Avg. Surface
Distance (mm)
Liver 0.900 13.15
Spleen 0.824 3.27
R. Kidney 0.845 3.45
L. Kidney 0.868 3.03
R. P.M. 0.685 8.31
L. P.M 0.680 7.19
adding sSE at all encoder and decoder blocks. One impor-
tant aspect of the sSE is it has a sigmoidal gating function
at the end before excitation. That means at any loca-
tion, it has the capacity to saturate all the neurons (i.e.
all the output feature map activations becomes 1) which
keeps the segmenter feature maps unchanged. Consider
such a case where at the encoder/ decoder feature maps
are unchanged and just the bottleneck is calibrated. This
would be similar to the BL-3 experiment which shows de-
cent performance. Thus, we believe the sigmoidal gating
would control the sSE blocks only to re-calibrate the fea-
ture maps at scales it is necessary.
6. Conclusion
In this article, we introduced a few-shot segmentation
framework for volumetric medical scans. The main chal-
lenges were the absence of pre-trained models to start
from, and the volumetric nature of the scans. We proposed
to use ‘channel squeeze and spatial excitation’ blocks for
aiding proper training of our framework from scratch. In
addition, we proposed a volumetric segmentation strat-
egy for segmenting a query volume scan with a support
volume scan by strategic by pairing 2D slices appropri-
ately. We evaluated our proposed framework and several
baselines on contrast-enhanced CT scans from the Vis-
ceral dataset. We compared our sSE based model to the
existing approaches based on feature fusion Rakelly et al.
(2018), classifier regression Shaban et al. (2017) and their
combination. Our framework outperformed all previous
approaches by a large margin.
Besides comparing to existing methods, we also provided
detailed experiments for architectural choices regarding
the SE blocks, model complexity, and skip connections.
We also investigated the effect on the performance of our
few-shot segmentation by changing the support volume
and the number of budget slices from a support volume.
Our proposed few-shot segmentation has the following
limitations. Firstly, for a new query volume the start and
end slices need to be indicated for a target organ to be seg-
mented. This might require manual interaction. Secondly,
a very precise segmentation cannot be achieved using few-
shot segmentation due to extremely limited supervision
and the level of difficulty of this task. If the application
demands highly accurate segmentation, we recommend go-
ing the traditional supervised learning way by acquiring
more annotations for training.
Inspite of the limitations, the exposition of our proposed
approach is very generic and can easily be extended to
other few-shot segmentation applications. Our approach
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Figure 6: Qualitative results of our few-shot segmenter. The sub-figures (a-d) refer to examples from each of folds with liver, spleen, left
kidney and right psoas muscles, respectively. For each of sub-figure, the first column indicates the support image with the manual outline of
the organ, the second column indicates the query image with manual annotation, and the third column indicates the predicted segmentation
for the query image. All the annotations are shown in green.
is independent of pre-trained model, which makes it very
useful for non computer vision applications.
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List of IDs in the Visceral Dataset
The list of IDs in the dataset used for support set, vali-
dation query set and testing query set are reported below.
Support Set
1. 10000132 1 CTce ThAb
Validation Query Set
1. 10000100 1 CTce ThAb
2. 10000104 1 CTce ThAb
3. 10000105 1 CTce ThAb
4. 10000106 1 CTce ThAb
5. 10000108 1 CTce ThAb
6. 10000109 1 CTce ThAb
7. 10000110 1 CTce ThAb
8. 10000111 1 CTce ThAb
9. 10000112 1 CTce ThAb
10. 10000113 1 CTce ThAb
11. 10000127 1 CTce ThAb
12. 10000128 1 CTce ThAb
13. 10000129 1 CTce ThAb
14. 10000130 1 CTce ThAb
Test Query Set
1. 10000131 1 CTce ThAb
2. 10000133 1 CTce ThAb
3. 10000134 1 CTce ThAb
4. 10000135 1 CTce ThAb
5. 10000136 1 CTce ThAb
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