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PREFACE
This thesis is comprised of 30 journal papers and 27 refereed conference papers, a 
selection of material published from 1977 onward. Three of the IMechE journal papers 
were awarded prizes and in 1990, in recognition of my contribution to the field of fluid 
power engineering, I was awarded the IMechE Bramah Medal.
The thesis is organised into five sections, corresponding principally to my main research 
interests in the field of fluid power systems and their control.
Section 1: Positive Displacement Pumps
My work in this area is concerned with the development of digital computer models of 
pumps and the experimental verification of these models. Recent studies have 
concentrated on the pumping behaviour of piston pumps with sliding plate valves (eg axial 
piston swash plate machines) and piston pumps employing self-acting valves. The work 
includes the application of flow visualisation, CFD and modelling of in-cylinder cavitation. 
Generally, the aim is to improve pump design and performance and to allow efficient and 
reliable operation at higher speeds.
Section 2: Noise
My research in this area involves investigations into the generation and transmission of 
pressure ripples in hydraulic systems and the consequent vibration and air-borne noise. 
The theoretical work is based on the application of transmission line theory and the 
method of characteristics. Test procedures have been developed to enable the pressure 
ripple characteristics of pumps and other hydraulic components to be evaluated. One of 
the aims of this work is to aid the design of low noise hydraulic components and systems. 
Collaborative research in this area has led to the formation of a British Standard for the 
measurement of pump pressure ripple (BS 6335: Part 1) and a corresponding draft ISO 
Standard (ISO DIS 10767-1). Research on the design of low noise systems forms one of 
the activities of a current EPSRC grant 'Engineering Design Centre in Fluid Power 
Systems'.
Section 3: Control
Work is being carried out to improve the static and dynamic performance of closed loop 
servomechanisms. Investigations are centred on adaptive control techniques applied to 
servo-hydraulic systems using a microprocessor in the control loop. Both linear and 
angular position control systems are being studied, including an application to a heavy- 
duty hydraulic manipulator (due for publication in 1995). Recent work has concentrated 
on the adaptive control of servo-actuated pumps.
Section 4: Parallel Computing for Simulation
Because of the complex interactions that can occur between hydraulic components, 
simulation is an essential tool in the synthesis and analysis of system behaviour. 
Considerable effort has already been devoted by other workers at Bath to the development 
of a simulation package for hydraulic systems. However, simulation run times for large 
complex circuits can, even on powerful processors, be unacceptably long. The aim here 
is to develop a parallel processor simulation package. Studies include problems of 
partitioning equations and load balancing of processor nodes. If sufficient gains in speed 
can be achieved, real-time modelling of systems will be possible. This will not only result 
in improved productivity in the design process, but will also be of considerable benefit in 
terms of system control, condition monitoring, and operator training.
Section 5: System Integrity and Fault Diagnosis
The objective of this work is to develop software capable of examining the integrity of 
complex hydraulic system configurations. Previous work at the Fluid Power Centre at Bath 
has involved safety auditing of complex hydraulic circuits to ensure design integrity. The 
work requires a high degree of expertise in interpreting the dynamic interaction between 
components and it is prone to error. Progress has already been made in automating the 
procedures so that computer software can be used to perform a safety audit.
A related area, of equal importance, is fault-diagnosis. In high-cost high-risk applications 
such as aerospace systems, marine systems and steel-making, it is of paramount 
importance to identify system faults as rapidly as possible. The objective here is to 
develop software which will assist in on-line fault diagnosis.
Almost all of the papers presented In this thesis are co-authored efforts, reflecting the 
collaborative nature of the research from which the publications have arisen. The title 
sheet for each paper identifies the status of my co-workers.
A list of other published works is given in the appendix.
iv
CONTENTS
(J - Journal; C - Refereed Conference; P - Prize) 
Positive Displacement Pumps
1.1 Digital computer simulation as an aid in improving the performance of positive 
displacement pumps with self-acting valves. (J)
1.2 Cylinder pressure transients in oil hydraulic pumps with sliding plate valves. (J/P)
1.3 The pumping dynamics of swash plate piston pumps. (J)
1.4 The pumping dynamics of a positive displacement pump employing self-acting 
valves. (J)
1.5 The design and performance of a regenerative system for testing positive 
displacement pumps. (J)
1.6 Experimental investigation of flow and force characteristics of hydraulic poppet and 
disc valves. (J)
1.7 Numerical simulation of fluid flow in poppet valves. (J)
1.8 The suction dynamics of positive displacement axial piston pumps. (J)
1.9 The spin motion of pistons in a swashplate-type axial piston pump. (C)
1.10 Experimental and computational study of the performance of a reciprocating pump.
(C)
1.11 Transmission line modelling with vaporous cavitation. (C)
1.12 Predicting the behaviour of slipper-pads in swashplate-type axial piston pumps at 
high speeds. (C )
Noise
2.1 Fluid borne noise generated by positive displacement pumps. (C)
2.2 The assessment of pump fluid borne noise. (C)
2.3 The measurement and assessment of pump fluid borne pressure ripple generated 
by positive displacement pumps. (C)
2.4 Factors affecting the choice of a standard method for the determination of pump 
pressure ripple. (C)
2.5 The theoretical prediction of the impedance of positive displacement pumps. (C)
2.6 Fluid borne pressure ripple in positive displacement pump suction lines. (C)
2.7 The use of plane wave theory in the modelling of pressure ripple in hydraulic 
systems. (J)
2.8 The measurement of the fluid borne pressure ripple characteristics of hydraulic 
components. (J)
2.9 Methods for characterising the fluid borne noise generated by positive displacement 
pumps. (C)
2.10 A study of pressure fluctuations in the suction lines of positive displacement 
pumps. (J)
2.11 The reduction of gear pump pressure ripple. (J)
2.12 A new method for evaluating the fluid borne noise characteristics of positive 
displacement pumps. (C)
2.13 A theoretical model of axial piston pump flow ripple. (C)
2.14 Reduction of piston pump pressure ripple. (C)
2.15 Simulation of the pressure ripple characteristics of hydraulic circuits. (J)
2.16 The ’secondary source' method for the measurement of pump pressure ripple 
characteristics. Part 1: Description of method. (J/P)
2.17 The 'secondary source' method for the measurement of pump pressure ripple 
characteristics. Part 2: Experimental results. (J/P)
2.18 The impedance characteristics of fluid power components: Restrictor and flow 
control valves. (J)
2.19 The impedance characteristics of fluid power components: Relief valves and 
accumulators. (J)
2.20 In-situ measurement of the wavespeed and bulk modulus in hydraulic lines. (J)
2.21 The measurement of positive displacement pump and motor noise using sound 
intensity techniques. (J)
2.22 A test method for measurement of pump fluid-borne noise characteristics. (J)
2.23 Reduction of piston pump cavitation by means of a pre-expansion volume. (C)
2.24 Measurement and prediction of power steering vane pump fluidborne noise. (J)
2.25 Towards the design of quiet hydraulic circuits. (C)
2.26 Experimental determination of hydraulic silencer transfer matrices and assessment 
of the method for use as a standard test procedure. (C)
2.27 Fluid borne noise characteristics of hydraulic filters and silencers. (C)
vi
3. Control
3.1 An adaptively controlled electrohydraulic servomechanisms. Part 1: Adaptive 
controller design. (J/P)
3.2 An adaptively controlled electrohydraulic servomechanisms. Part 2: Implementation.
(J/P)
3.3 Model reference adaptive control of an electromechanical servo system. (J)
3.4 Microprocessor-based model reference adaptive control of an electro-hydraulic 
servomechanism. (J)
3.5 Constant pressure control of an axial piston pump - a simulation study of an 
adaptive control scheme. (C)
3.6 Delta-operator-based adaptive control of piston pump. (C)
3.7 Constant pressure control of a piston pump using a model reference adaptive 
control scheme. (C)
3.8 Decentralized adaptive control of a directly-driven hydraulic manipulator.
Part 1: Theory. (J)
3.9 Decentralized adaptive control of a directly-driven hydraulic manipulator.
Part 2: Experiment. (J)
4. Parallel Computing for Simulation
4.1 Modelling requirements for the parallel simulation of hydraulic systems. (J)
4.2 Computational load balancing of parallel simulation of hydraulic circuit simulations 
employing variable time step transmission line modelling. (C)
4.3 Analysis of an electro-hydraulic position control servo-system using transmission- 
line modelling (TLM). (C)
4.4 Partitioned simulation of hydraulic systems using transmission-line modelling. (C)
5. System Integrity and Fault Diagnosis
5.1 Fault diagnosis of fluid power systems using computer simulation - a first step 
towards an expert system. (C)
5.2 Development of a knowledge based system for the diagnosis in hydraulic circuits.
(C)
5.3 Automated fault analysis for hydraulic systems. Part 1: fundamentals. (J)
5.4 Automated fault analysis for hydraulic systems. Part 2: applications. (J)
5.5 Automated fault tree analysis for hydraulic systems. (C)





Edge KA, Brett P N ^ and Leahy JC ^.
Digital computer simulation as an aid in improving the performance of positive 
displacement pumps with self-acting valves.
Proc IMechE, Vol 198, No. 14, 1984, pp 267-274.
* Research student 
$ Representative of sponsor
Digital computer simulation as an aid in 
improving the performance of positive 
displacement pumps with self-acting valves
K A Edge, BSc, PhD, CEng, MIMechE and P N  Brett, BSc 
School of Engineering, University of Bath
J C Leahy, BE. CEng, MIMechE
Mining Research and Development Establishment, National Coal Board, Stanhope Bretby, Burton-on-Trent
There is significant and growing demand for pumps with self-acting valves capable of handling water and water-based fluids. This paper 
describes a study performed on an eight cylinder radial piston diaphragm pump designed for water-based fluid operation. Pumping 
dynamics have been modelled by digital computer simulation and the results compared with those obtained from an extensive experi­
mental programme. By means of simulation it has been possible to examine the effects of modifications to the original design. The 
influence of valve mass, lift, and valve seating springs on volumetric efficiency are presented. Delivery manifold pressure fluctuations are 
predicted using the method of characteristics taking into consideration the configuration and size of the manifold. These predictions are 
compared with experimental results.
A modular approach has been adopted in the development of the model and as a result it may be readily adapted to suit a wide range of 
pumps employing self-acting valves.
NOTATION
A pipe cross-sectional area
a area of passageway downstream of delivery valve
V bulk modulus of fluid in the delivery manifold
Bf bulk modulus of pumped fluid
Bo bulk modulus of oil
Bn bulk modulus of rubber
c4 discharge coefficient
c. viscous damping coefficient
c acoustic velocity
d diameter of pipe bore
dx diameter of passageway upstream of the delivery 
valve
Fo viscous damping force
F t flow force
Ft pressure force
Ft spring preload force
f friction factor
k spring stiffness












yF volume of pumped fluid
Vo volume of oil
Vu volume of rubber
Vt fluid velocity upstream of valve
This paper was presented at a seminar on "CAP in high pressure hydraulics' held
hi London on 21 Not ember /M i. The MS was received on 10 June 198J and was
accepted fo r  publication on I I  October 1983.
V2 fluid velocity of discharge through valve 
x distance along pipe
y  valve opening
0 fluid discharge angle
p density
1 INTRODUCTION
Gear pumps, vane pumps, and piston pumps with 
sliding plate valves are used extensively in oil hydraulic 
power applications because of their compact size and 
low cost. However, there is a significant and growing 
demand for pumps with self-acting valves capable of 
handling water and water-based fluids at high pressures. 
Indeed, water-based fluids are used widely for hydraulic 
power systems in the Navy, and in the steel and mining 
industries. Water jet cleaning and descaling at pressures 
from 100 to 300 bar is now commonplace and, recently, 
accurate cutting of hard and soft materials has been 
achieved using water jets at pressures up to 700 bar. In 
the coal mining industry, high pressure water is used for 
drum ventilation and, experimentally, for dust control 
(100-130 bar). Hydraulic roof support systems (130-350 
bar) are another important application; at present there 
are some 575 major longwall installations in the UK  
using about 1100 pumps. Jet assisted rock cutting at 
1000 bar is also currently under development.
Until recently, plunger pumps with flexible sliding 
seals have been used in most mining applications. These 
pumps have been restricted to running at slow speeds 
(300-500 r/min) because of seal wear and friction, and it 
has been necessary to use bulky and expensive 
reduction gearing. However, recent improvements in 
reinforced flexible seals have increased seal life and high 
speed plunger pumps are now a possibility. In addition, 
diaphragm separator pumps, operating at synchronous 
motor speeds up to 1500 r/min are an attractive alterna­
tive (1). However, dynamic effects such as shock, delay
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Fig. 1 Harben Systems eight cylinder radial diaphragm 
pump
in valve opening and dosing, and cavitation in the inlet 
are more serious at high speeds. To enable these effects 
to be studied in detail a digital computer model has 
been developed and is currently being used to provide 
guidance for design changes in the development and 
improvement o f the performance of piston pumps with 
self-acting valves. This paper describes the computer 
model and its application to parametric studies of an 
eight cylinder radial piston diaphragm pump for use in 
coal mine water systems.
2 DESCRIPTION OF DIAPHRAGM PUMP
The pump studied was a Harben Systems Century unit 
as modified for coal mines. This is a piston pump in 
which a shaft drives, through an eccentric, up to eight 
radially disposed pistons (Fig. 1). Each piston compres­
ses oil in a cylinder which connects with an axtal 
chamber (Fig. 2). Mounted in each chamber is a tubular 
rubber diaphragm with in-line inlet and delivery non­
return valves. The crankcase, cylinders, and chambers 
surrounding the diaphragms are filled with hydraulic 
oil. The diaphragms, which are supported internally by 
stainless steel mandrels, separate the hydraulic oil from 
the pumped fluid. The pumped fluid flows through the 
centre o f the diaphragm, through the inlet and delivery 
non-return valves.
The pumping action is transmitted by the flexible dia­
phragm, which is subjected to alternate contraction and 
expansion o f its internal volume by hydraulic pressure 
applied to the surrounding oil by the piston pump. As 
the shaft rotates, a piston advances and blocks suction 
ports in the wall of the cylinder, thus sealing the 
chamber. Further advance causes the trapped oil to 
compress the diaphragm tube round the mandrel, expel­
ling the flu id contained in the tube through a delivery 
non-return valve. As the piston reaches top dead centre 
and then retreats, the diaphragm reverts elastically to its 
tubular form , drawing more fluid through the inlet non­
return valve; the piston port opens at the end of the 







Fig. 2 Sectioned view of a typical pump cylinder
cylinder and make up any internal leakage which may 
have occurred.
The pump depends entirely on the elastic stiffness of 
the diaphragm to ensure that it follows the motion of 
the piston on the suction stroke even i f  the suction inlet 
should become blocked.
For mining applications the delivery manifold was 
changed to a circumferential pipe gallery intercon­
necting the cylinders. Wave effects and reflections in this 
manifold interact with individual delivery valves and 
can affect timing. Furthermore, it is a feature o f these 
pumps that the clearance volume required to accommo­
date the diaphragm is much larger than that usually 
found in piston pumps. The compressibility o f the fluid 
in this dead volume reduces the effective volumetric effi­
ciency by some 8 per cent at 100 bar and puts a high 
premium on optimizing induction and valve timing 
losses.
3 DIGITAL COMPUTER MODEL
In order to ensure adaptability to a wide range of 
designs, a modular approach has been adopted in the 
development of the digital computer model. Six main 
elements are considered, the hydraulic circuit, delivery 
manifold, delivery valve, piston/cylinder assembly, inlet 
valve and inlet manifold. All interactions between these 
elements are taken into consideration. Indeed, in the 
case of the delivery manifold, there is the possibility of 
interactions between cylinders, so it is important to con­
sider the dynamics of all cylinders simultaneously.
4 MATHEMATICAL MODELLING
4.1 Hydraulic circuit
For the purposes of generality it is useful to have the 
capability o f modelling pressure fluctuations in the 
hydraulic circuit to which the pump is connected. Press­
ure fluctuations cause pipework vibration and are often 
the major source of airborne noise. If, during the design 
of a pump, it is possible to assess factors influencing 
pressure fluctuation levels, then steps may be taken to 
ensure quiet operation in service. However, if  pressure 
fluctuations are to be modelled accurately, lumped par­
ameter theory is inappropriate and wave propagation 
effects should be taken into account. This is best carried 
out using the method of characteristics.
4.2 Application of the method of characteristics
The behaviour of a compressible fluid in a pipeline is 
described by consideration of continuity and momen-
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Fig. 4 Schematic of valve
Fig. 3 Characteristic lines indicating the progress of longitu­
dinal waves in a pipeline
turn. This leads to the development of two partial differ­
ential equations known as the water hammer equations 
(2). In the method o f characteristics the water hammer 
equations are replaced by four total differential equa­
tions:
d P pcAQ 2cfQ\Q\
dr A dr A 1d
which applies for
dx Q 
d t ~ C +  A
0.
and
_ d P  
dr
which applies for
pcdQ  2cf Q \Q \ 
A dr A*d
dx Q





These equations may be integrated by a finite differ­
ence scheme and solved simultaneously for P and Q, at 
discrete locations in a pipeline. Figure 3 illustrates the 
approach. Characteristic lines originating from discrete 
locations, represent the progress of longitudinal waves 
along the pipeline. Equation (2) defines the wave in the 
direction o f the fluid flow; the relation between pressure 
and flow at any point along a characteristic line is gov­
erned by equation (1). Similarly, equation (4) defines the 
propagation of a wave in the opposite direction where 
equation (3) applies. Take the case of two characteristic 
lines IJ and K.J in Fig. 3. These lines intersect at point J, 
and equations (1) and (2) both apply at this point. From 
a knowledge o f the pressures and flows at locations I 
and K. at time t, the equations may be solved simulta­
neously at location J at time t +  At. Often the mean 
flu id  velocity Q/A is small compared to the speed of 
sound in the fluid, c, and consequently can be omitted 
from  equations (2) and (4).
The friction factor,/, is selected according to the Rey­
nolds number at the point of consideration. M odifi­
cations to the friction factor due to oscillating flow 
conditions can be taken into consideration i f  necessary
(3).
In the simulation o f the hydraulic circuit the pump 
delivery manifold and other hydraulic components
provide boundary conditions in the simulation o f the 
characteristic equations. At these points the appropriate 
characteristic equation is solved simultaneously with 
the equation describing component behaviour. Steady 
state models are appropriate when the dynamic 
response o f the component is much faster than the 
system response. Compact components without moving 
parts fall into this category. Where components with 
relatively long or large passageways are involved fluid 
inertia or compressibility effects must be included; a 
lumped parameter model is usually a good approx­
imation. In the case of components with moving parts, a 
full dynamic analysis of the device is often necessary (4).
4 3  Delivery manifold
The delivery manifold acts as the boundary between the 
pump and the hydraulic circuit. In cases where the man­
ifold is compact, a lumped parameter representation is 
adequate; the pressure and flow are related by the com­
pressibility o f the volume of fluid contained in the mani­
fold:
(5)
I f  however, the construction o f the manifold is such 
that wave propagation effects become important, then 
these must be included in the model.
The delivery manifold of the diaphragm separator 
pump shown in Fig. 1 is 1.28 m long and wave effects 
must be considered. This has been accomplished by an 
extension of the method of characteristics, treating the 
ring-configured manifold as a series of pipe elements 
with boundaries at the hydraulic circuit and delivery 
valves.
The application of the method of characteristics to 
pump delivery manifolds which are complex in shape is, 
strictly speaking, invalid and propagation in three 
dimensions should be included. However, studies by 
Edge (5) suggest that the passageway can be modelled 
satisfactorily by treating it as a simple pipeline of circu­
lar cross-section, even when the shape is complex.
4.4 Delivery valves
Consider the simplified diagram of the diaphragm pump 
delivery valve shown in Fig. 4. For the general case, 
with the valve partially open, the equation o f motion is:
m £  +  c . £ + * , F , +  F F -  F s (6)
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The flow force. Fr , is calculated from the change in 
fluid axial momentum across the valve opening v:
FF «  pQ*(Vi -  vi  cos 6) sgn((?,) (7)
with positive Q, denoting flow into the manifold.
Assuming that the steady state orifice equation holds 
under transient conditions, then
e. -  <:,**(, y 7(2|P,~f<l) M 181
The pressure force, FP, depends on the upstream and 
downstream pressures and also the pressure distribution 
over the valve seat. The latter effect can be included by 
consideration of momentum principles and boundary 
layer theory assuming steady flow through the opening. 
Takenaka et al (6) have examined these effects for disc 
valves and developed expressions for the pressure force 
for both laminar and turbulent conditions upstream of 
the valve. The equations proposed by Takenaka can be 
readily extended for application to valves with angled 
seats.
A damping force will be present if the valve is guided. 
For water-based fluids this force is usually small com­
pared to other terms and in this study has been 
neglected.
In the digital computer model of the pump the appro­
priate expressions are substituted into equation (6) to 
yield the valve acceleration. Taking this to remain con­
stant over a small time interval At enables the velocity 
and displacement of the valve to be calculated. Modi­
fied Euler integration has been employed.
An elastic impact has been assumed for the collision 
of the valve on both the seat and stop. Work by Mac- 
Claren et al (7) on compressor valves suggests a coeffi­
cient of restitution of 0.3 to be realistic.
The former is evaluated from Reynolds equation. The 
latter is particularly difficult to estimate and in this 
study has been ignored. Equation (9) again is solved by 
modified Euler integration. When the delivery valve is 
open, equation (9) is replaced by:
Gp»G,-G«+G. (12)
where
Q. -  Ct  a j ( 2 1 K ~  P‘ 1 j  sgnlP, -  f  J  (13)
This equation is solved simultaneously with the 
expression for pressure and flow fluctuations in the 
manifold.
4.6 Inlet valve modelling
Pressure fluctuations in the inlet manifold are usually 
sufficiently small to be neglected and the inlet pressure 
may be taken as constant. Such an assumption sim­
plifies the modelling of inlet valve dynamics. The 
general approach is similar to the procedure used for 
the delivery valves, with modifications to include the 
effects of cavitation. For the simulation of cavitation, 
the cylinder pressure is not permitted to fall below the 
vapour pressure; this effectively limits the flow through 
the inlet valve. The difference between the cylinder flow 
and valve flow is integrated to establish the volume of 
the cavity. It is assumed that the cavity must be filled 
before compression of the cylinder contents can take 
place. Armstrong and McCloy (8) report a similar 
approach used in the study of valve-controlled actuator 
systems. This procedure can be employed for mineral 
oils or water-based emulsions.
4^  Piston cylinder dynamics
To avoid undue complexity, the diaphragm dynamics 
have not been included in the simulation of the piston- 
cylinder assembly. Cylinder pressures are calculated by 
applying the continuity equation. With both valves 
closed:
G,«G.-G« (9)
The cylinder flow, Qp, is evaluated from the instanta­
neous velocity of the piston under consideration. This 
depends upon the shaft speed and the dimensions of the 
driving eccentric and connecting rods.
For the diaphragm pump, the compressibility flow 
must take into account the individual volumes of the 
oil, pumped fluid, and rubber diaphragm. The change in 
volume due to an increase in pressure dPe is:
d V - - £ d P , - £ d r , - £ d P ,  (10)
0 O t f f  0ft
The compressibility flow dV/dt is
dt \B 0 B f B j  i t
Slip loss occurs due to leakage in the cylinder bore 
clearance, which is usually taken as laminar, and 
leakage through closed valves due to imperfect seating.
4.7 Numerical integration
In the simulation of hydraulic systems, the set of equa­
tions describing the dynamics often contain widely dif­
fering time constants. Such a set of equations, said to be 
mathematically stiff, impose constraints on the magni­
tude of the integration time step if numerical stability is 
to be maintained. In this investigation, a constant time 
step has been selected as this suits the method of char­
acteristics. Unfortunately, the time step and pipe length 
interval are inextricably related by the speed of sound in 
the fluid [equations (2) and (4)]. Consequently, for a 
selected time step, the pipe length interval is uniquely 
defined. Here, a time step of 4 /is has been used, which 
corresponds to a pipe interval of 4 mm. Even for the 
delivery manifold alone, 480 elements are required and 
this leads to long simulation times. A method of over­
coming this problem is described by Wazynski (4), but 
this invariably results in loss of accuracy. Methods of 
overcoming this problem are currently under investiga­
tion, but for the present, long computer run times are 
unavoidable.
4.8 Complete model
At the beginning of a simulation run, the initial condi­
tions are largely unknown, and there is a 'start-up’ tran­
sient which is unrepresentative of the behaviour of the
Proc Iium Mcch Engn Vol 198 No M C IMechE 1984
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Fig. S (a) Typical delivery manifold pressure rippie 
(b) Theoretical and measured pressure npple
pump. This region is readily identifiable and is dis­
counted when examining simulation results.
The model may be employed to examine pumping 
behaviour at any desired combination of speed, inlet 
pressure, and hydraulic circuit; results of a simulation 
run are displayed using a standard graphics package.
In addition to calculating instantaneous pressures 
and flows, the program also calculates the mean flow 
over one revolution of the pump shaft. This enables the 
effects o f pump design on volumetric efficiency to be 
readily examined.
5 EXPERIMENTAL STUDIES
In order to examine the accuracy of the computer 
model, a series o f experiments were performed on a 
variable speed test rig and the results compared with 
computer simulations. Both steady state and dynamic 
measurements were made, under steady running condi­
tions, over a wide range o f speeds and pressures.
5.1 Test rig
The test rig consisted o f a variable speed hydraulic 
m otor driving a diaphragm separator pump. The motor 
was supplied by the laboratory ring main w ith the speed 
controlled by a pressure compensated flow control 
valve. The pump was fitted with two piezo-resistive 
pressure transducers in the delivery manifold together 
w ith two others mounted on either side o f a diaphragm 
in one cylinder. The hydraulic circuit at the pump outlet 
was kept as simple as possible and consisted of a pipe­
line 0.2 m long, terminated by a restrictor valve. The 
pump inlet was supplied by a centrifugal pump, with a 
restrictor valve used to control inlet manifold pressure.
6 COMPARISON OF PUMP SIMULATION 
WITH EXPERIMENTAL RESULTS
6.1 Delivery manifold pressure fluctuations
A typical result obtained at a pressure of 80 bar and a 
speed o f 1470 r/min, is shown in Fig. 5a. There are two 
distinct fluctuations present on this trace: a low fre-
10 -
(b»
Fig. 6 Cylinder pressure and flow
(a) Theoretical and measured cylinder pressure
(b) Theoretical flow delivered from one cylinder 
quency ripple, with a period of 5 ms, corresponding to 
the pumping frequency and a much higher frequency 
component. The low frequency ripple is most readily 
identified when the delivery valves of cylinders near to 
the point of measurement are open, region A. Here the 
chamber volume exposed to the delivery manifold 
reduces the stiffness locally, and the higher frequency 
component tends to be damped out.
The high frequency ripple is created by the closure of 
delivery valves. Pulses are produced because the reverse 
flow into each cylinder at the beginning of the return 
stroke is decelerated abruptly when the valve closes. 
These pulses propagate in both directions around the 
manifold at approximately the speed of sound in the 
fluid and as a result are coincident at the point of origin 
and at a point in the manifold diametrically opposite 
the point o f inception. An example of such behaviour is 
shown by point X on Fig. 5a. Subsequent recurrences of 
this pulse are shown by points Y and Z. The amplitude 
of the subsequent pulses is reduced by virtue of pipe 
friction.
Figure 5b compares the results of a computer simula­
tion of the pressure fluctuations in the manifold with 
those obtained experimentally. Peak to peak values of 
the ripple are similar in magnitude. Furthermore, the 
order in which travelling pressure pulses appear, relative 
to the pumping component, are close to the experimen­
tal results. Differences are largely due to over­
simplifications in the modelling of the valves and 
difficulties in selecting an appropriate value for the 
speed o f sound in the fluid. This is a very severe test of 
the accuracy of the model.
6J, Cylinder pressure
A cylinder pressure trace is shown in Fig. 6a. This cor­
responds to a mean delivery pressure of 60 bar and a
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Fig. 7 The effect of delivery valve lift on pump performance
(a) Pump flow
(b) Overall efficiency of the pump
speed of 1470 r/min. The experimental result clearly 
shows five distinct peaks. The first occurs as a result of 
over-compression of the cylinder contents prior to the 
opening of the delivery valve. The second peak corre­
sponds to maximum piston velocity at mid-stroke. The 
third, fourth, and fifth peaks correspond to pressure 
surges caused by the opening of valves in neighbouring 
cylinders. The predicted cylinder pressure also shown in 
Fig. 6a contains the salient features depicted in the mea­
sured trace.
6.3 Cylinder flow
An example of the predicted flow delivered by a cylin­
der is given in Fig. 6a. The maximum flow is 1.5 1/s and 
the flow remains in excess of 1.2 1/s for more than 50 per 
cent o f the delivery cycle. As the delivery valve closes, 
there is a reverse flow into the cylinder, leading to a 
flow loss of roughly 3 per cent.
7 PARAMETRIC STUDY
In view o f the accuracy of the computer model, the 
digital computer was used to carry out a parametric 
study. The results to be presented will examine the 
effects of m inor design modifications on pump effi­
ciency.
In some instances there is a conflict between volu­
metric efficiency and overall efficiency. For example, 
any modification leading to an increased delivery valve 
flow area, results in a lower valve pressure loss and, 
hence, lower cylinder pressures. This in turn, is reflected
Proc Insin Mech Engrs Vol 198 No 14
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Fig. 8 Improvement in pump flow obtained by using return 
spnngs on delivery valves
by a reduction in torque. For the work presented in this 
paper, the effects of reduced cylinder pressures on both 
torque and mechanical efficiency have been estimated 
from the change in mean cylinder pressure over one 
revolution.
7.1 Valve lift
Figure 7a presents the change in pump flow, relative to 
the standard pump, as a function of delivery valve lift. 
The results correspond to a speed of 1470 r/min and 
delivery pressures of 30 bar, 60 bar, and 100 bar. The 
gains relative to the current design are small. Any 
increase in lift leads to reduction in volumetric effi­
ciency, regardless of the delivery pressure. The effects of 
valve lift on overall efficiency, (Fig. 7b), are more dram- 
matic. Reducing valve lift, leads to a substantial 
reduction in efficiency, but an increase from the existing 
1.3 mm to 2.3 mm provides a useful 3 per cent improve­
ment at 100 bar and 5 per cent improvement at 60 bar.
12  Valve seat diameter
At 100 bar, an increase in valve seat diameter, dx, from 
9 mm to 13 mm leads to an increase in overall efficiency 
o f about 4 per cent. However, the reduction in the size 
o f the seating land w ill undoubtedly result in increased 
leakage, an effect not included in the model, and in 
addition impact stresses w ill be higher. Consequently 
there appears to be little point in modifying the existing 
valve seating arrangement. The effects of changing from 
disc valves to poppet type valves have not, as yet, been 
examined.
7J Delivery valve mass
A reduction in valve mass produces a more responsive 
valve which closes rapidly at the end o f the delivery 
stroke, thereby reducing the volume of fluid lost due to 
flow reversal. For the standard valve lift, reducing the 
mass from 16 g to 6 g provides about 1 per cent 
improvement in flow at 60 bar delivery pressure. For a 
lift o f 2.5 mm, the improvement is nearly 2 per cent. 
Mechanical efficiency is virtually unaffected.
7.4 Delivery valve springs
The results presented above refer to the standard pump 
which uses unsprung valves. To examine the effect o f a 
return spring, a series of simulations were carried out 
with different spring preloads; the force due to spring 
compression was assumed to be negligible. Figure 8
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Fig. 9 Pump flow improvement as a function of inlet mani­
fold pressure (pump speed 1470 r/min, valve mass 
24 g)
shows the improvement in flow, relative to the standard 
pump, as a function of preload. The best improvement 
is obtained at a preload o f 20 N, regardless of delivery 
pressure. Apart from volumetric considerations, it is 
important to avoid selecting too large a preload as this 
results in higher stresses and reduced fatigue life o f the 
spring.
7.5 Delivery manifold
Theoretical predictions show that pressure fluctuation 
levels fall dramatically with increasing delivery manifold 
cross-sectional area. An increase in manifold bore from 
10 mm to 40 mm results in a reduction in pressure 
ripple from 70 bar to 10 bar peak to peak at a mean 
pressure o f 80 bar. This reduction is particularly useful 
if  low fluid borne noise in the hydraulic circuit is 
desired. Furthermore, a reduction in pump vibration 
would also be expected thereby extending the fatigue 
life o f some components. However, these features are 
achieved at the expense o f volumetric efficiency. Large 
pressure fluctuations tend to assist valve closure; the 
larger manifold results in a 1.5 per cent reduction in 
flow at 80 bar.
7.6 Pump induction
The effect of manifold inlet pressure on pump flow is 
illustrated in Fig. 9. The figure shows that increasing the 
inlet pressure from atmospheric to 0.4 bar provides a 
substantia] improvement in pump flow (7 per cent). 
Increasing the pressure beyond 0.4 bar provides a 
further improvement, but the effect is much less dra­
matic.
As might be expected, throttling the inlet produces a 
reduction in pump flow by virtue of increased cavitation 
(Fig. 9). Throttling provides a crude method of control­
ling pump flow, but o f course this must be at the 
expense o f increased cavitation damage.
•  0 3 bar gauge 
x 01  bar gauge 
□ 0 bar gauge




Pump flow improvement as a function of inlet valve 
return spring preload (pump speed 1470 r/min)
For low spring preloads, the latter effect is dominant 
and volumetric efficiency is increased. The greatest 
improvement occurs at the highest boost pressure 
examined (0.3 bar) where a 4 per cent increase in pump 
flow is achieved at a preload of 8 N. For the higher 
spring loads, cavitation effects become more important 
and the improvement is less significant. Indeed, if  the 
preload is too high, volumetric efficiency falls below 
that of the standard pump.
7.8 Discussion
It is clear that relatively minor modifications to the 
design of the pump can provide a useful increase in 
efficiency. Each modification only provides a small 
improvement, but taken collectively, it should be pos­
sible to improve volumetric efficiency by as much as 10 
per cent at only 80 bar delivery pressure.
8 CONCLUSIONS
A digital computer model of a multi-cylinder piston 
pump with self-acting valves has been developed. The 
model is modular in form and is readily adapted to suit 
a wide range of pump designs. The results of simula­
tions of a diaphragm separator pump show close agree­
ment with the results obtained from an experimental 
test programme. The computer model has been used to 
examine methods of improving the performance of the 
pump. This has highlighted the areas where useful 
design improvements can be made without the need for 
extensive and costly experimental testing. The results 
clearly show where conflicts between volumetric effi­
ciency, overall efficiency, and pressure ripple levels are 
likely to arise.
7.7 Inlet valve return springs
The predicted change in pump flow due to the use of 
springs on the inlet valves is shown for three different 
inlet manifold pressures in Fig. 10. Valve springs have 
two main effects. Firstly, a higher differential pressure is 
required to open the valve which leads to lower cylinder 
pressures and increased cavitation. Secondly, earlier 
valve closure occurs which helps to reduce flow reversal.
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Cylinder pressure transients in oil hydraulic pumps 
with sliding plate valves
K A Edge, BSc, PhD, CEng, MIMechE and J Darling*, BSc, AMIMechE 
School ot Engineering, University of Bath
This paper reports an experimental study of the cylinder pressure within an axial piston pump. This study revealed that existing 
theoretical models, which are based on the effects o f fluid compliance within the cylinder, are highly inaccurate at high speeds or high 
loads. Fluid momentum at the point of port opening was found to be of considerable importance and an improved digital computer model 
was developed as an aid to pump design. The inclusion of fluid momentum effects resulted in a significant improvement in the agreement 
between theory and experiment. Cavitation within the cylinder bore was predicted at both high speed and high load conditions; this was 
confirmed experimentally. The theoretical approach is applicable to any sliding valve plate unit.
NOTATION
a silencing groove cross-sectional area
A port plate flow area (orifice loss)
B oil bulk modulus
Cd port plate coefficient of discharge
C4 port plate flow coefficient
m mass of element in silencing groove
P pressure
Pc cylinder pressure
Pc differential pressure to accelerate fluid in silencing 
groove 
Pp port pressure
P0 pressure drop from upstream to vena contracta 
P, steady flow pressure drop
P, total pressure loss across port plate groove 
Q flowrate through port plate groove
Ql leakage flowrate
Q0 port plate flowrate
Qp piston flowrate
t time
v velocity of oil in port plate groove
i>, velocity of fluid at point X,
v2 velocity of fluid at point X2
V volume of fluid in cylinder
x  displacement along groove
X  i intersection of cylinder slot and silencing groove 
X 2 intersection of silencing groove and kidney groove 
p oil density
I INTRODUCTION
Axial piston pumps are used extensively in applications 
requiring variable displacement machines with high 
overall efficiency. However, the operational require­
ments of users have put an ever increasing demand for 
machines capable of operating at greater rotational 
speeds and delivery pressures. This often leads to prob­
lems of cavitation of the oil within the cylinder bore and 
the inlet supply is commonly boosted in an effort to 
avoid low transient pressures.
Much research has been carried out to improve pump 
design. For example, one of the first theoretical investi-
The MS u-as received on 13 May I  VS5 and was accepted fo r publication on 23 
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gations of port plate design was carried out by Zai­
chenko and Boltyanskii (1). This established useful 
design techniques which have since been improved (2) 
and used for a number of years. However, little experi­
mental evidence has been published as verification of 
the theoretical predictions. Furthermore, although 
extensive work has been carried out to establish the 
suction requirements of pumps (3,4,5), a detailed 
experimental examination of the cylinder pressure in an 
axial piston unit does not appear to have been 
published.
In this study, a standard axial piston pump which can 
be used in very high power applications, was instru­
mented to measure, inter alia, the variation of cylinder 
pressure with speed, load and swash. Significant dis­
crepancies in the theoretical predictions were high­
lighted by the experimental programme and an 
improved digital computer model was developed.
2 COMPUTER SIMULATION
The simulation package HASP (6) was used to develop 
a general model of an axial piston pump. This package 
has been developed at Bath University Fluid Power 
Centre to simulate complete hydraulic circuits. Each 
component is described by a component model sub­
routine and a FORTRAN program of a complete 
hydraulic circuit is formed by linking together the 
appropriate models. In this investigation, models of 
individual components within the pump are linked 
together to form a model of a complete unit. This 
approach, modelling on a 'micro’ scale rather than a 
‘macro’ scale, is a departure from the conventional use 
of HASP. Because many fluid power systems are rep­
resented by differential equations which are numerically 
stiff, care must be exercised in the numerical integration 
algorithm employed, otherwise very long program run 
times are incurred. In HASP, Gear’s algorithm with 
modifications for discontinuities, has been found to be 
particularly efficient. The simulations reported here will 
show that the algorithm is equally suitable for the very 
rapid transients occurring in an axial piston pump.
A schematic diagram of an axial piston pump illus­
trating the basic components is presented in Fig. 1. Ini­
tially, a simple single-cylinder model was developed.
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Fig. 1 Schematic diagram or axial piston pump




This model takes in to  account the port plate pressure 
loss and the compressible volume o f o il w ith in  the cylin­
der. In  essence this is the same as the theoretical 
approach described by Foster and Hannan (2) and 
Kelsey et al. (7). The program is w ritten in  a form which 
enables a variety o f port plate designs to be modelled; 
in  particular a wide range o f port plate silencing groove 
configurations can be accommodated. Silencing grooves 
produce a progressive increase in the effective flow area 
during the earlier stages of port opening. This allows 
the port to open early but restricts the in itia l port plate 
flow  at the start o f the inlet and delivery phases. This is 
desirable as it reduces both the rate o f change o f press­
ure in the cylinder and the delivery flow ripple pro­
duced by the pump. As w ith many previous workers, 
the silencing groove is treated as a variable area orifice 
w ith  a constant discharge coefficient o f 0.7. The differen­
tia l pressure across the port plate is used to establish 
the flow in to or out o f the cylinder. The difference 
between this flow and the flow due to the m otion o f the 
piston, creates a change in cylinder pressure by virtue of 
the o il compressibility. This may be modelled by the 
fo llow ing equations:
Qo*  • sgn(J>« -  Pr) (1)
(2)
where positive Qp denotes the delivery phase. The varia­
tion  o f Qp w ith time w ill depend, inter alia , on pump 
geometry (swash plate or tilting  axis pump for example) 
pum p speed and fraction o f maximum displacement.
A theoretical prediction o f the test pump cylinder 
pressure and flow over a pumping cycle is shown in 
Figs 2a and 2b. The simulation results are very similar 
to those achieved by previous workers and demonstrate 
the trapping o f flu id  in the cylinder at dead centres. The 
region A -B  on Fig. 2a shows the cylinder pressure at 
the end o f the in let phase. The reduction in port plate 
flow  area, associated w ith the port plate silencing 
groove, results in the flow from the inlet port being 
throttled. D uring high-speed conditions this throttling 
action may cause an undershoot in cylinder pressure; if  
the undershoot is o f sufficient magnitude, cavitation w ill
occur. A t the start o f the delivery phase the cylinder 
port connects w ith  the delivery kidney port silencing 
groove. Since the port plates studied exhibited some 
overlap in the dead centre region the cylinder pressure 
at the point o f port opening was always significantly 
less than that in the delivery port. As a result a reverse 
flow occurs as shown by the region B -C  on Fig. 2b. The 
severity o f the reverse flow depends upon the operating 
conditions. As the delivery port flow area increases, the 
cylinder pressure rises (B-C , Fig. 2a). The fluid w ith in
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(b) Flow into cylinder
Fig. 2 Theoretical cylinder pressure and flow (1500 r/min, 
100 bar load, 30 bar boost, full swash)
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the cylinder is compressed by the reverse flow passing 
from the delivery port through the port plate orifice 
into the cylinder. The piston also provides some com­
pression during this phase. Although the silencing 
groove flow area continues to increase with cylinder 
barrel rotation, the reduction in port differential press­
ure leads to a reduction in the magnitude of the reverse 
flow. Thus the fluid in the kidney port silencing groove 
is initially accelerated into the cylinder and then decel­
erates as the level of reverse flow reduces. The cylinder 
pressure continues to rise and eventually reaches the 
level of the delivery port (point C, Fig. 2a). If  the 
delivery port silencing groove is very restrictive or the 
pump rotational speed high, the motion of the piston 
may result in the cylinder pressure rising significantly 
above the delivery pressure.
The premature reduction of the delivery port flow 
area just before the end of the delivery stroke results in 
a throttling of the piston flow (region D -E , Fig. 2a). 
During high-speed conditions this can lead to an over­
shoot in cylinder pressure. In a similar manner to that 
detailed above, a rapid reverse flow occurs at the start 
of the inlet phase (region E -F , Fig. 2b). The initial 
direction of flow at the start of the inlet stroke is from 
the cylinder into the low-pressure inlet port As the 
cylinder pressure falls (region E -F , Fig. 2a), the level of 
reverse flow will reduce and the fluid entering the cylin­
der will be decelerated. At the pressure equalization 
point (where the cylinder pressure equals the inlet press­
ure, point F, Fig. 2a) the fluid entering the cylinder will 
still be decelerating. The flow from the cylinder, due to 
the piston movement out of the cylinder bore, results in 
an undershoot in cylinder pressure (point G, Fig. 2a). 
During high-speed conditions this effect can result in an 
undershoot in cylinder pressure sufficient to cause cavi­
tation of the oil within the cylinder bore.
To assess the importance of interaction between 
cylinders a multiple-cylinder simulation was also devel­
oped. Several of the single-cylinder models detailed 
earlier were combined to form a complete pump model. 
It was found that the predicted inlet and delivery flow 
ripple was of low amplitude and had little effect on the 
pressure within the cylinder at dead centres. Since the 
computer run times were roughly ten times longer than 
the single-cylinder simulations, multiple-cylinder simu­
lations were not used for general cylinder pressure and 
flow analysis; the single-cylinder model was used for all 
the simulations discussed below.
In order to examine the accuracy of the computer 
simulations, the cylinder of an axial piston pump was 
instrumented so that cylinder pressure could be mea­
sured.
3 EXPERIMENTAL EQUIPMENT
The accurate measurement of axial piston pump cylin­
der pressure is a prerequisite for the full understanding 
of pump operation. Helgestad (8) instrumented the 
cylinder of an axial piston pump and measured the 
cylinder pressure at a number of operating conditions. 
However, the limited life of the pressure transducer used 
to measure cylinder pressure restricted the range of tests 
conducted.
The axial piston pump examined in this work was a 
conventional nine-cylinder swash plate unit with a con­
(0 IMechE 1986
tinuous power capability of 373 kW at 3600 r/min. The 
unit incorporated a bidirectional port plate with 
sloping, semi-circular cross-section silencing grooves at 
both the leading and trailing edge of the inlet and 
delivery ports. This pump is commonly used with a 
swash plate which can reverse the flow direction, 
although a unidirectional swash was used for all the 
tests reported here. For reasons of commercial con­
fidentiality, detailed dimensions of this unit are not 
quoted.
A sub-miniature pressure transducer was used to 
measure the cylinder pressure of the test pump. The 
transducer was mounted in the cylinder barrel and mea­
sured the cylinder pressure in the cylinder ‘run-out’ 
section near the kidney port. The pressure transducer 
was slightly unusual in that the sensing mechanism was 
a thin-walled tube rather than a diaphragm. As the 
transducer was mounted radially in the cylinder barrel 
any forces introduced by the rotation of the instrument 
in the pump did not significantly affect the pressure 
signal. The transducer wire was led through a machined 
hole in the cylinder barrel and out through the centre of 
the pump shaft. A slip ring unit was used to carry the 
transducer signal from the rotating shaft
Pressure transducers were also mounted in the pump 
inlet and delivery manifolds, as close as possible to the 
port plate. This enabled the effect of the manifold press­
ure ripple on the cylinder pressure to be established.
Pump speed was measured using a magnetic pick-off 
and toothed disc whilst an optical sensor identified 
bottom dead centre of the instrumented cylinder. A 
digital storage scope was used to display the pressure 
transducer signals with a transfer to an X -Y  recorder 
for a permanent record.
A 110 kW variable speed hydrostatic transmission 
was used to drive the test pump. Accurate control of the 
hydrostatic transmission pump swash setting enabled 
the speed of the test pump to be continuously con­
trolled.
The instrumented pump was tested in a closed circuit 
configuration, using a gear pump to make up leakage 
flow and boost the inlet line. An accumulator with a 
low precharge pressure was used to minimize inlet 
pressure fluctuations and so reduce the effect of external 
disturbances on cylinder pressure and flow. Loading of 
the test pump was achieved with a needle valve 
mounted close to the pump delivery manifold. This was 
consistent with the computer program which treats the 
delivery line as a lumped volume.
4 EXPERIMENTAL INVESTIGATION OF 
CYLINDER PRESSURE
A typical set of experimental results is shown in Fig. 3. 
Comparison of the simulation results of Fig. 2a with 
those measured experimentally (Fig. 3a) shows signifi­
cant differences. Firstly, it is clear that the inlet and 
delivery pressure ripples are not modelled by the com­
puter simulation. This is to be expected: these ripples 
are created by the combination of the individual cylin­
der flows interacting with the circuit; this effect cannot 
be readily modelled by a single-cylinder simulation. Sec­
ondly, the experimental cylinder pressure at dead 
centres is not modelled very accurately. This is shown 
more clearly in Figs 3b and 3c. The experimental over-
Proc Instn Mech Engrs Vol 300 No Bl
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(b) Cylinder pressure at BDC (c) Cylinder pressure at TDC
Experimental cylinder pressure (1500 r/min, 100 bar 
load, 30 bar boost, Tull swash)
shoot in cylinder pressure at bottom dead centre (BDC) 
and undershoot at top dead centre (TDC) is very much 
greater than that simulated and in each case there is a 
decaying oscillation in pressure which is not predicted. 
The large undershoot at T D C  is a most im portant 
finding. I f  the undershoot is sufficiently large, cavitation 
would occur, even when the pump is supplied w ith  a 
relatively high boost pressure. Although the oscillation 
in  cylinder pressure at the beginning o f the inlet and 
delivery strokes has been measured by Helgestad (8), it 
has not been fu lly explained. Furthermore, the signifi­
cant anomalies in  the theoretical analysis have not been 
adequately discussed by previous researchers.
In  the light o f these results it was decided that further 
tests should be performed over a wide range o f speeds, 
delivery pressures and inlet pressures.
4.1 Variation of cylinder pressure undershoot 
and overshoot with speed
The undershoot and overshoot in cylinder pressure 
were measured (relative to the mean inlet and delivery 
pressures) over a range o f speeds. The results are shown 
in  Fig. 4. The magnitude o f cylinder pressure under­
shoot at T D C  and overshoot at BDC both increase 
almost linearly w ith  speed. The theoretical results 
obtained from the single-cylinder simulation detailed 
earlier are also shown in Fig. 4. The agreement w ith  the 
experimental results is poor over the complete speed 
range and clearly there is a m ajor flaw in the theoretical 
analysis.
A t high rotational speeds the experimental cylinder 
pressure undershoot at T D C  was sufficiently large to
Proc Instn Mech Engrs Vol 200 No Bl
cause cavitation o f the o il w ith in  the cylinder. This was 
not demonstrated by the theoretical analysis. Indeed, 
the theoretical results suggest that the pum p boost 
pressure could be reduced significantly before cavitation 
would occur in the cylinder.
4.2 Variation of cylinder pressure undershoot 
and overshoot with delivery pressure
A comparison o f the experimental and theoretical varia­
tion of cylinder pressure undershoot and overshoot w ith 
load also revealed significant discrepancies in the theo­
retical model. The experimental results demonstrated a 
near linear increase in undershoot at T D C  and over­
shoot at BDC w ith  load, whilst the predicted results 
showed a slight decrease w ith  load. In the basic theo­
retical model the effect o f an increased load was to 
deiay the po int o f port plate pressure equalization. The 
resultant increase in silencing groove area at this po int 
reduced the th ro ttling  action o f the port plate and hence 
reduced the associated cylinder pressure undershoot at 
T D C  and overshoot at BDC.
The maximum load pressure on the test rig, at fu ll 
swash, was lim ited to 200 bar. I f  the experimental 
results are extrapolated to 300 bar load the undershoot 
at T D C  would increase to about the same level as the 
boost pressure o f 30 bar and cavitation o f the o il w ith in  
the cylinder would occur. In order to investigate oper­
ation at high loads a lim ited number o f tests were per­
formed at low swash angles. Cavitation of the o il in the 
cylinder at the start o f the inlet phase was shown to 
occur during these operating conditions.
I t  is dear that the current approach to the analysis o f 
axial piston pump cylinder pressure and flow, is inade­
quate for predicting pump behaviour at high speeds o r 
high loads.
43  Cylinder dynamics during severe cavitation 
conditions
A t high-speed or high-load conditions, a 20 kH z ripple 
was superimposed on the cylinder pressure trace during 
















Comparison of experimental and theoretical cylinder 
pressure undershoot and overshoot with speed (100 
bar load, 30 bar boost, full swash)
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Fig. 5 Experimental cylinder pressure during low boost pressure conditions 
(speed 2820 r/min, 43 bar load, 2.5 bar boost, full swash)
suggest that broad band high-frequency pressure ripples 
are created by the collapse o f a ir o r vapour bubbles 
entrained in the o il (9). In  a piston pump, low localized 
pressures may occur in the silencing grooves during 
high reverse flow  conditions and this can result in air 
release or even cavitation for brief periods. Dynamic 
calibration o f the cylinder pressure transducer (using a 
very high-frequency response piezo-electric transducer 
as a reference) revealed a flat frequency response w ith in 
3 dB to 10 kHz, w ith a strong resonant peak o f 25 dB 
at 20 kHz. Consequently, the 20 kHz oscillation 
observed on the pressure trace is produced by excitation 
o f the transducer at its natural frequency. Despite the 
fact that the amplitude o f the oscillation is undoubtedly 
in error, the results nevertheless provide a useful indica­
tion of the incidence of cavitation.
An example o f the cylinder pressure during low 
boost, high-speed conditions is shown in Fig. 5. A t the 
start o f the inlet stroke (region A) the pressure was 
truncated. This is almost certainly due to a reduction in 
o il bulk modulus as a result o f air or vapour release 
caused by cavitation of the o il w ith in the cylinder bore. 
In addition, the high-frequency oscillation associated 
w ith  bubble collapse is visible throughout the inlet 
stroke. Where cylinder flow interactions cause the inlet 
pressure to rise, the high-frequency oscillation is most 
evident. The collapse of the entrained air bubbles at the 
end o f the inlet stroke is marked by a very large press­
ure oscillation (region B). This continues well in to  the 
delivery stroke and provides an estimate o f the rate o f 
solution o f a ir and vapour bubbles in turbulent flow 
conditions. Despite the severity o f the cavitation w ith in 
the pump, the volumetric efficiency o f the unit was only 
reduced by a few percent. During the inlet stroke the 
cylinder pressure appears to fall significantly below 
absolute zero for very short periods. This effect is 
almost certainly an instrumentation error produced by 
disturbances at the natural frequency o f the pressure 
transducer.
4.4 Cylinder pressure oscillation at start of stroke
The standard theoretical analysis does not predict any 
oscillation in pressure at the start o f the inlet and 
delivery strokes or provide any explanation o f this 
behaviour.
There are a number o f possible causes fo r this effect, 
and some have been mooted by other workers. W ork 
carried out at Aston University (10), for example, sug­
gested that an oscillation o f the cylinder barrel longitu­
d ina lly along the shaft would result in an oscillation in 
pressure. Such an oscillation is likely to occur w ith an
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unbalanced port plate. However, this hypothesis is 
un like ly to be true as the oscillation in cylinder pressure 
occurs on ly at the start o f the inlet and delivery stroke. 
O scilla tion o f the cylinder barrel would result in a 
repeating oscillation in cylinder pressure throughout the 
inlet and delivery strokes. Such effects have not been 
observed. Another possible cause is an oscillating 
leakage flow due to a radial oscillation o f the piston in 
the cylinder. Such oscillations have been investigated by 
Etsion and Magen (11). However, such an effect in a 
pump would be very small and insufficient to change 
the cylinder pressure appreciably. An oscillation o f the 
piston/slipper assembly was also considered as a pos­
sible cause for the oscillation in cylinder pressure. 
N orm al operating slipper clearances, during the 
delivery stroke, are in the region o f 5 /im  (12). Simula­
tion studies showed that even oscillations o f the piston 
slipper in excess o f 50 nm would be reflected as only 
small cylinder pressure oscillations.
Wave propagation w ith in  the cylinder o f an axial 
piston pum p was also examined as part o f this study, 
but the frequency o f pressure oscillation was found to 
be much too high and the amplitude too low. An in itia l 
investigation o f the effect o f the inertia o f the o il w ith in 
the po rt plate groove, however, was found to produce 
very prom ising results. The theoretical approach 
described in the next section was developed to take this 
in to account in the computer model
5 THEORETICAL ANALYSIS OF FLUID  
INERTIA IN  SILENCING GROOVE
In order to model flu id inertia effects it is necessary to 
examine the behaviour o f the fluid in the region o f the 
silencing groove, as the port opens.
D uring  conditions where flow passes from the cylin­
der in to  the diverging groove it is unlikely that the flow 
w ill be lam inar; a certain degree o f separation from the 
groove wall w ill occur, leading to the formation o f a je t 
(Fig. 6a). For m odelling purposes this introduces a 
problem, since it is extremely d ifficu lt to estimate the 
mass o f flu id being accelerated. A similar problem 
occurs during conditions where flow passes in to the 
cylinder; although the flu id is less likely to separate, a 
jet w ill still be created. Clearly, the direction of flow, 
flowrate and rate o f change o f flow w ill all effect the 
shape and volume o f the jet. In addition, the shape o f 
the po rt plate silencing groove w ill have a major effect 
on whether or not the je t separates from the groove 
wall. However, for the purpose o f the following analysis, 
it has been assumed that the effective mass of the flu id
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from groove wall
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(b) Estimation of mass of fluid to be accelerated
(c) Detail of element of fluid in relief groove
Fig. 6 Representation of flow in port plate silencing groove
in the je t w ill be the same as that contained in  the 
groove (Fig. 6b).
In  the analysis of port plate flow during unsteady 
conditions the pressure drop due to the orifice effect 
and the rate o f change o f flu id momentum are analysed 
separately and then combined, to find the total differen­
tia l pressure.
Consider an element o f flu id in the port plate groove 
(Fig. 6c). A  force balance can be carried out by equating 
the pressure force to the rate o f change of momentum. 
Assuming that the rate o f change of mass w ith time due 
to the movement of the cylinder block is negligibly 
small and the flu id inviscid,
dP x a —  • dx
dx
(  dv dv\
v dx +  d t )
m =  /
dP (  dv dv\
T * = P \ V TX +  T , )
Taking the mass   pa 5x, then
now,
dv 1 , — =  -  0  
dt a
so,
dP Q dv Q
 =  P —  V Q —
dx y  a dx H a
Treating the fluid as incompressible and integrating 
gives
APc =  p<) £  ~ dx +  j  («] -  p|) (3)
where APC is the pressure differential necessary to 
accelerate the flu id in the silencing groove. The second 
term on the right-hand side of this equation is associ­
ated w ith  the change in dynamic pressure over the 
length o f the groove.
Now, the pressure drop from upstream to  the vena 
contracta is
A Pr PQ2
° 2a  a 2
hence the to ta l pressure drop is 
APT _pQ 
2 a
2 A  f'* 1
b + * l  -• (4)
(5)
and under steady flow conditions,
Tests by Helgestad (8) on a port plate o f sim ilar 
design w ith  a stationary cylinder block indicated that 
the steady flow pressure drop changed s ligh tly  w ith  the 
direction o f flow. However, the corresponding changes 
in the flow  coefficient were found to have only a very 
small effect on the theoretical undershoots and over­
shoots in cylinder pressure at dead centres and could be 




where the flow  coefficient C„ takes pressure recovery 
effects and the change in dynamic pressure in to  account. 
Equation (4) becomes
PQ2AP t
2C* A 2 p4 p iJ* i a
dx
F or computer simulation purposes, it is desirable to 
solve the differential equation in terms o f Q, thus
This equation is solved simultaneously w ith  the contin­
u ity equation (2). I t  should be noted that the integration 
function in the denominator changes w ith  po rt opening. 
To sim plify the evaluation o f this term, the integral was 
expressed in the follow ing form :
p a x - f i d x - r i d ,
a Jo a Jo a
The first term on the right-hand side o f the equation is 
dependent only on the groove geometry and is calcu­
lated numerically p rio r to a transient sim ulation. The 
second term on the right hand side is evaluated numeri­
cally and updated at each time step as the groove is 
uncovered. When the groove is completely uncovered, 
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Fig. 7 Modelling of cylinder pressure with and without effect of oil momen­
tum in port plate silencing groove (1500 r/min, 100 bar load, 30 bar 
boost, full swash)
6 IMPROVED COMPUTER S IM ULATIO N
The basic single-cylinder simulation was modified to 
include the effects described above. A constant port 
plate flow coefficient o f 0.7 was assumed throughout. It  
was realized that some variation in the flow coefficient 
was inevitable during the pumping cycle but a theoreti­
cal investigation revealed that cylinder pressure under­
shoot and overshoot were insensitive to  flow coefficient. 
The predicted cylinder pressure is shown in Fig. 7. 
Comparison between the simple orifice loss prediction 
and that including the effect o f flu id acceleration shows 
significant differences following pressure equalization. 
The experimental results o f Figs 3b and 3c are more 
closely modelled by the simulation which takes account 
o f flu id momentum w ithin the port plate groove. The 
large overshoot in cylinder pressure at B D C  and under­
shoot at T D C  is predicted together w ith  the oscilla tion 
in cylinder pressure at the start o f both the inlet and 
delivery strokes.
6.1 Port plate momentum pressure loss
Figure 8 illustrates how the port plate momentum 
pressure loss varies with time. As the po rt opens to the 
cylinder port, the fluid is in itia lly  at rest (po in t A, 
Fig. 8). The orifice loss is zero and thus the pressure 
differential across the port is accounted fo r entirely by 
flu id acceleration effects. The com putational s im plifica­
tions exaggerate this effect slightly as in  practice leakage 
effects would allow some flow p rio r to the port opening. 
Once the o il has accelerated in to  the port groove a 
steady velocity is established and the pressure loss 
caused by the momentum o f the flu id  in  the po rt plate 
groove falls to a low value. Thus, the orifice loss 
becomes the major cause o f pressure loss in the port 
plate (point B). As the cylinder pressure rises the reverse 
flow  through the groove reduces and the orifice loss 
falls as a result (region B-C). Once pressure equal­
ization occurs and the cylinder pressure rises to the 
manifold pressure, the flow through the po rt is very low 
and the orifice loss is negligible. The momentum o f the
flu id in the port plate silencing groove maintains a flow 
in to  the cylinder and, together w ith the compressibility 
flow from  the piston raises the cylinder pressure above 
that in the delivery port. The reversed pressure differen­
tial across the port plate decelerates the fluid in the 
silencing groove and causes a reversal o f flow. I t  is 
interesting to  note that typical decelerations o f the fluid 
in the port plate silencing grooves are in the region o f 
5 x 101 m/s . I t  is not surprising, therefore, that the 
effect o f flu id inertia in the port plate silencing grooves 
is a m ajor one. The mass o f flu id  held in the port plate 
silencing groove acts together w ith  the flu id in the cylin­
der to form a mass/spring/damper system and, as would 
be expected, a decaying oscillation of cylinder pressure 
and flow occurs at the start o f the delivery phase (region 
C -D , Fig. 8). In a sim ilar manner to that described 
above the momentum o f flu id  in the port plate silencing 
groove accounts fo r a significantly increased cylinder 
pressure undershoot at T D C  and cylinder pressure 








Fig. 8 Computation of momentum pressure loss through 
port plate silencing groove during inlet phase (1500 
r/min, 100 bar load, 30 bar boost, full swash)
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6.2 Variation of cylinder pressure undershoot 
and overshoot with speed and load
Figure 9 shows a comparison of the predicted and 
experimental cylinder pressure overshoot and under­
shoot as a function of pump speed. Clearly, there is a 
much better agreement between theory and experiment 
than was achieved when taking account o f the port 
plate orifice pressure loss alone. An almost linear 
increase in both undershoot at T D C  and overshoot at 
B D C  w ith  speed is shown by the sim ulation results. As 
speed increases orifice losses become more significant, 
bu t more im portantly, the reverse flow w ill increase. I f  
the reverse flow increases, the o il in the port plate 
groove w ill be accelerated at a higher rate and the 
pressure drop due to the rate o f change o f o il momen­
tum  w ill increase. A t speeds below 1500 r/m in  the simu­
la tion  predicts larger cylinder pressure undershoots and 
overshoots than those measured experimentally. A t the 
higher speeds the reverse is true. This slight discrepancy 
between theory and practice is probably caused by 
over-sim plifications in the analysis o f the momentum 
effect. For example, the flow through the silencing 
groove w ill almost certainly result in the form ation o f a 
je t. Consequently the mass o f fluid to be accelerated w ill 
be larger than that included in the model.
The variation o f undershoot and overshoot w ith load 
(Fig. 10) was also modelled with much more success 
than had been achieved with the simple orifice loss 
analysis. Again at high reverse flow conditions the simu­
la tion  was less accurate. As the load increases the 
reverse flow  and associated fluid acceleration at dead 
centres w ill increase. The differential pressure needed to 
accelerate the flu id  w ill increase and as a result the 
undershoot at T D C  and overshoot at BDC w ill 
increase. A levelling o ff o f both undershoot and over­
shoot is evident from the simulation results at high 
loads. A lthough the rate o f change o f flow  increases 
w ith  load, pressure equalization occurs later on the port 
plate groove. Thus the mass o f flu id in the port plate 
groove to be accelerated w ill decrease and the effect o f 












Fig. 9 Comparison of experimental and theoretical variation 
of cylinder pressure undershoot and overshoot with 
speed (100 bar load, 30 bar boost, full swash)
















Fig. 10 Comparison of theoretical and experimental varia­
tion of cylinder pressure undershoot and overshoot 
with load (1500 r/min, 30 bar boost, full swash)
Tests on other groove designs have been carried out 
and sim ilar agreement between theory and experiment 
was achieved over a wide range of speeds and pressures.
6.3 Cylinder pressure oscillation
The results from the investigation o f cylinder pressure 
oscilla tion frequency w ith speed and load predicted the 
same trends as those measured experimentally. The pre­
dicted frequency was, however, 50 per cent higher than 
that measured experimentally. This is thought to be a 
result o f tw o factors: over-simplification o f the momen­
tum analysis used to model flu id flow in the port plate 
groove and too large a value fo r o il bulk modulus.
A t high-speed conditions the point o f pressure equal­
ization occurs later on the groove. The mass o f flu id  to 
be accelerated w ith in the groove is reduced and the 
oscillation frequency at the start o f the inlet and 
delivery phases is increased. A t high-load conditions the 
same is true. However, it  would appear from the experi­
mental results that as load increases the reverse flow 
increases and the mass o f flu id  to be accelerated does 
not change significantly. The influence o f the port plate 
fluid velocity on the mass o f the element to be acceler­
ated is not fu lly  understood and requires further 
research.
6.4 Cylinder pressure compression and 
decompression at dead centres
Figure 11 shows a comparison between the experimen­
tal and predicted cylinder compression and decompress­
ion at dead centres. The predicted curves correspond to 
bulk m oduli o f 1.6 x  104 bar (manufacturer’s data) and
1.0 x 104 bar. The best agreement w ith experimental 
results is obtained w ith a bulk modulus o f around
1.0 x 104 bar. This also results in an improved predic­
tion o f the oscillation in cylinder pressure at the start o f
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Fig. 11 Experimental and theoretical rise and fall in cylinder 
pressure at start of delivery and inlet phases (1500 
r/min, 100 bar load, 30 bar boost, full swash)
the inlet and delivery phases. The apparent reduction in 
o il bulk modulus during the inlet stroke may be a result 
o f local a ir release or cavitation in the port plate kidney 
groove. The relatively slow adsorption o f this free a ir 
may account for the oil bulk modulus remaining at a 
reduced level during the delivery stroke.
6.5 Cavitation damage
Despite the incidence o f a ir release/cavitation, no cavi­
ta tion  erosion was evident upon dismantling the pump. 
However, the total duration o f the test runs was short 
(approximately ten hours) and consequently no firm  
conclusions can be drawn regarding possible long-term  
damage. The authors are aware that cavitation damage 
has been noticed by several pump manufacturers even 
when the pump in question has been used w ith  rela­
tively high boost pressures.
7 PORT PLATE GROOVE DESIGN
A number o f aspects o f groove design have been investi­
gated theoretically but only the most general aspects 
concerning shape w ill be discussed here. Sloping and 
non-sloping square section grooves were simulated. 
These were generally poor, especially those w ith  a large 
in itia l depth and small groove slope. T riangu lar cross- 
section grooves were generally found to create low 
reverse flows and low cylinder pressure undershoots 
and overshoots. I f  the reverse flow spike is sharp the
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flu id  in  the port plate groove w ill have a rapid deceler­
a tion at the pressure equalization point. The pressure 
difference necessary to cause this deceleration will be 
large, resulting in a significant undershoot o r overshoot 
in cylinder pressure. Clearly this is undesirable. A port 
plate silencing groove area profile which increases 
rap id ly at its start but then remains more or less con­
stant, produces a sharp flow spike. A square section 
non-sloping groove w ill have such an area profile. 
Experimental and theoretical analysis confirmed that 
using such a port plate would not only produce large 
pressure fluctuations in the delivery and suction lines 
but also large cylinder pressure undershoots and over­
shoots.
I f  the groove area is small at its start and increases at 
a low rate in itia lly , the peak reverse flow w ill be limited. 
I f  the groove area then increases rapidly, although the 
differentia l pressure across the port plate w ill reduce, 
the reverse flow w ill be maintained at a high level. This 
results in a rounded reverse flow transient. I f  the groove 
area continues to increase rapidly, the rate o f change of 
flow at the pressure equalization po int w ill be low. The 
associated momentum loss w ill be small and the orifice 
loss w ill be low as the flow area is large. A port plate 
which exhibits this behaviour is a sharply sloping t r i­
angular groove cut w ith a highly acute m illing  cutter.
8 COMPUTER SIMULATION OF AN AXIAL
PISTON MOTOR
Axia l piston pumps and motors are very sim ilar in con­
struction and often units are designed to  operate in 
either mode. Computer simulation studies revealed that 
the cylinder pressure is sim ilar in nature to  that mea­
sured in a pump but differences occur around the dead 
centres. An undershoot in cylinder pressure at BDC and 
overshoot at T D C  are caused by the high flu id acceler­
ations in the port plate groove at dead centre. Although 
the cylinder pressure undershoots and overshoots are 
much lower than in a pump, a m otor used in an open 
circu it configuration w ith a low discharge pressure may 
experience cavitation in the cylinder and its associated 
damage.
9 CONCLUSIONS
An experimental study o f the cylinder pressure w ith in 
an axial piston pump has been carried out, and the 
results compared w ith predictions obtained by com­
puter simulations. I t  was found that the simple orifice 
pressure drop used to model flow through the port plate 
was high ly inaccurate. The experimental cylinder press­
ure undershoot at T D C  and overshoot at BDC were 
found to be far in excess of those predicted by existing 
analysis techniques. Following extensive experimental 
and theoretical studies it  was established that high fluid 
accelerations occur in the port plate silencing groove. 
During the change from inlet to delivery port and vice 
versa these high flu id accelerations greatly affect cylin­
der pressure and flow.
An improved digital computer model was developed 
to aid in pump design and good agreement between 
theory and experiment was achieved. C avitation w ith in 
the cylinder bore of the experimental test pump 
occurred at both high-speed and high-load conditions.
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This was predicted by the computer simulation. A 
number o f aspects o f groove design were investigated 
theoretically. A sharply sloping triangular groove cut 
w ith  a highly acute m illing cutter was found to be satis­
factory.
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The Pumping Dynamics of Swash 
Plate Piston Pumps
This paper describes a study o f  the cylinder pressure and flow  in an o il hydraulic ax­
ial piston pump. A comparison is made between a theoretical model based on the ef­
fects o f flu id  compliance within the cylinder, and an improved modeI which ac­
counts fo r  the influence o f o il momentum in the port plate region. The improved 
model is validated by comparison with experimental test results and is used to 
analyze the influence o f port plate and relief groove design on cylinder pressure and 
pump flow  ripple. A steeply sloping triangular cross-section groove was found to be 
the most satisfactory design.
Introduction
The continued development of fluid power systems has put 
an every-increasing demand upon axial piston pumps for 
greater rotational speeds and delivery pressures. Indeed, 
pressures of up to 700 bar and speeds in excess of 4000 
rev/min are sometimes specified, particularly in military ap­
plications. In order to improve performance and increase 
ratings, many different aspects of pump design have received 
attention. For example, piston kinematics and lubrication 
have been investigated by Yamaguchi and Tanioka (1976) 
while valve plate design and lubrication have been studied by 
Kosodo (1973) and more recently by Hooke and Madera 
(1983). Hooke (1981, 1983) has also carried out a significant 
amount of work on piston slipper behavior. In addition, ad­
vances in materials technology have improved contamination 
tolerance and fatigue resistance (Mauch, 1983).
This paper is concerned with a study of the pumping 
dynamics of swash plate piston pumps, with emphasis on the 
design of portplate relief grooves. A schematic diagram of a 
swash plate pump is shown in Fig. 1. Flow into and out of the 
cylinders is controlled by two kidney-shaped ports in the sta­
tionary portplate which communicate with the inlet and 
delivery Unes with the cylinder block rotating, oil is drawn 
from the inlet port into a cylinder as the piston moves from 
top dead center, and is subsequently discharged through the 
other port following bottom dead center. In most pump 
designs, each kidney port is delayed relative to the dead center 
and a relief (or silencing) groove is machined in the land be­
tween the ports, as shown in Fig. 1. The object of these 
grooves is to help provide a smooth transition of cylinder 
pressure and flow at the start of the inlet and delivery phases 
of the pumping cycle. They are often in the form of a sloping 
“ V ”  section (but may be square section or cut with a ball nose 
cutter) and result in a progressive increase in the effective flow 
area during the early stages of port opening. At the start of the 
inlet phase there is a reverse flow of fluid from the cylinder in­
to the inlet line while at the start of the delivery phase the 
reverse flow is from the delivery line into the cylinder. The
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relief groove allows an early opening, but restricts the reverse 
flow.
The effectiveness of the groove is dependent, inter alia, on 
pump speed, pressure, swash position, and fluid properties. 
For example, it may give too little restriction at low speeds 
resulting in large reverse flows, while at higher speeds the 
groove may be too restrictive and large cylinder pressure over­
shoots and overshoots may occur. Large overshoots in 
cylinder pressure during delivery can lead to large amplitude 
pressure fluctuations in the delivery line with consequent 
vibration and noise. Large undershoots during the suction 
stroke may lead to cavitation and consequent erosion damage 
to the piston, cylinder or port plate.
To achieve further improvements in piston pump design it is 
clearly important to have a full understanding of the factors 
affecting pumping dynamics.
The Modeling o f Axial Piston Pump Pressure and Flow
Yamaguchi (1966) used a numerical method to calculate the 
cylinder pressure during the trapping period between ports. In 
his model, he took account of the flow through the port plate 
relief groove, the flow due to piston motion, the leakage flow 
between the cylinder block and valve plate, and leakage flow 
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Fig. 2 Experimental and predicted cylinder pressure at bottom dead 
center (speed 1500 rev/min; load 100 bar; boost 30 bar; lull swash)
possible to examine the effect o f relief groove design on pump 
power losses and pump noise. Helgestad (1967) also developed 
a computer model o f the pressures and flows in an axial piston 
pump using the conventional orifice equation to model the 
pressure/flow relationship in the port plate relief grooves. 
This work was supported by an experimental study involving 
the measurement o f the pressure within a cylinder. Unfor­
tunately, the delicate nature o f the instrumentation and the 
operating range o f the pump under test prevented high speed 
or high pressure operating conditions from being examined. 
The present authors examined the accuracy o f existing 
theoretical models by carrying out an extensive experimental 
test programme (Darling, 1985). A sub-miniature pressure 
transducer was located in the cylinder run out section of a nine 
cylinder variable swash plate axial piston pump with a con­
tinuous power capability o f 375 k\V at 3,600 rev/min. The 
cylinder pressure transducer signal was taken from the 
rotating cylinder barrel by sliprings for display and analysis on 
a digital storage oscilloscope. Pressure transducers were also 
mounted in the inlet and delivery passageways. Using a 
variable speed drive, tests were performed over a wide range 
o f pressure and speeds up to 3000 rev/min and 300 bar 
delivery pressure. In addition, a digital computer simulation 
o f the cylinder pressure and flow in an axial piston pump was 
developed. The simulation package, HASP, developed at Bath 
University Fluid Power Centre was used for these studies.
In itia lly , a simple single cylinder model, based on the work 
o f Foster and Hannan (1977) and Martin and Taylor (1978)
was developed. This accounted for the restriction o f the relief 
groove and the compressibility o f the oil in the cylinder. On 
comparison with the experimental results, it was found that 
the predicted cylinder pressure fluctuations were significantly 
in error. Figure 2 shows a comparison o f the predicted and 
measured cylinder pressure, during the start o f the delivery 
phase, as the cylinder moves from the suction to the delivery 
port. The predicted result was obtained using the simple 
orifice loss/compressible volume model described above. The 
overshoot in measured cylinder pressure at the start o f the 
compression phase is 13 bar compared with a predicted over­
shoot o f only 1 bar. In addition, the oscillations in pressure 
following the overshoot are not predicted. Similar discrepan­
cies were encountered at the end o f the delivery stroke as the 
cylinder moved from the delivery to the suction port, with the 
predicted undershoot in cylinder pressure being much less than 
that measured. The errors were particularly large at high 
speeds or high delivery pressures. For example, when the 
pump speed was increased to 2850 rev/min, with all other con­
ditions held constant, the predicted overshoot at B.D.C. was
8.0 bar compared with a measured overshoot o f 27 bar; the 
predicted undershoot at TDC was 4.8 bar compared with a 
measured value o f 30 bar ( le a d in g  (0 minor cavitation over 
part o f the induction stroke). A  number o f aspects o f pump 
behavior were investigated theoretically in an attempt to ac­
count for these errors, including oscillation o f the piston/slip­
per assembly and fluid angular momentum. Neither o f these 
were found to have a significant influence on cylinder pressure 
or flow for the range o f speeds and pressures considered. 
However, careful analysis revealed that the rate of change o f 
momentum o f the fluid, in the region o f the relief groove, 
plays an important role in the pumping dynamics.
Consider the case o f flow from an individual cylinder at the 
start o f the delivery phase (piston at bottom dead center). For 
a symmetrical portplate with some overlap at the dead center 
position, there is a significant pressure differential between the 
cylinder and kidney port and the start o f the delivery phase. 
Consequently, as the port opens, a reverse flow is established. 
As the cylinder barrel rotates the groove flow area increases 
and. the level o f  reverse flow rises. The reverse flow and mo­
tion o f the piston in the cylinder both combine to reduce the 
port plate differential pressure. Hence, the reverse flow 
reaches a maximum. Since the oil in the port plate region has 
significant momentum during the reverse flow period, the 
reverse flow is maintained reaching a level slightly higher than 
that predicted by the orthodox model. As the differential 
pressure decreases, the reverse flow reduces. Since the tradi­
tional model considers only the port plate orifice pressure loss 
and compressible volume o f oil in the cylinder, it does not 
predict any port plate flow at pressure equalization. Oil 
momentum delays the zero flow point and maintains a flow in­
to the cylinder. This, together with the piston motion, causes 
an overshoot in cylinder pressure. The reversal in pressure dif-
N o m e n c la t ure
a -  area of element 
A  = cross-sectional area o f orifice 
B =  bulk modulus 
Cd =  discharge coefficient 
Cq =  flow coefficient 
D  = piston diameter 
Pc = cylinder pressure 
Pd -  pressure differential to ac­
celerate fluid in groove 
P 0 = pressure differential due to 
restriction
Pp = port pressure
P r = total differential pressure
Q = flow rate
Ql = leakage flow rate
Qo = output flow rate
Qp s flow rate due to motion of
piston
R = pitch circle radius o f cylinders
t = time
V\ = velocity upstream
*>2 = velocity downstream
V -  volume
x, = intersection o f leading edge o f 
cylinder port and silencing 
groove from dead center 
x2 = intersection o f leading edge o f 
cylinder port and kidney port 
from dead center 
a = swash angle 
p = density 
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Fig. 3 Representation of flow In port plate relief groove
ferential across the port plate decelerates the fuid in the relief 
groove and causes a reversal in flow. Under extreme condi­
tions predicted decelerations o f the fluid in the port plate relief 
groove could be as high as 5 x 10J m/sJ although 't'-re is some 
doubt about the ability o f the fluid to withstand such severe 
decelerations in practice. The mass of fluid held in the groove 
acts together with the fluid in the cylinder to form a mass/ 
spring/damper system and a decaying oscillation o f cylinder 
flow occurs, as shown in Fig. 2. Similar behavior occurs at the 
start o f the inlet phase.
An improved digital computer model o f a single cylinder, 
which takes into account the rate o f change of momentum of 
the fluid during port opening, was developed. The pressure 
drop due to the restriction and the rate o f change of fluid 
momentum are analyzed separately and then combined to find 
the total differential pressure.
During conditions where flow passes from the cylinder into 
the diverging groove it is unlikley that the flow will be laminar; 
a certain degree of separation from the groove wall will occur, 
leading to the formation of a jet. In order to simplify the 
theoretical analysis o f port plate flow it was assumed that the 
effective mass of fluid in the jet will be the same as that con­
tained in the uncovered part o f the groove (Fig. 3(a)).
Consider an element o f fluid in the port plate groove (Fig. 
3(f>)). The pressure drop from upstream to vena contracta is
^  (1)2 C]A-
The groove flow area A is a function of instantaneous barrel 
position. To enable a range of configurations to be simulated, 
the variation o f area with rotation was expressed analytically 
for all common groove geometries. The pressure differential 
necessary to accelerate the fluid in the groove is
Pc = pQ \* 2 —  dx + -?~ (F § -F ? )Ox, a 2 (2)
Thus, the total pressure drop from upstream to downstream
I f  the pressure recovery effect and change in dynamic 
pressure is taken into account by the flow coefficient Cq, 
equation (3) becomes
pO2 ■ f'2  1
p^ l c i ^ * pQ 1 , 7 *
For computer simulation purposes, it is desirable to solve 
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Fig. 4 Experimental and predicted variation ot cylinder pressure under­
shoot and overshoot with speed (load, 100 bar; boost 30 bar; full swash)
The equation is solved simultaneously with the continuity 
equation.
V dP.
Q '- Q o- Q l - t - ^  <«>
where Qp is the flow generated by the motion o f the piston 
given by
i D2Qp = —j— «/?*tanar*sinw/ (7)
Ql is the total leakage flow from the cylinder and Q0 is the 
flow from the cylinder through the port plate. Despite the fact 
that some variation in the flow coefficient, Cq, is inevitable
during the pumping cycle, the use o f a constant flow coeffi­
cient o f 0.7 in computer simulation was found to provide a 
good correlation with experimental results.
To simplify the evaluation o f the denominator o f equation 
(S ) during program execution, the integral was expressed in the 
following form.
f ** —  W -  (** - L  A -  ( * ' —  <tr Jx, a Jo a Jo a (8)
The first term on the right-hand side o f the equation is 
dependent only on the groove geometry and is calculated 
numerically prior to the transient simulation. The second term 
on the right-hand side is evaluated numerically and updated at 
each time step as the groove is uncovered. When the groove is 
completely uncovered, the program reverts to the orifice equa­
tion to calculate the cylinder flow, thus
Q0 = C„A  ( [ - 2--/>fpI — js g n f^  -  Pp))  0 3 (9)
The inlet and delivery lines o f the pump were simulated us­
ing constant pressure source and sink models. It was ap­
preciated by the authors that the inlet and delivery line im­
pedance would have a significant effect on the line pressure 
fluctuations. However, this simplification was considered ap­
propriate for the single cylinder model described above.
A comparison o f the experimental and simulated cylinder 
pressure overshoot at bottom dead center (BCD) and under­
shoot at top dead center (TDC) is given in Fig. 4. This shows 
the variation with speed for one port plate design and is one of 
many examples given by Darling (1983). Clearly there is a 
good agreement between the predictions and the experimental 
results.
A multicylinder pump model, which included the effect o f 
fluid momentum, was also developed; this* model included a 
multielement lumped parameter representation o f the wave 
propagation effects in the delivery line. It was found that for 
most loading conditions, cylinder interaction effects had little 
influence on the magnitude o f the cylinder pressure under­
shoot and overshoot at the start o f the inlet and delivery 
phases. Since multicylinder simulations led to lengthy com­
puter run times, most o f the research programme was carried 
out using the improved single-cylinder model.
Following development o f the model, the effects o f silenc­
ing groove design on pump performance were examined 
theoretically, as discussed below.
Port Plate Relief Groove Design
The Influence o f Relief Groove Profile. The most com­
monly used relief groove designs are those which are easily and 
cheaply manufactured. One of the simplest possible designs is 
the sloping square-section groove. Consider the case where the 
port plate timing is nonideal (which is usually the case). There 
w ill be insufficient precompression (or expansion) o f the fluid 
before the cylinder opens to the delivery (or inlet) port. The 
groove area increases rapidly with barrel rotation and the high 
differential pressure across the groove results in a large reverse 
flow into or out o f the cylinder. Large reverse flows are 
undesirable as they lead to large pressure fluctuations in the 
delivery and suction lines. This, in turn, can lead to vibration 
and air borne noise. With continued rotation o f the barrel, the 
reverse flow reduces rapidly as the differential pressure across 
the port place reduces. At the pressure equalization point 
(where the cylinder pressure is equal to that in the manifold) 
the groove area is relatively large and the rate o f change o f 
flow will be high. Thus, the deceleration of the fluid in the 
port plate silencing groove will be high. This leads to a large 
undershoot in cylinder pressure at the start o f the inlet phase 
and a large overshoot at the start of the delivery phase. Clear­
ly, this is undesirable. Since the port plate reverse flow rapidly 
increases and then rapidly decreases the reverse flow peak w ill 
be sharp. Experimental testing confirmed these predictions.
A better design has a sharp sloping triangular groove 
machined with a highly acute milling cutter. Here the groove 
area is initially small and increases at a low rate. Consequently 
the port plate flow will be highly throttled. Thus, despite the 
initially high port plate differential pressure the reverse flow 
peak will be prevented from becoming large. Due to the 
reverse flow the port plate differential pressure reduces. 
Because the relief groove area increases with barrel rotation, 
the reverse flow will be maintained at a high level. As the 
groove area continues to increase then although the reverse 
flow will reduce, the rate of change o f flow will be small. 
Thus, at the pressure equalization point the momentum and 
orifice pressure loss will be low. As a result, the undershoot 
and overshoot in cylinder pressure at the start o f the inlet and 
delivery phase will be small. The magnitude o f the inlet and 
delivery flow ripples will be limited by the restrictive nature of 
the grooves at the start o f the inlet and delivery ports. This is 
highly desirable. Because the port plate reverse flow is initially 
restricted and then maintained at its maximum level, the 
reverse flow peak will be much less sharp. An alternative to 
this design might be to use a less acute milling cutter but 
machine a very restrictive groove at the leading edge o f the 
silencing groove. This additional restriction would help lim it 
the peak level o f reverse flow during the early stages o f port 
opening. Sloping triangular relief grooves have been recom­
mended by previous researchers although the full conse­
quences o f the effect o f fluid momentum were not realized at 
the time.
as the port opens. Although the physical constraints o f the 
groove walls are not present, a high velocity jet nonetheless 
forms in the port plate region. Thus, the fluid is accelerated 
and decelerated during the transition periods at the start o f the 
inlet and delivery phases. This results in a momentum pressure 
loss which is far in excess o f that caused by the orifice pressure 
loss component. Consequently, a port plate without relief 
grooves creates large cylinder pressure undershoots at TDC 
and overshoots at BDC and large pressure fluctuations in the 
delivery and suction lines. This is unacceptable.
These theoretical findings were validated by an experimen­
tal study o f a range o f port plates. An example o f the variation 
o f measured cylinder pressure undershoot with speed is 
presented in Fig. 5. The port plate with semi-circular cross- 
section grooves produced the lowest undershoot while the port 
plate with square cross-section sloping grooves produced the 
highest.
Port Plate Relief Groove Dimensions
The influence o f groove dimensions on cylinder pressure 
and flow was investigated theoretically using data from the 
nine cylinder unit previously described. The basic design pro­
duces low cylinder pressure undershoots and overshoots and 
relatively low inlet and delivery flow ripples. The beginning 
and end o f the inlet and delivery ports (relative to the pump 
dead center) were held constant for these theoretical studies; 
the effect o f groove shape, groove length, groove angle, port­
plate timing and cylinder dead volume on cylinder pressure 
and flow was examined using the improved single-cylinder 
theoretical model.
Relief Groove Slope
As groove slope is increased, the reverse flow rises and the 
cylinder pressure undershoot and overshoot decrease. Because 
the standard port plate is normally restrictive in nature, and 
reduction in the throttling action of the grooves will reduce the 
orifice pressure loss. Thus, as the groove slope is increased the 
port plate becomes less restrictive and the level o f reverse flow 
rises. However, the rate o f change o f flow at the pressure 
equalization point rises and the momentum pressure loss also 
increases as the groove slope is increased. At groove slopes in 
excess of 30 degrees the momentum pressure loss is dominant. 











In a port plate without relief grooves at the leading edge o f Flg. 5 variation ol cylinder pressure undershoot with speed (load. 100
the inlet or delivery ports, the port plate area increases rapidily bar, boost. 30 bar full swash)
inlet phase and the overshoot at the start of the delivery phase 
begin to increase once more. From experimental work, it 
became dear that under high reverse flow conditions a jet was 
formed which extended some distance downstream of the 
relief groove. This effect increased the momentum pressure 
loss and, in general, the predicted cylinder pressure under­
shoot at TDC and overshoot at BDC was less than that 
measured experimentally at high speed or high pressure.
At the end of the inlet phase an undershoot in cylinder 
pressure can occur, solely due to trapping of the fluid in the 
cylinder. Similarly, an overshoot can occur at the end of the 
delivery phase. Thus, as the groove slope is increased the 
throttling action reduces and the cylinder pressure undershoot 
at BDC and overshoot at TDC both reduce. This confirms 
that if  the pump is to be used as unidirectional application, the 
grooves at the trailing edge of the inlet and delivery ports may 
best be removed by simply extending the kidney ports.
A  compromise must be made between high cylinder reverse 
flows and large cylinder pressure undershoots and overshoots. 
The final choice will depend upon the available boost pressure 
and the constraints imposed on the inlet and delivery flow 
ripples.
Relief Groove Length
The length of the relief groove at the leading edge of the in­
let and delivery ports will have very little influence on the 
orifice pressure loss component of the port plate flow..The. 
fluid friction loss along the groove will be very small and the 
orifice pressure loss depends on the minimum cross section for 
flow. However, the momentum pressure loss will be influ­
enced by the groove length since the element of fluid held 
within the groove will be dependent on the groove dimensions. 
The predictions show that the relief groove should be kept 
short if cylinder pressure undershoots and overshoots are to be 
minimized; the level of reverse flow as found to be largely 
unaffected by groove length.
Port Plate Timing
At the design stage it is possible to choose the angular posi­
tions of each of the portplate relief grooves so as to tailor the 
pump timing to a range of operating conditions. However, it is 
often necessary to use an existing port plate design and modify 
the pump timing by rotating the port plate. I f  a port plate is to 
be used in a birotational pump it is common practice to open 
and close the inlet and delivery ports very close to the pump 
dead center. However, if the pump is unidirectional it is possi­
ble to improve the pump performance and reduce cavitation 
erosion of the pump components by rotating the port plate.
I f  the port plate is advanced against the direction of rota­
tion, the cylinder pressure undershoot at TDC and overshoot 
at BDC initially decrease. The reverse flow of fluid at the start 
of the inlet and delivery phases is less restricted by the relief 
grooves and the orifice loss reduces. However, the reverse 
flow rises and the associated momentum pressure loss in­
creases. As a result the characteristic levels off. Advancing the 
portplate also means that the inlet and delivery pons begin to 
close off before the piston has reached the end of the stroke. 
Thus, the port plate flow is highly throttled and the under­
shoot at the end of the delivery phase increases very rapidly. 
Should the cylinder pressure reach very low pressures cavita­
tion of the oil in the cylinder may occur. Port plate damage 
due to cavitation erosion is most severe in the region at the end 
of the inlet port and start of the delivery port. As a result, cav- 
titation at the end of the inlet phase should be avoided if possi­
ble and advancing the port plate should only be considered if 
cavitation at the start of the inlet phase is very severe.
I f  the port plate is retarded such that the inlet and delivery 
ports open late, the trapping effect at the start of the inlet and 
delivery phases w ill increase and can lead to large cylinder
pressure undershoots at TDC and -overshoots at BDC. 
However, the reverse flow will reduce since the port plate is 
more restrictive to flow. The undershoot at the end of the inlet 
phase and overshoot at the end of the delivery phase will also 
reduce as the port is retarded. I f  the ports close later, the flow 
will be less throttled and the trapping reduced.
Cylinder Dead Volume at Mid Stroke
The dead volume in the cylinder at mid stroke is governed 
by a number of factors. The depth to which the piston is 
hollowed out and the distance between the swash plate and 
cylinder barrel both control the volume of oil in the cylinder at 
mid stroke. Theoretical predictions show that the undershoot 
at TDC and overshoot at BDC both decrease as the dead 
volume is increased while the point of pressure equalization is 
delayed and occurs later on the relief groove. Hence, the 
orifice and momentum pressure loss components fall to a low 
level while the cylinder reverse flow increases. Thus, a com­
promise must be made between a large cylinder pressure 
undershoot and overshoot and a low inlet and delivery flow 
ripple.
Conclusions
An experimental and theoretical study of the cylinder 
pressure in an axial piston pump have been carried out. It has 
been shown that the use of the orifice equation to model flow 
through the port plate is inaccurate particularly at high 
pressures and speeds. A high fluid acceleration occurs in the 
port plate relief groove at the start of the inlet and delivery 
phases, and this has a significant effect on the cylinder 
pressure transient. An improved digital computer model was 
developed and excellent agreement between the experimental 
and theoretical cylinder pressures was achieved. It was shown 
that if a port plate is unrestrictive in nature the fluid accelera­
tion at the start of the inlet and delivery phases will be large 
and the effect of fluid momentum will produce a large cylinder 
pressure undershoot at TDC and overshoot at BDC. This also 
applies to port plates without grooves. I f  a port plate is restric­
tive, although the momentum effect will be less significant, the 
flow through the port plate will be controlled by the orifice 
pressure loss and the cylinder pressure undershoot and over­
shoot will be large once again. Thus, good port plate design re­
quires a compromise to be made between the port plate orifice 
and momentum pressure loss components. In terms of the 
magnitude of the cylinder pressure overshoot and undershoot, 
a steeply sloping triangular cross-section groove was found to 
be the most satisfactory form of groove profile.
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Employing Self-Acting Valves
The paper describes a general purpose digital computer model fo r  the analysis o f  the 
pumping dynamics o f  positive displacement pumps employing self-acting valves. 
This model is verified by comparison with experimental tests on a diaphragm 
separator pump. Predicted and simulated cylinder pressure transients and inlet and 
delivery valve dynamics are compared over the complete pumping cycle. Close 
agreement between theory and experiment is achieved. The induction performance 
o f the pump is examined in detail and the effects o f operating conditions on 
volumetric efficiency are presented. The effect o f inlet valve timing on delivery 
manifold pressure fluctuations is also discussed.
In troduction
Positive displacement pumps with self-acting valves are 
often considered superior to those with sliding valve units for 
certain high pressure pumping applications. Self-acting valves 
have a greater tolerance to contamination erosion (Knight, 
1977) and are easy and cheap to replace during maintenance.
Furthermore, when operating at high pressures, the 
clearance paths are small compared to sliding plate valve 
pumps, leading to a potentially higher volumetric efficiency.
Quite apart from their applications in oil-hydraulic systems, 
pumps with self-acting valves are ideally suited in applications 
involving high-water-content fluids (HWCF) at high 
pressures. The low cost and excellent fire-resistant properties 
o f these fluids have been endorsed by extensive use in the min­
ing and steel industries. There is also a growing demand in 
other applications including foundries, glass-making, and 
diecasting machines.
Self-acting valves can be used in a variety o f pump con­
figurations: radial, in-line, and axial piston units are all com­
mercially available. In mining applications, in-line plunger 
pumps are commonly used. These machines are usually run at 
low speeds, typically 300-500 rev/min, which in most cases 
necessitates the use o f a bulky and expensive reduction gear­
box between the pump and the prime mover. Clearly, there is 
considerable merit in driving pumps directly at standard 
motor speeds, obviating the need for a reduction gearbox and 
producing a unit o f much higher power density. High speed 
operation is now a viable proposition due to improvements in 
seal technology. However, in order to ensure high volumetric 
efficiencies at the higher speeds, it is essential to investigate 
pumping dynamics. In particular, methods o f improving valve 
transient response and reducing cavitation during induction 
are required.
Contributed by the Dynamic Systems and Control Division for publication in 
the J o u rn a l or Dynamic Systems. M easurem ent, and C o n tr o l.  Manuscript 
received by the Dynamic Systems and Control Division December 1987; revised 
manuscript received July 1989. Associate Editor: D . Hullender
Diaphragm Separator Pump
This paper reports on a theoretical and experimental study 
of the performance o f an eight-cylinder radial-piston 
diaphragm separator pump incorporating self-acting valves. A 
part-sectioned diagram o f the pump is shown in Fig. 1. In this 
particular design, the pumped fluid (water or HWCF) is 
separated from the crankcase oil by a flexible rubber 
diaphragm installed in the pumping chamber. The tubular 
diaphragm is supported on a steel, lobed, mandrel with the
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pumped fluid flowing through the center o f the diaphragm. 
Fig. 2. The crankcase oil fills the volume outside and transmits 
the pumping action of the piston to the diaphragm and hence 
to the working fluid. Non-return valves, located at the pump­
ing chamber ports, control the direction o f flow from the large 
inlet manifold (which is common to all cylinders) to the 
delivery manifold. Either conical poppet valves or disc valves 
can be used in the design, for the work reported here, disc 
valves with low stiffness return springs were employed. The 
delivery manifold consists o f a series o f pipes o f 10 mm inter­
nal diameter, interconnecting the cylinders in a ring configura­
tion. Full dimensional information on the pump is given in 
Appendix I.
Com puter M odeling
A digital computer model has been developed which is 
capable o f simulating the dynamics o f all pumping com­
ponents simultaneously. Using this model it has been possible 
to examine pumping dynamics and important interactions be­
tween components.
The computer program has been developed using a modular 
approach to assure adaptability to a wide range of pump 
designs. Seven major elements are considered to influence 
pump behavior: the hydraulic circuit, delivery manifold, 
delivery valve, piston cylinder assembly, inlet valve, and inlet 
manifold. Each o f these is simulated by a computer 
subroutine. As each manifold interconnects all cylinders, there 
is the possibility o f interactions between cylinders and 
therefore the program has been arranged to simulate the 
dynamics o f all piston/cylinder assemblies simultaneously. 
The mathematical procedures employed in the model are 
described in a previous paper (Edge et al., 1984); a resume, 
together with new developments, w ill be given here.
-------------- N o m e n c la tu r e -------------------------------------------
A = cross-sectional area of
delivery line or delivery F0 =
manifold F  =
A d = delivery valve flow area K  *
A, -  inlet valve flow area KL =
A p = piston area Ks =
A v -  vent flow area
b = circumference o f bore of
fluid line or delivery ld =
manifold
Bc = bulk modulus o f fluid in /, =
pumping chamber 
Be = effective bulk modulus of m =
fluid in delivery manifold M  =
Bp -  bulk modulus o f fluid in n =
cylinder N  =
Bs = bulk modulus o f rubber pc =
(diaphragm) pd =
c = acoustic velocity
cq = discharge coefficient
dd =  diameter o f delivery valve p , -
discharge passageway 
dj = diameter o f inlet valve en- pL =
trance pasageway pm =
d, = valve seat diameter = dd for pp =
delivery valve p v =
= dj for inlet valve pvjp =
d2 = valve diameter
e = shaft eccentricity q =
/  = valve damping coefficient
(either valve depending on qc =
context) qd =











Fig. 2 Sectioned view of cylinder end pumping chamber
The cylinder and pumping chamber shown in Fig. 2 has 
three volumes: the cylinder-fluid volume, diaphragm 
separator volume, and the pumping chamber volume. The 
diaphragm is considered as a massless membrane having an ef­
fective bulk modulus o f elasticity, corresponding to the com­
pression o f the rubber. Using the flow conventions o f Fig. 2, 
and assuming a linear pressure gradient through the
diaphragm wall, the pumped-fiuid and cylinder-fluid
pressures are to be calculated as follows:
+ (1)
> / [ - ^ + ^ - ]  (2)
Although not considered here, more conventional pumps
q, = flow through inlet valve
qL = flow through load valve
qp = cylinder flow
qs -  diaphragm displacement flow
qv = flow through
cylinder/crankcase vent 
r  = length of piston connecting 
link
s «= position in delivery line or 
delivery manifold 
t = time 
Ve *= volume o f fluid in pumping 
chamber 
Vav = volume o f vapor cavity 
Vm = volume o f fluid in delivery 
manifold 
^min = volume o f fluid in cylinder 
with piston at top-dead- 
center
Vp = volume of fluid in cylinder 
Vs = volume o f rubber 
(diaphragm) 
x -  valve lift (inlet or delivery 
depending on context) 
xd = delivery valve lift 
jr, = inlet valve lift 
6„ = angular location of cylinder n 
pc = density o f fluid in pumping 
chamber 
pp = density o f fluid in cylinder 
r  = shear stress 
w = angular velocity o f drive 
shaft
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spring preload 
hydrostatic thrust on poppet 
valve spring stiffness 
load valve coefficient 
structural volumetric stiffness 
o f diaphragm on supporting 
mandrel
length of delivery valve port 
passageway
length o f inlet valve port
passageway
mass o f spring
mass o f valve
cylinder number
total number of cylinders




pressure upstream o f inlet 
valve port passageway 
pressure at load valve 
manifold pressure 
cylinder pressure 
valve pressure differential 
vapor pressure o f pumped 
fluid
flow at point in delivery line 
or delivery manifold 
flow into circuit 
flow through delivery valve
can be modeled by setting the diaphragm and pumping 
chamber volumes to zero. Assuming that the steady-state 
orifice equation applies for the valves and taking into account 
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These equations only apply for the case when the relevant 
valve is open. When the iniet valve is closed, q, in equation (1) 
is set to zero. Similarly when the delivery valve is closed, qd in 
equation (1) is set to zero.
The discharge coefficient cq is assumed constant, and the 
flow areas for the inlet and delivery valves are A, = xd,x, and 
A d -  xddxd, respectively. The rate at which fluid is displaced 
by the diaphragm, qs, is dependent on the structural stiffness 
o f the diaphragm.
Assuming quasi-steady diaphragm motion
4 - \ ^ - -  (5)1 r dpc _  dpp 1<s L dt dt J
where K, represents the structural volumetric stiffness 
associated with the deformation o f the diaphragm on its sup­
porting mandrel.
The cylinder volume, Vp, is given by
veAp 1^ + -----cos(ut + 8H)
- s in J(«r + f f j ]  J (6)
where 6„ = 2 x ( n - l ) /N  
Differentiating with respect to time gives the cylinder flow
-**4,sin(w/ + 0| )£ i_  - L « * *  + # .)]
QP =     ----------- (7)
[ l  p -  sin2(uf + 0*) j
with t = 0 when piston 1 is at top-dead-center.
The flow through the crankcase cylinder vent, denoted qv in 
equation (2), only takes place when the piston is in the vicinity 
o f the bottom-dead-center and makes up for leakage during 
the pumping stroke. Taking the crankcase to be at at­
mospheric pressure,
■c„A, sgn (pp) (8)
which applies over 8.3 percent o f the piston stroke. When the 
piston moves past the vent, qv =0.
A ir Release and Cavitation. During induction, low 
cylinder pressures can lead to air release and, in extreme cases, 
vaporous cavitation. The dynamics o f this process are d ifficu lt 
to simulate. Despite previous attempts by other researchers to 
formulate a simple model (e.g., Schweitzer and Szebehely, 
1950) there are insufficient data to represent the dynamics o f 
air release under a sufficient variety o f operating conditions 
(Hayward, 1961). In addition, the saturated air-content o f the 
fluid in the inlet manifold is usually difficult to assess. For this 
study, air release and adsorption is assumed to be sufficiently 
slow, compared with vaporous cavitation, to be neglected.
In order to simulate cavitation, it is assumed that when the 
cylinder pressure reaches the vapor pressure, vapor column 
separation occurs in the pumping chamber. The chamber
VALVE.
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Fig. 3 Schematic of inlat valve
pressure is not permitted to fall below vapor pressure and this 
limits the flow through the inlet valve.
Hence, under cavitating conditions, it is assumed that 
dpc/d t is zero and pc in equation (3) is replaced by p vap. The 
difference between the diaphragm displacement flow and inlet 
valve flow is integrated to determined the volume o f the vapor 
cavity.
V a ,v  = - \ ( Q S+Q,)dt (9)
Compression o f the cylinder contents can only take place 
after the cavity has been completely displaced by a combina­
tion o f diaphragm motion and the volume of fluid entering the 
cylinder through the inlet valve. McClov (1970) reports a 
similar approach used in the study o f valve-controlled ac­
tuator systems. This procedure can also be employed for 
mineral oils or water-based emulsions.
Valve Dynamics. A schematic o f the inlet valve assembly 
is shown in Fig. 3. Valve dynamics in an axial direction are ob­
tained by integration o f the force balance equation:
+ / 4 _ + j& + f „  oo ,
dt2 dt
The pressure force Fp is produced by the pressure distribu­
tion acting over the surface o f the valve. On the upstream side 
of the valve, the pressure on the core area of the seat is con­
sidered to be at a uniform pressure. The pressure distribution 
acting over the valve seating area can be obtained by consider­
ing the variation o f the fluid momentum within the clearance. 
Takenata et al. (1964) developed expressions for the thrust on 
disc valves, under a varaiety o f quasi-steady flow conditions. 
Using their model for the case where the flow through the 
valve opening is turbulent and neglecting the viscous terms 
(which are negligible for the case o f high water content fluids), 
the pressure force can be expressed as
. ( ■ £ ) ]  (U )
Elastic impact o f the valve with both the valve seat and 
valve stop are modeled. The rebound velocity o f the valve is 
obtained by multiplying the incident velocity by the coefficient 
o f restition.
Due to similarities in design, the dynamics o f the delivery 
valve can be modeled by the same equations.
Hydraulic Circuit and Delivery Manifold. In a general- 
purpose computer model o f a pump, it is desirable to predict 
pressure fluctuations in the hydraulic circuit. Such fluctua­
tions, sometimes called fluidborne noise, create vibration and 
airborne noise and can also affect pumping performance. Ac­
curate modeling of such effects can be achieved by employing 
distributed parameter analysis o f the fluid in the delivery 
manifold and hydraulic circuit or by means o f a suitable 
method of approximation (such as the modal approximation 
technique developed by Hullender and Healey (1981)). For 
this work it was decided to build on existing experience on the 
use of the method o f characteristics for the modeling o f
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pressure ripple in hydraulic systems (Skarbek-Wazynski, 
1981). The two simultaneous partial differential equations of 
water hammer are reduced to two pairs of ordinary differen­
tial equations which are solved simultaneously, for pressure 
and flow.




























The shear stress, r, is dependent on the Reynolds Number 
and oscillatory flow conditions at the point of consideration 
and is evaluated using the method developed by Trikha (1975). 
Boundary conditions to the solution of these equations are 
taken at the junction between each delivery port pasageway 
and the delivery manifold. When a delivery valve is open, the 
pressures and flows are obtained by solving, simultaneously, 
the delivery valve flow equation with the “ backward” 
characteristics from a neighboring point in the delivery 
manifold.
The loading valve is a simple variable restrictor and is 
modeled assuming a square-law characteristic
(16)
. In using the procedure described above, it was found that, 
in some circumstances, the resultant computer run times were 
long. This is because the differential equations simulating 
fluid motion are numerically stiff and a small time increment 
was required. Fortunately, it is unnecessary to apply such a 
complex analysis to short manifolds of large cross-sectional 
area and to pumps where interest lies in the study of the induc­
tion process. In such cases, a lumped parameter scheme can be 
employed. Brett (1985) shows that, where appropriate, the 
simplified approach gives excellent results and also offers a 
substantial saving in computational effort and time. For the 
lumped parameter representation, the pressure in the delivery 
manifold is given by,
P = Be \ { T id d U ) - q ^ jd t (17)
where the bulk modulus Bc corresponds to the effective 
modulus in respect of the pumped-fluid and the flexibility of 
the manifold walls.
Inlet Manifold. The suction line flow is the sum of inlet 
flows to the pumping chambers. Since the inlet manifold for 
this pump consists of a large circumferential chamber, it is 
possible to assume a constant inlet pressure. To account for 
the case where the inlet line is throttled, a simple square law 
pressure-flow characteristic for the inlet line was assumed.
Complete Model. The series of equations given above are 
solved numerically using Modified Euler integration, as 
described by Brett (1985).
For a specified pump speed and delivery valve setting it is 
possible to predict transient pressures and flows in any 
cylinder and pumping chamber and at various locations in the 
delivery manifold and hydraulic circuit. Instantaneous valve 
positions are also predicted. In addition, mean pump flow can
be determined by considering the mean of the total flow 
through all delivery valves over one revolution of the drive 
shaft. Since the theoretical volumetric displacement of the 
pump is known, the volumetric efficiency is then readily 
established.
{1 2 ) Pumping Performance
Test Rig. In order to assess the accuracy of computer 
model predictions, a comprehensively instrumented variable 
speed test rig was employed. The pump was driven by a 
hydrostatic transmission which enabled tests to be performed 
over a wide range of speeds up to 1500 rev/min. A centrifugal 
pump was used to supply the inlet line of the test pump and by 
boosting or throttling the flow it was possible to control the in­
let pressure in the range -  0.7 bar (g) to 2.0 bar (g). Water was 
used as the working fluid and for the tests reported here a 
screw-down restrictor valve was used to load the pump. The 
maximum delivery pressure was limited to 175 bar at 1500 
rev/min due to power limitations of the drive system. The 
pumping dynamics of one cylinder were monitored by insert­
ing pressure transducers into the pumping chamber and by us­
ing displacement transducers to detect the motion of the inlet 
and delivery valves. In the case of the inlet valve a simple con­
tact transducer was arranged to give a positive signal when the 
valve left the scat; an LVDT was used to measure delivery 
valve displacement. Pressure transducers were also located in 
the inlet manifold and at several points in the delivery 
manifold. Using this rig, a comprehensive series of tests was 
performed over a wide range of speeds and pressures.
Cylinder Pressure Transients During Deliver. A typical ex­
perimental cylinder pressure transient, corresponding to a 
speed of 1470 rev/min and 80 bar mean delivery pressure, is 
shown as a function of time in Fig. 4(a). As might be ex­
pected, the majority of the delivery stroke, from bottom-dead- 
center (BDC) to top-dead-center (TDC), is at high pressure. 
However, fluid delivery and induction phases extend beyond 
the TDC and BDC positions due to fluid compressibility and 
late opening of the valves. (Ideally, the inlet valve should open 
at piston TDC and the delivery valve should open at piston 
BDC.) At the start of the pumping cycle the piston motion 
decompresses the fluid in the cylinder and pumping chamber 
until the differential pressure across the inlet valve is sufficient 
to open it against the force of the return spring. Fluid enters 
the pumping chamber from the inlet manifold and induction 
continues until the piston is approximately in the BDC posi­
tion. The duration of the induction process depends on the 
degree of cavitation and is discussed later.
In this particular design of pump, the cylinder oil is vented 
to the crankcase when the piston is close to BDC. Cylinder 
compression commences when the piston is on the delivery 
stroke and both the vent and inlet valve are closed. The 
delivery valve opens when the cylinder pressure exceeds the 
pressure in the delivery manifold. Cylinder decompression oc­
curs when the delivery valve has closed and with the piston on 
the induction stroke.
During fluid delivery, four distinct pressure peaks can be 
identified on Fig. 4(a). The first peak is due to over­
compression of the cylinder volume as the delivery valve is 
accelerated from its seat. The second peak corresponds to 
maximum piston velocity (piston at the midstroke position) 
and the third and fourth peaks correspond to pressure surges 
created when delivery valves open in consecutive cylinders.
Cylinder pressure transients were predicted using the 
parametric data given in Appendix I. The results obtained us­
ing both distributed and lumped pararmeter models are shown 
in Figs. 4(b)  and 4(c), respectively. Due to the length and 
small bore of the manifold used in this pump, there are signifi­
cant differences between the two predictions. Comparison
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(c )  LUMPED PARAMETER  
MODEL
Fig. 4 Comparison ol axparimental and predicted cylinder pressure 
(mean delivery pressure -  60 bar, Inlet pressure -  0.2 bar (g))
with the experimental results shown in Fig. 4(a) clearly shows 
that the use of the distributed parameter approach is necessary 
i f  accurate prediction o f the amplitude and timing o f the 
pressure peaks is required.
Cylinder Pressure Transients During Induction. Large 
pressure pulses can occur in the cylinder during induction as 
shown in Fig. 4(d). The timing and magnitude o f these pulses 
were found to be strongly dependent on pump speed and inlet 
pressure. At the beginning o f the induction phase the inlet 
valve is accelerated from the valve seat. Due to the small valve 
clearance in the early stages o f opening, the velocity o f the 
fluid through the valve is high; the pumping chamber pressure 
falls to the vapor pressure and a vapor cavity forms. When the 
diaphragm displacement flow and the valve flow are suffi­
ciently large, the cavity collapses. At this instant, the fluid in­
duced through the inlet valve decelerates abruptly to a velocity 
determined principally by the piston velocity resulting in a 
rapid rise in pressure. The theoretical prediction of behavior 
during induction is shown in Figs. 4 (b) and 4(c). The 
predicted amplitude is significantly less than that measured 
but the timing of events is similar. Discrepancies are probably 
due to the simplifications used in calculating cavitation condi­
tions previously discussed. Where induction performance is of 
principal interest the lumped parameter model o f the delivery 
manifold can be employed with little error in the prediction of 
induction. This leads to a substantial saving in computer run 
time. At higher speeds or lower inlet pressure the vapor cavity 
is present for most o f the induction phase and the point o f
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Fig. 6 Volumetric efficiency as a function of Inlet pressure (delivery 
pressure s  40 bar)
cavity collapse occurs during the piston delivery stroke. Under 
these conditions, a pressure pulse is produced after piston 
BDC and the change in fluid velocity is higher because the 
piston is moving in the opposite direction to the induced fluid. 
This gives rise to higher pulse amplitudes.
Delivery Manifold Pressure Fluctuations. The pressure 
fluctuations were measured at a number o f locations in the 
delivery manifold. A typical example is presented in Fig. 5(d) 
together with the results o f a distributed parameter computer 
simulation, Fig. 5(b). In this example the loading valve was 
mounted directly at the end o f a short (200 mm) delivery line; 
this resulted in large pressure fluctuations reaching 80 bar 
peak-to-peak at some locations in the manifold even with a 
modest mean delivery pressure o f 80 bar. Despite the complex­
ity o f the waveform, the computer model predicts all the 
salient features. A discussion o f the frequency components 
comprising this waveform is given by Edge et al. (1984).
The Induction Process and Pump Volumetric Efficien­
cy. The volumetric efficiency of the pump is highly sensitive 
to the induction process. Figure 6 shows predicted and ex­
perimental volumetric efficiency plotted as a function o f inlet 
pressure for two different speeds. As the inlet pressure is 
reduced from 2.0 bar (g), vapor cavities form in the cylinder 
and the pressure pulses created on collapse occur later in the 
induction phase. When a cavity collapses after BDC the 
pressure pulse assists inlet valve closure; the reduction in 
closure time helps to minimize the volume o f the reverse flow 
into the inlet manifold. In addition, as the inlet pressure is 
reduced, the cavity is present for a longer period o f time and 
the effective stroke o f the piston reduces. Maximum 
volumetric efficiency is reached when the volume lost by 
reduced effective piston stroke offsets savings in the reverse 
flow loss. At a speed o f 1470 rev/min maximum efficiency is 
obtained with an inlet pressure of 0.2 bar (g); at a speed o f 
1000 rev/min, a maximum occurs at an inlet pressure o f -0 .3
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Fig. 7 Inlet valve behavior (shaft speed = 1470 rev/min, delivery 
pressure = 80 bar)
bar (g). This behavior appears to be specific to pumps employ­
ing self-acting valves. The effects o f inlet pressure on gear 
pump and axial piston pump volumetric efficiency are 
reported by Maroney (1976) and Ibuki et al. (1977), respective­
ly. Low pressures simply lead to incomplete filling and the 
volumetric efficiency falls with decreasing inlet pressure.
There is close agreement between the predicted and 
measured volumetric efficiencies, particularly at 1000 
rev/min. The overestimate of efficiency at 1470 rev/min is 
largely due to the computer model predicting earlier inlet valve 
closure than that measured.
Inlet Valve Behavior
Typical measurements o f inlet valve behavior are shown in 
Figs. 7(d) and 7(h) (dotted lines), corresponding to inlet 
pressures o f 0.5 bar (g) and -0 .6  bar (g), respectively. The 
measurements only provide information on when the valve 
leaves the seat and therefore comparison with the simulated 
response must be largely qualitative. Nevertheless, there is 
close match between the timing of events. With an inlet 
pressure o f 0.5 bar (g) a pressure pulse “ A  ”  occurs during in­
duction. This has little effect on valve behavior because the 
piston is still on the induction stroke. With an inlet pressure o f 
-  0.6 bar (g) a pressure pulse occurs later in the induction cy­
cle and this is larger in amplitude because the piston is on the 
delivery stroke. This pulse causes the valve to rebound at the 
seat before closing 2mS later.
Delivery Valve Behavior
Figure 8 shows theoretical and measured delivery valve 
displacement at a speed o f 1470 rev.min and a mean delivery 
pressure o f 80 bar. The delivery valve opens when the cylinder 
pressure exceeds the pressure in the delivery manifold and then 
accelerates to the valve stop. The velocity o f valve impact with 
the stop increases with piston velocity which in turn depends 
upon shaft speed and position at the time o f valve opening. 
Typically, when operating the pump at 1000 rev/min the im­
pact velocity is 1.2 m/s and this increases to 2.2 m/s at a shaft 
speed o f 1470 rev/min. Due to the nature o f the instrumenta­
tion used, the measurements exhibit unrealistic overshoots at 
the valve seat and stop positions and therefore it is not possi­
ble to detect valve rebounds. The valve starts to close before 
the piston reaches TDC, at a point when the instantaneous 
delivery pressure rises above the cylinder pressure. The valve 
finally closes, usually between 13 deg and 17 deg after TDC. It 
was found that the point in the cycle when the valve closes is 
relatively insensitive to operating conditions.
Inlet Valve Timing
In order to investigate the effect o f inlet valve timing on 
delivery performance, the computer model was modified to 





Fig. 8 Delivery valve behavior (ahalt speed = 1470 rev/min, delivery 
pressure = 80 bar)
program user. For this investigation, the modeling o f the in­
duction process was disabled. In terms o f the delivery process, 
this corresponds closely to the behavior o f a noncavitating 
pump with mechanically driven inlet valves. The main advan­
tage o f such an arrangement is that the inlet valve can be ar­
ranged to close earlier than a self-acting valve. As a result, 
compression begins earlier and the delivery valve opens earlier 
in the cycle. The piston velocity at the point o f valve opening is 
therefore reduced and this in turn leads to a reduction in the 
surge in cylinder pressure produced by inertia forces of the 
fluid and valve and reduces the valve impact velocity at the 
valve stop. Volumetric efficiency is improved and the in­
creased flow through the delivery valve maintains a positive 
differential across the delivery valve for a larger proportion o f 
the delivery phase. This forces the delivery valve to remain 
open longer and it closes in a single motion rather than in two 
steps.
Effect of Inlet Valve Timing on Delivery Manifold Pressure 
Ripple. The amplitude o f delivery manifold pressure fluc­
tuations at pumping frequency is dependent on the point in the 
cycle when the inlet valves close since this in turn affects 
delivery valve timing. By advancing inlet valve closure to a 
point corresponding to piston BDC, the predicted pressure 
peak-to-peak fluctuation falls to 30 bar (compared with 80 bar 
for the self-acting valve case). Clearly this is highly desirable. 
However, for the standard pump this benefit could not be ob­
tained as cylinder compression cannot commence until the 
vent connecting the cylinder with the crankcase is closed.
Conclusions
A computer model has been developed which simulates the 
pumping dynamics of positive displacement pumps incor­
porating self-acting valves. A ll major elements are included in 
the model and interactions between cylinders are taken into 
account. The model is readily adapted to suit a wide range of 
pump designs but this paper describes its application to the 
study o f the performance o f a diaphragm separator pump. 
The model has been verified by comparison with results of ex­
perimental tests on a well-instrumented test rig.
The relative merits o f modeling the delivery manifold by 
lumped and distributed parameter models has been discussed. 
For the diaphragm separator pump, a distributed parameter
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approach is shown to be necessary to achieve accurate model­
ing of the cylinder pressure transient over the pumping cycle.
Induction performance has been carefully examined and it 
is shown that pressure pulses can occur during induction due 
to the collapse o f vapor cavities. These pulses affect the 
dynamics o f the inlet valves which, in turn, affects pump per­
formance. Volumetric efficiency was found to be strongly 
dependent on mean inlet pressure. As inlet pressure was re­
duced, volumetric efficiency increased to a maximum before 
falling rapidly beyond this point. This is a characteristic which 
appears to be specific to pumps with self-acting valves.
Simulation o f a pump with mechanically driven inlet valves 
shows that inlet valve timing has a significant effect on pump 
performance. By advancing the point o f inlet valve closure, a 
smoother delivery valve motion is achieved, together with im­
proved volumetric efficiency and reduced delivery manifold 
pressure fluctuations. However, for the pump considered 
here, the introduction o f mechanically driven valves would be 
unacceptably complex. Moreover, problems might occur when 
pumping heavily contaminated fluids. Even where mechanical 
operation is possible, some compromise would be necessary as 
ideal inlet valve timing depends on speed and inlet pressure.
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A P P E N D I X  I
Pump Dimensions and Parametric Data Used for Simulation 
Studies
Dimensional Information
Theoretical volumetric displacement = 0.154 L/rev
Piston stroke = 24 mm
Volume o f water in pumping chamber
(mean) = 56 cm3
Volume o f rubber diaphragm = 122 cm3
Volume o f oil in cylinder = 112 cm3
Maximum inlet valve lift = 3.7 mm
Maximum delivery valve lift = 1.2 mm
Length o f delivery manifold = 1.28 m
Length o f discharge line = 200 mm
Parametric Data
A =0.785 cm2 for manifold, 5.07 cm2 for delivery line 
A , = 8.04 cm2 
A,. = 6.3 mm2 
b = 3 l.4  mm for manifold, 79.8 mm for delivery line 
f ic = 2.16 GPa (Water)
Bp -  1.5 GPa (Oil)
Bs -  1.3 GPa (Rubber) 
c= 1250 m/s 
cq = 0.6 
dd = 9 mm 
d, = 14 mm
d2 = 14 mm (delivery valve), 20 mm (inlet valve) 
e= 12 mm 
/ =  0 (both valves)
F0 = 20N (delivery valve), O N (inlet valve)
K  = 3KN/m (delivery valve), 1 KN/m (inlet valve)
Ks = 58.8 GPa/m3 
ld = 38 mm 
/, = 42 mm
m = 2g (delivery valve), Ig (inlet valve)
M =  16g (delivery valve), 20g (inlet valve)
7V= 8
Pvip = 2120 Pa (Water at 18’ C) 
r  = 90 mm 
Vc = \\2  cm3 
Pmin=263 cm3 
Vp = 40 cm3 (mean)
Vt = 122 cm3 
pr = 1000 Kg/m 3 
pp = 870 Kg/m 3
coefficient o f restitution for valves = 0.3
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Displacement Pumps
Regenerative systems are frequently encountered where positive displacement pumps 
and motors are to be tested at high pressure levels or fo r  prolonged periods. However, 
there is little published information regarding the design and performance o f  these 
systems. This paper aims to redress this shortfall by developing general relationships 
applicable to regenerative systems as well as presenting the design o f  a system fo r  
a specific application. The steady running performance o f  a system has been sim­
ulated, and it is shown that the system operates with a good power saving over a 
wide range o f conditions. The dynamic behavior o f  the system has also been predicted 
and several areas o f  caution noted.
In troduction
During development o f pumps and motors it is necessary to 
test units over a wide range o f operating conditions. Often this 
is achieved with a hydrostatic drive, as shown in Fig. 1.
The drawback with this type o f system is that the power 
available for the unit under test is limited by the available 
supply power and the efficiency o f the variable speed drive. 
Furthermore, i f  a large unit is to be tested at high speeds and 
high pressures this can lead to excessive power requirements 
and high running costs, not to mention elevated capital costs. 
To ease this problem a regenerative system can be used.
The objective o f a regenerative system is to make more power 
available at the component under test than is supplied to the 
system. The heart o f the system is the regenerative loop shown 
in Fig. 2. The hydraulic motor drives the pump, either directly 
or through a geared shaft, which converts the shaft powe: ,o 
fluid power. The delivery flow from the pump is then returned 
directly to the motor for conversion back to shaft power.
For the regenerative loop to function as shown the torque 
produced by the motor must, at the required operating pres­
sure, balance the torque requirement o f the pump, with an 
allowance for the gearing losses; and the delivery flow from 
the pump must equal the flow requirement o f the motor at the 
desired shaft speed. The inclusion o f gearing in the shaft is 
often necessary i f  a pump is to be tested at high speeds that 
cannot be sustained by the motor or i f  a motor is to be tested 
at low speeds that cannot be accommodated by the pump.
Types o f Regenerative System
The circuit shown in Fig. 2 would only function in the re­
quired manner i f  the units and gearing were lossless, leading
C o ntribu ted  by the D ynam ic Systems and C o n tro l D iv is io n  fo r  pub lica tion  
in  the J o u rn a l o f Dynamic Systems, M easu rem en t, and  C o n tr o l.  M anuscript 
received by the D ynam ic Systems and C o n tro l D iv is io n  M a rch  27, 1990; revised 
manuscript received December 14, 1990. Associate  E d ito r: A . Akers.
to a perpetual motion machine. In a real regenerative system 
it is necessary to provide an energy input to replenish losses, 
and to introduce additional elements to enable some degree of 
control o f the test parameters. Various circuit configurations 
have been proposed and a discussion o f the most common 
arrangements is given by Thoma (1964).
There are basically three ways to create a regenerative sys­
tem. First the loop may be designed to give a torque balance 
on the shaft connecting the pump to the motor. In this case 
the pump will provide insufficient flow to drive the motor and 
so an external flow source will be required to make up for 
losses. A typical circuit is shown in Fig. 3.
The second option is to design the loop to give a flow balance. 
In this case the motor will provide insufficient torque to drive 
the pump and so an additional source o f torque must be sup-
GEARING
Fig. 2 The regenerative loop
TEST UNITS LOAD SYSTEM
BOOST PURGE BOOST
Fig. 1 A basic pump/motor test system
714 / Vol. 113, DECEMBER 1991 Transactions of the ASME
©=g
BOOST
Fig. 3 Regenerative system with hydraulic make-up
TEST UNITS
© o
Fig. 4 Regenerative system with mechanical make-up
plied, either through gearing or directly to the main shaft as 
shown in the system o f Fig. 4. This provides a convenient 
method o f controlling the test-unit speed, although if  variable 
speed testing is required then either a variable speed drive or 
a multi-ratio gearbox is required.
The third option is to ignore the balance o f the loop during 
the design stage and provide both extra flow and torque to 
make up for losses. Although more costly this arrangement 
caters for a greater range o f test-units.
Despite their popularity very little information on regener­
ative drives appears to be available in the literature. Thoma 
(1964) provides basic system equations but gives no details on 
component selection or system performance. Zarotti (1989) 
has discussed the problems of control of one particular type 
of circuit but does not provide details o f system design. This 
paper attempts to redress these shortcomings by providing full 
details o f mathematical modelling and a detailed simulation 
study o f the steady running and transient performance of one 
particular circuit.
A Case Study
As part of a research programme it is required to test a 
variable displacement axial piston pump at speeds up to 500 
rad/s and pressures up to 35 MPa. A flow source is available
Fig. 5 The regenerative pump-test system
which can supply up to 4.1 x  1 0 '3 mJ/s, subject to a power 
limitation o f 1 lOkW. A comparable variable speed drive is not 
available and consequently the first type o f regenerative system 
is proposed. The circuit o f Fig. 3 is unsuitable however since 
the test-pump would require a full-flow boost system; the boost 
pump would have to be at least twice the size o f the test-pump 
i f  a typical constant speed boost-pump drive is used.
A more suitable design o f regenerative system is shown in 
Fig. 5. Here flow from the motor is returned to the test-pump 
inlet avoiding the need for a full-flow boost. The total flow 
through the motor exceeds the flow demand o f the test pump 
by an amount equal to the supply flowrate. A loading valve 
has been placed between the test-pump delivery and motor 
inlet. This is because the power limitation on the supply system 
limits the supply pressure to approximately 25 MPa at full 
flow and this falls short o f the desired 35 MPa test-pump load 
pressure.
For initial analysis and component selection purposes steady- 
state relationships are sufficient. The dynamic behavior o f 
regenerative systems will be examined later. Consider firstly 
the basic equations for the pump and motor.
The pump torque is given by
,- XpDpApp
l  p — ( i )
VmP
and the motor torque by
Tm = T)mMX MD M&.pst 
The pump flowrate is given by
QP = r)vPXpDfilp  











N o m e n c la tu re
K = relief-valve linear flow-pres-
Be = effective bulk modulus of sure coefficient
fluid and supply pipe Pc = relief-valve differential pres­ r)c = gearbox overall efficiency
cf = dimensionless load-dependent sure setting 7}m = mechanical efficiency
torque-loss coefficient P = pressure ij0 = overall efficiency
c , = dimensionless slip-loss coeffi­ P = rate-of-change o f pressure i)v = volumetric efficiency
cient Q = volumetric flowrate /x = dynamic viscosity o f fluid
c v = dimensionless viscous torque- R = gearbox speed ratio = i iP/UM r  = time constant
loss coefficient s = laplace operator Q = rotational speed
D = volumetric displacement of T = shaft torque tl = rate-of-change o f rotational
pump or motor Vs = supply pipe fluid volume speed
G = regenerative system power X = fractional displacement u)„ = natural frequency o f second-
gain (swash) o f pump or motor order transfer function
Us) = transfer function numerator Ap = pressure differential Subscript M  refers to the motor
J = inertia o f components on f = damping ratio o f second-order Subscript P refers to the test-pump
shaft, referred to pump transfer function Subscript S refers to the supply pump
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Combining this with Eqs. (1) and (2) gives
RXpDpApp- T)GT)mpr)mMXMDMApM (6)
Flow continuity requires the inclusion o f the external supply, 
so
Qm —Qp + Qs 
Substituting from Eqs. (3) and (4)
VvM
■ = T}vPXpDf£tp + Qs
(7)
(8)
The supply-pump flowrate can also be expressed in the form 
o f Eq. (3) and Eq. (8) rearranged to give
VvsXsDstisQP=
( X MP M\  
\  R lv *  )
(9)
, pXpDp
Power Gain. Since the purpose o f a regenerative test system 
is to test a component at higher powers than are available 
externally some measure o f the excess test power is required. 
This paper adopts the “ power gain”  G, defined as the ratio 




Introducing Eq. (1) to eliminate the torques gives
q  _ 1}mS _Xp Dp &Pp Q/»
VmP * S  & S  & P S  « S
which can be combined with Eqs. (6) and (9) to give
G = -
VcVosPlos I ~  I 
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The pressure ratios ApM/Aps and ApM/A pP cannot exceed un­
ity. The maximum power gain occurs with the most efficient 
components and the loading valve fully open. For known sys­
tem pressures it is possible to evaluate a maximum power gain 
G based on lossless components. This might_then be used to 
define a regeneration “ effectiveness”  as G/G.
Component Sizing. For this type o f regenerative system 
the torque balance must be achieved. Since the test-pump pres­
sure differential must always be greater than the motor pressure 






For operation at both full test-pump and motor capacity
D m>-
RDf
V G lm b flm P
(14)
According to Eq. (9) the test-pump speed decreases as the 
motor size is increased. Consequently it is desirable to select 
a motor size which just meets the requirements o f Eq. (14), 
otherwise the maximum flow demand from the supply-pump 
will be increased and the power gain reduced. Note that since 
the efficiencies in Eqs. (9) and (14) cannot exceed unity the 
motor outlet flow will always exceed the test-pump flow de­
mand. The excess passes through the boost-line relief-valve 
back to the reservoir.
The design process is iterative since the test-pump, motor 
and gearbox efficiencies are initially unknown. Moreover the 
size o f the motor required depends on the gearing ratio which 
in turn depends on the speed capabilities o f the motor. In this
particular case at the power levels required the maximum speed 
for an axial piston motor is typically around 210 rad/s. Con­
sequently a gearbox with a ratio o f 2.4:1 is necessary to achieve 
the desired maximum test-pump speed and has been used here.
In this case study it was possible to make a good estimate 
o f the motor efficiency but the test-pump efficiency was com­
pletely unknown. This is due to the high speeds at which the 
pump is to be tested for which no data are yet available (and 
at which the efficiencies are likely to be reduced). The only 
option was to choose the lowest test-pump efficiency that is 
expected. The initial mechanical efficiency estimates were 
TfmP=0.S0 and ijmM=0.90. A fter taking the gearbox efficiency 
into account (tjc = 0.95) this gives a required motor size o f
5.1 x 10~5 mVrad. Examination o f manufacturers catalogues 
identified a motor near this size with a capacity o f 4.8 x  10~5 
m3/rad and with a maximum speed o f 210 rad/s. Although 
smaller than the requirement above this motor has a higher 
mechanical efficiency 7 ^ = 0 .9 6 . I f  this figure is used with 
the available motor size a torque balance w ill be achieved 
providing r)mP^.0.799. Should the test-pump mechanical ef­
ficiency fa ll below 0.799 at certain test conditions a torque 
balance w ill not be achieved. However the system can be op­
erated in nonregenerative mode by closing the delivery line 
connecting the test-pump with the motor. This results in a 
system identical to that in Fig. 1.
Steady Running Performance
The prediction o f steady running performance o f the com­
plete system has been performed using a simple iterative com­
puter program based on Eqs. (6), (9), and (12), together with 
models for the loading valve and the variation o f the efficiency 
o f the system components with operating conditions.
The Loading Valve. The loading valve is a conventional 
differential pressure relief-valve, chosen since the flow-pres- 
sure characteristic o f this component is nearly perpendicular 
to the flow-pressure characteristic o f a pump. A  loading device 
such as a flow control valve or a square-law orifice restrictor 
could result in the test-pump and loading valve having near 
parallel operating characteristics, leading to potential problems 
with system stability.
Under normal operating conditions the flow through the 
loading valve is the test-pump delivery flow QP. The operating 
characteristic o f the valve is modelled by
Qp—K {A pp—Ap/tf—Pc) 
Combining Eqs. (3), (6), and (15) gives
■(
( X MP M 





The loading valve differential pressure setting Pc must clearly 
be reduced as the test-pump speed increases. The peak test- 
pump speed w ill occur when Pc = 0 and the motor pressure 
differential reaches the lim it imposed by the supply power 
limitation.
Efficiency Characteristics o f Pumps and Motors. It is ap­
parent from Eqs. (6), (9), and (12) that component efficiencies 
play a key role in the performance o f a regenerative system. 
A  model is therefore required for the efficiency characteristics 
o f a pump or motor. A  simple model is sufficient and the 
constant coefficient Wilson model is used here (Wilson, 1949).
For the pump
, CsP ( aPp\  
VvP Xp [fiSlpJ (17)
and










Fig. 6 Steady running performance of the regenerative system at full 
supply power (Ps = 26 MPa)
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For the motor and supply-pump the coefficients have been 
evaluated from manufacturers data, yielding CM -  1-1 x 10"8, 
C/m = 0, Ckm = 2.27 x 105, C js  = 4.83 x  10 , 0 5  = 2 .0 x1 0 "3 
and CvS = 2.63 x 105. For the test-pump matters are more com­
plicated. Several sets o f data were obtained from the pump 
manufacturer covering a reasonable range o f pressures and 
speeds up to 350 rad/s. From this data coefficient values were
estimated CtP= 5 x  10 CfP= 5.35x10 and
CvP= 2.20x 105 - although the actual test-pump characteristics 
may be rather different at higher speeds.
The assumption o f constant loss coefficients is made to 
simplify the analysis. These coefficients often vary over the 
operating range of a pump or motor and may be modeled as 
functions o f the operating conditions (McCandlish and Dorey, 
1984; Dorey, 1988).
System Performance. The first requirement is to know the 
performance o f the system at full test-pump and motor ca­
pacity, and using the full supply power of 1 lOkW. It is assumed 
that the test-pump boost pressure is set to 1.0 MPa. With the 
data above, at a typical operating temperature o f 50°C, the 
maximum achievable test-pump speed is 338 rad/s with a test- 
pump pressure differential o f 30.6 MPa and a power gain of 
1.45. This falls significantly short o f the desired operating 
speed and power levels. However the modeled test-pump me­
chanical efficiency is higher (rjmp = 0.954) than that assumed 
in the sizing of the motor and this has important implications 
for the attainable speed o f the system. According to Eq. (13) 
the motor swash can be reduced, with a corresponding reduc­
tion in the motor mechanical efficiency, until a torque balance 
is just achieved with the loading valve fully open. The term 
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and reduces as X M is decreased. The shaft speed will thus
SUPPLY PUMP SWASH Xs
Fig. 7 Steady running performance of the regenerative system at re­
duced supply power
increase, reducing X m/Vim  further, until a new flow balance 
is achieved. Any reduction in the test-pump volumetric e ffi­
ciency due to the higher speed is offset by the reduction in the 
test-pump pressure differential needed to achieve the torque 
balance.
In Fig. 6 the test-pump speed is shown as a function of 
the motor swash X M, for a range o f operating temperatures 
and load valve settings, assuming that the full supply power of 
110 kW is utilized. Point “ A ”  on Fig. 6 is the operating point 
discussed above. The speed reaches a maximum value o f 595 
rad/s, clearly demonstrating the benefit o f “ trimming”  the 
motor. The only other technique that could be used to increase 
the speed is to provide additional supply flow. A t full motor 
displacement and 50’ C an extra 5.5 x 10"4 m3/s (33.0 litres/ 
min) would be required to achieve a speed o f 500 rad/s.
Figure 6 also gives the power gain, which is in excess of 
G = 2 at the desired maximum test-pump speed, suggesting that 
the pump may be tested at powers up to 220kW. Even at lower 
speeds there is a considerable saving in terms o f power regen­
eration.
Figure 6 shows the effect o f trimming the motor swash when 
using the full supply power. It is also possible to vary the 
supply-pump swash to change the test-pump speed. Figure 7 
shows the effect that supply-pump swash has on system per­
formance with a constant temperature o f 50°C, full test-pump 
swash and the motor swash fixed at X M= 0.92. Again the boost 
pressure is set to 1.0 MPa. In general, reducing the supply- 
pump swash reduces the system speed; however, the system 
speed can be increased by reducing the loading valve setting 
Pc. It is important to note that reducing the loading valve 
setting reduces the supply power requirements but increases 
the power gain G such that the power available at the test- 
pump also increases. Unfortunately this is at the expense of 
the test-pump loading pressure. It is not possible to obtain the 
desired loading pressure o f 35 MPa except at low speeds and 
high loading valve settings.
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Fig. 8 Response of the regenerative system to step changes in various 
parameters
Temperature Effects. The expressions for pump and motor 
efficiencies include the fluid viscosity /z. This property is very 
dependent on the fluid temperature. In the test programme 
for the actual system it is proposed to work at fluid temper­
atures between 40-70°C. Over this range the fluid viscosity 
varies from /z = 0.0275 Ns/m2 to n = 0.0088 Ns/m2. This three­
fold variation will have a significant effect on the test-pump 
speed and this is reflected in Fig. 6. It is clear that if  the fluid 
temperature is allowed to vary there could be problems, but 
the use o f a temperature controller may result in the test-pump 
speed cycling between two limits.
Figure 6 suggests that the regenerative system will only func­
tion correctly at fully supply power over the range 36-69"C. 
Below 36QC the system can only operate in the same mode as 
Fig. 1, with the test-pump pressure differential less than the 
motor pressure differential to achieve a torque balance. The 
lower speed limit in Fig. 6 is due to the predicted test-pump 
volumetric efficiency falling to zero. However, as stated pre­
viously, it is unrealistic to assume that the coefficient values 
given above will apply over the fu ll range o f conditions shown 
in Fig. 6. It is probable then that the actual system functions 
at temperatures above 69#C, although the speed will be low.
A further problem is that the temperature will vary around 
the regenerative loop according to local pressure and sources 
o f heat. I f,  for example, a test is carried out in which the test- 
pump load is rapidly reduced this will lead to a change in the 
fluid temperature around the regenerative loop. The system 
will therefore undergo two overlapped transient processes, one 
due to the load pressure change and another due to the loop 
temperature change. This effect still requires further investi­
gation.
Dynamic Analysis
The system equations are readily extended to include dy­
namic effects. In general the modifications can be confined to 
the torque Eq. (5) and the flow Eq. (7); loading valve dynamics 
may be neglected.
The torque equation could be extended to allow for torsion 
of the drive-shaft. A simpler approach however is to assume 
stiff shafts and just allow for the inertia o f the components 
on the drive-shaft, so that Eq. (5) becomes
j q p = U o Im _ Tp (22)
R
This equation neglects damping, as does Eq. (5). The primary 
source o f damping is viscous friction within the gearbox. In 
the test system however the gearbox is not oil-filled, using 
spray-bar lubrication, and so damping has been neglected.
The flow equation is modified to allow for the compressi­
bility o f the fluid in the supply line. The supply line in the 
actual system is several meters in length—the boost and load 
pipes are significantly shorter and the compressibility effects 
in those components can be neglected. Equation (7) becomes
Ps = Qs + Qp ~ Qm  (23)
To obtain system transfer functions the equations may be 
linearized and solved simultaneously. The results are presented 
in the Appendix, along with values o f the transfer function 
parameters at two slightly different test conditions. A ll o f the 
transfer functions o f interest involve a second-order lag term. 
The transfer function relating the test-pump speed to the sup- 
ply-pump swash has a simple gain term K  in the numerator. 
A ll other transfer functions have a first-order lead term 
/k(l + rs ). For the relationships between the test-pump speed 
and the test-pump swash, and between the supply pressure and 
the loading valve pressure setting the time-constant r  is neg­
ative, indicating a non-minimum-phase system. In the case o f 
the supply pressure/loading valve setting transfer function the 
time constant is very small. This is not the case for the test- 
pump speed/test-pump swash transfer function. I f  the non- 
minimum-phase element is enclosed in a control loop stability 
problems may arise. The data in the Appendix indicate a fur­
ther problem in that the time-constant o f the test-pump speed/ 
test-pump swash transfer function may become positive at 
some operating conditions.
Figure 8 shows typical results o f a full dynamic simulation, 
including the compressibility o f the small amounts o f fluid in 
the boost and load pipes, to evaluate the response o f the system 
supply pressure and test-pump speed to step-changes in the 
supply pump swash, loading valve setting and test-pump swash. 
The test-pump speed characteristic clearly displays nonmini- 
mum-phase response to the step-decrease in test-pump swash 
(point ‘A ’). As the test-pump swash is decreased, for a given 
load pressure, the torque demanded by the test-pump is re­
duced. Consequently the excess torque provided by the motor 
initially causes the shaft to accelerate. This increases the flow 
demand o f the motor; even though the shaft is accelerating 
the test- and supply-pumps cannot supply the motor with suf­
ficient flow and so the shaft decelerates to a new, lower, speed. 
As the test-pump swash is returned to the original setting the 
speed initially decreases and then returns to the original level 
(point ‘B’ ).
The loading valve constant K  also has a significant effect 
on dynamic performance. As K  is reduced the natural fre­
quency u„ increases and the damping ratio f  decreases. With 
K values representing the flatter flow-pressure characteristics 
o f a flow control valve the transient behavior o f the system 
can be highly oscillatory, hence the choice o f a relief valve for 
loading duties.
Control of Regenerative Systems. There are few parame­
ters that may be used to control the regenerative system. The 
loading valve setting is unlikely to be used as a control pa­
rameter as it cannot be rapidly changed. Furthermore since 
the test-pump is the component being examined it may not 
always be appropriate to vary the test-pump swash although 
this is the method adopted by Zarotti (1989). I t  is likely then 
that for steady running tests the motor swash w ill be preset to 
give the desired speed; the fluid temperature w ill be inde­
pendently maintained within predetermined limits and the sup­
ply flow will be controlled to maintain a nominally constant 
shaft speed.
Since the test-pump speed is known to be higihly sensitive to
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unit efficiencies it may be necessary to provide a feedback 
control system to maintain the speed within required limits. 
The fact that the transfer function relating test-pump speed to 
test-pump swash is nonminimum-phase necessitates careful de­
sign o f the control system i f  the test-pump swash were to be 
used as a control parameter.
Conclusions
In general, regenerative systems are simple to design and 
use, offering considerable advantages in terms o f the savings 
in power costs. It is possible to size components using a min­
imum amount o f information. It is shown that regenerative 
systems are sensitive to the efficiency o f components under 
test and accurate information is required i f  realistic predictions 
o f system performance are required.
There are two major areas fo r further investigation. The 
effect o f temperature on system performance is assumed to be 
important in view o f the effect that temperature has on com­
ponent efficiencies. The possible superposition o f thermal and 
mechanical dynamic effects is o f particular interest.
The control o f regenerative systems is also an important area 
for further work especially in the context o f dynamic per­
formance testing o f pumps and motors.
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A P P E N D I X  
Regenerative System Transfer Functions
Transfer functions have been obtained which relate the test- 
pump speed or the supply pressure to the suppiy-pump swash 
X s, the loading valve pressure setting Pc or the test-pump swash 
X P. A ll transfer functions take the general second-order form
S2 + 2fa>„s + aj*
(A l)
where
1 (  VgCvmpDm
J \  R2
+ CvPpDP+
X p{ X p +  Cfp)Dp\
aK










The term I ( s )  depends on the input parameter.
The transfer function relating test-pump speed and supply 
pump swash gives
r / , 2 (  Be \  / vg(X m - C fM)D M (X P+ C fp )D f\
! ) ""=V y / \ ------* -------------- '« )
(A5)
Hence
7(5 ) =  AT, (A 6)
The transfer function relating supply pressure to the supply 
pump swash gives
7(s)w ‘
_  /  Be \  / r\GCVMi




7(5) =  ^ ( 1 + 7 , 5 )  (A  8)
The transfer function relating test-pump speed to loading 
valve pressure setting gives
Vg  (  X m  ~  C i m ) D m C sp
+  ( CssDs +  Cm D m) ( X P + C jp )  | — 
Therefore
j Cfp)Dp (A9)
7(5) =*3 (1+7 -25 ) (A 10)
The transfer function relating supply pressure to the loading 
valve pressure setting gives
- (S) H r4'*"’') fir) - ©  fiffi
( A l l )
Thus
2  ( Be \  T / V c(X M— Cjm )D m ^  (X p +  C jp )D p\
w’" W L \  * « /
x ( ^ _ £ ^ )  + ( c ,sDs^ + c „ D v)
X h e ^ +CuPDF+x'<x^ r> & j j (A2)
7(5)=Ar4( l + T>s) (A12)
The transfer function relating the test-pump speed to the 
test-pump swash gives
r. , 2 I B e \  ( vg (X m ~  C/m )D m  (X P+ C fp )D p \ /D p ilp \
t e /  {-------*  a )  [  .  )
_ /  \  /  Cs$Ds CspDp  ^ CsmDm\
\Vsj) \ M Pa P )
. . ( *  . . (X p +  C/p)DpQp\
*  — i t — )
Thus
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/(5)=A ',(1+T*S) (A14)
The transfer function relating the supply pressure to the test- 
pump swash gives
/(J tu 2-  ( ^ E\  ^  X y f(X p + C fp)DuDp\
{S)U3'-\Vsj)[ R2 +C^ + Tk j
x + _ Xf>Dp^
«A15>
Hence
I  (s )u i = Kt( 1 +  TiS) (A16)
Values o f the transfer function parameter are listed in the table
below for full test-pump and supply pump swash, a loading 
valve setting Pc = 1.5 MPa and two values o f motor swash.
Parameter II o i ii © is
h>„ 3.89 rad/s 3.34 rad/s
r 0.66 0 .7 7
540 rad/s 574 rad/s
A': 139 bar 188 bar
1.02 s 1.02 s
K , -  4.0 (rad/s)/bar -  5.2 (rad/s)/bar
T; 0.21 s 0.21 s
*4 2.27 2.48
-0 .0 6 4  s -  0.079 s
Ks 185 rad/s -2 3 1  rad/s
T* -0 .9 6  s 1.29 s
753 bar 1042 bar
Ti 0.32 s 0.32 s
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Tests have been performed on a range of different poppet and disc valves operating under steady flow, non-cavitating conditions, for 
Reynolds numbers greater than 2500. The working fluid was water, and the axisymmetric valve housing was constructed from clear 
perspex to facilitate flow visualization. Measured flow coefficients and force characteristics show marked differences depending on valve 
geometry and opening. These differences are explained with reference to visualized flow patterns.
NOTATION
a orifice area





Jr normalized flow force
F measured opening force on poppet
h gap between valve and seat =  z sin (0)
I width of valve overlap
F  DOWN downstream pressure
Pur upstream pressure
Py c vena contracta pressure
Q flowrate
Re Reynolds number »  Q d J (A 0 v)
z axial opening of poppet
AP pressure drop =  -  Pdown




Seating valves such as poppet and disc valves are com­
monly used in fluid power applications. They offer a 
number of advantages over spool valves, in that they 
can provide a positive seal and do not require very fine 
machining tolerances. They are self-cleaning and resist­
ant to contamination; the likelihood of solid particles 
causing a seating valve to jam is low. In addition, a 
relatively small movement of the poppet can open up 
a large orifice area. Seating valves are widely used in a 
variety of applications in which their low flow resistance 
and robustness make them ideal Examples include 
internal combustion engine and piston pump porting 
valves, and pressure control valves (relief valves, non­
return valves).
The valves may be designed to have line contact only, 
such as poppet valves with sharp-edged seats, or 
contact over an annular area, such as disc valves or 
poppet valves with chamfered seats. True line contact is 
impracticable and valves with contact over an annular
The M S was receiwed on S October 1989 and was accepted fo r pabUcahoa on 5 
M arch m i.
area are more resistant to damage. Poppets are gener­
ally conical but various shapes are found in practice, for 
example spheres or truncated cones.
The work reported here forms part of a study of the 
flow characteristics of self-acting porting valves in 
reciprocating pumps. As these valves are operated 
entirely by the pressure forces exerted by the fluid, the 
relationship between the flow, pressure and force on 
these valves is critical to their operation. This is particu­
larly true in the case of the inlet valve, for which the 
available pressure drop is limited. Incorrect design can 
lead to delays in their opening and closure and reduced 
volumetric efficiency, as well as increased cavitation and 
noise.
A full investigation of valve behaviour in such pumps 
requires a study of the transient characteristics of the 
valves and the effect of cavitation. The work presented 
in this paper reports on the early stages of this study in 
which die steady state characteristics of poppet and disc 
valves were studied.
1.1 Previous work
Although many researchers have published results of 
experimental work on the steady state characteristics of 
poppet valves and disc valves, the understanding of 
their operation is still rather limited. It is generally true 
that poppet and disc valve characteristics tend to be 
very sensitive to minor geometric differences. In particu­
lar, there is a very strong dependence upon the width of 
the contact area between the poppet and its seat Theo­
retical equations have been derived for the character­
istics of poppet valves (1, 2 \  based on potential flow 
analysis. The assumptions made in the derivation mean 
that these equations are rather limited in application, 
since they relate only to conical poppet valves with 
sharp-edged seats under ideal, inviscid conditions. In  
practice valve characteristics can deviate from theory in 
complex ways.
In 1925 Schrenk (3) published results of experimental 
work on a wide variety of poppet and disc valves. 
However, his work concentrated on the pressure-flow 
characteristics with very little on the force character­
istics. Little recent research on the subject appears to 
have been published, particularly in terms of force mea­
surement. Because of differences in convention between 
researchers, results often tend to be difficult to under-
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stand and compare. Stone (4) studied the characteristics 
o f poppet valves w ith sharp-edged seats. However, the 
work was lim ited to relatively small openings and low 
Reynolds number. The results showed considerable 
scatter, and correlation w ith  theoretical models was 
poor. Stone himself stated that the results were lim ited 
in accuracy and scope, and that further w ork was neces­
sary. M cC loy and M cG uigan (5) performed some mea­
surements on a two-dimensional model o f a poppet 
valve. Their results indicated dependence o f the flow 
characteristics on the downstream chamber size and 
seat chamfer and radius. They estimated the force on 
the valve indirectly by measurement o f pressure at 
several points on the valve face. This was recognized to 
be somewhat inaccurate, and some scatter was observed 
in the results.
O k i and co-workers published several papers regard­
ing experimental work on disc valves (6-8), but most of 
this work concentrated on water jets discharging in to 
air, w ith  the exception o f reference (8). L ichtarow icz (9) 
published some measurements on nozzle-flapper valves, 
concentrating on the variations in the characteristics 
w ith Reynolds number. O k i and co-workers and Lich­
tarowicz used a relatively narrow ring-shaped seat as is 
common w ith nozzle-flapper valves. However, disc 
valves used in reciprocating pumps and compressors 
commonly have large fla t seats (10, 11), and this design 
was chosen for the experiments reported in  this paper.
Several attempts have been made in  the past to 
describe the characteristics o f disc valves and poppet 
valves w ith  chamfered seats mathematically (12-14). 
However, these have tended to make certain assump­
tions that cannot always be justified. F o r example, 
Takenaka el al. (12) ignored the effect o f separation of 
the je t from the seat. A lthough this may be justified 
when the radial overlap between the disc and seat is 
very large compared w ith  the opening, it  is un like ly to 
be valid in the m ajority o f cases. Jet separation and 
reattachment would be difficu lt to  analyse mathemati­
cally, particularly due to  the complexities o f turbulent 
flow. Some researchers have modelled such flow  by the 
use o f potential flow analysis, for example Duggins (15). 
However, the difficulties involved and the assumptions 
required lim it the applications o f this technique some­
what. Com putational flu id  dynamics (C FD ) techniques 
offer considerable scope for study o f flow  through 
valves, but reliance cannot justifiab ly  be placed on the 
predictions w ithout experimental measurements for 
comparison.
A conclusion that can be gained from  the published 
work listed above is that the effects o f je t separation and 
reattachment are frequently dom inant. A t small open­
ings in relation to the lap w idth the valve behaves as a 
long orifice as the je t tends to  reattach itself to  the seat. 
A t larger openings this does not occur. However, the 
various and sometimes complex valve geometries used 
by researchers mean that their results do not always 
correlate very well.
The available knowledge o f the characteristics o f fluid 
power valves, especially at high Reynolds numbers, is 
thus rather lim ited and sometimes contradictory. Thus 
the authors have undertaken the study from  which 
results are presented in this paper. This forms a founda­
tion fo r a continuing investigation in to  the performance 
o f valves under transient and cavitating conditions.
P a rt A : J o u rn a l o f  P o w e r a nd  E n e rg y
2 DESCRIPTION OF EXPERIMENTAL RIG
The test rig was constructed so that a wide variety o f 
different valve configurations could be tested w ith  ease. 
A  diagram o f the valve assembly is shown in Fig. 1 and 
a schematic diagram o f a typical conical poppet valve, 
as used in this rig, is shown in Fig. 2  The w ork ing flu id  
is water, which has sim ilar properties to 95 : 5 water/o il 
emulsion as is commonly used in reciprocating pumps. 
F o r a ll the tests reported in this paper, the in let d ia ­
meter d0 is 25.4 mm and the diameter o f the dow n­
stream chamber is 74 mm. The instrumentation and the 
accuracy o f measurements are described in the Appen­
dix.
2.1 Flow visualization
M uch previous flow visualization work on valves has 
involved the use o f partial models, such as a paralle l­
sided slice (5, 13). The flow can then be visualized 
d irectly through a flat window, w ith  more detail being 
visible than w ith  a fully axisymmetric model. However, 
measurements taken using a partial model o f a valve 
may be influenced by the flat face; leakage may occur at 
th is po in t and the boundary layer introduced may be 
















Fig. 1 Diagram of valve assembly
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DOWN
UP
Fig. 2 Schematic diagram or poppet valve
Furthermore, a parallel-sided section is not an accurate 
representation of a poppet or disc valve; a better model 
would be a wedge-shaped section. Preliminary work 
performed by the authors using a C FD  technique sug­
gests that this can have an important effect on the flow 
characteristics. Also use of a wedge-shaped section pre­
sents practical difficulties.
In this work emphasis is given to flow coefficient and 
force measurements and hence a fully axisymmetric 
valve is used. The upstream and downstream chambers 
of the valve are constructed from transparent perspex, 
and flow visualization is performed using hydrogen 
bubbles, which are generated by electrodes upstream of 
the valve (16,17). The movement of the bubbles can be 
seen directly or captured photographically, the bubbles 
then appearing as streaks.
22  Valve profiles
The range of possible valve or disc valve designs and 
flow conditions is enormous, and there are many factors 
in their design that can strongly affect the steady state 
valve performance. It is not possible in one investiga­
tion to examine fully the effect of all possible design 
changes. The geometries of the valves that have been 
tested represent configurations used in the fluid power 
applications referred to previously.
The valve profiles were chosen in order to investigate 
the effect of the following:
(a) variations in the cone angle of the poppet;
(b) variations in the seating area or land width for 
poppet valves and disc valves;
(c) variations in the overall shape of the poppet.
In each case, tests were performed over a range of valve 
openings and flowrates. Only divergent flow is con­
sidered here.
O  IMechE 1991
3 FLOW COEFFICIENT AND FLOW FORCE
It is common to consider the flow characteristics of 
valves in non-dimensional form. The most important 
non-dimensional flow parameter is Reynolds number 
Re (1). In this work, Re varied from 2300 to 35000. 
Some valve dimensions, such as the opening z, can be 
related to a datum dimension, commonly the inlet dia­
meter d0.
The relationship between the flow through a valve 
and the pressure drop across it is frequently described 
by the discharge coefficient, CD, according to the equa­
tion
C p {2(Fup ~  Pvc)/p}
V {l-(C caA40)2}
where
a *  ndaz sin sin(20)j
(1)
(2)
At high Re, Cc a  CD.
For most orifices, some increase in pressure occurs 
downstream of the vena contracta as the fluid deceler­
ates. The pressure at the vena contracta can be very 
difficult to measure, so that it is difficult to calculate 
CD. An alternative measure of valve characteristics is 
the flow coefficient, CQ, which is based on the difference 
between the upstream and downstream pressures fol­
lowing any pressure recovery from the vena contracta. 
The definition used here is given by the equation




The flow coefficient can be calculated readily from 
experimental measurements. For non-cavitating flow 
and for a particular valve geometry and opening, CQ is 
a function of Re alone. Compressibility effects can be 
ignored for liquid flow.
The flow force is calculated by subtracting the 
nominal static pressure force APA0 from the measured 
force. This can be non-dimensionalized by dividing by 
the nominal force, that is
/ f » 1 - A PA,
(4)
According to this definition, a positive flow force acts to 
close the valve.
4 DISCUSSION OF RESULTS
Because of the large number of tests performed, it is not 
possible to include all the results here. A representative 
selection is included which demonstrates most of the 
important findings.
4.1 45° conical poppet
Some measurements of pressure drop versus fiowrate 
are shown in Fig. 3 for different valve openings. Curves 
of the form AP =  kQ2 are superimposed upon the 
results, with the coefficient k being chosen to minimize 
the sum of squares error between kQ2 and the measured 
results. It is apparent that the experimental points
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Fig. 3 Variation of pressure drop with flowrate; 43° poppet valve with 
sharp-edged seat
fo llow  the parabolic form very closely. S im ilar corre­
lation was observed between measured thrust and flow­
rate. This implies that CQ and / F do not vary 
significantly over the range o f Re in the present investi­
gation. I t  is therefore reasonable to ignore the effect o f 
Re. F o r a particular valve geometry and opening, one 
can define mean values o f CQ and / F based upon least- 
squares curve fits o f the form shown in Fig. 3. These 
mean values are assumed to represent the asymptotic 
values as Re tends to infin ity. A ll values o f CQ and / F 
henceforth in this paper were obtained by this curve- 
fitting  technique.
4 J  Effect o f poppet angle
Tests were performed on poppet valves w ith  sharp- 
edged seats to investigate the effect o f different poppet 
face angles. The poppets tested had face angles 6 o f 30°, 
45° and 60°, each w ith  a diameter o f 34 mm. The 45° 
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Fig. 4 Effect of poppet angle on CQ and/F
a  30*. truncated
(lines show theoretical values)
truncated w ith  a flat front face o f diameter 23 mm, to 
avoid an excessive and unrealistic poppet length.
Figure 4 shows graphs o f CQ and / F versus relative 
opening z/d0 , fo r different poppet angles. The symbols 
indicate mean values of measurements over a range o f 
fiowrates, which were obtained from  the curve-fitting 
technique described in Section 4.1. The lines indicate 
theoretical values. Considering CQ first, the theoretical 
values were calculated using the values o f CD predicted 
by von Mises (1, 2), assuming that no pressure recovery 
takes place, that is Pyc =  P q o w n  » an£* taking upstream 
momentum in to  account by the equation
I t  is clear that there is little  variation in the experimen­
tal values o f CQ w ith  opening. The overall values o f CQ 
increase w ith  decreasing poppet angle. This is because 
the flu id  undergoes less change in  direction in passing 
through the orifice and hence less contraction o f the je t
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takes place. For the 30° poppet, there are some varia­
tions in  CQ at larger openings due to  the effect o f the 
truncation (in evaluating CQ, the effect o f the truncation 
was allowed for when calculating the orifice area a).
Although the qualitative trends o f the experimental 
results agree well w ith theory, the experimental values 
are higher than theory. This may be explained by the 
occurrence o f some pressure recovery after the vena 
contracta.
Consider now the flow  force f T. F or a poppet w ith a 
sharp-edged seat, the theoretical equation describing the 
flow  force is well known (1). I f  it  is assumed tha t the je t 
follows the angle o f the poppet face, the fo llow ing theo­
retical equation fo r /F can be derived.
(6)
This function is plotted in  Fig. 4 for each poppet angle. 
I t  can be seen that, although the qualitative effects are 
similar, there is poor numerical agreement between 
experiment and theory. This may be due to  pressure 
recovery after the vena contracta, or to the fact that the 
theory assumes an in fin ite ly  large downstream chamber. 
I t  would appear that the simple theoretical flow  force 
model is inaccurate fo r all but the most ideal condi­
tions. Stone (4) also obtained poor corre lation between 
measured and theoretical flow forces.
4 J  Effect o f je t angle
A lthough it is common for the je t to fo llow  the fact o f 
the poppet, this is not always the case. In  some cases, 
the Coanda effect would cause the je t to  curve and
attach itself either to the poppet seat o r to the poppet 
stem guide. Schrenk (3) observed several different je t 
patterns, dependent on opening. F o r conical poppets, 
the present authors observed three different patterns, as 
shown in Fig. 2. Pattern A, in which the je t attached to 
the valve seat, was found to  be most prevalent fo r large 
poppet angles 6 and small openings. Pattern B pre­
vailed in most situations and pattern C was more 
common for small angles 6. I t  was not always possible 
to predict which flow pattern would be created in a par­
ticu lar case; indeed, it was commonly found to  be pos­
sible for the je t to be stable in  two o f the patterns 
shown. In  such cases, the direction o f the je t was found 
to be history dependent; sudden changes in the flow  or 
opening could induce a particular je t direction.
A bi-stable condition is shown in the photographs in 
Fig. 5. The je t in  Fig. 5a can be seen to fo llow  the face 
o f the poppet un til it  strikes the w a ll o f the chamber, as 
shown in Fig. 2, pattern B. In Fig. 5b the je t attaches 
itself to  the poppet stem guide, as pattern C. A strong 
vortex is apparent between the rear face o f the poppet 
and the guide. The pattern in Fig. 5b may be peculiar to 
this particular arrangement of the poppet stem guide. 
However, a sim ilar arrangement is com m only used in 
reciprocating pumps.
Figure 6 shows CQ and / F fo r the tw o conditions 
shown in Fig. 5. I t  can be seen that the je t angle in  this 
case has a negligible effect upon CQ. This m ight be 
expected as the je t deviates in d irection on ly after it 
leaves the face o f the poppeL Therefore, the contraction 
coefficient and the amount o f pressure recovery are 
unlikely to be affected. There is, however, a marked 
effect on / F. This can be seen to be negative, tending to
(a) jet pattern B; z = 3 mm, Re =  5000 (b) jet patterns C; z *  5 mm. Re =  5000
F ig . 5 Visualized flow patterns: 30° poppet valve
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F ig . 6 Effect of jet angle on CQ and / F : 30° poppet valve
open the valve, when the je t attaches to the valve guide. 
This is contrary to classical flow force theory [equation
(6)], which predicts a larger positive flow force than the 
other je t configuration. The effect can be explained by 
considering the pressure acting on the rear face o f the 
poppet (the flow pattern on the conical face is s im ilar in 
both cases so it is likely that the pressure d is tribu tion  
over this faoe is similar). The form ation o f a low- 
pressure region on the rear face w ill tend to draw  the je t 
towards it. The bending of the je t causes a pressure gra­
dient across its width, thus m aintaining the low- 
pressure region. It was found that this flow  pattern 
could be induced by a rapid closing movement o f the 
poppet, causing a transient low-pressure region to  occur 
behind the poppet. W ith  flow pattern A, a sim ilar low- 
pressure region occurs on the valve seat.
4.4 45° compensated poppet
Stone (4) suggested a poppet valve w ith  a lip  designed 
to deflect the jet radially w ith the aim o f reducing the 
flow  force. He found that the flow force was indeed con­
siderably reduced. Other researchers have investigated 
sim ilar designs, such as Wang and Cui (18).
A  sim ilar poppet valve was investigated by the 
present authors; the valve geometry and measured 
characteristics are shown in Fig. 7. F low  visualization 
showed that the lip  had the desired effect o f deflecting 
the je t radially. The observed flow patterns are shown 
diagrammatically in Fig. 7. A t small openings the je t 
reattached to the valve seat (pattern A), whereas at 
larger openings the je t remained free un til it struck the 
side wall (pattern B). I t  is clear from  Fig. 7 that there is 
litt le  change in CQ. A small d iscontinuity is apparent 
fo r the compensated poppet at z/d0 =  0.1. This was the 
opening at which the jet detached from  the valve seat 
and attached to the side wall. Considering / F, it  is 
apparent that the effect of the lip  on the compensated 
poppet is quite strong. For z/d0 < 0 .1 , the flow  force is
considerably reduced, as was observed by Stone (4). F o r 
z/dQ > 0 .1 , the flow  force is strongly negative. Th is effect 
was not reported by Stone, who concentrated on 
smaller openings. In  practice, valve ins tab ility  m igh t be 
induced when operating in the region o f the d iscon tin ­
u ity  in the flow force.
Tests w ith  chamfered seats showed sim ilar d iscon tin ­
uities, though the opening at which the d iscon tinu ity  
occurred increased with increasing chamfer w id th  
(z/d0 =  0.12 for //d0 =  0.056; z/d0 =  0.15 for l/d 0 =  
0.11). The discontinuity would also be dependent upon 
the poppet angle and dimensions, and the downstream  
chamber diameter.
4 5  Disc valves
Flat-faced disc valves o f the type shown schematically 
in  Fig. 8 were tested. The characteristics o f disc valves 
o f three different diameters (and hence d iffe rent 
overlaps) were measured and are also shown in  F ig. 8. 
Because the w idth / o f the overlap has a strong effect on 
the characteristics, the opening is norm alized w ith  
respect to the overlap, that is the characteristics are 
p lotted against h/l. The value o f CQ is high fo r small h /l 
and reduces at higher h/l. The range o f opening at 
which the transition between high and low  CQ occurs is 
dependent upon the overlap /. A smooth transition was 
observed, taking place when 0.2 <  h /l <  0.4. The n o r­
malized flow force / F is small at low opening and rises 
to  a maximum, the value o f this being approxim ately 
proportiona l to the area of the overlap. A t larger open­
ings, / F becomes negative. Schrenk (3) and O k i (7) 
observed a discontinuous transition between high and 
low  CQ w ith hysteresis according to  whether the opening 
was increasing or decreasing. However, those tests were 
performed w ith the jet discharging in to  air. O k i per­
formed some tests w ith the je t discharging in to  water (8) 
and a smooth transition was observed.
These characteristics can be attribu ted to  the pheno­
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Fig. 7 Compensated poppet valve characteristics
mena o f jet separation and reattachment. As the flow 
enters the valve region, the je t contracts and separation 
occurs between the je t and the seat. I f  the opening is 
sufficiently small, the jet is able to reattach itself to the 
seat w ith in the clearance region. S ignificant pressure 
recovery can occur, resulting in an increased CQ. The 
value o f CQ can, in fact, exceed unity and this is shown 
in the measurements. The maximum value o f CQ at 
small openings is highest for large l/d0 , as the exit area 
o f the orifice is greater allow ing more pressure recovery. 
A t larger openings, the je t does not reattach itself w ithin 
the valve clearance, so little  or no pressure recovery 
occurs. A t large openings, CQ tends towards a value of
about 0.75, which is higher than the value predicted by 
von Mises (2) o f 0.62.
At small openings the je t separates from and then 
reattaches to the seat. This results in an annular area on 
the disc face at which the pressure is very low, causing a 
positive flow force which tends to assist closure o f the 
valve. Increasing the opening increases the w idth o f the 
separation zone and hence increases / F. Further 
increase o f the opening results in incomplete reattach­
ment o f the je t in  the clearance region and reduces the 
amount o f pressure recovery, hence decreasing f r . As 
the opening is increased the vena contracta moves rad i­
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Fig. 8 Characteristics of disc valves
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greater area o f the disc, increasing the force acting on 
the disc and reducing the flow force un til it  becomes 
negative.
Some variations in CQ and / F were observed w ith 
Reynolds number, particularly in the transition region 
between high and low CQ. However, over the range o f 
Reynolds numbers considered, the variations were rela­
tively small compared to the effect o f the opening. 
Similar variations were observed by O k i (7). Lichtaro- 
wicz et al. (19) found that CQ does not attain its u lti­
mate value fo r long cylindrical orifices until a higher Re 
than for short orifices, because o f fric tional losses. In 
particular, they observed variations in  CQ for orifices o f 
intermediate lengths in which partial reattachment took 
place.
Values o f CQ measured by O ki et al. (8) fo r a valve 
discharging in to  water were significantly lower, prob­
ably due to differences in  the design o f the apparatus. 
The flow fo rce /F corresponds well w ith O k i’s equivalent 
non-dimensional force p.
4.6 Poppet valves with chamfered seats
Tests were performed using poppet valves w ith  seats 
having a chamfered edge o f the same angle as the 
poppet, thus providing an annular surface o f contact 
between the poppet and its seat.
Some results, for a 45° conical poppet and a range o f 
different chamfer widths, are presented in Fig. 9. These 
correspond to flow pattern B, as shown in Fig. 2. The 
effects observed are sim ilar to those w ith  a disc valve 
and flat seat. I t  is apparent that the chamfered seat 
results in a high value o f CQ at low opening. The value 
of CQ reduces at large opening, and approaches a value 
equal to that for a poppet w ith  a sharp-edged seat. As 
for the disc valve, the transition between the high C0 
region and the low CQ region occurs in the range 
0.4 <  h/l <  0.8. Clearly the transition occurs over a sig­
nificantly higher range o f h/l than is the case w ith  the 
disc valve. This is probably because there is less change 
in direction o f the flow entering the valve, resulting in 
less contraction o f the je t and causing it  to  reattach to  
the seat in  a shorter distance. The highest values o f CQ 
at small openings occur w ith  large l/d0 .
The flow  force characteristics are sim ilar to  those fo r 
the disc valve. A t larger openings, however, the flow  
force remains positive and approaches the value for a 
poppet w ith  a sharp-edged seat. Thus the effect o f the 
chamfered seat becomes insignificant when the chamfer 
w idth becomes small in  comparison w ith the opening.
Figure 10 shows some measurements for a 60° poppet 
valve w ith  a chamfered seat, plotted against h/l. For this 
valve, l/d0 =  0.2. Tw o je t patterns were observed to  
occur, pattern A  at small openings switching to pattern 
B at larger openings, although in some cases there was 
instability  between patterns A and B. For pattern A, CQ 
can be seen to decrease w ith increasing opening and it 
approaches the value obtained w ith a sharp-edged seat. 
F or pattern B, however, CQ remains high. I t  appears 
that the form ation o f pattern A is associated w ith  re- 
attachment o f the je t to the chamfered seat, thus causing 
pressure recovery to occur. This also results in  a signi­
ficant increase in  the flow  force.
Tests were also performed on a sim ilar valve w ith a 2 
mm radius curve on the upstream comer o f the seat 
chamfer. In the calculation o f CQ, / F and h /l the dimen­
sions were assumed to be the same as those o f the 
poppet w ith the sharp-edged chamfer. The measured 
characteristics are plotted against h/l in Fig. 11. The 
curve has the effect o f significantly increasing CQ over a 
broad range o f openings. This is because the flow is 
inhibited from separating from the chamfer on the seat. 
F low  pattern A prevails up to an opening o f h /l =  0.45, 
beyond which pattern B occurs. Unlike the previous 
valve, this transition does not have a marked effect on 
CQ or f r , presumably because the je t reattaches to the
1.2
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Fig-9 Characteristics of 45° poppet valves with chamfered seats
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Fig. 10 Characteristics of 60° poppet valve with chamfered seat
valve seat so that the direction of the jet has little effect 
on the pressure recovery. At an opening of h/l =  0.62, 
CQ begins to fall sharply as the jet separates from the 
chamfer. Other measurements showed that CQ falls 
smoothly rather than discontinuously. In fact, for a 
given pressure drop, increasing the opening beyond 
h/l -  0.62 was found to cause a decrease in the flow 
through the valve. This valve was found to be consider­
ably less prone to cavitation than the valve with the 
sharp-edged chamfer.
Clearly the curve has the effect of considerably 
reducing the flow resistance of the valve. Whether or
not this is advantageous is debatable and depends on 
the application. Lichtarowicz (9), in his work on flapper 
valves, argued that such a valve should not be used 
because of the difficulties in manufacturing it accurately, 
and because the valve would operate at smaller open­
ings and thus be more prone to blockage. However, it 
would have considerable advantages if used in a 
reciprocating pump, as the size and opening could be 
reduced, resulting in a more responsive valve and pos­
sibly enabling higher pump speeds to be used. As the 
valve openings are relatively large in such applications, 
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Fig. 11 Characteristics of 60° poppet valve with chamfered seat and curved 
entry
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ceptibility to cavitation would also be a considerable 
advantage.
5 CONCLUSIONS
A study has been made of the flow, pressure and force 
characteristics of poppet and disc valves, and of the 
effect of a range of basic changes to the geometry of 
such valves. These changes showed some interesting 
effects on the characteristics of the valves. Qualitative 
explanations of the causes of these variations were pro­
posed based on the observed and assumed flow pat­
terns. Poppet valves with sharp-edged seats, with 
apparently simple and well-documented characteristics, 
proved to give poor correlation with theory. It  appears 
that pressure recovery downstream of the vena con­
tracta should not be neglected.
Flow force is an undesirable effect in many applica­
tions (control systems, relief valves). A simple means of 
reducing the flow force of a poppet valve was investi­
gated and was found to be effective at small opening. 
However, it was found to introduce a discontinuity in 
the flow force characteristics at larger opening, which 
could cause serious control problems, such as insta­
bility.
Several valves were found under certain conditions to 
be ‘bi-stable*, in that either of two different stable flow 
patterns could be induced under otherwise identical 
conditions. This could give rise to differences in the flow 
coefficient and, in particular, the flow force. The behav­
iour of such a valve could be quite unpredictable in 
practice.
The results show that the characteristics of disc valves 
and poppet valves with angled seats are rather more 
complex than those of poppet valves with sharp-edged 
seats. At small openings the flow coefficient is high. This 
is due to reattachment of the jet to the valve seat within 
the restriction, which gives rise to an increase in pres­
sure downstream of the vena contracta. This reattach­
ment also has a strong effect on the flow force. At large 
openings, the characteristics approach those of poppets 
with sharp-edged seats.
For valves in reciprocating pumps, a low-pressure 
drop, and hence a high CQ, is desirable. A poppet valve 
with a chamfered seat and a curve on the upstream edge 
of the chamfer was found to give a suitably high CQ 
over a wide range of openings. However, several other 
factors, such as transient flow effects, cavitation suscep­
tibility and manufacturing costs, must also be con­
sidered.
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APPENDIX
Instrumentation and experimental errors
The opening of the valve was measured using a linear 
variable differential transformer (LVDT). Although the 
LVD T provided an accurate positional measurement, 
the actual opening of the valve was subject to two addi­
tional errors. Firstly, it was difficult to estimate the 
exact position at which the valve was shut; any mis­
alignment or machining inaccuracies in the test rig 
would prevent the valve from shutting fully without 
excessive force being applied to the valve. The position 
at which the valve opening would effectively be zero 
was estimated by extrapolating from flowrate and pres­
sure drop measurements at very small opening. A 
further error was incurred by the compliance of the 
valve assembly; for a given nominal opening, an 
increase of the force acting on the valve would tend to 
open the valve slightly. This effect was measured and 
compensated for in the analysis of the results. Valve 
opening could be measured up to about 4 mm with
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excellent linearity, and with combined errors of approx­
imately ±0.02 mm.
The flowrate through the valve was measured using 
two rotameters either individually or in parallel, each of 
a different flow range. Thus a wide range of flowrate 
could be measured, from approximately 0.02 to 12 L/s, 
with an accuracy of about ±0.002 L/s at the lower end 
of the range. Non-linear calibration curves were used, 
improving the accuracy considerably over that with 
linear calibration.
Pressure was measured upstream and downstream of 
the valve using miniature piezoresistive transducers. A 
mercury manometer was used as a calibration check. 
Pressure could be measured up to 2 bar, with errors of 
approximately ±0.005 bar.
The thrust acting on the valve was measured using a
load cell situated as shown in Fig. 1. Force could be 
measured up to 100 N  with errors of ±0.3 N , mainly 
due to friction in the valve guide.
Since the pressure drop is generally approximately 
proportional to the square of the flowrate and inversely 
proportional to the square of the valve opening, the 
range of valve pressure drop could be high. Measure­
ment errors and thermal drift errors could thus be sig­
nificant at low flowrates or large openings. Similar 
problems were encountered with force measurements. 
Although these errors were significant at a low flowrate 
and pressure drop, their effects were minimized by curve 
fitting to calculate CQand f T.
As a check on the accuracy of the results, measure­
ments were performed on a similar though entirely 
separate test rig. Very good correlation was observed.
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Numerical simulation of fluid flow in poppet valves
N  D  Vaughan, BSc, PhD, MIMechE, D  N  Johnston, BSc, PhD and K A Edge, BSc, PhD, CEng, FIMechE 
School of Mechanical Engineering, University of Bath, Avon
Simulations of flow through poppet valves were performed using a proprietary finite volume computational fluid dynamics program. A 
range o f valve geometries was simulated, and the flow was turbulent, incompressible and steady. Simulations were compared with 
experimental measurements and visualized flow patterns. Qualitative agreement between simulated and visualized flow patterns was 
good. However, errors in the prediction of jet separation and reattachment resulted in quantitative inaccuracies. These errors were due 
to the limitations of the upwind differencing scheme employed and the representation of turbulence by the k -t model, which is known to 
be inaccurate when applied to recirculating flow.
NOTATION
a orifice area
A 0 face area of valve =  ndo/4
CF force coefficient of valve =  thrust/(A/M0)
CQ flow coefficient of valve =  Q /[aJ{(2AP)/p}'}
d0 inlet diameter
f  geometric weighting factor for cell face
F+ flux of <p through cell face
k turbulent kinetic energy
m mass flux through cell face
Q flowrate
R Reynolds number
uiB inlet axial velocity
z axial opening of valve
Z  non-dimensional opening *= z/d0
y blending factor for upwind differencing scheme
AP pressure drop across valve
e turbulent dissipation rate
ji, effective turbulent viscosity predicted by the k - t
model 
p fluid density
<f> dependent variable (u, v, k or c)
Subscripts
U property at node immediately upstream of face
U U  property two nodes upstream of face
I INTRODUCTION
A great deal of research has been published on the flow 
characteristics of hydraulic valves. This serves to indic­
ate that valve flow can be a highly complex process 
which is strongly dependent on the details of the valve 
geometry, the fluid properties and the operating condi­
tions. Separation and reattachment of jets can have a 
profound effect on the flow, pressure and force charac­
teristics as well as influencing the susceptibility to cavit­
ation.
Experimental work on valve flow stretches back over 
many years (1) and the extent is quite comprehensive.
This paper was presented at Eurotech Direct 1991 seminar held in Birmingham on 
2 -4  Ju ly  1991. The MS was received on 26 November 1991 and was accepted fo r  
publication on 10 March 1992.
The complementary analytical study is less well devel­
oped, however. Analysis is complicated by the 
occurrence of flow recirculation and jet reattachment 
which make it difficult to formulate accurate models. A 
number of different approaches have been taken by 
various researchers for modelling of valve flow. Von 
Mises (2), for example, predicted the contraction coeffi­
cient for flow through an orifice using potential flow 
analysis. However, this assumes inviscid flow and does 
not take into account reattachment or pressure recovery 
occurring downstream of the vena contracta, which can 
have a considerable effect on the flow coefficient Cg. It 
is common to predict the flow force by estimation of the 
fluid momentum change through the valve (3), but this 
relies on similar assumptions to those made by von 
Mises. Nevertheless, von Mises’ predictions and the 
momentum analysis of flow force are very commonly 
used, though sometimes erroneously.
The above analyses are best suited to sharp-edged 
orifices in which little or no pressure recovery takes 
place. A poppet valve with a sharp-edged seat is an 
example of such an orifice, although discrepancies can 
still occur. Long orifices, in which the flow restriction 
extends for a finite distance along the direction of flow, 
can have quite different flow characteristics, as the jet 
downstream of the vena contracta can expand and re­
attach to the walls, causing pressure recovery to occur. 
Examples of this type of orifice are disc, plate or flapper 
valves and poppet valves with chamfered seats of 
similar angle to the poppet face. The characteristics of 
such valves have been examined by several researchers 
(1, 4) and have been found to deviate considerably from 
those predicted by von Mises or by momentum 
analysis.
Several attempts have been made to model the flow 
through disc or flapper valves analytically. Takenaka et 
al. (4) and Hagiwara (5) attempted to solve the Navier- 
Stokes equations for the flow between the disc and 
valve seat, but neglected the effects of flow separation. 
Thus the predictions did not correlate well with their 
experimental measurements, particularly at larger open­
ings where flow separation has a greater effect. 
Lichtarowicz and Markland (6) and Jones (7) used a 
conformal transformation technique to solve the 
Navier-Stokes equations for separated potential flow in 
a disc valve. Duggins (8) extended this technique to
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model flow reattachment and obtained good agreement 
with experimental tests. However, these analyses require 
certain assumptions, including that of inviscid, irrota- 
tional flow, and are difficult to apply in all but the sim­
plest of geometries.
The more recent development of computational fluid 
dynamics (CFD) techniques provides great scope for 
study of valve flow. The effects of complex geometry, 
turbulence, flow separation and reattachment can be 
incorporated. Early C FD  codes were limited in their 
geometric flexibility and generally required a flow 
domain that could be described by a set of rectangular 
or wedge-shaped blocks. Thus the early attempts were 
aimed at simulating flow in spool valves or in disc 
valves that could be simply defined. Hayashi et al. (9) 
simulated the flow in nozzle-flapper valves. Their 
results showed jet separation and reattachment and 
compared well with experimental results. However, they 
were limited to laminar flow. Jet reattachment in turbu­
lent flow is a much more difficult phenomenon to 
predict. Pountney et al. (10) performed a study of the 
turbulent flow through spool valve orifices. Some 
favourable comparisons were made with von Mises’ 
results, but no comparison was made with experimental 
results in their paper.
Considerable research has been carried out recently 
on the simulation of flow in the cylinders of internal 
combustion engines. This is a particularly difficult 
problem because of the geometric complexity, time 
dependence of flow and geometry, and the combustion 
process. For these reasons, most researchers, such as 
Ramos and Sirignano (11) or Gosman et al. (12), simpli­
fied the modelling of the flow through the valves and 
concentrated on the in-cylinder flow. However, this 
ignores the strong effect that the detailed design of the 
valve profile can have. With advances in computer 
speed and storage, attempts have been made to model 
the valve flow more accurately, but it has generally been 
necessary to simplify the problem, such as by assuming 
axisymmetric flow (11) or by ignoring combustion.
1.1 Inaccuracies due to turbulence modelling and numeri­
cal effects
Fleming et al. (13) published some simulations of the 
flow through disc valves as used in reciprocating com­
pressors, using proprietary C FD  software. They found 
considerable differences between the measured and 
simulated valve forces and suggested that these were 
due to the difficulty in accurately predicting the form of 
the separation region and the inadequacy of the turbu­
lence models used; indeed, different turbulence models 
were compared and found to give different results. 
These results can be taken as an indication that the 
commonly available turbulence models, such as the k-e 
model, may give unreliable predictions where flow 
separates and reattaches. Further inaccuracies in the 
prediction of flow separation and reattachment will be 
caused by the use of logarithmic wall functions. It is 
generally accepted that those turbulence models that 
employ the eddy-viscosity concept, including the k-e 
formulation and most other practical formulations, do 
not perform very well in regions of recirculating flow or 
curved streamlines, as described by Leschziner (14). 
More accurate models based on a Reynolds stress for-
P»rl C : Journal of Mechanical Engineering Science
mutation are being developed but are complex and not 
generally incorporated into proprietary C FD  software. 
Thus care must be taken in interpreting turbulent flow 
simulations and comparisons with experimental results 
made wherever possible.
Further numerical inaccuracy can be caused by the 
form of the mesh discretization and the differencing 
scheme used. Finite volume methods generally use some 
form of upwind differencing scheme for their approx­
imation of convection, but there are several formula­
tions of this, each with their own weaknesses, as 
described by Leschziner (14). Some formulations are 
prone to ’numerical diffusion’ or artificial smearing of 
the results, while some are less stable and prone to 
producing oscillatory results. Several recent formula­
tions avoid the above problems (14) but they are 
specialized and not commonly implemented in com­
mercial codes. A recent development is the finite ana­
lytic technique in which local analytical solutions to the 
fluid flow equations are developed for each computa­
tional cell. This technique avoids the difficulties nor­
mally encountered in simulating the effects of 
convection. However, it is not as yet in general use. 
Chen et al. (15) used this technique for simulating the 
unsteady turbulent flow through prosthetic heart valves. 
Unfortunately no experimental measurements were pre­
sented for comparison.
1.2 Outline of the present study
The work presented in this paper is part of a project to 
study the performance characteristics of self-acting 
poppet valves as used in reciprocating hydraulic pumps 
working with water-based fluids. The speed of such 
pumps is often limited by the dynamic response and 
pressure drop of the valves. Broadly speaking, for best 
operation the valves should have a low flow resistance, 
that is a low pressure drop for a particular flowrate. 
This is particularly important for the inlet valve, in 
which cavitation may also be a problem.
In this paper, the authors have described a study of 
incompressible, steady state, turbulent flow through a 
range of poppet valves. The STAR-CD program, from 
Computational Dynamics Limited, was employed for 
the simulations. Tliis program allows a high degree of 
geometric flexibility, enabling complex valve geometries 
to be modelled. In common with most commercially 
available C FD  software, the k-e  turbulence model is 
employed and this would be expected to introduce some 
inaccuracies, as described above.
For the numerical approximation of convection the 
STAR-CD code employs two alternative upwind differ­
encing formulations, these being first- and second-order 
linear upwind differencing The flux F+ of the scalar 
variable <f> through a cell face is described by the equa­
tion
F+ =  m{<l>X) +  y(0u — <t>vv)f)
First-order upwind differencing (y =  0) is recognized 
to be relatively stable but prone to errors due to 
numerical diffusion. Second-order upwind differencing 
(y =  1) is more prone to instability or convergence 
problems, and oscillations in the solution may result 
because of unboundedness due to the negative coeffi-
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cient o f <f>vv. However, it is less prone to numerical d if­
fusion. STAR-CD permits blending o f the two schemes, 
in that y can be set between 0 and 1. The value o f y is 
constant over the whole flow domain. Solution was per­
formed using the S IM P L E  algorithm.
A programme o f experimental tests was carried out 
concurrently w ith  the C F D  simulations, in order that 
the simulations could be compared w ith measurements. 
The experimental tests were performed by passing a 
steady flow  o f water through an axisymmetric model o f 
a poppet or disc valve. A variety o f different valve 
designs could be tested. Dimensions o f the valve cham­
bers and some o f the poppets tested are shown in Fig. 1. 
Flowrate, upstream and downstream pressures, valve 
lift and valve thrust were measured, from which CQ and 
CF could be calculated. The upstream and downstream 
chambers were constructed from transparent perspex in 
order that the flow  could be visualized. A d.c. voltage 
was applied to two electrodes upstream o f the valve in 
order to produce bubbles o f hydrogen and oxygen by 
electrolysis. Using suitable slit illum ination, the paths o f 
these bubbles could be captured photographically, by 
which means the flow  could be visualized. The test rig  
and experimental w ork are described in more detail by 
Johnston et al. (16).
As the comparisons w ith experiment were based on 
overall Cc and CF values and visualized flow patterns, 
the greatest emphasis was placed on the simulated pres­
sure and velocity fields. The simulated turbulence fields 
were o f lesser direct importance and no comparison 
w ith experimental measurements was available. The 
pressure and velocity fields depend predominantly on 
inviscid processes, although the simulated turbulence 
w ill clearly have an influence on the pressure and velo­
city fields.
The valve types fo r which results are described in this 
paper are shown in Fig. 1. Valve A is a conical poppet 
w ith a sharp-edged seat. Valve B is a sim ilar poppet 
w ith a lip  on the rear edge o f the poppet. Valve C is a 
conical poppet w ith  a chamfered seat. Valve D  is ident­
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Fig. 1 Shapes of poppet valves
is curved. In all cases flow passes through the valves in 
an outward direction.
2 SIMULATION OF A CONICAL POPPET VALVE 
W ITH A SHARP-EDGED SEAT
A series o f simulations was performed on a poppet 
valve w ith a sharp-edged seat (valve A). The results 
were compared with experimental measurements in the 
form  o f the flow coefficient C0 and force coefficient CF, 
and experimentally visualized flow patterns.
Axisymmetric flow was assumed in the simulations, 
which employed a narrow wedge-shaped mesh com­
posed of a single layer o f cells. Several com putational 
mesh arrangements were investigated in order to  ascer­
tain the sensitivity o f the results to the geometric dis­
cretization. The meshes were designed to give maximum 
concentration o f cells in the crucial region around the 
orifice, while avoiding excessive d istortion o f indiv idual 
cells. Upstream and downstream o f the orifice, the 
density of the mesh was reduced as the gradients o f the 
flow variables are generally less and the flow  in these 
regions is o f lesser interest. This arrangement ensures 
maximum accuracy w ith  good com putational efficiency. 
One such arrangement is shown in Fig. 2. I t  was found 
that increasing the mesh density did not affect the 
overall results significantly; hence this density was con­
sidered adequate for this investigation.
Outlet
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(a) Simulated velocity vectors (b) Experimentally visualized 
Fig. 3 Flow pattern, valve A
Simulations were non-dimensionalized by setting the 
inlet diameter d0, inlet velocity uin and density p to 
unity. By consideration o f the simulated pressure drop 
across the valve, the value o f CQ was calculated. The 
force acting on the poppet was calculated by integrating 
the pressure d is tribu tion over its faces, from which CF 
was calculated. Shear forces on the poppet were ignored 
in the com putation o f the force as they were negligible.
A simulated flow pattern is shown in Fig. 3a, in which 
the velocities at alternate nodes are shown. The equival­
ent visualized flow is shown in Fig. 3b. Correlation 
between simulation and experiment is good. The simu­
lated je t contracts downstream o f the orifice and then 
travels at the angle o f the poppet face. I t  is deflected by 
the side wall and two recirculation zones are formed on 
either side o f the jet. A smaller, less intense recirculation 
zone occurs behind the rear face o f the poppet. Because 
o f turbulence it was not possible to obtain numerical 
measurements o f the experimental velocity field using 
this flow  visualization technique; laser Doppler anemo- 
m etry would be more suited for that purpose.
The predicted value o f CQ, obtained from a series o f 
simulations w ith  different mesh configurations and 
values o f y, ranged from 0.75 to 0.81 as compared to the 
experimental value o f 0.79. The predicted value o f CF 
varied from  0.75 to 0.83 compared to the experimental 
value o f 0.83. Thus good correlation between experi­
ment and prediction was observed. These results show 
good agreement w ith von Mises, who predicted CQ =  
0.77, and w ith  momentum theory, which predicts CF =
0.79. This agreement is due to the fact that the valve 
behaves as a sharp-edged orifice and litt le  pressure 
recovery takes place. The experimental tests were per­
formed w ith  water and the Reynolds number was 
between 104 and 105. L ittle  change in CQ and CF was 
observed experimentally over this range o f Reynolds
number. Correspondingly, simulations were performed 
w ith  R =  104 and R =  1 0 \ and the differences were 
negligible.
The flow through this type o f valve at high Reynolds 
numbers is governed predom inantly by inviscid pro­
cesses. The separation po int is fixed by the sharp-edged 
seat and the je t direction is governed by the poppet 
angle. Jet reattachment does not occur, except where 
the je t strikes the chamber wall. Thus the predictions 
are relatively accurate and insensitive to the form of 
numerical differencing employed.
For a more detailed comparison it would be desirable 
to measure the pressure experimentally at various 
points w ith in  the valve. However, w ith  the available 
apparatus it was not practical to  provide the necessary 
pressure tappings. Velocity measurements are currently 
being taken using laser Doppler anemometry, and these 
should provide a useful comparison w ith  the simulated 
velocity and turbulence energy fields.
3 FLOW FORCE COMPENSATED POPPET VALVE
The flow force acting on a poppet valve w ith  a sharp- 
edged seat is generally accepted to be related to the 
change in momentum flux in the axial direction as the 
flu id passes through the valve, as described in Section 1 
(3). Stone (17) reasoned that this could be reduced to a 
m inim um  by directing the je t rad ia lly using a rim  on the 
rear edge o f the poppet. Tests performed by Stone on 
such a valve indicated that this was indeed the case and 
the flow force was greatly reduced. Tests performed by 
Johnston et al. (16) on a sim ilar valve (valve B) drew the 
same conclusion, provided that the opening was small; 
however, at a larger opening a d iscontinuity occurred in 
the values o f CQ and CF as shown in Fig. 4. A flow 
discontinuity was observed (16) when the opening Z
Pan C : Journal of Mechanical Engineering Science Cl IMechE 1992
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Fig. 4 Flow and force coefficients, valve B
increased past 0.1. F or Z  <  0.1, the je t reattached to the 
valve seat; for Z  >  0.1, the je t did not reattach to the 
seat but travelled in a radial direction until it  struck the 
side wall. Such an effect was observed in the simula-
( a ) ; = 0.05
(b ) ;  *  0 .2 0
Fig. 5 Simulated streamlines, valve B
tions, as shown in Fig. 5, and the nature o f the predict­
ed flow patterns agrees well w ith the observed ones. It 
was difficult to ascertain the exact opening at which 
transition between the two simulated flow patterns 
occurred as convergent simulations could not be 
obtained near to this point. However, the transition in 
the simulated flow was observed to occur at approx­
imately the same opening as in the experimental tests.
The predicted values o f CQ and CF are shown w ith  
the experimental measurements in Fig. 4. The values o f 
CQ are in good agreement, whereas the values o f CF 
show some deviation, but sim ilar trends are exhibited.
4 POPPET VALVE W ITH CHAMFERED SEAT
A series of experimental tests was performed on a range 
o f different poppet valves w ith chamfered seats. The aim 
was to design a valve that would provide low flow 
resistance (that is high CQ) over a wide range o f open­
ings and would not be overly prone to cavitation. For 
comparison, C F D  simulations were performed on two 
o f the valve geometries. These were a 60° conical poppet 
w ith a chamfered seat (valve C) and a sim ilar valve w ith  
a radius on the upstream edge o f the chamfer (valve D). 
The details o f these valves are shown in Fig. 1.
Experimental measurements o f CQ and CF fo r valve C 
are shown in Fig. 6 (simulated results are also shown 
and are discussed later). For Z  <  0.04, CQ is approx­
imately 1.2. This contrasts w ith  a value o f approx­
imately 0.7 for the equivalent valve w ith  a sharp-edged 
seat, indicating a reduction in pressure drop o f about 
3:1 for a given flowrate and opening. A t larger open­
ings, CQ drops to a steady value o f about 0.8, which is 
close to the measured value for the valve w ith a sharp- 
edged seat. CQ and CF exhibit a discontinuity at 
Z  =  0.04-0.05, and this was observed to correspond to 
a change in the flow pattern; for Z  <  0.04, the je t 
attached to the seat, and for Z  >  0.05, the je t detached 
and travelled at the angle o f the poppet face. CF shows a 
m inimum at Z  =  0.06 and rises w ith increasing opening. 
Clearly this valve has the desired low resistance to flow  
at small openings, but is less effective at larger openings.
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Fig. 6 Flow and force coefficients, valve C
The equivalent experimental measurements for valve 
D  are shown in Fig. 7. I t  is apparent that large values o f 
CQ are maintained for a wider range o f openings, w ith 
CQ rising to a maximum o f 1.5 fo r 0.125 <  Z  <  0.145. 
F or Z  >  0.145, CQ drops very sharply. Both CQ and CF 
exh ib it discontinuities at Z  =  0.1. This was observed to 
be due to a sim ilar change in flow pattern to that o f 
valve C. I t  is clear that the curved edge o f the chamfer 
causes significant improvements in the flow perform­
ance.
A typical simulated flow pattern for valve C is shown 
in Fig. 8. The simulated flow pattern downstream o f the 
valve corresponds well to the observed flow pattern
Figure 9a shows the flow w ith in  the restriction o f 
valve C w ith  Z  =  0.05. I t  can be seen that a small 
separation region occurs on the chamfer on the valve 
seat but the flow  subsequently reattaches. Due to  this
reattachment, pressure recovery takes place, thus 
explaining the large value o f CQ. Note that the jet, on 
leaving the restriction, curves and attaches to the seat, 
an effect observed experimentally at small openings. A 
sim ilar flow  pattern occurs fo r valve D, as shown in Fig. 
9b, but in  this case no separation occurs in the 
restriction because the flow is able to fo llow  the smooth 
profile. A t larger openings (Fig. 9c and d), the je t can be 
seen to  detach completely from  the chamfer on the 
valve seat. Thus little  or no pressure recovery takes 
place and C0 is reduced. As w ith  the experimental 
observations, w ith  small openings the jet issuing from 
the orifice curves and attaches itself to  the valve seat, 
but at larger openings it  travels in a straight line at the 
angle o f the poppet face. However, the opening at which 
the transition occurred varied and was not always con­
sistent w ith  the experimentally observed transition.
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Fig. 7 Flow and force coefficients, valve D
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Fig. 8 Simulated streamlines, valve C
Values o f CQ and CF calculated from sim ulation 
results are shown in Figs 6 and 7. Some degree o f 
scatter is apparent between the experimental and sim u­
lated results. Particularly for valve D (Fig. 7), it can be 
seen that the value o f y employed has a considerable 
effect on the results, and the best correlation is generally 
achieved using second order upwind differencing 
(y =  1). However, correlation is less satisfactory in the 
cases where the simulated je t attaches to the valve seat 
after leaving the orifice. It  is thought that errors in the 
prediction o f the small recirculation zone on the valve 
seat may affect the pressure distribution w ith in  the 
orifice, and hence CF and to a lesser extent CQ. For 
valve C, the point o f je t separation is fixed by the sharp 
upstream corner o f the chamfer. However, for valve D, 
inaccuracies in the prediction of the point o f separation 
may result in  further inaccuracy. This is affected by the 
type o f turbulence model and the upwind differencing 
scheme. This would explain the large errors apparent in 
Fig. 7 at large opening where je t separation is critical.
The errors incurred from the use o f first-order 
upwind differencing can be attributed to numerical d if­
fusion. Some idea o f the scale of this effect can be 
obtained by examining the influence o f turbulence on 
the results. S imulations were performed w ith  a Rey­
nolds number o f 104 but assuming lam inar flow. W ith
(a) Valve C. Z  *  0.05 (b) Valve D. Z  *  0.05
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(c) Valve C, Z = 0.20 (d) Valve D. Z = 0.20
Fig. 9 Simulated velocity vectors in orifice
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y =  1, realistic results could not be obtained. However, 
with y =  0, the laminar flow results were very similar to 
the equivalent turbulent flow results. This indicates that, 
for y =  0, the interactions between turbulence and 
velocity fields are masked by numerical diffusion to 
such an extent that turbulence has virtually no effect on 
the predicted velocity.
With turbulent flow, the value of y was found to have 
a very strong effect on the turbulence parameters k, e 
and /v  In the case of y =  1, and to a lesser extent 
y =  0.5, the numerical scheme predicts negative values 
of k and e in a small region upstream of the orifice. 
Negative values are not physically possible and are 
adjusted to a small positive value by the numerical 
solver, but this itself prevents complete convergence and 
causes regions with unrealistically high values of /j,. The 
negative values are a result of the oscillatory behaviour 
caused by the unboundedness of this scheme and tend 
to manifest themselves at the lower edges of high* 
gradient regions, as reported by Leschziner (14). Relat­
ively long simulation times were necessary to reduce the 
residual errors to acceptable values.
Considerable differences were observed in the predict­
ed turbulence energy and dissipation rate fields between 
y =  0.5 and y =  1.0, due to numerical diffusion. 
However, the differences in the pressure and velocity 
fields were small. Difficulties were encountered in 
obtaining converged solutions with y = l .  Thus results 
with y =  0.5 were considered to be acceptable for this 
application. With this hybrid scheme the numerical 
oscillations seem to be largely suppressed, resulting in a 
reasonable rate of convergence, and better agreement 
with experimental results is achieved than with y =  0.
5 CONCLUSIONS
A series of simulations has been performed using a finite 
volume technique to predict the flow through poppet 
valves. A range of valve types was studied, and results 
were compared with experimentally visualized flow pat­
terns and with measured flow and force characteristics. 
The overall form of the predicted flow patterns com­
pares well with the experimentally visualized flow, and 
the path of the jet and the form of the recirculation 
zones correlate well.
Predicted results for a poppet valve with a sharp- 
edged seat compare well with experimental results. This 
is because the valve characteristics are not governed by 
flow separation and reattachment. A similar poppet 
valve with a lip on its outer edge has the effect of min­
imizing the flow force at small openings, but a change in 
the flow pattern occurs at larger openings, accompanied 
by an increase in the magnitude of the flow force. This 
change was observed both experimentally and in simu­
lated results.
Flow in long orifices with reattachment is rather 
more difficult to simulate precisely. However, the simu­
lations agree qualitatively with experimental results. 
The discrepancies can be attributed to the following 
factors:
1. Shortcomings in the turbulence model. The common 
k-e  model is known to give rise to significant errors 
in situations with strong body forces due to stream­
line curvature and recirculation. Logarithmic wall
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functions are employed, which are inaccurate when 
flow separation occurs. Thus the complex flow in a 
valve is a severe test for the turbulence model. Fur­
thermore, the flow, pressure and force characteristics 
of disc and poppet valves tend to be very sensitive to 
flow separation and reattachment. A more precise 
turbulence model based on the Reynolds stresses 
would be expected to give more accurate results.
2. Errors due to discretization and numerical differ­
encing. The first-order upwind differencing scheme is 
well known to cause errors when high shear rates 
occur with streamlines skewed relative to grid lines 
and with insufficiently fine meshes. These conditions 
are difficult to avoid in valve flow because of the 
complex geometry and recirculatory flow and the 
high velocity, pressure and turbulence gradients. The 
second-order linear upwind differencing scheme is 
less diffusive but prone to instability and oscillatory 
behaviour. Where the turbulence structure is of lesser 
interest compared to the mean velocity and pressure 
fields, a hybrid scheme was found to give the best 
results.
It is clear from the experimental and simulated results 
that the small-scale features of the geometry of a valve 
can have a disproportionate effect on the overall flow 
field, and the pressure distribution may be particularly 
strongly affected. Recirculation is an important feature 
of the flow through valves, but it appears that the 
overall pressure/flow characteristics are less sensitive to 
the large-scale recirculation which occurs downstream 
of the valve than to the small-scale but intense recircu­
lation which may occur in the orifice region. In this 
region the high velocities and streamline curvatures 
cause high body forces on the fluid. Account of the 
sensitivity to the valve geometry should thus be taken 
when an attempt is made to model flow in the cylinder 
of an internal combustion engine, in which errors, for 
example, may be incurred by an overly coarse repres­
entation of the valve region.
Because of the inaccuracies described above, it is 
clear that caution must be exercised when interpreting 
C FD  simulation results, particularly for complex turbu­
lent flow where separation, recirculation and reattach­
ment occur. It  is essential that comparisons are made 
with experimental results wherever possible. Frequently 
simulations will give a good qualitative indication of 
trends, although the results may be quantitatively inac­
curate. Given these limitations, simulations can form a 
powerful tool for valve design with which the effects of 
design alterations can be investigated with ease.
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The suction dynamics o f  axial piston pumps become more critical i f  the pump is to 
be used at high speeds. In order to prevent air-release and cavitation from  occurring 
within the pump it is necessary to pressurise the pump inlet. As the speed o f  a pump 
is increased, higher boost pressures are required, due to the extra losses incurred 
through the suction line and port plate at the higher flow  rates. However, the lack 
o f  data regarding axial piston pump behavior at high speeds creates problems fo r  
the system designer in selecting suitable boost conditions and fo r  the pump designer 
in selecting the portplate configuration that is required to reduce fluid-borne-noise 
levels. This paper discusses the suction performance o f piston pumps, and presents 
experimental and simulation results exploring the behavior o f a high-speed axial- 
piston pump. Different air-release and cavitation models that are suitable fo r  sim­
ulation studies are investigated.
In troduction
There is a need to increase the operating speed o f axial piston 
pumps, in order to achieve higher power densities when the 
limits o f operating pressure have been reached. Although small 
pumps are often capable o f high speeds this is not so for pumps 
o f moderate and high capacities. This paper presents some 
results o f a project aimed at reducing the problems encountered 
when operating axial piston pumps at high speed.
In particular this paper is concerned with an investigation 
into the performance o f a single cylinder o f an axial piston 
pump over the pumping cycle. At this level it is possible to 
investigate air-release and cavitation within the cylinder, and 
the flow and pressure pulsations associated with the timing of 
the pump. Lumped parameter models are generally sufficient 
to predict the dynamics at the cylinder level (Edge and Darling, 
1986; Lu et al., 1989) and have been used here. A suite o f 
simulation models (CAPPA-Computer Aided Pump Perform­
ance Analysis) has been developed for use with the simulation 
package Bathfp (Richards et al., 1990), each model dealing 
with a particular part o f the single-cylinder system.
For the experimental investigations a regenerative test-sys- 
tem has been designed and built to allow testing o f a pump at 
high speeds (Edge and Harris, 1991). Currently speeds in excess 
o f 500rad/s (4800 rev/min) have been achieved with power 
levels up to 150kW (200hp). Using this system and suitable 
test methods (BS6335, 1990) it has been possible to infer the 
dynamic flow characteristics o f a pump and to measure cylinder 
pressure variations during a pumping cycle. These results may 
then be used as the basis for validating simulation models.
The Sim ulation Models
Figure 1 shows a typical cylinder o f an axial piston pump.
C o n tr ibu ted  by the D ynam ic Systems and C o n tro l D iv is ion  fo r  pub lica tio n  
in  the Jo u r n a l  of D y n a m ic  Systems, M easu r em en t , a n d  C o n tr o l . M anuscrip t 
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The fluid within the cylinder is treated as a lumped volume, 
with a uniform pressure. A compressibility relationship is ap­




The net flow term LQ  normally includes flow through the 
suction or delivery port o f the portplate, as appropriate, and 
a kinematic flow due to the piston motion. Leakage effects 
can also be included.
S ilencing Groove
P o rtp late Port
C y lin d er Port \ C y lin d er F lu id
H o llow
Piston
S llp per-P ad
(Shoe)
Fig. 1 The piston-cyllnder system
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Trapped Volume
Fig. 2 The rellef-groove inertial volume
The suction and delivery ports are modeled as variable ori­
fices and fluid momentum effects are considered for flow 
through the comparatively restrictive silencing grooves (Edge 
and Darling, 1986). The pressure differential across a port is 








where pm is the manifold pressure, p  is the cylinder pressure, 
and flows into the cylinder are defined as positive.
The momentum effect represented by the integral term can 
usually only be estimated for the relief-grooves on the port­
plate. For some groove geometries the integral can be deter­
mined analytically. However, occasionally it must be solved 
numerically. The authors use the trapezium rule, applied first 
with a given number of steps to give an initial estimate and 
then applied again with twice the number o f steps. I f  the change 
in the result is within an acceptable tolerance the new result 
is accepted, otherwise the number of steps is doubled again. 
This approach has not been found to compromise the simu­
lation speed, compared with analytical groove models, al­
though care has been taken to determine the optimum number 
o f steps initially required for each groove geometry, in order 
to speed convergence of the result.
The flow area A  is continually changing and flow restric­
tions, such as strengthening bridges on the portplate, must be 
accommodated. The motion o f the piston in the cylinder is 
also important but is generally considered to be sinusoidal; 
volume changes and swept flowrates due to this motion may 
then be taken into account. The motion of the slipper-pad may 
affect the piston motion, although preliminary investigations 
suggest such interactions are negligible (Edge and Darling, 
1986). In order to clarify the motion of the slipper-pad further 
simulation models are currently under development.
Interactions between the cylinders, the manifolds, and the 
suction and delivery pipes are complex and are influenced by 
the manifold geometry, the length o f the suction and delivery 
pipes and the pipe terminations. Such interactions are not 
readily simulated and consequently the suction and delivery 
manifolds o f the pump are considered to be at a constant 
pressure. This simplification will be discussed later in the light 
of experimental findings.
The Suction Phase
The part o f the pumping cycle that is o f most interest in this
Fig. 3 Typical simulated cylinder pressure undershoot as a function 
of speed with 5.0MPa boost pressure
investigation occurs just after the cylinder opens onto the suc­
tion port, at top-dead-centre (TDC). I t  is at this point that the 
fluid within the cylinder, which is initially at delivery pressure, 
decompresses through the suction port in order to equalise the 
cylinder and manifold pressures. The initial flow depends on 
the difference between the cylinder (delivery) and boost pres­
sures, but the momentum effects, as included in Eq. (2), cause 
the cylinder pressure to decompress too far, or undershoot, 
and a brief pressure oscillation may ensue. It is during this 
time that the cylinder pressure may decrease sufficiently to 
induce air-release or cavitation. An increase o f speed for the 
same boost and delivery pressures generally results in a greater 
pressure undershoot, and greater likelihood o f cavitation.
Simulation studies have shown that the integral term in Eq. 
(2) has the strongest influence on the magnitude o f the pre­
dicted undershoot. This integral term is usually only evaluated 
for the fluid that is trapped between the relief-groove and the 
portplate, as shown in Fig. 2, since the boundaries o f this fluid 
volume are readily defined. However, this leads to predicted 
undershoots that are too small. It is often found that the 
inertance has to be increased in order to predict the correct 
undershoots during noncavitating operation. This is consistent 
with an additional amount o f fluid being accelerated either 
side o f the relief-groove, and as expected the extra amount o f 
fluid is independent o f operating speed and pressures, although 
it may depend on the relief-groove size and geometry.
The significance o f the pressure undershoot is shown in Fig. 
3, which shows the simulated magnitude of the first pressure 
undershoot after top-dead-centre (TDC) as a function o f the 
pump speed for delivery pressures o f lOMPa, 20MPa and 
30MPa for a typical relief groove. The boost pressure for the 
simulations has been set to 5.0 MPa. Clearly, as the speed 
increases so does the undershoot. The limiting condition is 
when the magnitude of the first undershoot equals the boost 
pressure. A further increase in speed beyond this point would 
result in air-release or cavitation. The first undershoot thus 
identifies the minimum boost pressure that is required. How­
ever, as the boost pressure is increased so are parasitic losses 
associated with the boost system. Reduction of the pressure
N o m e n c l a t u r e
A = flow area
a = cylinder number
B'ff = effective bulk modulus
B0ii = oil bulk modulus
CQ = flow coefficient
Fr = cylinder flow harmonic
fo = shaft frequency
GR = pump flow harmonic
n = polytropic exponent 
n = number of cylinders in pump 
p  = cylinder absolute pressure 
pm = manifold absolute pressure 
Q = total flowrate 
q = single-cylinder flowrate 
R = pump flow harmonic number 




X \ = start o f enclosed part o f relief
groove
* 2 as end o f enclosed part o f relief
groove
P as density
r = air-release delay time-constant
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undershoot by better design o f the relief-grooves and portplate 
timing is essential and is one o f the aims o f this work.
The flow out o f the cylinder during the pressure equalisation 
process is also o f interest, since this gives rise to fluid borne 
noise in the inlet line, leading to pipework vibration and air­
borne noise. The magnitude o f the reverse flow pulse should 
be minimised (the term “ reverse”  flow is used because the 
flow is out o f the cylinder during what should be the suction 
stroke).
An ideal portplate should allow the pump to operate over 
its fu ll speed range with modest boost pressures without cav­
itation or air-release occurring. However, it  is unlikely that 
this can be achieved for both low and high speeds. However, 
cavitation might be tolerable i f  it  is o f short duration. Con­
sequently, a model is required which allows cavitation to be 
predicted.
Cavitation and Air-Release Models
The phenomena o f air-release and vaporous cavitation are 
very different, but are often confused.
(а) Air-release: I f  a hydraulic flu id  is allowed to stand with 
a free surface exposed to the atmosphere, air w ill be dissolved 
through adsorption until some equilibrium saturation level is 
reached. The amount o f air that can be dissolved in a given 
liquid at a given pressure and temperature is a constant and 
empirical relationships for the solubility o f gases in various 
liquids are known (Bridgman and Aldrich, 1930; Korolev et 
al., 1982). A  typical hydraulic o il may absorb 10 percent air 
by volume at atmospheric pressure, compared with 2 percent 
air by volume for water.
When the pressure o f the flu id is reduced below the level at 
which it is saturated with air, then air must be released from 
solution, and w ill form bubbles. I f  the flu id  pressure is then 
returned above the saturation level, the air w ill redissolve.
(б) Cavitation: Vaporous cavitation is the boiling o f a liq ­
uid when its pressure is reduced below the saturated vapour 
pressure. Boiling is a violent process, particularly when the 
local liquid pressure rises and the vapour bubbles collapse. 
The tendency o f these bubbles to collapse near a surface and 
the high shocks that are then generated (Young, 1989) may 
lead to fatigue damage o f the surface, with the generation o f 
metallic contaminant particles and subsequent failure o f com­
ponents.
Three models have been considered by the authors. The first 
model considers vaporous cavitation and the others relate to 
air-release.
Cavitation. Several approaches to vaporous cavitation 
modeling were considered, including the use o f bubble-dy- 
namics equations. However, such models are complex and 
require information such as the in itia l size and number o f 
bubbles. Consequently, the simplest model was implemented, 
in order to reduce the need for too much in itia l data. This 
model has previously been used by McCloy (1969-70) to model 
cavity growth in a hydraulic actuator, and is also used in the 
method o f characteristics to track the growth and collapse o f 
cavities in long pipe-lines (for example Streeter, 1972).
A  saturated vapour pressure p vtp is specified and for any 
cylinder pressure above this the normal compressibility Eq., 
(1), is used. However, when the cylinder pressure p  falls to the 
vapour pressure it is held at this value and a single vaporous 
cavity is assumed to form. The growth o f the cavity is predicted 
from the continuity equation; the cavity growth rate must equal 
the net flow out o f the cylinder
= XQo (3)
This equation is applied until the cavity volume returns to zero, 
at which point the compressibility Eq. (1) is again applied and 
the cylinder pressure is allowed to rise.
Instantaneous Air-Release. In this model the hydraulic fluid 
is assumed to be saturated with a known volume-fraction o f 
air at some pressure, usually atmospheric. Should the pressure 
fa ll below the saturation pressure then air is released instan­
taneously. This air then redissolves, instantaneously, as the 
pressure recovers.
The maximum amount o f air that can be dissolved at a steady 
absolute pressure p is defined by Henry’s law (see Perry, 
1984). In the original form o f this law the gas solubility is 
expressed in terms o f mole fractions. However, the relationship 
is readily converted in terms o f volume fractions. This law is 
linear, indicating that at one-half the pressure only one-half 
o f the gas may remain dissolved. The volume o f the dissolved 
gas Vdiss at some reduced absolute pressure p  can then be cal­
culated from the saturation conditions as
t^ diss ~ Vm (4)
Now the volume udi5J is the volume that the dissolved gas would 
occupy at the original pressure This can be subtracted 
from the saturation volume v„, to obtain the free air volume 
at the saturation pressure. I t  is then assumed that in the tran­
sition from  pressure pm to pressure p  the free air has followed 
a polytropic process, and this gives the actual released air 
volume Vur at pressure p  as
U,ir =U »,
( ' - £ )  (t )-
(5)
where n is the polytropic index.
The general lumped-parameter compressibility equation was 
given by Eq. (1). The effective bulk modulus Ber( now includes 
contributions from the oil and the air. Hence,
V F  P«ir &W 
^eff Boil nP
(6)
where the last term is due to the free air. Equation (6) may 
also be extended to include a term for the compliance o f the 
cylinder wall.
This model is straightforward to implement. For air, the 
polytropic index n may vary from 1.0 for an isothermal process 
to 1.4 fo r an adiabatic process. Crum (1983) and Matsumoto 
(1986) both show that the polytropic exponent fo r air in a 
bubble may take any value between the isothermal and adi­
abatic cases, although they show that the majority o f the growth 
and collapse cycle o f a bubble appears to be isothermal. The 
significance o f the polytropic index may be investigated using 
simulations.
Delayed Air-Release. Schweitzer and Szebehely (1930) sug­
gest that dissolved gases are released from solution at a limited 
rate. The rate o f release depends on the agitation o f  a liquid 
sample; i f  a saturated liquid is gradually decompressed it is 
possible to achieve supersaturated conditions, but just tapping 
the container is sufficient to induce immediate air-release. It 
must be considered that hydraulic o il in a piston pump cylinder 
is sufficiently agitated to give the maximum release rate.The 
re-solution o f gas in a liquid is also delayed, but more so, with 
gases typically taking twice as long to redissolve as to  be re­
leased, probably due to the decreasing bubble surface area 
during adsorption (Schweitzer and Szebehely, 1950).
The instantaneous air-release model is readily extended to 
include the effect o f the delay. The rate o f evolution is related 
to the degree o f supersaturation, which is the difference be­
tween the actual released gas volume and the volume vm that 
would ultimately be released at a given liquid pressure p.
The final volume o f the released gas would be
(7)
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The coefficient t  is actually a time-constant for the evolution 
or solution process, which may have different values for ev­
olution and solution. The air volume at pressure p  is again 
found from the polytropic relationship
(t ): (9)
Fig. 4 Simulated cylinder pressures with different air-release and cav­
itation models
Equation (6) gives the effective bulk modulus and Eq. (1) is 
used as before. The equations above also apply to the resolution 
o f air, which is proportional to the degree o f undersaturation.
A  problem w ill occur i f  the cylinder pressure is allowed to 
become negative, since Eq. (7) would no longer apply. This 
model has thus been extended to include the cavity tracking 
equations o f the first model, should the cylinder pressure fall 
to the vapor pressure pv«P- It is important to note that there 
may still be free air when the cylinder pressure p  has recovered 
above the saturation pressure a , , ,  due to the longer delay for 
resolution.
The three models have each been used for simulations. Typ­
ical simulation results are shown in Fig. 4, for the test pump 
at a speed o f 261.8 rad/s (2500rev/min) with l.OMPa boost 
pressure and lOMPa delivery pressure, and an inlet temperature 
o f 55*C. For clarity only the start o f the suction phase o f the 
cylinder pressure is shown, and gauge pressures have been used. 
These results also assume an isothermal process with n = 1.0. 
It has been found that the only noticeable effect o f assuming 
an adiabatic process is to slightly increase the volume o f air 
that is released during the transient.
Figure 4(a) shows the simulation using the cavitation model. 
The pressure falls rapidly at the start o f the suction phase and 
a cavity forms very briefly. The pressure then recovers, but a 
brief pressure oscillation occurs because o f momentum effects, 
and a second, shorter, period o f cavitation occurs. Figure 4(b) 
shows the instantaneous air-release model. Air-release occurs 
immediately as the pressure falls below atmospheric and is o f 
slightly longer duration than for the cavitation model. The 
minimum pressure is also slightly higher, but the traces are 
otherwise indistinguishable.
Before the delayed air-release model can be applied it is 
necessary to determine the time-constants for evolution and 
solution. Time-constants for several fluids, obtained under 
laboratory conditions, are given by Schweitzer and Szebehely 
(1950) and Szebehely (1951). Typical values for light mineral 
oils appear to be around 5 seconds for evolution and 10 seconds 
for solution. Using these values gives the cylinder pressure 
trace shown in Fig. 4(c). This is again very similar to the traces 
given by the previous models. Although it is to be expected 
that very little air-release will occur in the 12ms o f the suction 
phase i f  the evolution time-constant is 5 seconds, it should be 
noted that Eq. (6) only requires a tiny volume o f free air to 
drastically reduce the effective bulk modulus. The effects o f 
air-release on predicted dynamic behavior become much more 
apparent i f  smaller time constants are used in the simulations. 
However, it is d ifficu lt to justify doing this; no studies appear 
to have been undertaken to establish the time constant o f the 
release process in real hydraulic machines and consequently 
the previously-published laboratory data has been employed 
here.
On the basis o f Fig. 4 there is little difference between the 
models and the cavitation model would appear to be best since 
it requires only one user-specified parameter (the vapor pres­
sure). Furthermore, simulations have shown very similar re­
sults regardless o f the actual vapour pressure used.
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Fig. 5 The regenerative pump-test system
Experimental Investigation
Cylinder and Manifold Pressures. In order to examine cav­
itation in the test-pump a pressure transducer has been installed 
in a cylinder, and is used in conjunction with a second trans­
ducer in the suction manifold. The test-system has been dis­
cussed in a previous paper (Edge and Harris, 1991) but as its 
operation is important to an understanding o f the observed 
pressures, the circuit is reproduced in Fig. 5. The test pump 
is driven by a hydraulic motor through a gearbox which pro­
vides the necessary speed ratio; the pump speed is 2.4 times 
the motor speed. The pump is boosted with flow from the 
motor outlet and the pump delivery flow is returned to the 
motor inlet. An external supply provides flow make-up to 
overcome losses. This regenerative system has allowed tests to 
be performed at speeds up to 500 rad/s (4800 rev/min).
Figure 6 shows experimental cylinder and suction manifold 
pressures during the suction phase for the operating conditions 
considered above. Figure 6(a) is the manifold pressure. Clearly 
there is a significant degree o f ripple. It also appears from the 
cylinder pressure in Fig. 6(b) that the suction phase exhibits a 
ripple influenced by that in the manifold. The manifold pres­
sure also appears to be periodic. The peaks A , B, and C occur 
at an even spacing, which is the pumping frequency o f the test 
pump, and this represents the interactions o f adjacent cylinders 
as they open onto the suction manifold. The sequence A-B-C  
also appears to repeat itself at a spacing approximately one- 
third of the pumping frequency, although the repetition is not 
exact. Now in the test-system shown in Fig. 5 the pump has 9 
pistons, the motor has 7 pistons and the pump speed is 2.4 
times the motor speed. The ratio o f the pumping frequencies 
o f the pump and motor is thus 3.08 and so the underlying 
waveform o f the sequence A-B-C  must be due to the motor 
dynamics. Similar interactions have been previously reported 
by Edge and de Freitas (1981).
The measured cylinder pressure may be compared to the 
simulation results presented in Fig. 4. The experimental data 
indicates that the cylinder pressure has fallen below OMPa 
gauge and air-release or cavitation has occurred. In Fig. 6(c) 
the cylinder and manifold pressures have been numerically 
filtered and the dynamic portion o f the manifold pressure has 
been subtracted from the cylinder pressure. This filtered signal 
is free from manifold interactions and may be compared di­
rectly to the simulated cylinder pressure. The transient pressure 
predicted by the cavitation model has also been plotted for 
direct comparison.
It should be noted that although the filtered pressure trace 
gives some idea o f the transient at the start o f the suction 
phase, the representation is not exact. This is due to the d if­
ficulties inherent in filtering a signal which is predominantly 
a square-wave. The filter (a fifth-order low-pass Butterworth 
with 4kHz cut-off) has been applied to the transient part o f 
the pressure signal only, by numerically subtracting the un­
derlying square-wave in such a way that only the transient part 
o f the low-pressure signal remains. However, the initial portion
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o f the suction phase is still a step change, and so the filter 
introduces some initial curvature, and may also be responsible 
for the negative pressures that are suggested.
From an examination o f the simulations in Fig. 4 it appears 
that a good match is obtained for the first period o f air-release/ 
cavitation, but subsequent oscillations are not well matched. 
Interestingly the simulated waveforms o f Fig. 4 are based on 
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shows that the oscillations extend beyond the angle o f 192* 
which marks the end o f the relief-groove. This shows a lim i­
tation o f the current modeling techniques; more fluid is ac­
celerated than the amount trapped in the relief-groove. It is 
in this area that computational fluid dynamics (CFD) might 
be used to great effect to further quantify the momentum 
phenomenon in pumping dynamics.
The noise on the cylinder pressure trace is interesting. A 
Fast-Fourier-Transform of the signal reveals the noise to be 
in the range 15-25kHz. It is known that the pressure transducer 
has a resonance at 20kHz but the pump shaft-frequency for 
this particular test is only 41.7 Hz. Experience suggests that 
pumping harmonics beyond the fifteenth are rarely significant. 
W ith 9 pistons the fifteenth harmonic would be at 5625Hz, 
far below the observed noise frequencies. The amplitude o f 
the noise signal suggests significant excitation o f the trans­
ducer. The manifold pressure trace also shows noise but only 
over part o f the trace. Interestingly the high frequency noise 
at peak A corresponds to the start o f the suction phase in Fig. 
6(b), the figures having identical horizontal axes. Subsequent 
bursts o f high frequency noise occur at the peaks B and C, 
which have already been identified as due to successive cyl­
inders opening onto the suction manifold. Frequency analysis 
o f the manifold pressure noise indicates resonance peaks at 
10.5kHz and 15.5kHz. These are believed to be resonances of 
the pressure transducer. Clearly the excitation for the trans­
ducer resonances must be broad band noise, and it is believed 
that vaporous cavitation could be responsible, since such high 
frequencies are known for cavitation (Young, 1989). Tests have 
also been carried out at higher boost pressures and the high 
frequency noise does not appear in the manifold pressure sig­
nal.
The interaction between the manifold and cylinder pressures 
also causes some concern because it masks underlying trends 
in the cylinder pressure. Simulation models are currently being 
developed which will allow experimental manifold pressures 
to be used as input data. The sampled pressure may be stored 
directly in a file to be read by the simulation or might be 
converted to a harmonic spectrum so that the signal can be 
reconstituted. This latter approach avoids the need to inter­
polate between the sample points but may be less accurate 
because of the presence o f harmonics of both the pump and 
motor pumping frequencies. In either case care must be taken 
to ensure correct synchronisation of the manifold pressure 
signal with the start o f the suction phase.
Suction Flow Ripple. The flow ripple o f the pump is related 
to the pressures and so is also being investigated.
The suction flow ripple o f the test-pump has been inferred 
using fluid borne noise measurement techniques developed 
within the Fluid Power Centre and which forms part o f a British 
Standard test procedure (BS6335, 1990). Three pressure trans­
ducers located in the pump inlet pipe are used to determine 
first the pump impedance, using a suitable secondary source 
o f excitation, and then the pump source flow ripple. A  high 
speed data acquisition system is used to gather data at sampling 
rates in excess o f 30kHz per channel. The inferred flow ripple 
can be compared with that generated from simulations.
The experimental flow ripple is obtained as a harmonic spec­
trum, giving amplitude and phase of components at multiples 
o f the pumping frequency. The simulated flow ripple is derived 
from the results o f a simulation over a single pumping cycle. 
Two techniques may be used. Firstly it is possible to build a 
simulation which includes the appropriate number o f cylinders, 
each separated by the appropriate phase angle (for n cylinders 
the phase shift is 2r /n  per cylinder). The suction flows from 
each cylinder can then be added together to form the total 
flow ripple. Such a simulation is time-consuming, but can be 
useful i f  the effects of, for example, a damaged piston were 














Fig. 7 Suction flow ripple with 2.0MPa boost and II.OMPa delivery at 
315 rad/s
inders are functioning identically. It is then possible to take 
the suction flow harmonic spectrum for a single cylinder and 
combine this, with suitable phase shifts, to form the harmonic 
spectrum o f the overall flow ripple.
The spectrum o f the single cylinder flow, q, may be obtained 
in terms o f phase and amplitude, for harmonics o f the pump 
speed, over a fu ll revolution o f the pump. Although the suction 
flow will be zero for one-half o f the revolution this must be 
included. The real and imaginary parts o f the r ’th harmonic 
o f the spectrum are obtained from
Rer (<7) = 2/0 j  q(t)cos(2irrfot)dt
lm r(q)=  -  Zfo j  <7(0 sin (2xrfot)dt (10)
For a pump with n cylinders the spectrum o f the total flow
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ripple, Q, is formed by shifting the phase o f each single-cylinder 
spectral component by an angle (2 x (a -  1 )r/n ) and summating 
the result, where a is the cylinder number from 1 to n. I f  each 
component o f the single cylinder spectrum is designated Fr 
then the components o f the combined spectrum are
n — y2wr<<i— I)
G * = F r 2 e  * r =  1,2,3,... (11)
a * 1
where Fr= Rc(g) + jlm (q )
The summation term can be evaluated fo r the given values 
o f r  and it is readily shown that
CR = nFr r  = n,2n,3n,...
Gk = 0 r^n ,2n ,3n ,... (12)
It follows then that only every n ’th component o f the single 
cylinder spectrum is required to form the total flow ripple. 
The mean level o f the flow ripple is not considered here but 
could be included i f  desired as the zero’th harmonic. The total 
flow ripple may then be re-formed from the harmonics G*.
Figure 7 shows an experimental and a simulated flow ripple. 
The amplitude and phase are shown along w ith the flow wave­
forms. The flow waveforms have been offset fo r clarity. The 
main point o f interest is the magnitude o f the reverse flow, 
since this has a strong influence on the fluid-borne noise in 
the suction line and also indicates the likelihood o f cavitation. 
There is a reasonable agreement in this case. However, there 
is a noticeable difference in the experimental and simulated 
ripples, in that the measured ripple contains significantly re­
duced high frequency components. It should be noted that the 
measurement techniques have not previously been used at the 
high frequencies considered here, and that little  information 
is available regarding suction line dynamics at the higher fre­
quencies. The high frequency pressure ripple shown in Fig. 
6(c) at the start o f the suction phase has a frequency o f ap­
proximately 3000 Hz, and it is to be expected that a corre­
sponding flow ripple is also present. However, the experimental 
spectrum in Fig. 7 shows very low amplitudes at this frequency 
and so the experimental flow trace lacks the ripple and sharp 
corners associated with these components, although the un­
derlying trends show reasonable agreement.
The difference in the flow spectra at high frequencies may 
be due to either the simulation or the experimental approach. 
Possibly the simulation neglects some factor which would cause 
the high frequency components to be damped out. One pos­
sibility currently under investigation is the occurrence o f cav­
itation within the relief-groove orifice itself, at the vena- 
contracta. However, the high-frequency ripple is present on 
the cylinder pressure trace, suggesting that it may be the ex­
perimental techniques which are incapable o f measuring the 
higher frequency components. A  fu ll programme o f test work 
is currently under way to resolve this question.
Conclusions
A better understanding o f the suction dynamics o f axial 
piston pumps is essential i f  the range o f operating speeds is to 
be extended. The cylinder pressure and suction flow  ripple
have been simulated and measured for a typical axial piston 
pump. Different air-release and cavitation models have been 
considered and it is found that simple models provide an ad­
equate prediction o f cavitation and air-release. However, it is 
also shown that momentum effects in the relief-groove are 
more significant than models generally allow for, and that a 
CFD study would be very useful for quantifying the momentum 
effects.
Flow ripple predictions have also been shown to give rea­
sonable agreement with experimental observations, although 
the higher frequency components o f the predicted flow ripple 
are not present in the experimental results.
Flow ripple predictions have also been shown to give rea­
sonable agreement with experimental observations, although 
the higher frequency components o f the predicted flow ripple 
are not present in the experimental results.
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ABSTRACT
This paper considers the motion of pistons in an axial piston pump. In particular the 
spin of a piston relative to its cylinder is examined, since this provides guidance on 
the nature of friction forces acting on the piston. These friction forces affect the 
motion of the slipper-pads in an axial piston pump, which is not fully understood, and 
are impossible to measure directly.
Two models for piston-spin have been developed and compared to experimental 
data obtained by Hooke and Kakoullis (1981). Coefficient values that are required to 
give close correspondence to experimental data provide further clues as to the nature 
of the friction in the cylinder-piston-slipper system. It is shown that friction regimes 
vary considerably with operating conditions, but at high speeds viscous and 




A piston-cylinder overlap area, m2 
Fc ball-joint contact force, N 
Ff resultant viscous drag force on 
piston, N 
FP pressure force on piston, N 
J piston polar mass moment of 
inertia, kgm2 
L length of piston, m 
mp mass of piston, kg 
Na contact force at end of piston, N 
Nb contact force where piston enters 
cylinder, N 
R piston pitch circle radius, m 
Rfi ball radius, m 
Rp piston radius, m
t film thickness, m 
V resultant velocity of piston, m/s 
y piston displacement, m 
Z insertion depth of piston, m
y pump swash angle, radians 
G pump rotation from BDC, radians 
p dynamic viscosity, Ns/m2 
Pbs friction coefficient, ball on
slipper-pad 
HK friction coefficient, piston on
cylinder 
t  shear stress, N/m2 
Q pump speed, rad/s 
co piston spin velocity relative to 
cylinder, rad/s
INTRODUCTION
For the rotary motion of an axial piston pump to be converted to the linear motion of 
the pistons, each piston must follow the surface of an inclined swashplale. The 
reaction force between the piston and the swashplate is supported by a slipper-pad, as 
shown in Figure 1. In order that the slipper-pad may freely follow the swashplate 
surface, it is connected to the piston by a spherical plain bearing - the ball-joint. 
Friction between the slipper-pad and swashplate is reduced by pressurising the central 
pocket of the slipper-pad, which then acts as a hydrostatic bearing. However, since the 
slipper-pad is free to tilt and is sliding at high velocities, a hydrodynamic lifting force 
is also produced. Together, the hydrostatic and hydrodynamic forces keep the
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slipper-pad clear of the swashplate, with some 90-99% of the load being supported 
hydrostatically. The hydrodynamic behaviour is of significant importance however, 
since the slipper-pad may still touch the swashplate by tilting. Predicting this tilting 
motion is important to the designer, but it is a very difficult task because of the 
complex forces acting on the piston-slipper system.
Piston
Figure 1 The Piston/Slipper-Pad Assembly
Hooke and Kakoullis (1981) studied the tilt of slipper-pads in an axial-piston pump 
and concluded that two forces dominate this phenomenon. The first of these is the 
centrifugal force acting on the slipper-pad centre-of-gravity, which is offset from the 
centre of the ball-joint This force always acts to tilt the slipper-pad outwards so that 
the minimum clearance occurs nearest the pump axis.
The second force is the friction acting in the ball-joint This friction force cannot 
be measured directly under normal operating conditions. However, the direction of the 
friction force in the ball-joint depends on the relative motion of the piston and 
slipper-pad, which consists of two perpendicular components of the tilt velocity of the 
slipper-pad together with the spin velocity of the piston relative to the slipper-pad. The 
friction opposes the resultant of these three velocity components.
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By measuring the tilt of slipper-pads in a running pump at the midpoints of the 
suction and delivery strokes Hooke and Kakoullis (1981) observed that the slipper-pad 
was heavily tilted outwards during the suction stroke but ran with very little outward 
tilt during the delivery stroke, suggesting that the friction always acted in the same 
direction, enhancing the centrifugal tilt during the suction stroke and opposing the 
centrifugal tilt during the delivery stroke.
This result was attributed to the spin velocity of die piston, relative to the 
slipper-pad, making a far greater contribution to behaviour than the effect of any 
slipper-pad tilting velocities. The piston is expected to turn with the cylinder block, 
but the combination of friction between the swashplate and the slipper-pad, and 
friction between the slipper-pad and piston opposes this motion. Hence the piston 
rotational motion is retarded, relative to the cylinder. The friction between the piston 
and slipper-pad then acts to tilt the slipper-pad towards the symmetry axis joining 
bottom-dead-centre (BDC) and top-dead-centre (TDC) on the delivery stroke (tilting 
die slipper-pad inwards towards the pump shaft, opposing centrifugal tilt), and away 
from the BDC-TDC axis on the suction stroke (tilting the slipper-pad outwards, 
enhancing centrifugal tilt).
In order to examine die friction in die ball-joint, Hooke and Kakoullis carried out 
a series of experiments in which the spin of the piston, relative to the cylinder block, 
was measured for a range of speed, pressure and swashplate angle conditions. These 
results were interpreted but no attempt was made to simulate the piston/slipper-pad 
spin motion, which may have led to a more complete understanding of the friction 
mechanisms involved. The work presented here is a simulation study of piston spin, 
which attempts to match the experimental data of Hooke and Kakoullis.
PISTON-SPIN MODELS
The simplest form of friction is between two dry surfaces, with relatively high 
coefficients of friction. A thin film of lubricant (only a few molecules thick) will 
reduce the friction coefficient significantiy. This is termed boundary lubrication and 
friction coefficients of the order of 0.02-0.10 are encountered under such conditions,
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depending on the surface materials. If  the sliding surfaces are permanently separated 
by a thicker film of oil then viscous friction will occur, dependent on the film 
thickness and the relative surface velocities. If  pressure is generated in the film by 
relative motion of the surfaces feeding lubricant into a converging clearance then 
hydrodynamic lubrication is occurring. In these latter cases the effective coefficient 
of friction decreases significantly and values of 10*3 or less are usual (Streeter 1961).
Hooke and Kakoullis use the trends in the observed piston spin velocities to infer 
the types of friction that are present in the ball-joint and between the piston and 
cylinder. Firstly, because the spin-rates decrease as speed is increased, it was argued 
that the ball-joint is in boundary lubrication, and the piston-cylinder interface is 
experiencing viscous friction. As speed increases the ball-joint friction force acting to 
turn the piston relative to the cylinder would thus remain constant but the viscous 
friction opposing the spin-motion would increase, thus reducing the observed spin rate. 
It was also noted that initially the spin-rate increased rapidly with pressure. This 
suggests that the ball-joint friction has increased with pressure, but the piston/cylinder 
friction has not, which again would be consistent with viscous friction in the 
piston/cylinder interface. However, at higher pressures and lower speeds die spin-rate 
decreases, suggesting that some form of contact has occurred between the piston and 
cylinder.
It is sensible that the ball-joint may experience boundary contact friction since 
lubricant is always present in the form of the hydraulic oil. Hydrodynamic friction is 
also feasible however, since the forces transmitted through the ball-joint will tend to 
minimise the clearance on one side of the piston ball. The spin of the piston ball 
relative to the slipper cup can then draw fluid into the spherical wedge that is formed.
In the piston-cylinder interface the pressure difference between the cylinder and 
the pump casing ensures a flow of lubricant along the piston. Self-centering grooves 
around the piston may ensure a uniform film thickness around the piston, leading to 
the viscous friction proposed above. However, the side forces on the ball-joint, due 
to the swashplate tilt, may tilt the piston such that lubricated (boundary) contact 
occurs. The piston can thus experience viscous or boundary friction, although solid
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contact might also occur if the lateral forces on the ball are particularly high.
The exact mechanism of friction in the piston/cylinder and piston-bali/slipper-pad 
interfaces is not known, but by using different mathematical models to predict slipper- 
pad spin it may be possible to infer further information about die friction regime from 
the results.
The Fullv-Contacting Model
In this model the piston contacts the cylinder at two points, and the slipper-pad at one 
point, as shown in Figure 2. Constant coefficients of friction are assumed, and this 
model applies equally to dry or lubricated friction.
The normal contact forces NA, at the edge of the piston, and NB, at the point where 
the piston enters the cylinder, are calculated by considering lateral forces acting on the 
piston and taking moments about the centre of the ball-joint The piston is then 
assumed to follow the swashplate, slipper-pad dynamics being neglected. The friction 
between the piston and the cylinder wall acts against the resultant velocity of the 
piston motion; the piston is both translating along its axis and spinning about its axis. 
The friction between the piston and slipper-pad is assumed to depend only on the spin 
of the piston, as proposed by Hooke and Kakoullis, and so acts in a direction 
perpendicular to the plane of Figure 2.
The piston motion is described by
y  *  i5 Q s in 0 ta n Y  
$  *  R Q 2 c o s O ta n y
The resultant velocity, V, of the piston relative to the cylinder is 
V  * yjy* + (RpVt)2 (2)
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Figure 2 The Piston Forces
Considering forces acting perpendicular to the piston axis gives 
Na *  Fcsiny -  NB ( 3 )
( 4 )
and taking moments about the ball-joint centre yields 
= Nb ( L - Z )  *






The total reaction force is thus 
FcsinvNa *  N,B 2 i- r -2 n reR ,(-|)j < «)
Equation (6) defines the reaction force as a function of the (unknown) ball-joint 
contact force, Fc.
The equation of motion for the piston is
mp?  * Fccosy -  Fp -  \ipc(NA*N B) ^ j  (7)
which also relates the normal contact forces to the ball-joint contact force. 
These equations may be solved simultaneously to give
NA+Na =
tany
Z 2L--Z -2 (iwR ,(^ )| Im J + F , )
- _ tany 
Z 2 L - Z - ( 8 )
mp9 + F f
cosy s in y 2 L
An equation of motion may now be written for the piston spin. The force causing 
piston rotation is the friction in the ball-joint, whilst the spin is opposed by the 
piston/cylinder contact friction. Thus
*  - l i ^ F ^ c o s y  -  ( 9 )
The piston spin velocity © will be negative, and so the last term in equation (9) 




Typical values for the friction coefficients are readily obtained. For sliding friction 
between two lubricated steel surfaces, coefficients lie in the range 0.02-0.08, and for 
sliding, lubricated, friction between steel and bronze a typical value is 0.07 (Gieck 
1985). Hence for the initial simulation study values of ^=0.05 and 1185=0.07 were 
taken. The predicted behaviour for the 500 and 1500rev/min speeds are shown in 
Figure 3, together with data measured by Hooke and Kakoullis. The piston spin 
velocity is expressed as a fraction of pump speed
It is immediately apparent that there is only a small variation in the spin-rate with 
these friction coefficients. The results for 500rev/min are certainly of the correct order 
of magnitude and show good agreement with the experimental results at the higher 
pressures. However, for 1500rev/min the predictions are clearly inaccurate, being too 
high, and initially decreasing rather than increasing with pressure.
The spin-rate can be reduced by either reducing Pas or increasing p^. Figure 4 
shows results with an increased coefficient ^=0.08. It is apparent that the simulations 
give worse results than before, both in trend and in magnitude.
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Figure 4 Spin Rates Predicted with Fully Contacting Model 
pBS=0.07, Ppc=0.08
The inability to correlate the results may be due to differences in the actual and 
simulated friction regime. Dry friction would result in higher coefficients of friction, 
whilst viscous or hydrodynamic friction would result in much lower coefficients. 
Increasing the friction coefficients was found to have a deleterious effect on the trends 
shown by this model. Reducing both coefficients by an order of magnitude from the 
original values, to jibs=0.007 and ^=0.005, yielded only a small improvement in 
accuracy compared to the predictions shown in Figure 3.
Improvements in accuracy might be obtained by reducing the friction coefficients 
further. However, the values used in the third simulation above are already an order 
of magnitude smaller than would be expected for even boundary lubrication and so a 
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The Piston/Cylinder Viscous Friction Model
The second model assumes that the piston/cylinder interface is experiencing viscous 
friction, whereas the ball-joint is experiencing contact friction, as before.
The model assumes that the piston and cylinder are concentric. The shear stress 
in the clearance is then
There is only one unknown variable in this model, the coefficient of friction in the 
ball-joint, pBS. The film thickness, t, may differ between adjacent cylinders, (although 
manufacturing tolerances limit the amount of variation), and the fluid viscosity, p, is 
also very dependent on fluid temperature. However, these parameters are always 
present in the ratio p/t so it is only necessary to vary one of these parameters for the 
simulations; viscosity was chosen since it would vary the most in practice. Simulations 
were obtained for two fluid temperatures, 27°C and 55°C, with corresponding 
viscosities of 0.049Ns/m2 and 0.015Ns/m2 respectively.
( 1 0 )
t
and so the resultant friction force is
Ff  « t  . 2icRpZ ( 1 1 )
This force may be evaluated directly, and the equation of motion for the piston is 
again used to determine the ball-joint contact force
( 1 2 )




It should be noted here that Hooke and Kakoullis report some variation in 
measured spin-rates, which might be due to temperature variations, but temperature 
is not recorded in their results. The first friction model is not temperature dependent
For the first set of simulations the starting value of the friction coefficient was 
^=0.07, as for the previous model. However, this value predicted a spin-rate of 
100% (the piston does not rotate relative to the pump-axis), and so is clearly too large. 
The friction coefficient was thus reduced to (1^*0.007 and this gives spin-rates that 
are certainly more realistic at the lower temperature, although the spin-rates are still 
too high.
Further reduction of the friction coefficient to pBS=0.0007 gives the results shown 
in Figure 5. At the lower temperature the predicted spin-rates are too low, but at the 
higher temperature there is a reasonable agreement
It is apparent from the predictions that there is a linear relationship between 
spin-rate and viscosity. It was generally found that the predicted spin-rates at one 
temperature could be found by multiplying the spin-rates at another temperature by the 
ratio of the viscosities. Consequently only one other set of simulations was carried out, 
at a temperature of S5°C, in an attempt to achieve a good match to the results at 
1500rev/min. This was achieved with a friction coefficient pBS=0.00088 and gave the 
results shown in Figure 6. At a temperature of 27°C the same results would be given 
with a friction coefficient 0.049/0.015 times greater, or |iBS=0.00287.
Generally a wider range of spin-rates is predicted with the viscous friction model, 
in agreement with the experimental data. Although the temperature used in Hooke and 
Kakoullis* tests is not known this does not matter significantly, since it is shown that 























D e live ry  Pressure (bar)
a) at 27*C
lS O O rev/m ln
250100
D e live ry  Pressure (bar)
150 200
b) at 55 *C
Figure 5 Spin Rates Predicted with Viscous Piston Model, ^=0.0007
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Figure 6 Spin Rates Predicted with Viscous Piston Model, ^=0.00088 
The Ball-Joint
It was suggested by Hooke and Kakoullis that the ball-joint was in boundary 
lubrication. However, the simulation results presented above in Figure 6 require a 
coefficient of friction that is too low even for boundary lubrication. The value used 
is more suggestive of hydrodynamic lubrication within the ball-joint Certainly this is 
possible, since the piston and slipper-pad axes are displaced by the swashplate angle 
and the point of closest approach of the piston and slipper-pad is likely to be 
somewhere between where the piston and slipper-pad axes each pass through the 
ball-joint fluid film. This will provide a spherical wedge of fluid in the ball-joint and 
thus allow a hydrodynamic lift to be generated which may be sufficient to keep the 
piston and slipper-pad from contacting. This is more likely to happen at large 
swashplate angles and higher speeds. However, it is difficult to analyse the spherical 
wedge, primarily because it must be a dynamic quantity - the minimum clearance in
Harris 14
109
the ball-joint must be such that the piston force and slipper-pad-lift force are 
approximately balanced by the hydrodynamic forces in the ball-joint The ball-joint 
film thickness will vary as the piston and slipper-pad forces fluctuate with temperature 
and load pressure.
It is also possible that the ball-joint oil film varies noticeably in thickness during 
a single revolution of the pump, perhaps even oscillating. This point is made by 
Hooke and Kakoullis when considering the variation of spin-rate with swash angle, 
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Figure 7 The Variation of Piston Spin-Rate with Displacement 
(Hooke and Kakoullis 1981)
It is apparent that the spin-rate generally increases as the swash angle is reduced. The 
spin models described above always predict spin-rates that decrease linearly with 
swash angle, since the moment arm in the ball-joint is reduced linearly. However, 
Hooke and Kakoullis suggest that the increasing ball-joint friction is consistent with 
an oscillating bearing in which the amplitude of oscillation is being reduced. It should
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also be noted here though that at lower swash angles any wedge-effect is diminished 
because the point of minimum clearance moves closer to the piston axis. It is thus 
possible that the hydrodynamic friction breaks down and die ball-joint returns to a 
regime of boundary-contact friction. The side loads on the piston will also decrease, 
perhaps reducing contact between the piston and cylinder. It has already been stated 
that with contact friction in the ball-joint and viscous friction in the piston-cylinder 
interface the spin-rate rapidly approaches 100%.
SUMMARY OF RESULTS
Two models for prediction of piston motion have been presented. In the first model, 
contacts in the slipper-pad ball-joint and between the piston and cylinder are assumed. 
This model predicts high spin rates with speed only having a small effect The model 
agrees well with the previously observed behaviour at high pressures and low speeds.
The second model is based upon viscous friction in the piston-cylinder clearance 
space. For close agreement with observed behaviour at low pressures or high speeds 
a ball-joint friction coefficient is required which is 2-3 orders of magnitude smaller 
than would be expected for contact friction. This suggests that the ball-joint is 
experiencing hydrodynamic lubrication, and certainly the ball-joint satisfies the 
requirements of providing relative motion of two surfaces and a wedge of fluid.
It is apparent then that the piston-slipper system must experience more than one 
form of friction. At low speeds and high pressures the ball-joint and piston-cylinder 
interfaces are both experiencing boundary friction. At higher speeds or lower pressures 
the piston-cylinder interface moves into a viscous friction regime and the ball-joint 
experiences hydrodynamic separation. The spin-rates are much lower as a result If  the 
pump swash angle is reduced, however, the reduction of side loads on the piston and 
the corresponding reduction of the spherical wedge cause the piston/cylinder interface 
to experience viscous friction and the ball-joint to return to a boundary lubrication 
regime, with high friction levels and high spin-rates.
Overall the friction regime is not easy to predict, particularly the transition
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between boundary and viscous or hydrodynamic lubrication. However, at high speeds 
it is apparent that hydrodynamic lubrication occurs in the ball-joint and viscous 
friction occurs in the piston-cylinder interface.
It should also be noted here that Hooke and Kakoullis describe the piston 
spin-rates as being consistent over several hundred revolutions but differing between 
pistons and between successive runs of the pump. It is certainly the case that in a 
modem piston pump the pistons are usually matched to their cylinders, and so the 
mean clearance between adjacent pistons and their cylinders may differ. Also the point 
at which contact occurs in the ball-joint may vary, since the slipper-pad material 
(bronze) is usually softer than the piston material (steel) and so may deform during 
close approach and contact The point of contact could differ noticeably in adjacent 
ball-joints. However, Hooke and Kakoullis note that the general trends are very 
consistent It has been shown here that the conventional boundary lubrication model 
does not allow for as wide a range of spin-rates as have been measured.
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ABSTRACT
Reciprocating pumps with self-acting valves are commonly 
used for fluids with poor lubrication properties, high 
contamination levels or corrosive properties. A study has been 
made of the dynamic performance of these pumps, with 
particular regard to the self-acting valve characteristics. Using 
computer simulation, the effects of changes in the spring forces 
on the self-acting valves were investigated for a commercially 
available pump. The simulations predicted that modifications to 
spring forces could result in considerable improvements in 
performance, with increased volumetric efficiency and reduced 
valve impact velocity and flow ripple. These improvements were 
borne out experimentally. Vibration and air-borne noise were 
also greatly reduced.
Results are presented of the measured and simulated valve 
motion and velocity, flow ripple and overall volumetric 
efficiency. Measured vibration and sound power level results are 
also presented and discussed. Correlation between measured and 
simulated results is shown to be good.
INTRODUCTION
The study reported in this paper formed part of a project 
aimed at improving reciprocating plunger pump technology and 
hence the competitiveness of this section of the fluid power 
industry. Multi-cylinder plunger pumps (Miller, 1987) are used 
widely with fluids having poor lubricant properties and high 
contaminant levels. Applications include powered roof supports 
and dust suppression in mines, cutting of cloth, plastics, paper 
and rubber, desalination by reverse osmosis, high pressure 
cleaning and descaling. Several features of these pumps make 
them an inherently suitable choice for such applications. The use 
of self-acting positive seating valves provides considerable 
contamination tolerance and does not place reliance on the
lubrication properties of the fluid.
A diagram of a typical cylinder arrangement is shown in 
Figure 1. Typically these pumps contain three or five cylinders 
and the plungers are actuated by a crankshaft and connecting rod. 
The design of reciprocating plunger pumps has not changed 
significantly over the last thirty years, but it has long been 
recognised that ideally they should be driven directly at standard 
electric motor speeds. However, the reliable operation of these 
pumps is limited to lower speeds by both valve dynamic 
behaviour and plunger lubrication and sealing. Generally a 
reduction gearbox is used between prime mover and pump, 
which contributes significantly to the overall size and cost of the 
system.
The authors have carried out a study of the dynamic 
performance of self-acting valves in plunger pumps (Johnston, 
1991; Johnston et al, 1991; Vaughan et al, 1991). The work was 
mainly concerned with high pressure plunger pumps used for 
pumping 95:5 watenoil emulsions, a type widely used by the 
mining industry. However the work was generic in nature and 
could be applicable to all pumps incorporating self-acting valves, 
such as wobble-plate piston pumps and diaphragm separator 
pumps.
In a previous paper derived from this study (Johnston, 
1991), a computer program for simulating the dynamic 
performance of reciprocating pumps was described. The 
program was used to predict the motion of the valves, the flow 
through the valves and the pressure in the cylinders and the 
delivery manifold. It was necessary to make some assumptions 
in the modelling of the pumping components. For example, the 
suction line pressure was assumed to be constant The valve 
pressure/flow characteristics were based on steady state 
measurements (Johnston et al, 1991), with the addition of an 
inductive term due to the inertia of the fluid in the orifice. 
Nevertheless, the simulations were found to give good agreement
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FIGURE 1 SCHEMATIC DIAGRAM OF CYLINDER
with measurements o f valve motion, cylinder pressure and 
delivery manifold pressure Some comparisons between 
simulation and measurement are shown by Johnston (1991).
Whenever possible, simulated results should be verified by 
comparison with experimental measurement Thus the greatest 
value o f simulation lies not in the prediction of the absolute 
performance o f the pump, but in the comparative evaluation of 
variations caused by alterations in design or operating conditions. 
It is possible to assess the sensitivity to various parameters far 
more cost effectively than by experimental testing. Furthermore, 
simulation enables aspects of the operation of the pump to be 
investigated that could not easily be observed or measured 
experimentally. When carried out together with experimental 
verification, it is an indispensable tool.
In this paper, an application o f the simulation program is 
described, based on a commercially available three cylinder 
plunger pump. The pump was instrumented so that the simulated 
valve behaviour could be verified. Details o f the pump and 
valves are given by Johnston (1991). The pump operates at 630 
rev/min, producing a flow rate o f approximately 230 L/min. The 
suction and delivery valve seat diameters are 45 mm and 40 mm 
respectively.
A single cylinder o f the pump was instrumented to measure 
pressure and valve position, as shown in Figure 1. Pressure was 
measured in the cylinder and in the suction and delivery 
manifolds, using miniature piezo-resistive transducers. Suction 
and delivery valve motion were measured using submersible 
linear variable differential transformers (LVDTs). It was 
necessary to operate the LVDTs using the maximum modulation
TABLE 1 VALVE SPRINGS
light s tiff
Suction Stiffness 0.75 N/mrn 1.81 N/mm
Preload 6.4 N 14.1 N
Delivery Stiffness 3.57 N/mm 9.62 N/mm
Preload 5.7 N 77.9 N
frequency (10 kHz), to obtain a sufficiently high frequency 
response. Volumetric efficiency was evaluated by measurement 
and compared with simulation results. Sound power levels, flow 
ripple and structure-borne acoustic emission levels were also 
measured. The simulation program was used to assess the effect 
o f various design changes. Based on these predictions, the most 
promising design improvements were implemented and tested 
experimentally.
Important Operating Parameters
Reciprocating pumps are used for very heavy duty 
applications and have to operate under adverse conditions. Thus 
robustness and reliability are o f prime concern; excessive down 
times can lead to significant loss o f productivity in many 
applications.
In evaluating the effectiveness of design modifications 
through simulation and experiment, several parameters have to 
be considered. Parameters which would be expected to influence 
reliability and durability include the degree of cavitation in the 
region o f the valve seats and cylinders, the valve impact velocity 
on opening and closing, and the magnitude of pressure transients.
The overall efficiency is important, as pumps frequently 
operate at high power levels for long periods o f time. The 
simulation program ignores power losses in the mechanical drive 
and only considers pumping losses in the fluid. Despite this 
assumption, the power losses provide a useful comparative 
measure o f pump performance.
The volumetric efficiency is another important operating 
parameter. The main factors that can cause low volumetric 
efficiency are valve closure delay and incomplete fillin g  o f 
cylinders (Collier, 1983). The former relates to valve design, 
whereas the latter is commonly a result o f inadequate suction 
pressure. Although a low volumetric efficiency does not 
necessarily imply high power losses, it does indicate that the 
pump is not delivering its fu ll potential, and suggests poor pump 
or circuit design.
Monitoring of Structure-bo me noise
The vibration produced in the pump can provide a useful 
indication o f its performance, and vibration measurements using 
accelerometers are commonly used in condition monitoring o f 
various types o f machinery. However, acceleration 




















FIGURE 2 VALVE DISPLACEMENT, LIGHT SPRINGS
o f vibration components from various sources, and depend 
strongly on their positioning in relation to the modal 
characteristics o f the pump body. Vibration signals in the 
ultrasonic range do not exhibit the same characteristics as lower 
frequency signals as they are damped out over a far shorter 
distance. Thus resonance and modal effects are less dominant 
and sources of the acoustic emission can be isolated more easily, 
without contamination from other sources. The measured 
acoustic emission level is thus related directly to the strength of 
the source and proxim ity of the transducer to the source.
A  proprietary acoustic emission sensor is available with a 
narrow-band detection range (60 kHz or 500 kHz) and integral 
signal conditioning, such that the output relates to the amplitude 
envelope of the acoustic emission signal at that frequency. 
Darling et al (1991) showed that such transducers were very 
effective for monitoring o f the operation o f fluid power pumps. 
The measurements indicated the occurrence o f cavitation and 
mechanical impact and nibbing. Furthermore, they could readily 
be interpreted in the time domain without the need for expensive 
spectrum analysis equipment
EXPERIMENTAL AND SIMULATED RESULTS
As described in a previous paper by Johnston (1991), 
delivery pressure was found not to have a significant effect on 
the pumping dynamics. It also only had a minor effect on the 
volumetric efficiency, due to compressibility losses. Thus all the 
results reported here were at a delivery pressure o f 40 bar. The 
diameters of the suction and delivery valves are 45 mm and 
40 mm respectively, and the maximum lifts are 6  mm and 
6.5 mm respectively; further details are given by Johnston 
(1991).
As described by Johnston (1991), the volumetric efficiency 
of the pump is determined almost exclusively by the delay in 
closure of the suction and delivery valves after bottom dead 
centre (B IX ) and top dead centre (TDC) respectively. Between 
BDC and closure of the suction valve, flu id is pumped back 
through the valve into the suction manifold, resulting in reduced 
delivery flow. The same effect occurs with the delivery valve. 
Thus, by reducing the delays in valve closure, higher volumetric 
efficiency could be achieved.
The valve response is critically dependent upon several 
factors, notably valve mass, diameter, maximum opening, spring 
forces, flow and discharge coefficients and flow  forces. The 
effect of these was investigated by simulation. However, as the
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also be noted here though that at lower swash angles any wedge-effect is diminished 
because the point of minimum clearance moves closer to the piston axis. It is thus 
possible that die hydrodynamic diction breaks down and die ball-joint returns to a 
regime of boundary-contact friction. The side loads on the piston will also decrease, 
perhaps reducing contact between the piston and cylinder. It has already been stated 
that with contact friction in the ball-joint and viscous friction in the piston-cytinder 
interface the spin-rate rapidly approaches 100%.
SUMMARY OF RESULTS
Two models for prediction of piston motion have been presented. In the first model, 
contacts in the slipper-pad ball-joint and between the piston and cylinder are assumed. 
This model predicts high spin rates with speed only having a small effect The model 
agrees well with the previously observed behaviour at high pressures and low speeds.
The second model is based upon viscous friction in the piston-cylinder clearance 
space. For close agreement with observed behaviour at low pressures or high speeds 
a ball-joint friction coefficient is required which is 2-3 orders of magnitude smaller 
than would be expected for contact friction. This suggests that the ball-joint is 
experiencing hydrodynamic lubrication, and certainly the ball-joint satisfies the 
requirements of providing relative motion of two surfaces and a wedge of fluid.
It is apparent then that the piston-slipper system must experience more than one 
form of friction. At low speeds and high pressures the ball-joint and piston-cylinder 
interfaces are both experiencing boundary friction. At higher speeds or lower pressures 
the piston-cylinder interface moves into a viscous friction regime and the ball-joint 
experiences hydrodynamic separation. The spin-rates are much lower as a result. If  the 
pump swash angle is reduced, however, the reduction of side loads on the piston and 
the corresponding reduction of the spherical wedge cause the piston/cylinder interface 
to experience viscous friction and the ball-joint to return to a boundary lubrication 
regime, with high friction levels and high spin-rates.
Overall the friction regime is not easy to predict, particularly the transition
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between boundary and viscous or hydrodynamic lubrication. However, at high speeds 
it is apparent that hydrodynamic lubrication occurs in the ball-joint and viscous 
friction occurs in the piston-cylinder interface.
It should also be noted here that Hooke and Kakoullis describe the piston 
spin-rates as being consistent over several hundred revolutions but differing between 
pistons and between successive runs of the pump. It is certainly the case that in a 
modem piston pump the pistons are usually matched to their cylinders, and so the 
mean clearance between adjacent pistons and their cylinders may differ. Also the point 
at which contact occurs in the ball-joint may vary, since die slipper-pad material 
(bronze) is usually softer than the piston material (steel) and so may deform during 
close approach and contact The point of contact could differ noticeably in adjacent 
ball-joints. However, Hooke and Kakoullis note that the general trends are very 
consistent It has been shown here that the conventional boundary lubrication model 
does not allow for as wide a range of spin-rates as have been measured.
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FIGURE 3 EFFECT OF SPRINGS ON VOLUMETRIC EFFICIENCY AND VALVE CLOSURE DELAY
spring force is the simplest to change physically, the effect of 
this was concentrated on in this study.
Figure 2(a) shows the measured suction and delivery valve 
openings for the pump with the original light valve springs, as 
detailed in Table 1. Consider first the suction valve 
measurement the valve opens at an approximately constant 
velocity until it hits its end stop. It then exhibits a small 
rebound before coming to rest on the end stop. The valve begins 
to close slightly before bottom dead centre under the influence 
o f the valve spring. It closes significantly later than bottom dead 
centre. No rebound is apparent upon closure o f the valve. This 
is because the pressure in the cylinder rises rapidly as the valve 
approaches closure, forcing it to remain shut
Figure 2(b) shows the equivalent simulated results. Similar 
features are apparent in the simulated suction valve results. 
However, the simulation suggests more rapid valve opening and 
thus a larger valve bounce is predicted at the end stop. The 
predicted valve closure is delayed slightly compared to the
measured closure, but shows a similar shape.
The delivery valve shows similar behaviour to the suction 
valve. However, in both simulation and experiment the valve 
does not come to rest on its end stop, because o f the higher 
spring force on the delivery valve. A larger bounce is apparent 
in the simulated results because o f the higher predicted opening 
velocity. Again the simulated and measured closing phases are 
similar, with the simulation delayed slightly compared to the 
measurement A slight bounce is apparent in the experimental 
measurements as the valves close; this is not predicted by the 
simulations, but has little  effect on the overall results.
The spring force can be varied by altering the pre­
compression or the spring stiffness; simulations were performed 
using a range of spring stiffnesses, keeping the pre-compression 
constant The variation in various operating characteristics was 
observed, including valve delay, volumetric efficiency, valve 
impact velocities and suction and delivery manifold flow 
fluctuation amplitude. Figure 3(a) shows the effect of the
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TABLE 2 EFFECT OF SPRINGS ON PUMP CHARACTERISTICS
Light springs Stiff springs
mean spring suction 11.3 N 223 N
force delivery 15.7 N 100.7 N
measured predicted measured predicted
volumetric efficiency 91.4% 92.0% 94.4 % 98.6%
valve closure suction 27* 24* 15* 8*
delay delivery 19* 20* 8* 11*
impact velocity suction 0.70 m/s 0.68 m/s 0.41 m/s 0.45 m/s
with seat delivery 0.72 m/s 0.75 m/s 035 m/s 037 m/s
flow ripple suction 0.85 L/s 033 L/s
amplitude (rms) delivery 039 L/s 0.60 Us 038 L/s 038 L/s
suction valve spring rate on die volumetric efficiency and valve 
closure delay relative to BDC, with the standard delivery valve 
spring. The results are plotted against the mean spring force 
(calculated with the valve half open). The Figure shows that the 
suction valve delay is high for low spring forces, decreasing 
sharply then gradually levelling off at high spring forces. In 
consequence, volumetric efficiency drops rapidly at low spring 
rates, but is approximately constant at high spring rates.
Figure 3(b) shows the corresponding graphs of volumetric 
efficiency and delivery valve delay, varying die delivery valve 
spring stiffness. Like the suction valve, the delivery valve delay 
increases rapidly for small spring forces, with a correspondingly 
rapid fall in volumetric efficiency.
Figure 3 clearly shows that considerable improvements in 
valve timing would be gained by increasing the spring forces for 
both the suction and delivery valves. Based on these results, 
optimised springs were selected and tested experimentally.
Figure 4 (a) and (b) shows the experimental and simulated 
suction and delivery valve displacements for the pump with the 
stiff spring set listed in Table 1. Considering first the suction 
valve, the valve closure delay is signiflcandy reduced. 
Experimentally, the valve, when open, floats off the end stop.
Considering the delivery valve in Figure 4, again the delay 
in closure after TDC is considerably reduced. Because of the 
high spring force, the valve does not reach its end stop. This 
results in a greater pressure drop and slightly increased pumping 
loss.
Because neither valve remains fully open, the maximum 
opening could be reduced. Although this might be expected to 
degrade the pump's suction performance, this is offset by the 
advanced opening of the suction valve which assists in charging 
of the cylinder. Indeed, simulations suggest that cavitation on 
opening of the suction valve is significantly reduced by 
increasing the delivery valve spring force and thus reducing the 
valve delay.
Table 2 lists the measured and predicted performance 
characteristics for the pump with standard and optimised suction 
and delivery valve springs. The volumetric efficiency is
increased by using stiffer springs, although by a smaller amount 
than that predicted. There is good agreement between measured 
and predicted valve closure delays. A slight decrease in 
pumping efficiency (output power /  input power) is predicted 
with the optimised springs because of increased pumping losses. 
However, this is likely to be offset in practice by decreased 
loading on the pump mechanism.
Valve Impacts
Reciprocating pumps can be extremely noisy in service, and 
there is evidence that a major cause of this noise is the impacts 
of valves on their seats and end stops. Furthermore, excessive 
valve travel velocity and impact are likely to increase the rate of 
valve damage or wear and shorten their life.
The effects of spring forces on the valve impact velocities 
were investigated. Because the simulated valve opening 
velocities are considerably in excess of the measured velocities, 
only valve closing velocities are considered here. Figure S 
shows the effects of the suction and delivery valve spring forces 
on the simulated closure velocities, which are plotted against the 
corresponding valve delays. Clearly an increase in valve delay 
results in increased impact velocity. This is because, as the 
valve delay increases, the reverse flow rate through the valve 
increases, thus increasing the pressure drop, which accelerates 
the closure of the valve. Thus high spring forces tend to reduce 
the closure velocity. This is perhaps surprising as a high spring 
force might be expected to increase the valve closure velocity; 
however, the final phase of valve closure is dominated by fluid 
forces. Table 2 shows good agreement between measured and 
simulated impact velocities.
The simulations and measurements show that increased 
spring forces also result in reduced valve opening velocities. 
Corresponding to valve closure, this is because improved valve 
timing results in the valves opening during a phase where the 
flow demand into the cylinder is small.
Pump Flow Fluctuations
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FIGURE 4 VALVE DISPLACEMENT. HEAVY SPRINGS
flow ripple' at their delivery and suction ports. This propagates 
through the circuit and produces pressure ripple, which is a 
major cause of vibration and noise. This is especially so with 
reciprocating plunger pumps which typically contain a small 
number of cylinders and thus produce a flow ripple o f large 
magnitude. Silencers and accumulators are often necessary to 
alleviate this problem.
Whereas pressure ripple is strongly circuit dependent, pump 
flow ripple is virtually independent o f the connected circuit and 
relates directly to the pumping dynamics. Although flow  ripple 
cannot be measured directly, indirect methods are available based 
on analysis o f pressure ripple measurements.
Measurements were made o f the pump delivery flow  ripple 
using the Secondary Source method (Edge. 1990a; Edge, 1990b). 
The rms levels of the flow  ripple are shown in Table 2. A 
considerable improvement is apparent using the stiffer springs, 
in both experimental and simulated results.
Acoustic Emission Measurements and Airborne Noise
An acoustic emission sensor was mounted onto one end of 
the valve block on the pump, and the effect o f valve spring 
forces on acoustic emission measurements was investigated 
experimentally. Figure 6 (a) shows an acoustic emission signal
recorded for the pump with standard (light) valve springs. The 
signal consists o f several sharp pulses of varying magnitude, and 
was very repeatable. Superimposed on the graph are the valve 
position measurements for the cylinder adjacent to the acoustic 
emission sensor. The largest pulses correspond to the closure of 
the delivery valve. The corresponding pulses for the delivery 
valves o f the other cylinders are also apparent, phase shifted by 
1 2 0 * relative to each other and becoming smaller with distance 
from the sensor. Smaller pulses are apparent at closure o f the 
suction valves, again decreasing in magnitude with distance from 
the sensor. Very small pulses occur as the valves open and hit 
tbeir end stops, and there is some evidence of cavitation noise 
during opening o f the suction valve, but clearly valve closure 
impacts are dominant
Figure 6 (b) shows the corresponding measurements with the 
optimised, stiffer valve springs installed. Clearly the acoustic 
emission signals are greatly reduced. Again the signal exhibits 
pulses that correspond with the closure o f the suction and 
delivery valves.
It was clearly observed that the pump with optimised 
springs was significantly quieter and sounded subjectively 
smoother with reduced valve hammer noise. Measurements were 
taken o f the sound power levels produced by the pump, based on
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FIGURE 5 EFFECT OF VALVE CLOSURE DELAY ON 
VALVE IMPACT VELOCITY
measurement o f sound intensity (Ngah, 1991; Retford, 1992). 
These measurements showed little change with different valve 
springs at low frequencies (below 1 kHz) but a reduction of 
typically 4-g dB at higher frequencies.
Effect of pump speed
The operating speed o f pumps o f this type is limited by 
valve response and as a result they are typically operated at a 
speed o f 500-600 rev/min, though smaller pumps are available 
which w ill operate at higher speeds. Simulations were performed 
over a range o f speeds in order to assess the effect o f the valve 
springs on the performance. In order that valid comparisons 
could be made, the ideal flowrate from the pump was kept 
constant at each speed by adjusting the plunger diameter so that 
the swept volume was inversely proportional to the pump speed. 
Figure 7 shows the simulated volumetric efficiency, for both the 
light and s tiff spring sets. For the light springs it can be seen 
that the volumetric efficiency drops rapidly with speed. This is 
due to the valve closure delay which increases with speed as the 
cycle time decreases. For the s tiff springs the reduction in 
volumetric efficiency is much more gradual. Thus the s tiff 
springs are effective at maintaining good valve closure timing up 
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FIGURE 6 ACOUSTIC EMISSION MEASUREMENTS
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FIGURE 7 EFFECT OF PUMP SPEED ON 
VOLUMETRIC EFFICIENCY
Clearly there are practical limitations to the maximum valve 
spring forces that can be used in a pump. An excessively high 
suction spring force would lead to cavitation problems and 
difficu lty in priming. An excessively high delivery spring force 
might lead to increased pumping losses and increased power 
consumption. Furthermore, it may be d ifficu lt to fit stiffer 
springs in the confined space available, and they may suffer from 
fatigue and reduced life. Nonetheless, following the 
recommendations from this work, the manufacturers o f the pump 
studied in this project have implemented the change to stiffer 
valve springs on their production pumps, resulting in the 
expected performance improvements.
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valve impact velocities. Nevertheless, with the stiff springs there 
appears to be scope to increase pump speed from 630 rev/min 
without seriously degrading performance
CONCLUSIONS
A previously developed computer program has been used 
for simulating the pumping dynamics of positive displacement 
reciprocating pumps. The program consists o f several 
inter-linked mathematical models representing the pump 
components. Simulated results have been found to correlate well 
with experimental measurements. The program has been applied 
in an investigation o f the performance o f a commercially 
available pump, with the aim of proposing design improvements.
The computer simulation program has proved to be a useful 
design tool. It can be used to predict the effect of variations in 
parameters such as spring forces and valve lifts, and to select 
optimum values for best dynamic performance. The standard 
formulae (M iller, 1987) used for calculating these parameters do 
not consider dynamic effects or component interactions and are 
likely to be inaccurate, particularly at high pump speeds.
Experimental and simulated results show that the valve 
spring forces have a considerable effect on pumping 
performance. It was found that, by increasing the spring 
stiffnesses on a commercial pump, significant improvements in 
performance could be obtained in terms of increased volumetric 
efficiency, reduced delivery pressure pulsations and considerably 
reduced noise. Valve impact velocities were reduced 
considerably, which should result in increased valve life 
expectation Simulations also suggest that the pump could be 
run at higher speeds.
A commercially available narrow-band sensor for 
monitoring high frequency acoustic emission was very effective 
at indicating valve impacts. This could be a very powerful 
means o f condition monitoring; an individual faulty component 
could be identified by studying the measured signal.
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TRANSMISSION LINE MODELLING WITH VAPOROUS CAVITATION
J.-J. Shu, K. A. Edge, C. R. Burrows, and S. Xiao
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A b s t r a c t
A comprehensive study of the problem of modelling vaporous 
cavitation in transmission lines is presented. The two-phase 
homogeneous equilibrium vaporous cavitation model which has 
been developed is compared with the conventional column sep­
aration model The latter predicts un realistically high pressure 
spikes because of a conflict arising from the prediction of nega­
tive cavity sizes if the pressure is not permitted to fall below the 
vapour pressure, or the prediction of negative absolute pressures 
if the cavity size remains positive. This is verified by a compar­
ison of predictions with previously-published experimental re­
sults on upstream, midstream and downstream cavitation. The 
new model has been extended to include frequency-dependent 
friction. The characteristics predicted by the frequency-dependent 
friction model show close correspondence with experimental data.
N o m e n c l a t u r e
c +, c - Characteristic lines
Co Acoustic velocity
E Young’s modulus of the tube
e Thickness of the tube
Total flow friction
^ ( 1 ,  a) Steady flow friction
/ Darcy-Weisbach friction factor
9 Acceleration due to gravity
H (x,t) Absolute pressure head of the liquid
K Bulk modulus of elasticity of the liquid
k Constant
L Length of the tube
m, Constant
N Number of computing elements
ni Constant
P {x ,t) Pressure of the liquid
Pv Vapour pressure
Q[x , t ) Flow rate of the liquid
r0 Internal radius of the tube
t Time
V(x, t ) Vapour volume in the liquid
W(<) Weighting function
x One-dimension space coordinate measured
along the tube 
y,(<), 1 <  i <  k Recursive functions defined in (25) 
q(x, t) Volumetric fraction of the liquid
00 Angle of the tube inclined with the horizontal, 
positive when the elevation increases in the 
+ z  direction
p Viscosity of the liquid
p Density of the liquid
r  Non-dimensional delay time
Tm, Constant which makes relative error
between W (f) and Zielke weighting function 





A, B, D, E, F, G and 1, 2 refer to the numerical scheme 
shown in Figure 1
I n t r o d u c t io n
In hydraulic systems, cavitation can have a serious effect upon 
the performance of pumps, valves and other components. For 
the case of positive displacement pumps, the collapse of cavi­
tation bubbles may cause surface damage to the pump and to 
other components as the surface debris is carried through the 
system by the working fluid. Severe cavitation reduces volumet­
ric efficiency. Consequently, in order to improve the performance
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and reliability of systems, it is important to be able to predict 
the onset and degree of cavitation taking place. This will enable 
improvements to be made to both pump and circuit design.
Fluid mixtures in hydraulic systems can be classified into 
five states according to the working conditions: (1) fully de­
gassed liquid; (2) fully degassed liquid with vapour; (3) liquid 
with dissolved gas; (4) liquid with dissolved and undissolved gas 
and (5) liquid with dissolved gas, undissolved gas and vapour. 
If  we consider a liquid with dissolved gas. then depending upon 
the magnitude of the pressure reduction which is occurring in 
the system and its rate of change, gas cavities may initially 
be formed due to the presence of suitable nuclei (contaminant, 
for example). These cavities grow slowly by the diffusion of dis­
solved gas evolving from the liquid. The process is called gaseous 
cavitation. When the pressure falls below the vapour pressure 
of a liquid, the cavities grow very rapidly because of evapora­
tion into the growing cavity. The process is called vaporous 
cavitation which is, in a sense, a true cavitation. At present the 
general approach in transmission line modelling is to assume col­
umn separation (see, for example, Wylie and Streeter (1978)). 
However, such an approach is over-simplistic and can lead to 
unrealistic predictions. In this paper a brief review of the classi­
cal approach to vaporous cavitation is presented and followed by 
the development of an improved model. When vaporous cavities 
are locally incipient or desinent, the local pressures may be less 
than or greater than the vapour pressure of the liquid. However, 
for modelling purposes in engineering, it is assumed that the lo­
cal pressures are equal to the vapour pressure when vaporous 
cavitation is taking place.
Column Separation
For the cases where the dissolved content of a liquid is low 
(for example, water at atmospheric pressure and 25°C contains 
1.84% dissolved air by volume) cavities are primarily in the form 
of vaporous cavitation when the vapour pressure of the liquid is 
reached.
An early attempt to evaluate the effect of vaporous cavita­
tion has been described by Siemons (1967), followed by Baltzer 
(1967). Both assumed that in the top part of a horizontal tube, 
a thin cavity develops containing vapour at a constant vapour 
pressure. The flow underneath can be considered incompress­
ible, which enables a mathematical model to be established. 
The results do not have general validity because the test case is 
arbitrary.
Without focusing on the bubble dynamics of two-phase flow, 
Wylie and Streeter (1978) divided a tube into A" equal elements, 
each Ax in length as shown in Figure 1. The vaporous cavities 
are assumed to be concentrated at fixed computing nodes and no 
cavities exist within each element. The one-dimensional equa­
tions of continuity and momentum are
] _ d P , _ P L d Q _ n
eg dt rrg dx (1 )
Pi dQ dP
x rg  d T  +  d x  +  +  Pl9 Sin $0 =  °  ^
where P, Q are instantaneous pressure and volumetric flow rate 
of the liquid, which has liquid density pf. r0 is the internal ra­
dius of tube; 0o is the inclination of the tube to the horizontal
which is positive when the elevation increases in the + x  direc­
tion, measured along the tube; Co is the speed of sound in the
tube: »,
<* = TPl




where K i, E  and e are bulk modulus of elasticity of the liquid, 




Figure 1: Numerical Scheme
For laminar flow, the viscous loss term Fq{Q) can be ex­
pressed in terms of the one-dimensional linear resistance com­
pressible flow model (Constantinesco, 1922; Oldenburger and 
Goodson, 1964; Schuder and Binder. 1959; Wood, 1937), or the 
'exact’ first-order model (Cohen and Tu, 1962; Gerlach, 1966; 
Gerlach and Parker, 1967: Inaba et aL, 1977; Ohmi et aL, 1976; 
Scarton, 1970; Urata, 1971), or other distributed parameter ap­
proaches (Stecki and Davis, 1986a; 1986b); For turbulent flow, 
a model with the Darcy-Weisbach friction factor /  (Wylie and 
Streeter, 1978) is used
FoiQ) -  I r t T  (3)
Using the method of characteristics, two finite-difference equa­
tions are expressed as
jrrg Co




in which Ca and Cb are always known constants when the equa­
tions are applied:
CA =  — 2Qa +  - P a -  — Fo(Qa ) -  sin60 (6)xr0 Co Co Co
Cb =  — 2Qb -  - P b -  —  Fo(Qb ) -  ^ ^ s i n f i 0. (7)xrg Co Co Co
Ignoring mass transfer during cavitation, a continuity equation 
for the vapour volume V' is applied at each computing node
(8)
2
Two subscripts 1 and 2 are used to indicate left and right limits 
at each computing node. The resultant finite-difference equation 
is *
Vq -  Ve +  ^ ~  Qt>i +  ^  ~  QE* )* (®)
This model is based on the column separation hypothesis 
that the flow of liquid in the tube is instantaneously and com­
pletely separated by its vapour phase when the cavity is formed. 
For the magnitudes of the transient pressures and velocities or­
dinarily encountered with viscous flow in a horizontal or near­
horizontal tube terminated by a valve, the column separation 
hypothesis does not imply complete physical interruption of the 
flowing liquid. In fact, once development of a cavity has oc­
curred at some point in the pipe, the cavity usually expands 
and propagates in the direction of flow as an elongated bubble. 
So column separation does not necessarily occur in practice, es­
pecially in a horizontal or near-horizontal tube.
During the existence of the cavity, an internal boundary 
condition is established in the vapour column separation model 
at each computing node. A computer program chart to solve 
the problem of vaporous cavitation is presented by Wylie and 
Streeter (1978) and is summarized in Appendix 1.
T w o - P h a s e  H o m o g e n e o u s  E q u il ib r iu m  
V a p o r o u s  C a v it a t io n
Although the vapour column separation model is easily imple­
mented and faithfully reproduces many of the essential features 
of a physical event, it has some serious deficiencies:
(i) To avoid the prediction of a negative cavity size (if the pres­
sure is not permitted to fall below the vapour pressure), or the 
prediction of negative absolute pressures (if the cavity size re­
mains positive), artificial restrictions are imposed (see steps 7 
and 9 in Appendix 1). These result in unrealistically large pres­
sure spikes that discredit the overall value of the numerical re­
sults.
(ii) The internal boundary condition (9) permits, subjectively, 
vapour cavities to be formed only at computing nodes. The 
simulation results are strongly biased according to where the 
computing nodes are located.
(iii) Because the size of the cavity and its mass transfer are 
ignored at each computing node, this model is clearly limited in 
its ability to model cavitation correctly.
(iv) At each computing node, a flow rate discontinuity is as­
sumed. Hence, for a given location in the pipe, there will be 
two predicted values of flow rate, which is clearly inconsistent 
with the true (measured) behaviour at this point. In addition, 
the difference between the two predicted values increases when 
there is a high degree of cavitation and also when the number 
of computing nodes is small. However, when a large number 
of computing nodes is used, there is a corresponding number 
of discontinuities leading to a mathematical model which is ill- 
defined.
When the pressure falls to the vapour pressure of the liq­
uid during transient flows, vaporization occurs. Vapour cavities 
may be physically dispersed homogeneously (bubbles evenly dis­
tributed), or collected into a single or multiple void space, or a 
combination of the two. The behaviour can be described by 
two-phase flow theory. Single-phase flow becomes a special case
when no vaporization occurs. In this section a two-phase homo­
geneous equilibrium vaporous cavitation model is presented as 
an alternative formulation to overcome the above deficiencies 
and improve the reliability of numerical modelling of vaporous 
cavitation.
A difference in velocity between the liquid phase and vapour 
phase will promote mutual momentum transfer. Often these 
processes proceed very rapidly and it can be assumed that equi­
librium conditions prevail. In other words, a vapour cavity 
shares the same velocity and pressure as the liquid flow at the 
point where vaporous cavitation occurs. The average values of 
velocity in the two-phase mixture are the same as the values for 
each phase and an homogeneous equilibrium flew model (Wallis, 
1969) can be adopted.
The basic equations for unsteady homogeneous equilibrium 
flow in a tube are:
1 dP , dct pm d O
3 -g r  +  (/>l - f t ) - 5 r +  ^ ( - )  =  0  (1 0 )
P— d Q dP 0
^ a < ( a ) + & + fo ( - . « ) + A .J *in *„  =  0. (11)
In terms of the volumetric fraction a  of liquid and vapour phase 
density pv, the mean density pm can be expressed in
Pm -  opi +  (1 -  a)p„.
In the above equations the second term in (10) describes the 
interfacial mass transfer rate and the term Q /a  in (10) and (11) 
indicates the difference between the liquid phase flowrate and 
the vapour phase flowrate. Using the Darcy-Weisbach friction 
factor / ,  the term F0(Q /a ,a )  can be expressed as
p  / Q  \  _  f p m Q \ Q \  
Fo(a ’ o ) - 1 ^ T ( 1 2 )
The method of characteristics is used to transform the above 
equations to four ordinary differential equations
c +
)
7*J& ?) -  s k i P ' -  *> '-  5T> + + ' " * 0  -  0  1
The equations needed to solve for the variables at each time step
C~ :
* r o a D  P/co
1 Qd
Pi
- - — (/>£>- P v ) - ^ l n ^  =  CB.
(13)
(14)
5rro °/J  P/Co' ' 2 pi
By solving for QD, PD and aD =  (pmp -  p„)/(p/ -  p.), CA and 
Cb are known constants when the equations are applied:
CA = A —  + — (Pa- p . ) + ^ l n -  9—  sin60, 
, r o P/Co 2 P/Pm* 4 x Ja J r |e o  c0
(15)
M *Qb\Qb\ gAx . 
4 x Io J r§ c o  c0 “ “  °*
(16)
C B  =  - i j —  -  — (P B  _  p . )  _  ££ to
* r 0 P/Co 2 PlPmm
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Unlike the vapour column separation model, no conflict between 
negative cavity sizes and pressures below the vapour pressure is 
introduced
if Ca >  Cb , then qd =  1, Pd =  ^t^ {C a — Cb ) +  P*;
(17)
if Ca < C b , then Pd =  pv 
In either case,
qd =
P i -  Pv
Qd =  ^ £ 2 ( C a +  Cb ).
(18)
(19)
A computer program chart of the two-phase homogeneous equi­
librium vaporous cavitation model is given in Appendix 2. This 
is readily implemented and overcomes the major deficiencies of 
the vapour column separation model
F r e q u e n c y -D e p e n d e n t  F r ic t io n
It is well-known that fluid friction losses are dependent not only 
upon the average velocity at the instant, but also upon the his­
tory of the average velocity in transient flow. This is called 
frequency-dependent friction and results in higher frequencies 
being attenuated much more rapidly than low frequency com­
ponents of velocity. The Darcy-Weisbach equation (12) does not 
account for such effects.
Zielke (196S) has developed appropriate friction terms using 
a weighting function for transient laminar flow, but direct nu­
merical integration of the equations requires a large amount of 
calculation. Some efficient procedures have been developed by 
Trikha (1975) and then Kagawa et al (1983). The procedures 
consist of approximating the exact Zielke weighting function as 
a sum of impulse responses of first order lags. Much less com­
puter storage and computation time are two important benefits. 
The error incurred as a result of the approximation is adjustable 
using the method posed by Kagawa et al (1983) and is therefore 
much more accurate than Trikha model. Consequently, in this 
paper, Kagawa’s weighting function will be adopted.
Good progress has been made in developing relations for tur­
bulent flow with frequency-dependent friction by Hirose (1971); 
Margolis and Brown (1975); Brown (1981); Brown and Lin- 
ney (1981); and Brown (1984). However, little work appears 
to have been undertaken on frequency-dependent friction under 
two-phase flow conditions. Reasoning from an analogy to lami­
nar flow, we suggest using the following expression for frequency- 
dependent friction F (Q /a ,a )  in turbulent, two-phase flow
F(2 , o) = fh(-,o) + V  •¥*){*)
Q Q I  Ut
(20)
where the convolution integral is defined as ( /  * g)(t) =  /o / ( *  — 
X)g{X)dX. Fo{Q/a,a) is a steady friction term and W(<) is a 
weighting function. The foregoing relationship is based upon 
the following:
(i) The nature of the weighting function is to smooth rapid 
changes in flow velocity for laminar flow conditions. Here we 
propose a more general smoothing function which may be ap­
plied to laminar, turbulent and multi-phase flow.
(ii) Viscosity effects are not well-defined in turbulent two-phase 
flows. No viscosity appears explicitly in the relationship (20).
(iii) The well-defined case of transient laminar flow is inclusive.
(iv) The relationship has sufficient generality that the weighting 
function can be designed by some given criteria depending on 
the application; the manner is analogous to smoothing filter 
design in signal processing.
The steady-state friction value Fo(Q/a,a) is the same as 
(12)
P  (Q \ fPr*Q\Q\ /„i\
f “(o 'o) (J1)
The weighting function W(?) can be approximated by sum of k 
impulse responses of first order elements.
W(t)
k
Y  m «e "
.* i
(22)
where m, and n, can be determined by curve fitting (Kagawa et 
al, 1983) to the Zielke weighting function as listed in Table 1.
t Tli m,
1 2.63744 x 101 1.0 6.2 x 10_I
2 7.28033 x 10‘ 1.16725 2.8 x 10-J
3 1.87424 x 10* 2.20064 9.9 x 10-3
4 5.36626 x 102 3.92861 3.3 x 10-3
5 1.57060 x 103 6.78788 1.1 x 10"3
6 4.61813 x 103 1.16761 x 101 3.6 x 10“4
7 1.36011 x 104 2.00612 x 101 1.2 x lO"4
8 4.00825 x 104 3.44541 x 101 4.1 x 10’ *
9 1.18153 x 10s 5.91642 x 10* 1.4 x 10"*
10 3.48316 x 10* 1.01590 x 102 4.7 x 10-*
Table 1: n,, m,- and rm,
The parameter r  =  Pmt/Pm^l is a non-dimensional delay time 
and the "virtual” viscosity pm for the two-phase mixture is ex­
pressed by Dukler’s expression (Dukler et al 1964a; 1964b) in 
terms of liquid viscosity pi and vapour viscosity pv
Pm = apt +  (1 -  a)p x (23)
A simple recursive form for F (Q /a ,a )  in equation (20) has 
been developed by Kagawa et al (1983) that only requires char­
acteristic data from the last time step.
1 k
■E|»+a« =  -fo|«+A» +  ~ Y  +  A f)
with
y,(f +  A t) 
y,(0) *  0
y,-(f)e'*Ar + mie""* V [F 0|i+a, -  _F0|,]
where
A ^  P m  ■At =  —=-— f+ai-




From (25), it is evident that a good approximation to W(t)  over 
a region of r  > A t/2 makes the numerical integration approach 
presented by Zielke accurate. In Table 1, rm, is such r  that the 
relative error between W (t) and the Zielke weighting function 
(Zielke, 1968) becomes less than 1% over a region of r  >  rm, and 
for a calculation error of less than 1%, A is determined according 
to A t /2 >  rm,. Using the characteristics method for equations 
(10), (11) together with characteristics equations (13), (14), the
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following is obtained,
^ «  = 5 T - < — +  — )• A t ,  
2rg co  p mA p m f
^ . (£ a . + 2^ )  (J7) 
2r0Co PmB Pma
and
r> J Pm tQ  a \Q a \ , 1 r ' k  f_. , - i . A r ,
* 4  =  + 1 l-.= ilvM e
I /m, _ PmrQr\Qr\ \|
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r> _  / p««»Q *I<J*I , 1 r.. , - n . i r nr B = 4,%  ^ +^=ily.ge
| /m , - n . ^ * / - »mBqal<?Bl _  Pmc <?oK?cKl




C * = ( / W . ) + |  ln 2 = ^ - ^ - ^ s i n t f o ,*■*0 Qa P/Co 2  />//>„,, pm>,Co <*>
(30)
C ,  =  -(P,p.)%b siD#o
*fo  Ob />/Co 2  p,pm,  pm^ Co co
(31)
The computer program chart of the two-phase homogeneous 
equilibrium vaporous cavitation model with frequency-dependent 
friction  is presented in Appendix 3.
Experimental V erification
Experiments on vaporous cavitation have recently been con­
ducted by Sanada et al (1990) using a horizontal acrylic pipeline 
and water as the working fluid. They examined vaporous cav­
itation which they classified as upstream-, midstream- and 
downstream-type. The test rig is shown in Figure 2 and the 
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Time tolerance (*) 13.5 3.0 5.0
Upstream pressure (bar) 5.49164 5 58971 4.90325
Downstream pressure (bar) 0.98065 0.98065 0.98065
Initial velocity (m/s) 1.5 1.5 1.45
Radius r0(rnm) 7.6
Length L(km) 0.2
Liquid density p\(kg/m3) 1000
Vapour density pv(kg /m3) 0.8
Acoustic velocity co (m/s ) 620
Vapour pressure pv(bar) 0.023
Liquid viscosity pi(cP) 1.0
Vapour viscosity uv(eP) 0.0087
Table 2: Parameter list
When an upstream valve is rapidly closed in a flowing liq­
uid line, the pressure at the vicinity of the valve is reduced to 
the vapour pressure and cavities are formed. After a certain 
time, a reflected pressure wave will collapse the cavities and 
possibly cause very high pressures at the valve. Several cycles 
of cavity formation and collapse occur before frictional effects 
damp the oscillations sufficiently for the minimum pressure at 
the valve to remain permanently above the vapour pressure. 
This is upstream cavitation. Hydraulic transients in pump de­
livery lines induced by pump failure (Kephart and Davis, 1961; 
Lee et al, 1985; Safwat and van Den Polder, 1973; Yamaguchi
— : Cavitation
• : Cause of fluid transients
Figure 2: Classification of vaporous cavitation
and Ichikawa, 1985) result in upstream cavitation.
When the upstream pressure quickly drops down to a cer­
tain level in a flowing liquid line, rarefaction waves will be sent 
downstream. The pressure at some location in the line may be 
reduced to the vapour pressure and cavities may be formed. The 
reflected pressure waves and rarefaction waves in the line will 
have a dominant effect on the behaviour of the cavities. This 
is midstream cavitation. Hydraulic transients in pump delivery 
lines induced by pump pulsation (Brown, 1968) may result in 
midstream cavitation.
When the downstream valve is suddenly shut in a flowing liq­
uid line, the liquid will accumulate in the vicinity of the valve. 
A high pressure at the vicinity of the valve cause flow reversal 
and several cycles of cavity formation and collapse will conse­
quently occur as a result of fluid accumulation and dissipation. 
This is downstream cavitation. Hydraulic transients in pump 
suction lines induced by pump failure (Baltzer, 1967; Weyler et 
al, 1971) result in downstream cavitation.
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In the experimental studies conducted by S&nada et al (1990) 
the absolute pressure head, H  =  P/pig, was recorded as a func­
tion of time at different locations, according to the class of cav­
itation being investigated. Figure 3 shows the measured be­
haviour together with predictions from the various models for 
upstream cavitation. For this case, where cavitation is severe, 
the predictions all show similar characteristics, but the high fre­
quency components superimposed on the waveform are rather 
better damped when frequency-dependent friction is included; 
this is closer to the measured response. The superiority of the 
frequency-dependent friction model is much more apparent for 
the case of midstream cavitation (Figure 4) and downstream 
cavitation (Figure 5). For both cases, these is good agreement 
between the frequency-dependent friction model predictions and 
observed behaviour. This is because the weighting functions 
in Table 1 correspond to laminar, single-phase flow conditions, 
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Figure 3: Upstream type cavitation: (a) Experimental re­
sult. (b) Column separation model, (c) Two-phase homoge­
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Figure 4: Midstream type cavitation: (a) Experimental re­
sult, (b) Column separation model, (c) Two-phase homoge­
neous equilibrium vaporous cavitation model, (d) Frequency- 
dependent friction model
Conclusions
The Method of Characteristics approach to the modelling of 
wave transients in fluid transmission lines has been extended to 
include two-phase flow following vaporous cavitation. The resul­
tant equations, (10), (11) and (20), predict closely the pressure 
transients for vaporous cavitation conditions following sudden 
closure of a valve in a pipeline; the largest errors are encoun­
tered when cavitation is severe. The use of the mathematical 
model (10), (11) and (20) provides a powerful and basic tool to 
understand the mechanism of transient fluid flow with vaporous 
cavitation in transmission lines. The modifying weighting func­
tion for frequency-dependent friction (20) is a key to producing 
improved predictions for two-phase transient flows. More work 
is required to establish appropriate weighting functions partic­
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Figure 5: Downstream type cavitation: (a) Experimental re­
sult. (b) Column separation model, (c) Two-phase homoge­
neous equilibrium vaporous cavitation model, (d) Frequency- 
dependent friction model
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A p p e n d ix  1 
C o m p u t e r  P r o g r a m  C h a r t  f o r  V a p o u r  
C o l u m n  Se p a r a t io n  M o d e l
Step 1. Calculate initial steady-state conditions for P, Q
and V
Step 2. Increment the time by At =  Axfco
Step 3. If  Ve >  0, go to step 5
Step 4. Calculate Pd from both (4) and (5) together and
if Pq >  pv (vapour pressure), go to step 10 
Step 5. Set Pd *  Pv and calculate Qd, from (4) and Qd, 
from (5) separately 
Step 6. Calculate V*> from (9) and if Vd >  0, go to step 11
Step 7. Set =  0 and calculate Pd from both (4) and (5)
together
Step 8. If  Pd >  Pv, go to step 10
Step 9. Set Pd  ~  Pv and Vd  *  0
Step 10. Set Vd *  0 and calculate Qd, =  Qd, from both (4) 
and (5) together 
Step 11. Calculate boundary conditions for P, Q and V  
Step 12. Check to see if a given maximum time tolerance has 
been exceeded. If  not, go to step 2; Otherwise, 
terminate calculations and print out results.
A p p e n d ix  2 
C o m p u t e r  P r o g r a m  C h a r t  f o r  T w o - 
P h a s e  H o m o g e n e o u s  E q u il ib r iu m  V a ­
p o r o u s  C a v it a t io n  M o d e l
Step 1. Calculate initial steady-state conditions for P, Q 
and a
Step 2. Increment the time by At =  Ax/co 
Step 3. Calculate CA from (15) and Cb from (16)
Step 4. If  Ca >  Cb , set od =  1 and calculate Pd from (17) 
Step 5. If  Ca < C b , set Pd =  pv and calculate od from (18) 
Step 6. Calculate Qd from (19)
Step 7. Calculate boundary conditions for P, Q and o 
Step 8. Check to see if a given maximum time tolerance has 
been exceeded. If not, go to step 2; otherwise 
terminate the calculations and print out the results.
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A ppendix 3
Co m puter  P rogram Chart for T w o- 
P hase Homogeneous Equi­
librium  Vaporous Cavitation Model 
with  F requency-D ependent  Friction
Step 1. Calculate initial steady-state conditions for P, Q,
a  and set y, =  0,1 <  i < 10 at each computing node 
Step 2. Increment the time by A t =  Ax/co
Step 3. Calculate A t a  and A t b  from (27) and determining
k satisfied by m in(A r*/2, A r f l/2) > Tm< from the 
Table 1
Step 4. Calculate FA from (28) and Fg from (29)
Step 5. Calculate CA from (30) and Cg from (31)
Step 6. If  CA > C b , set ap = 1 and calculate Pp from (17)
Step 7. I f  Cj4 < Cg , set Pg =  pv and calculate ad from (18)
Step 8. Calculate Qp from (19)
Step 9. Calculate boundary conditions for P, Q and a 
Step 10. Updating y „  1 <  t <  10 from (25)
Step 11. Check to see if  a given maximum time tolerance has 
been exceeded. If not, go to step 2; otherwise, the 
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PREDICTING THE BEHAVIOUR OF SLIPPER PADS 
IN SWASHPLATE-TYPE AXIAL PISTON PUMPS
R. M. Harris, K. A. Edge, and D. G. Tilley
Fluid Power Centre 
University of Bath 
Bath, United Kingdom
ABSTRACT
This paper describes a dynamic model for slipper-pads 
which allows lift and tilt behaviour to be predicted,
including the effects of possible contact with the
swashplate or slipper retaining plate. This model has been 
incorporated in the Bath/p simulation package and used to 
examine the dynamic stability of slipper-pads 
over the pumping cycle, and to compare the
behaviour over a range of pump speeds.
The centripetal tilting moments acting on the 
slipper-pad increase with speed and as a
consequence can lead to contact between the
slipper and the swashplate at high speed. This is
particularly likely to occur as the piston makes
the transition between suction and delivery, 
where the pressure forces acting on the piston-
slipper assembly change abruptly. The predicted 
nature of the swashplate contacts at high speeds 
correspond closely with witness marks on a 
dismantled pump.
The model presented may also be used for 
predicting slipper behaviour in other types of 
pump, for example wobble-plate type pumps, or in 
piston motors.
INTRODUCTION
The slipper-pad is a key component in the 
operation of axial piston swashplate pumps. The 
cylinder pressure loading on the pistons must be 
supported with as few additional losses 
introduced as possible, yet the pistons must 
still be able to follow the swashplate smoothly.
Presented at the ASME Winter Annual Meeting 
New Orleans, Louisiana — November 28—December 3,1993
Friction between the pistons and the swashplate 
can be minimised if a hydrostatic thrust bearing 
is used to support the load. This bearing is 
commonly known as the slipper-pad. Typically the 
slipper-pad connects to the piston by means of a 
ball-joint, as shown in Fig 1, allowing the 
slipper to tilt freely so that it may follow the 
mclined surface of the swashplate.
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The dynamic performance of the slipper is perhaps 
the most difficult aspect of pump performance to 
predict accurately, due to the large number of 
effects which influence slipper-pad behaviour 
and also the extremely small scale on which 
slipper-pad dynamics occur (clearances are 
typically 1 to 20pm). The aim of the work reported 
here is to provide a model of slipper-pad 
behaviour which can be incorporated into the 
Computer Aided Pump Performance Analysis (CAPPA) 
suite of models (Harris 1991) for use as part of 
the simulation package Bath/jc (Richards et al, 1990). 
Of particular concern is the performance of the slipper at 
high pump speeds.
NOTATION
Sq linear acceleration at centre
of gravity, along slipper axis 
ag slope of slipper lands
a linear acceleration
C swashplate contact force
C . viscous friction coefficient
Fc ball-joint contact force
Fp piston pressure force
h clearance under slipper
ha average of max and min
clearances at slipper radius 
1  ^ central clearance of slipper
iy, mid-radius of slipper land
J0 mass moment of inertia about
centre of gravity 
k constant of elasticity
L slipper-pad hydrostatodynamic
lift force
Is distance from slipper centre of
gravity to ball-centre 
M tilting moment
Mpx X-axis friction moment
Mcx X-axis moment during contact






R pitch circle radius of pistons
Rt, ball radius
Rm mid radius of slipper land
Rs slipper pad radius
r radius from centre of slipper
s width of slipper land
U maximum sliding velocity
v linear velocity
y piston displacement
z slipper radius parameter
a maximum tilt of slipper
p azimuth of maximum tilt axis
p’ modified maximum tilt azimuth
for pressure field calculations
y swashplate angle
e slipper eccentricity parameter
e angle of rotation of pump
02 angular advance of pressure-field
X-axis from normal X-axis
p dynamic viscosity
Pes friction coefficient in ball-joint
<D angle of tilt of slipper axis
¥ angular position relative to X-axis
(0 angular speed of pump
Subscriots
i inner edge of slipper land
0 outer edge of slipper land
min minimum
X refers to slipper X-axis
Y refers to slipper Y-axis
Z refers to Z-axes
a slipper axis of maximum tilt
5 slipper axis of minimum tilt
SUPPER-PAD DESIGN
The load in a hydrostatic bearing is carried by the pressure 
in the central recess and the pressure field over a "sealing* 
land. The simplest configuration of slipper-pad follows this 
arrangement and has just a single sealing land; this will 
result in the smallest diameter of slipper-pad for a 
specified static load. However, if the slipper-pad makes 
contact with the swashplate then the sealing land may 
wear, possibly reducing slipper performance. This can be 
avoided if a non-sealing land (Lee, 1989) is placed outside 
the sealing land as shown in Fig 1. The non-sealing land 
is then the first point of contact and so protects the sealing 
land. The non-sealing land may also provide additional 
damping due to squeeze-film effects.
It is unnecessary to design a slipper-pad so that the piston 
load is entirely taken by the hydrostatic forces. In pumps 
where the slipper is free to tilt and is sliding over a 
swashplate at high velocities (for example, 15 m/s at 3000 
rev/min, 50 mm radius), significant hydrodynamic lift is 
generated and this supports part of the slipper load. It is 
thus possible to design the slipper to be "over-clamped", 
meaning that only part of the load is carried hydrostatically. 
The fraction of the total piston load that is not supported 
hydrostatically is typically of the order of 1-10% (Hooke & 
Li, 1988).
One further important design feature is the "retaining" 
plate. This plate, which is employed in many pump 
designs, is fitted over the slippers in order to limit the 
maximum clearance. This ensures that each slipper-pad 




Several groups of researchers have attempted to study the 
steady-running and dynamic behaviour of the piston/slipper 
assembly. However, approaches to modelling differ in a 
number of ways relating to the forces and couples 
considered, the formulation of the equations of motion, and 
the coordinate system adopted.
A full dynamic analysis of a flat slipper has been carried 
out by Iboshi and Yamaguchi (1982). Dynamic equations 
are established for the central clearance of the slipper-pad 
and its angles of tilt in two perpendicular axes. The 
occurrence of contact between the slipper-pad and the 
swashplate was predicted as a function of supply pressure 
and pump speed. This paper was followed with another 
presenting experimental data (Iboshi and Yamaguchi, 
1983). The slipper-pad clearances in a wobbte-plate pump 
were measured with a cluster of three eddy-current 
(inductive) transducers. The results showed the correct 
order of magnitude, although there are discrepancies from 
the theory.
Tokar, Kanyuk and Petrovskii (1986) use Lagrangian 
dynamics to derive the equations of motion of a slipper. It 
is assumed that the slipper has two degrees-of-freedom; 
the central clearance is one, and the tilt of the slipper in 
the direction of motion is the other. This places an 
unrealistic constraint on the tilt of the slipper. Furfter 
investigations are made by Tokar and Kanyuk (1987) who 
examine the conditions necessary to avoid risk of the 
slipper impacting on the swashplate or exhibiting oscillatory 
behaviour.
Tienong, Decai and Yongge (1989) derive Reynolds 
equation in cartesian coordinates from the Navier-Stokes 
equations and the equation of continuity. Motion of the 
piston around the pump axis is then resolved into 
components relative to the slipper coordinate system. The 
slipper clearances in a rotating cytinder-block pump were 
measured by fitting a small plate to the slipper and 
measuring movements of this plate.
Recognising that simulation of the full dynamic behaviour 
of a slipper involves several unknowns, Hooke and 
Kakoullis (1978) concentrated on understanding the 
steady-running behaviour. Tilt of the slipper was 
considered and conditions found which satisfy the flow, 
load and moment equilibria for a given sliding velocity and 
swashplate angle. It was shown that a flat, non-spinning 
slipper cannot function satisfactorily since the generated 
loads will always act to restore the slipper to a level 
attitude. A tilted spinning slipper was also shown to be 
insufficient for stable behaviour, with the effect of spin 
being second-order. It was shown that a slipper with a 
curved running face can be stable.
Hooke and Kakoullis (1979) measured slipper clearances 
in a working pump by using a cluster of four capacitive 
micro-displacement transducers mounted in the 
swashplate midway through the delivery phase. It was 
noted though that the slippers tended to tilt in a radial 
direction and that this was affected differently by speed 
and pressure. Hooke and Kakoullis (1981) considered the 
effects of centrifugal load and ball-friction on slipper tilt. 
The effect of the centrifugal load is to tilt slipper-pads 
outwards. However, with a balanced slipper, in which the 
centre of mass coincides with the centre of rotation (the 
centre of the ball-joint) the slipper still tilts, but in a 
constant direction relative to the pump casing. It was 
shown that the tilt is consistent with a piston that is 
spinning due to friction effects between the piston and 
cylinder. The piston spin is transmitted through friction in 
the ball-joint. Resolving the spin couple gives one 
component perpendicular to the swashplate which will spin 
the slipper and another component parallel to the 
swashplate which will tilt the slipper. In a pump, this tilt will 
be towards the Bottom Dead Centre(BDC)/Top Dead 
Centre(TDC) axis on the delivery phase and away from the 
BDC/TDC axis on the suction phase.
A useful summary of these investigations and other related 
research studies by Hooke and his co-workers is given by 
Hooke (1989).
MATHEMATICAL MODEL
In this section a new mathematical model is described 
which has been developed as part of the CAPPA suite of 
simulation models (Harris 1991).
The piston/slipper assembly generally operates in three 
modes. Under normal running conditions, the slipper-pad 
is entirely clear of the swashplate and retaining plate. 
During edge contact, one edge of the slipper-pad touches 
the swashplate or the retaining plate, with a contact force 
and physical limits on the motion of the slipper. Finally, 
during full contact, the face of the slipper is pressed 
against the swashplate or retaining plate. Full contact is an 
extreme condition and should be avoided in practice; in 
order to simplify the model only the first two modes are 
considered.
In general the motion of the piston is described by a linear 
displacement, y, defining the position of the piston within 
the cylinder and an angular displacement, 8, describing the 
rotational position of the piston relative to bottom-dead- 
centre (BDC). The slipper position is described by three 
variables, a central clearance, h^ and the tilts of two 
perpendicular axes. These axes are designated X- and Y- 
and are assumed to have zero tilt when they are parallel 
to the swashplate. The angles of tilt are $ x and <t>Y 
respectively. The coordinate frame for the piston/slipper 
system is shown in Fig 2.
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The speed of the pump is assumed to be constant. This 
leaves four variables (two linear, two angular) to be 
obtained from equations of motion relating the forces or 
moments acting on various axes. The equations of motion 
allow the second derivatives (accelerations) of each 
displacement variable to be determined, which may be 
integrated to determine the velocities and displacements. 
Additional equations are required which allow unknown 
forces and couples to be eliminated.
In the derivations which follow it is assumed that the 
angles of tilt will be very small and hence cos(d>)=1 and 
sin(<I>H>.
Slipper-pad edge contact is modelled here by assuming 
that the swashplate surface and slipper-pad are elastic, 
and deform when contact occurs. If a spring constant is 
defined for the contact then it is possible to calculate the 
restoring force.
Equations of Motion
If the slipper is free to tilt then, at a given instant, it must 
have a maximum tilt angle a  at some azimuth p. It is 
assumed here that the slipper lands have a continuous 
slope from the edge of the innermost land to the outer 
edge of the slipper. In this case the clearance h at any 
point on the outer rim of the slipper is given by
h » hc *  aRscos(y-|J) *  a^Rs-Rj) (1) 
where y  is the angular position relative to the X-axis.
If suitable values of y  are inserted in equation (1) then it 
is possible to determine the difference in clearance at each 
end of the X- and Y-axes, from which the tilt angles may 
be determined. From these relationships it may be shown 
that
; tanf - ^  (2)
*X
If the piston and slipper are always in contact they must 
always have the same velocity and acceleration through 
the point of contact. It is assumed that the point of contact 
is on a line between the ball centre and the slipper centre 
of gravity - the slipper Z-axis. The velocity component of 
the piston, along the slipper Z-axis, must comprise a term 
due to the linear motion of the piston in its cylinder and a 
term due to the rotational motion of the piston about the 
pump axis
vz > yoosr * Ru sine sin y (3)
The acceleration is obtained by differentiating this 
expression to give
tz « ycosy - Rd}2oos6siny (4)
The slipper lift velocity is measured perpendicular to the 
swashplate and gives
v2 » h0 (5)
Differentiating equation (5) and equating with equation (4) 
gives
he -  ycosy -  Reo?cost0sir>Y (®)
Equation (6) has been derived by considering the linear 
velocities along the Z-axis of the slipper. Linear velocities 
along the X- and Y-axes must also be evaluated. These 
terms include rotational effects and the linear motion of the 
piston. The centripetal velocity of the piston has magnitude 
Rco and acts at an angle 6 from BDC in a plane 
perpendicular to the piston axis. The component acting 
along the slipper X-axis is obtained by resolving through 
the angle 6, but the components acting on the Y-axis must 
be resolved through 6 and the swashplate angle y.
For the X-axis the velocity is
vx *  ta *x  + RwoosO t7)
which may be differentiated to give the acceleration
~ R u 2aine (8)
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Similarly for the Y-axis,
Vy -  Ig^y ♦ Rwsineoosy ♦ ysiny (•)
ay -  lQ* Y ♦ R<d2ooseoosy ♦ ysiny (10)
The equation of motion for the tilt of any slipper axis is
£ m  -  maglg -  J o *  -  0 (11)
It is assumed that the hydrostatodynamic (combined 
hydrostatic and hydrodynamic system) tilting moment due 
to the pressure field under the slipper may be expressed 
as a component acting to change the maximum tilt of 
the slipper and a component Ms acting perpendicular to 
this. A viscous drag term may also be included 
representing fluid friction in the ball-joint The tilting 
couples acting on the X- and Y- axes are thus
Mx -  M.cosfr -  Mftsinfl -  C„|i*x (12)
MY » M.sinp ♦ M6OOSP -  C„|i * y (13)
The equations presented above are the global 
relationships that may be used to predict the dynamic 
behaviour of the piston/slipper-pad system.
Non-Contacting Motion
The equation of motion for the piston may be written
ntvy ■ Fcoosy -  Fp (14)
This equation can only be solved if the ball-joint contact 
force Fc is known. An equation of motion may be written 
for the slipper-pad Z-axis which allows this force to be 
eliminated, since the slipper acceleration along the Z-axis 
can be expressed as a function of the piston acceleration, 
using equation (6). This gives
rn(yoo«y-Rtt*COS6siny) ■ L -  Fc (15)
If equations (14) and (15) are combined to eliminate the 
ball-joint contact force then
The slipper-pad tilt accelerations may be determined from 
equation (11), using the linear accelerations defined by 
equations (8) and (10). However, there is an additional 
tilting moment due to the ball-joint contact force and the 
spin of the piston relative to the slipper-pad. This friction 
moment acts only on the X-axis tilt motion.
The friction moment is given by
Mpx -  - | i B RBFc (17)
and then equation (11) gives
(V « n lJ )*x -  Mx ♦ ♦ mlaR«*sinO (18)
(Jo+m l^y -  My -  mlaRw2ooseo0Sy -  ml^stoy 
(19)
Motion during contact
If contact with the swashplate or retaining plate is treated 
elastically, then there will be a restoring force proportional 
to the deformation. Only the equations for elastic contact 
with the swashplate are presented here but a similar 
approach has been adopted for contact of the slipper with 
the retaining plate.
Applying equation (1) with y=|J+180o the minimum 
clearance is
hgfi ■ hg -  «RS ♦ t ( R |* R j  (20)
and the restoring force is
C -  - iw k  (21)
The restoring force must be added to the lift force acting 
on the slipper, and so equation (16) becomes
.  (L+C)cosy -  FP ♦ mRo2COS6sinycoa6 (22)
m. moos*y
Equations (18) and (20), together with additional tilting 
moment equations (which provide the elastic restoring 
moment),
LOQSy -  Fp + mRa>aCOS8sinyOOSy
m. mcos*y
(16)
Equation (16) now defines the piston motion. Equation (14) 
may then be used to determine the ball-joint contact force 
and equation (6) predicts the slipper-pad lift motion.
Mqx -  -C R 800SP 
Mqy » -C R sSinf)
(23)
then allow the slipper-pad tilt accelerations to be 
calculated. Finally the slipper-pad lift acceleration is 
evaluated from equation (6).
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SHooer-Pad Land Pressure Distributions
The analysis due to Hooke and Kakoullis (1983) has been 
extended here to include linear and tilting squeeze-film 
effects, and also to allow for any boundary pressure.
It can be shown that the pressure at radius r is given by
where
p(i) - P, ♦ (P,-P0) &
■ f i i
♦ ^ ^ ° W tt00Sfo - > ^ - * 1 )  (24)
 ^ 6pR,,(co9»«*x*9in»-ttYV t * * \
h® I * )
where
i * r - R y i  -  P -  e, 




The first two terms of equation (24) correspond to the 
normal hydrostatic bearing case; the third term is 
associated with non-flatness of the slipper; the penultimate 
term is due to hydrodynamic effects and the last term is 
due to the tilting squeeze-film effects.
The flow rate out of the cen tra l reces  
s may be calculated at the inner edge of the sealing 
land, rsR,, thus;
Q * r [ - w f - £yf a ]Bid* <*>
Using an expression for the pressure gradient, this can 
be integrated, leading to
q  ■






is the ’eccentricity* of the sealing land, which is always 
between zero and unity.
SIMULATION STUDIES
The motion of the slipper-pad was investigated using the 
CAPPA suite of models (Harris, 1991) incorporated in the 
Bath/p simulation package; simulation data is given in the 
appendix The CAPPA models provide a full dynamic 
simulation of pumping dynamics, including instantaneous 
cylinder pressure. Consequently, interactions between 
cylinder pumping dynamics and slipper dynamics are taken 
into account.
Fig 3a shows the central and minimum clearances of the 
slipper as a function of cylinder barrel rotation, at a speed 
of 1000rev/min. The graph starts approximately half way 
through the delivery stroke. During delivery, there is only 
a small difference between the central and minimum 
clearances, indicating that the slipper is only slightly tilted. 
At the start of the delivery stroke (BDC), the clearance is 
about 7pm, falling to about 2pm at TDC. As the piston 
moves from the delivery to the suction port, the central 
clearance increases rapidly to over 14pm, whilst the 
minimum clearance falls slightly to 1pm and then starts to 
increase. This corresponds to a large tilt The tilt angles in 
the X- and Y- directions are shown in Figs 3b and 3c 
respectively. The small tilt angles during delivery and large 
tilt angles during suction are clear. Also apparent is a 
lightly damped decaying oscillation at the start of the 
delivery stroke and a divergent oscillation at the end of the 
suction stroke. Because of the difficulty in identifying the 
orientation of the slipper from Figs 3b and 3c, a plan view 
of the swashplate is given in Fig 3d showing the locus of 
minimum clearance. Over the delivery stroke, the slipper 
always runs tilted radially inwards; at the start of the 
suction stroke, the locus of minimum clearance indicates 
a swaying motion associated with the oscillations shown in 
Figs 3b and 3c. This motion diminishes as the delivery 
stroke progresses, and at the end of the stroke the slipper 
once again runs tilted towards the centre. A simulation run 
with a slipper land slope double that given in the appendix 
showed very similar characteristics, indicating that the size 







cylinder barrel ro ta tio n  (deg)
Figure S» SUpper pad c lean aee; 1000 te r/m la
X-axis t ilt  (rad)
delivery
TOC BDC
cylinder barrel rotation (deg) 
Figure »  X -a x ia tfit. 10O0 r r r /m la  




cylinder barrel rotation (deg) 






Figure 9d Flau view  a f evmab plate ahoutog Incut 
oj minimum clearance: lO O O rev/m la
The slipper dynamic behaviour at a speed of 3000 rev/min 
is shown in Fig 4. During delivery, the slipper runs with a 
central clearance of the order of 15pm and a minimum 
clearance of less than 5pm (Fig 4a). The tilt is noticeably 
greater than at 1000rev/min due to the increased 
centrifugal force. At TDC, the slipper edge impacts with the 
swashplate and the slipper bounces clear. This is followed 
by a period, at the start of the suction stroke, where the 
slipper edge is either on or very close to the swashplate. 
The slipper tilts show an oscillatory motion throughout the 
pumping cycle which is especially pronounced during 
suction. The minimum clearance locus, Fig 4b, shows a 
predominantly inward-tilted motion, but at this higher speed 
the swaying motion is present during delivery as well as 
suction. Just after BDC, the slipper minimum clearance 
exhibits a full orbit around the slipper axis. This is probably 
the pump speed limit in respect of satisfactory 
performance without excessive wear.
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It was not possible to undertake experimental work to 
verify these predictions. It is extremely difficult to 
instrument a pump to measure the parameters of interest, 
and it is likely that the nature of the instrumentation 
required will modify the motion. However, general 
performance tests were conducted on a pump of the type 
simulated here, up to a speed of 4840rev/min. When the 
pump was dismantled it was found that there were a series 
of circular 'witness' marks in the region of the swashplate 
following the dead centre positions; these correspond 
qualitatively to the orbits predicted at the higher speeds. 
The slipper pads were intact but showed signs of wear.
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Figure 5 shows predicted behaviour at 5000rev/min. During 
most of the suction stroke and delivery stroke the edge of 
the slipper is in contact with the swashplate (Fig 5a). At 
TDC, the slipper lifts clear and impacts with the slipper 
retaining plate (100pm above the swashplate); for the rest 
of the suction stroke, the slipper has edges touching both 
plates and hence the central clearance remains at 50pm. 
Oscillatory motion is curtailed because of these contacts. 
The locus of minimum clearance, Fig 5b. indicates full 
inward tilting except shortly after the dead centres, where 
full orbits around the slipper axis are exhibited.
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CONCLUSIONS
A computer model of the dynamics of axial piston pump 
slipper-pad bearings has been developed. The model 
forms part of a full pump model, used within Bathfc for 
simulating the pumping dynamics of swashplate piston 
pumps.
This new model incorporates the most important factors 
influencing slipper-pad motion, including those identified in 
earlier studies, as follows:
i) load force due to the cylinder pressure
ii) lifting force due to pressure distribution over 
slipper-pad running-face
iii) tilting moments due to the pressure 
distribution over the slipper-pad running-face
8
iv) contact friction between the piston and
cylinder
v) contact friction in the ball-joint
vi) tilting moment due to centrifugal force on the 
slipper
vii) non-flatness of the slipper
viii) elastic contact between slipper-pad and
swashplate
ix) elastic contact between slipper-pad and
retaining plate
Using the model for the prediction of behaviour of a 
particular pump, it has been found that at the lower speeds 
the piston runs only slightly tilted during the delivery 
stroke, but heavily tilted radially inwards during the suction 
stroke. An oscillatory swaying motion occurs over part of 
the suction stroke. At higher speeds the slippers run 
heavily tilted radially inwards during suction and delivery. 
The oscillatory motion is also much more pronounced. At 
very high speeds, the slipper runs with edges touching 
both the swashplate and retaining plate over most of the 
pumping cycle. The nature of the swashplate contact in the 
vicinity of the piston dead centre positions bears a close 
resemblance to witness marks observed on a dismantled 
test pump.
Although not dealt with here, the model is readily adapted 
to predict slipper-pad motion in wobble-piate type piston 
pumps and also in piston motors.
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APPENDIX 
SIMULATION DATA
Delivery Pressure, 150 bar;
Boost Pressure, 20 bar;
Swashplate Angle, 15 deg;
Piston Pitch Circle Radius, 49.7 mm;
Piston Diameter, 22 2  mm;
Piston Radial Clearance. 30 pm;
Slipper-Pad Sealing Land Inner Radius, 10.4 mm; 
Slipper-Pad Sealing Land Outer Radius, 11.9 mm; 
Dynamic Viscosity, 0.0275 Ns/m2;
Coeff of Slipper-Ball Friction, 0.0001;
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SYNOPSIS T his paper d e sc r ib e s  tech n iq u es used to  determ ine th e  f lu id  borne n o ise  c h a r a c t e r i s t i c s  o f 
h y d rau lic  system s.
The experim ental t e s t  method, which i s  based upon th e  measurement o f  p re ssu re  and flow 
f lu c tu a t io n s  genera ted  by p o s i t iv e  d isp lacem ent pumps, i s  d esc rib ed  to g e th e r  w ith  d e ta i l s  o f in s t r u ­
m en ta tion .
T est r e s u l t s  a re  p resen ted  fo r  fo u r  d i f f e r e n t  ty p es  o f  pump and two l in e  te rm in a tio n s , and 
compared w ith  th o se  ob ta ined  using  a m athem atical model form ulated  from tran sm iss io n  l in e  th eo ry .
Methods have been developed to  o b ta in  th e  impedance o f  th e  system lo a d , and th e  impedance 
and source flow  o f  th e  pump. The paper g iv e s  d e ta i l s  o f  th e  flow and impedance sp e c tra  fo r  th e  pumps 
t e s te d ,  and shows th a t  th e  common assum ption o f  an impedance based upon a measure o f  th e  leakage and 
in te r n a l  volume o f  a pump i s  in  many c a se s  u n ju s t i f ie d .
INTRODUCTION
1. The d isch a rg e  flow from a p o s i t iv e  d is p la c e ­
ment pump has p e rio d ic  components which produce 
p re s su re  and flow f lu c tu a t io n s  w ith in  a system . 
The am plitude o f  th e se  v a r ia tio n s  a re  not s o le ly  
dependent upon th e  pump, but a re  a ls o  dependent 
upon th e  resonan t c h a r a c te r i s t i c s  o f  th e  p ipe  l in e  
and type  o f  load  connected to  th e  pump.
2. The presence o f p re ssu re  and flow  f lu c tu ­
a t io n s  in  th e  p ipe lin e  can r e s u l t  in  an in c rea se  
in  th e  le v e l  o f th e  a irb o rn e  n o ise  em itted  from 
th e  system . T h erefo re , an understand ing  o f  th e  
g en e ra tio n  o f th e  f lu id  borne no ise  i s  e s s e n t ia l  
fo r  th e  development o f q u ie te r  hy d rau lic  compon­
e n ts  and system s.
3. However, th e  dete rm ina tion  o f  th e  f lu id  
borne n o ise  g en era tin g  p o te n t ia l  o f  a pump cannot 
be ob ta ined  d i r e c t ly  from th e  measurement o f  
p re ssu re  and flow f lu c tu a t io n s  occu rrin g  w ith in
a pipe, l in e  due to  the  in te ra c t io n  between th e  
pump, l in e  and load .
4. In  t h i s  paper techn iques a re  p resen ted  which 
enable th e  e f f e c ts  o f  th e  pump and system to  be 
is o la te d  lead in g  to  a s o lu tio n  fo r  th e  c h a ra c te r ­
i s t i c s  o f  th e  system and th e  source param eters
o f  th e  pump.
NOTATION
L  len g th  o f  p ip e lin e  
n valve exponent 
P p ressu re  
Pm mean p re ssu re  
P p ressu re  a t  pump flange




X d is ta n c e  along p ipe l i n e  from pump
d is ta n c e  along p ipe  l i n e  from 
flan g e  tran sd u ce r
pump to
*T d is ta n c e  along p ipe l i n e  from 
m ination  tran sd u ce r
pump to
Zo c h a r a c te r i s t i c  impedance o f  p ipe l i n e
Zs source impedance
ZT te rm in a tio n  impedance
Zx impedance a t  flowm eter
« a tte n u a tio n  c o e f f ic ie n t
% propagation  constan t
/>s source r e f le c t io n  c o e f f ic ie n t
Pi te rm in a tio n  r e f le c t io n  c o e f f ic ie n t
S u b sc rip ts  -  1 , 2 -  denotes d i f f e r e n t  system s.
EXPERIMENTAL TEST RIGS AND INSTRUMENTATION
5. A ty p ic a l  experim ental t e s t  r i g  i s  shown 
diagram m atically  in  F ig . 1 and c o n s is ts  o f  a 
constan t speed e le c t r i c  motor running a t  a 
nominal speed o f  1460 rev/m in connected to  th e  
pump under t e s t  v ia  a coup ling . The system con­
nected can c o n s is t o f  e i th e r  s t e e l  p ipe  o r  f l e x ­
ib le  hose te rm inated  w ith v a rio u s  forms o f  lo ad s .
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6. The measurement o f  p re ssu re  f lu c tu a t io n s  
a s so c ia te d  w ith  wave p ropagation  n e c e s s i ta te s  
th e  use o f a p re ssu re  tra n sd u c e r and a m p lif ie r  
system w ith  a  good frequency response . There­
fo r e ,  f lu sh  mounted p iezo  e l e c t r i c  tra n sd u c e rs  
to g e th e r  w ith  charge a m p lif ie rs  were chosen.
One tra n sd u c e r  was p o s itio n e d  c lo se  to  th e  pump 
f la n g e , a second ju s t  upstream o f  th e  te rm ina­
t io n  and a th i r d  p a r t  way down th e  l i n e .  A 
tr a n s ie n t  flowm eter was a ls o  in co rp o ra ted  in  th e  
system . T his was developed a t  Bath U n iv e rs ity  
(1 ) and uses a  hot film  anemometer capab le  o f  
m easuring flow  f lu c tu a t io n s  o f  up to  3 kHz.
7. A ty p ic a l  p re ssu re  f lu c tu a t io n  a t  a t r a n s ­
ducer i s  shown in  F ig . 2. The waveform con­
s i s t s  o f  a fundam ental component a t  g ea r o r  p i s ­
ton  frequency to g e th e r  w ith  a s e r ie s  o f  har­
monics. By an a ly s in g  th e  s ig n a l using  a 
S o la r tro n  1170 Frequency Response A nalyser (FRA) 
synchronised w ith  pumping frequency i t  i s  poss­
ib le  to  o b ta in  bo th  th e  am plitude and phase o f  
th e  s ig n a l fo r  up to  10 harm onics o f  th e  funda­
m ental frequency.
8. S ince the  t e s t  programme inv o lv es th e  d e te r ­
m ination o f th e  c h a r a c te r i s t i c s  o f  a wide range 
o f pumps and system s, an e le c tro n ic  in te r f a c e  
has been b u i l t  which allow s a PDP -8/E  d ig i t a l  
computer to  c o n tro l and perform  d a ta  a c q u is it io n  
d i r e c t ly  from th e  FRA.
EQUIPMENT TESTED
9. H ydraulic Pumps. In  o rd e r to  o b ta in  a 
comparison between th e  perform ance o f  d i f f e r e n t  
c la s se s  o f  h y d ra u lic  p o s i t iv e  d isplacem ent 
pumps, th e  fo llo w in g  fo u r  u n its  have so f a r  been 
te s te d .
A V ariab le  Displacement A xial P is to n  
Swash P la te  Pump 
Number o f  p is to n s  -  7 
Maximum displacem ent -  76 cm / r e v .
B V ariab le  D isplacem ent T i l t in g  Head 
A xial P is to n  Pump 
Number o f  p is to n s  -  10 
Maximum displacem ent -  203 cm / r e v .
C In te rn a l  Gear Pump
Number o f  g ear te e th  on d riv e  p in io n  -
3 nD isplacem ent -  28 .6  cm /r e v .
D E x te rn a l Gear Pump
Number o f  g ear te e th  -  14 
D isplacem ent -  26.5 cm3 /rev .
10. System C o n fig u ra tio n . I n i t i a l l y ,  th e  
systems connected to  th e  pumps were k ep t as 
sim ple as p o s s ib le  and c o n s is te d  o f  a 25 mm in ­
t e r n a l  d iam eter s t e e l  p ip e l in e  te rm in a ted  w ith  
a r e s t r i c t o r  v a lv e .
11. O ther forms o f  te rm in a tio n  have a ls o  been 
used in c lu d in g  a p i l o t  opera ted  r e l i e f  v a lv e .
12. System p re ssu re s  and flow s. The two 
v a ria b le  d isp lacem ent pumps were ope ra ted  a t  a 
s in g le  swash s e t t i n g  and system  p re s s u re , th ese  
b e in g ;
(a )  Swash P la te  Pump -  Mean flow 0.96 1 /s
System p re s su re  70 
b a r
O il tem peratu re  30 C
(b ) T i l t in g  Head Pump -  Mean flow 1 .57 1 /s
System p re s su re  100 
b a r
O il tem pera tu re  40 C
13. The two f ix e d  d isplacem ent g ear pumps were 
te s te d  w ith  two system p re s su re s  o f  50 and 100 
b a r  w ith  an o i l  tem pera tu re  o f  32 C.
EXPERIMENTAL TECHNIQUE USED TO INVESTIGATE FLUID 
BORNE NOISE
14. This in v e s tig a tio n  in to  th e  f l u id  borne 
n o ise  genera ted  by p o s i t iv e  d isplacem ent pumps 
i s  based  upon th e  measurement o f  th e  p re ssu re  
and flow f lu c tu a t io n s  o ccu rr in g  w ith in  a  system 
connected to  th e  pump o u t l e t .
15. I t  was decided  to  in v e s tig a te  the  system  
behav iour u sin g  t e s t  r ig s  d riven  by co n stan t 
speed m otors as th i s  e lim in a te s  changes in  t e s t  
c o n d itio n s r e s u l t in g  from v a r ia tio n s  in  speed 
dependent pump and te rm in a tio n  param ete rs . I t  
a ls o  has th e  advantage th a t  i t  i s  c lo s e ly  
a l l i e d  to  th e  most common p r a c t ic a l  s i tu a t io n .  
Thus, th e  on ly  change made was to  th e  system , and 
m ainly c o n s is te d  o f  vary in g  th e  len g th  o f  p ipe  
between th e  pump and te rm in a tio n .
STANDING HAVES IN PIPELINES
16. The d ischarge  flow  from a p o s i t iv e  d is ­
placem ent pump has p e r io d ic  components which 
produce p re s su re  and flow o s c i l l a t io n s  w ith in  a 
system . These a re  n o t only dependent upon the  
pump b u t a ls o  upon the  c h a r a c te r i s t i c s  o f  the  
system  ( 2 ,3 ) .
17. Measurements a re  fu r th e r  in f lu en ced  by 
v a r ia t io n s  in  p re ssu re  and flow a t p o s i t io n s  
along th e  p ip e  l in e  r e s u l t in g  from the  e f f e c ts  o f 
in te r fe re n c e  between in c id e n t and r e f le c te d  waves. 
T his s tan d in g  wave phenomenon i s  c le a r ly  i l l u s ­
t r a te d  by th e  r e s u l t s  o f  an in v e s tig a tio n  using
a s t e e l  p ipe  l in e  as shown in  F ig . 3. Many 
pumps, p a r t ic u l a r ly  a x ia l  p is to n  u n i t s ,  g ive 
s tro n g  s ig n a ls  up to  th e  10th harmonic o f  pump­
ing  frequency .
18. T h e re fo re , to  enab le  a m eaningful com­
pariso n  to  be made between pumps th e  in f lu en ce  o f  
th e  system and te rm in a tio n  on f l u id  borne n o ise  
measurements have been in v e s tig a te d  and th e o r e t i ­
c a l  methods developed which allow  th e  system and 
th e  pump to  be se p a ra te d .
VERIFICATION OF MATHEMATICAL MODEL
19. The fo rm ula tion  o f  a m athem atical model o f  
a h y d rau lic  system , based  upon th e  impedance con­
c e p t,  has been d iscu ssed  in  a p rev ious paper (2 ) .  
E quations have been developed f o r  a pump, p ipe 
l in e  and lo a d , from which th e  p re ssu re  and flow 
f lu c tu a t io n s  can be determ ined a t  any d is ta n c e  x 
from th e  pump. These a r e ,
104
(Zs-Z .) C 1 -  Prf>*£ )




(Z s + O  ( l -  f r f i * £ '  
f>s  .
'  E i  + Zo
Z t  -  Zo 
Zt-i- Eo
20. In  th ese  equa tions th e  param eters Q ,Z 
a re  punp term s t -£.» i » ,  V depend on th e  l i§ e  in d  
f l u i d ,  Z_ depends on th e  te rm in a tio n , p y  de­
pends on th e  l in e  and te rm in a tio n , and /fe th e  
l i n e  and punp. The d i f f i c u l ty  i s  t o  a rrange th e  
eq u a tio n s so  th a t  th e  values o f  each o f  th e se  
param eters can be o b ta in ed  e x p e rim en ta lly . The 
method adopted i s  f i r s t  to  determ ine th e  propa­
g a tio n  c o e f f ic ie n t  and th e  c h a r a c t e r i s t i c  im­
pedance o f  th e  l i n e ,  then  th e  te rm in a l imped­
an ce , and u sing  th e se  v a lu e s , th e  source imped­
ance and th e  source flow .
21. E lim ina tion  o f  Punp V a ria b le s . I f  a 
r a t i o  i s  formed using  th e  p re ssu re  a t  two d if fe r*  
e n t p o s i t io n s  in  th e  system , o r  a l t e r n a t iv e ly  o f  
a p re ssu re  and a f low , th e  source flow Q and 
th e  source impedance Zg can be e lim in a te d  from 
th e  r e s u l t in g  e q u a tio n s .
22. For exam ple, i f  th e  p re s su re s  a t  the  t e r ­
m ination  and a t  th e  pump flange  a re  co n sid e red , 
th e n ,
-*>(Tft* fi.
Fp * ♦  F t *
(3)
23. An experim en ta l r a t i o  can be form ulated  
from th e  pump and te rm in a tio n  p re s su re s  ob ta ined  
from a frequency response a n a ly s is  fo r  each h a r­
monic o f  pumping frequency . T yp ical pump and 
te rm in a tio n  p re ssu re  am plitudes a re  shown in  F ig . 
4 ,  and th e  r e s u l t in g  r a t i o  in  F ig . 5.
24. I t  can be shown from equation  (3 ) th a t  the  
magnitude o f  th e  r a t i o  a t  a p a r t i c u l a r  frequency 
and p ip e  l e n g t h d e p e n d e n t  upon th e  value o f  p y  
and th e  a tte n u a tio n  c o e f f ic ie n t  *  . Furtherm ore, 
th e  p ip e .le n g th s  a t  which maximum and minimum 
am plitudes occur a re  mainly dependent upon th e  
v e lo c i ty  o f th e  a c o u s tic  wave. T herefo re , th e  
s u i t a b i l i t y  o f  th e  p re d ic te d  l in e  and te rm in a tio n  
param eters can be determ ined by comparing th e o r ­
e t i c a l  and experim en ta l r a t i o s .
25. This i s  i l l u s t r a t e d  by th e  two th e o r e t ic a l  
p re d ic tio n s  in c luded  in  F ig . 5 , based  upon t e r ­
minal impedance values to  be d iscu ssed  in  the  
fo llow ing  se c t io n . The f i r s t  p re d ic tio n  used 
the  bulk  modulus o f  th e  h y d rau lic  o i l  < f.ven by 
th e  m anufacturer and assumed a square l w  p re s s ­
ure and flow c h a r a c te r i s t i c  f o r  th e  r e s t r i c t o r  
v a lv e . This r e s u l t  in d ic a te s  e r r o r s  in  bo th  the  
c a lc u la te d  ac o u s tic  v e lo c ity  and r e f le c t io n  co­
e f f i c i e n t  .
26. The more accu ra te  p re d ic tio n  was ob ta ined
u sin g  a c o rre c te d  a c o u s tic  v e lo c i ty ,  r e s u l t in g  
from a 3% red u c tio n  in  bulk  modulus, and a t e r ­
m ination  impedance determ ined by th e  method o u t­
l in e d  below .
27. M odelling th e  T erm ination . po r  s im p l i ­
c i ty  much of th e  work was c a r r ie d  o u t using  a 
r e s t r i c t o r  valve as th e  p ipe  te rm in a tio n . 
Follow ing e a r l i e r  in v e s t ig a to r s  ( 4 ,  5 , 6) th i s  
was i n i t i a l l y  considered  to  be a  p u re ly  r e s i s ­
t i v e  dev ice whose impedance may be o b ta in ed  by 
ap p ly in g  sm all p e r tu rb a tio n  a n a ly s is  to  th e  
s te a d y - s ta te  flow  and p re s su re  c h a r a c t e r i s t i c  o f  
th e  v a lv e . This r e s u l t s  in  an impedance value 
which i s  frequency independent w ith  a  zero  phase 
a n g le ,  g iven  b y ,
Zt n. Pm
25.
28. Although i t  i s  p o s s ib le  to  assume a square 
law p re s su re  and flow r e la t io n s h ip  f o r  th e  v a lv e , 
g iv in g  11 s 2 ,  th e  valve c h a r a c t e r i s t i c  should  be 
determ ined from experim ental c a l ib r a t io n .  For 
th e  r e s t r i c t o r  valve used as th e  te rm in a tio n  f o r  
a l l  th e  punps t e s t s  th e  experim ented exponent 
was found to  vary  from 1.55 a t  th e  low est mean 
flow up to  1.85 a t  the  h ig h e s t flow .
29. The in c lu s io n  o f  a  te rm in a l impedance 
based upon th e  experim ental v a lv e  exponent in  
eq u a tio n  (3 ) s t i l l  proved to  be an inadequa te  
re p re s e n ta t io n  o f the  impedance o f  th e  r e s t r i c ­
t o r  v a lv e .
30. T h e re fo re , equation  (3 ) was re -a rran g ed  to  
allow  th e  te rm in a tio n  impedance o f  th e  valve to  
be o b ta in ed  using  th e  param eters f o r  th e  l in e  
and th e  am plitudes and phases o f  th e  punp and 
te rm in a tio n  p re s su re s  o b ta in ed  ex p erim en ta lly .
The re v is e d  equa tion  i s ;




C 1 -/4 )
31. T h e o re t ic a l ly ,  i t  should  be p o s s ib le  to  
determ ine th e  impedance sp e c tra  from a s in g le  
p ipe  len g th  t e s t .  However, th i s  i s  no t p o ss ib le  
as sm all amounts o f s c a t t e r  on th e  experim ental 
r e s u l t s  can g enera te  la rg e  e r r o r s  in  th e  p re ­
d ic te d  value  o f  te rm in a tio n  impedance.
32. To o b ta in  an accu ra te  va lue  f o r  th e  t e r ­
m inal im pedance, s t a t i s t i c a l  methods have been 
used to  determ ine a mean from th e  measured 
va lues o b ta ined  a t  each p ipe le n g th .
33. Applying t h i s  technique to  th e  10 harmonics 
o f punping frequency i t  i s  p o s s ib le  to  determ ine 
th e  impedance s p e c tra  o f  the  l i n e  te r m in a t io n . ' 
This has been perform ed using  th e  d a ta  f o r  th e  
fo u r  pum p-pipeline systems te s te d  and th e  r e s u l ts  
f o r  th e  70 and 100 b a r  system  p re s su re s  f o r  the 
r e s t r i c t o r  valve are shown in  F ig . 6 . I t  can be 
seen th a t  a t  low freq u en c ies  th e  am plitude o f  the  
im pedance, Z_, approaches a va lue  determ ined from 
th e  s te a c fy -s ta te  p re ssu re  and flow  c h a ra c te r­
i s t i c s  o f  th e  v a lv e , w ith  a phase angle  tend ing  
to  z e ro . With in c re a s in g  freq u en cy , th e  imped­
ance reduces f o r  freq u en c ies  up to  1kHz. At 
h ig h e r  freq u en c ie s  th e  r e s u l t s  appear to  be
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dependent upon th e  system . For th re e  o f  th e  
fo u r in v e s tig a tio n s  an am plitude peak occu rs  a t  
a frequency o f  about 1 .5  kHz, th e  phase o f  th e  
impedance w ith  in c re a s in g  frequency ten d s  t o  a 
90 degree la g .
34. The in f lu en ce  o f  fa c to r s  such as valve 
v ib ra tio n  and re tu rn  l in e  c o n d itio n s  on th e  t e r ­
m ination impedance sp e c tra  a re  be ing  in v e s t ig ­
a ted  fu r th e r .
35. A change in  system  p re ssu re  has a marked 
e f f e c t  on th e  am plitude o f  th e  r e s t r i c t o r  imped­
ance. At th e  low er p re ssu re s  th e  i n i t i a l  r e ­
duction  in  am plitude i s  s ig n if i c a n t ly  le s s  r e ­
s u l t in g  in  le s s  a tte n u a tio n  throughout th e  
frequency range.
36. When th e  measured impedance va lues are  
used in  equation  ( 3 ) ,  th e  r e s u l t in g  agreem ent 
between experim ent and theory  i s  much improved 
as a lready  shown in  F ig . 5.
37. An a l t e rn a t iv e  method o f  de term in ing  th e  
te rm in a tio n  impedance i s  to  make a d i r e c t  
measure o f th e  impedance a t  a p o in t on a p ip e  
lin e  using  th e  t r a n s ie n t  flow m eter. I f  Zx i s  
th e  impedance a t  th e  flow m eter, then th e  r e ­
f le c t io n  c o e f f ic ie n t  a t  the  te rm in a tio n  can be 
ob ta ined  from ,
_  _ .  zrQ L-*)
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38. When th i s  method was used to  o b ta in  th e  
te rm in a tio n  impedance, th e  r e s u l t s  showed th e  
same dependance upon experim en tal s c a t t e r  found 
using  the  p re ssu re  r a t i o .  However, th e  c lo se  
c o rre la t io n  o f  p re d ic te d  and experim en ta l r e s u l t s  
shown in  F ig . 7 i l l u s t r a t e s  th e  s u i t a b i l i t y  o f 
the  flowm eter as an impedance m easuring dev ice .
39. The impedance measurement tech n iq u es 
developed f o r  th e  r e s t r i c t o r  valve have a ls o  
been ap p lied  to  t e s t  d a ta  ob ta ined  u sing  a 
p ilo t-o p e ra te d  r e l i e f  valve as th e  te rm in a tio n .
40. The measured response fo r  th e  r e l i e f  valve 
F ig . 8 , shows a marked d if fe re n c e  to  th a t  o f  th e  
r e s t r i c t o r  v a lv e , F ig . 6 .
41. The impedance an p litu d e  has a sharp  peak 
a t  a  frequency o f  approxim ately 1 .2  kHz.
Changes in  th e  mean flow through th e  valve  a t  th e  
same o p e ra tin g  p re ssu re  have l i t t l e  e f f e c t  an th e  
impedance am p litu d e , th e  maximum value a t  th e  
peak be ing  id e n t ic a l .  However, when th e  p re s s ­
ure i s  halved  w ith  th e  same mean flow , th e  peak 
am plitude i s  considerab ly  reduced. The phase o f 
th e  impedance i s  more complex and a l te rn a te s  be­
tween p o s i t iv e  and neg a tiv e  an g les .
42. The am plitude peak i s  thought to  be
a sso c ia te d  w ith th e  n a tu ra l  frequency o f  th e  
p i l o t  s tag e  which ty p ic a l ly  has a value o f  
about 1 KHz.
43. E f fe c t o f  Line Term ination o f  F lu id  Borne 
N oise. As th e  te rm in a tio n  impedance o f
th e  r e s t r i c t o r  valve and the  r e l i e f  va lve  were
found to  be o f  a d if f e r e n t  form , i t  i s  o f  in ­
t e r e s t  to  co n s id e r what e f f e c t  th e  te rm in a tio n s
had on th e  f l u id  borne n o ise  in  th e  system . To 
do t h i s  p ipe len g th s  have been chosen which make 
th e  p re ssu re  am plitude a t  th e  pump o u t le t  
f i r s t l y  a  maximum (reso n an t case) and then a min­
imum (a n t i- r e s o n a n t c a se ) .
44. F ig . 9 compares th e  p re s su re  sp e c tra  ob­
ta in e d  from t e s t s  u sin g  g ear pump (C) and a x ia l  
p is to n  pump (B ), w ith  r e s t r i c t o r  and r e l i e f  
va lve  te rm in a tio n s .
45. The e f f e c t  o f  a  change in  te rm in a tio n  on 
th e  g ear pump r e s u l t s  appear sm all as a t  f r e ­
quencies g re a te r  than  th e  second harmonic o f  
g ear frequency th e  two re so n an t c o n d itio n s  a re  
s im i la r .  There i s ,  however, a d if fe re n c e  be­
tween th e  p ipe len g th s re q u ire d  to  c re a te  the  
resonance c o n d itio n s  w ith in  th e  system . For 
exam ple, a t  gear frequency , 267 Hz, a reso n an t 
p ip e le n g th  using  th e  r e s t r i c t o r  te rm in a tio n  
occurs a t  2.35 m w ith  an a n ti- re s o n a n t con­
d i t io n  a t  1.35 m. To o b ta in  s im i la r  co n d itio n s  
u s in g  th e  r e l i e f  va lve  i t  i s  necessa ry  to  i n ­
clude an e x tra  0.26m o f  p ip e , in c re a s in g  th e  
re so n an t len g th  to  2.61m and th e  a n t i ­
re sonan t len g th  to  1.61m. At th e  h ig h e r  f r e ­
quencies th e  d iscrepancy  between the  two 
le n g th s  d ec rea se s .
46. P ressu re  f lu c tu a t io n s  a re  genera ted  a t  
r e l a t i v e ly  h igh le v e ls  by th e  a x ia l  p is to n  
pump throughout th e  frequency range using  both  
te rm in a tio n s , w ith  th e  r e l i e f  valve g iv ing  
s l ig h t ly  low er reso n an t le v e l s .  A gain, th e  r e ­
l i e f  valve te rm in a tio n  re q u ire d  lo n g e r  p ipe 
len g th s  to  c re a te  reso n an t and a n ti- re so n a n t 
c o n d itio n s  w ith in  th e  system .
47. Although th e  impedance s p e c tra  f o r  the  
two tezm ina tions a re  d i f f e r e n t  bo th  gave 
s im ila r  f lu id  boxne n o ise  le v e l s .  The amount o f 
r e f le c t io n  a t  a te rm in a tio n , how ever, i s  depen­
den t upon th e  re la tio n s h ip  between th e  impedance 
o f  the  te rm in a tio n  and the c h a r a c te r i s t i c  imped­
ance o f  the  pipe l i n e . T h e re fo re , by changing 
th e  l in e  d iam eter i s  i s  p o s s ib le  th a t  th e  
d if fe re n c e  between the f l u id  borne n o ise  le v e ls  
f o r  th e  two te rm in a tio n s  may be more pronounced.
DERIVATION OF THE SOURCE IMPEDANCE SPECTRA OF 
PUMPS
48. Once the  l in e  and te rm in a tio n  have been
su c c e s s fu l ly  m odelled the  two pump param eters
Q and Z can be considered . S ince both  a re  s sunknown, one o f them must be e lim in a ted  
i n i t i a l l y .  A lgebraic rearrangem ent as des­
c r ib e d  below can be c a r r ie d  ou t to  g ive va lu es 
f o r  the  source r e f l e c t io n  c o e f f ic i e n t ,  f i t .
49. This has been achieved by co n sid erin g  two 
system s which are  id e n t ic a l  excep t th a t  the  over­
a l l  p ipe len g th s are  d i f f e r e n t  and f o r  which th e  
param eters , Zo and have been p rev io u sly  
determ ined.
50. I f  P i s  th e  p re ssu re  a t  a  p o s i t io n  X. in
a pipe, l i n e o f  len g th  I ^ and th e  p re ssu re  a t
a p o s i t io n  X2 in  a p ipe l in e  o f  len g th  , then 
from equation  (1 ) a r a t i o  may be formed as -
8  .  ■
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A so lu tio n  fo r  th e  r e f le c t io n  c o e f f ic ie n t  
n a y  be ob ta ined  by re -a rra n g in g  equa tion  (6 )
ft
f i l * .
/vra^-g^gSiisrgrrgSLi
(7)
51. Measurement o f  th e  r a t i o  P1/F2 and sub­
s t i t u t i o n  o f  p rev io u s ly  determ ined values w i l l  
g ive th e  r e f le c t io n  c o e f f ic ie n t , .  Hence, the  
source impedance Zs may be found from ,
C i - f O
( 8)
52. By co n sid e rin g  the  p re s su re s  a t  a p a r­
t i c u l a r  t r a n s d u c e r ,  x. = x^ , o ver a s e r ie s  o f  
p ip e  le n g th s , and by re p la c in g  p re ssu re  in  
eq u a tio n  (6 ) by a re fe ren ce  v a lu e , i t  i s  poss­
ib le  to  c o n s tru c t a waveform a t  each harmonic o f 
punping frequency. The re fe ren ce  value has been 
taken as th e  p re ssu re  occu rring  a t  the  f i r s t  
minimum found from th e  ex tending  p ip e  len g th  
r e s u l t s .  The re s u l t in g  waveforms show maxima 
and minima whose am plitudes and p o s i t io n s  are  
dependent upon the  resonant c h a r a c te r i s t i c s  o f  
th e  system  and th e  value o f  th e  source imped­
ance . The s u i t a b i l i t y  o f  a p a r t i c u l a r  source 
impedance can be judged from a comparison be­
tween p re d ic te d  and experim ental r e s u l t s .
53. Such a p re s e n ta tio n  i s  i l l u s t r a t e d  in  F ig . 
10, where a comparison i s  made between e x p e ri­
ment and p re d ic tio n  fo r  th e  a x ia l  p is to n  pump 
(A) in v e s t ig a t io n . The experim en ta l r e s u l t s  
c le a r ly  show reso n an t and a n ti- re s o n a n t p ressu re  
co n d itio n s  r e s u l t in g  from v a r ia tio n s  in  p ipe 
le n g th . For exam ple, a t  the  1 s t harm onic, 
changing the  p ipe  len g th  from 2m to  3.3m in ­
c rea se s  the  p re ssu re  a t  th e  pump flange by a 
f a c to r  o f  10.
54. The f ig u re  a lso  shows th re e  p re d ic te d  r e ­
s u l t s  o b ta in ed  using  d if f e r e n t  re p re se n ta tio n s  
o f  th e  source inpedance o f  th e  punp as o u tlin e d  
below .
55. Previous in v e s tig a to rs  ( 4 ,5 ,6 ,7 )  have 
suggested  th a t  the  source impedance o f  a pump 
may be based upon a measure o f  i t s  in te r n a l  
volume and s te a d y -s ta te  leakage. Curve A, in  
F ig . 10, assumed an inpedance based  s o le ly  upon 
th e  in te r n a l  c ap ac ity  o f  th e  pump Vp, g iv ing
Z = t / y & f  . Comparison w ith  the
experim en ta l r e s u l t s ,  however, show th i s  to  be' 
an u n sa tis fa c to x y  re p re se n ta tio n  as se r io u s  d is ­
c rep an c ies  occu r between both th e  reso n an t amp­
l i tu d e  and re so n an t p ipe le n g th . The in c lu s io n  
o f  th e  s te a d y -s ta te  leakage term  in  p a r a l l e l  
w ith  th e  volume, Curve B, does l i t t l e  to  improve 
th e  f i t .
56. I t  i s  c le a r  th a t  these  sim ple lumped 
models a re  an u n su itab le  re p re se n ta tio n  o f the 
source inpedance o f  the  pump. O ther sim ple com­
b in a t io n s  in c lu d in g  th e  in e rtan ce  o f  th e  f lu id
w ith in  th e  pump cas in g  have been form ulated 
w ith o u t su cce ss .
57. Curve C i s  based upon a measured source 
inpedance o b ta in ed  u sin g  eq ua tions (7 ) and (8 ) .  
A lthough, th e o r e t i c a l l y ,  i t  should  be p o ss ib le  
to  determ ine Zs from ju s t  two p ipe  le n g th * , th e  
p resence  o f  experim en ta l s c a t t e r  can g ive r i s e  
to  wide v a r ia t io n s ,  s im ila r  to  th e  te rm in a tio n  
measurements. However, by forming th e  ex tend­
in g  p ip e  len g th  r e s u l t s  in to  equ i-spaced  p a i r ­
in g s  and u sing  th e  s t a t i s t i c a l  method o u tl in e d  
p re v io u s ly  i t  i s  p o ss ib le  to  determ ine mean 
va lu es f o r  th e  source impedance. The accuracy 
o f  th e  measured source impedance s p e c tra  fo r  
th e  pump (A) i s  c le a r ly  in d ic a te d  by th e  good 
agreem ent between Curve C and th e  experim ental 
r e s u l t s .  E qually  good agreement i s  ob ta ined  
f o r  h ig h e r  harm onics o f  th e  pump p re ssu re  and 
o th e r  tra n sd u c e r  p o s i t io n s .
58. The measured source inpedance s p e c tra ,  r e ­
f e r r e d  to  th e  punp f la n g e , f o r  the  fo u r pumps 
a re  shown in  F ig . 11. From th i s  i t  can be seen 
t h a t ,  excep t fo r  pump (B ), the  m a jo rity  o f  th e  
source  impedance phases tend  toward a phase la g  
o f  90 deg ree . The punp (B) r e s u l t  i s  
r a th e r  d i f f e r e n t ,  having bo th  p o s i t iv e  and 
n e g a tiv e  phase ang les r e s u l t in g  from stan d in g  
waves w ith in  a  very long d ischarge  p o r t .  
Techniques have been dev ised  which remove th e  
p resence  o f  s tan d in g  waves by in c lu d in g  th e  
pump d ischarge  p o r t  len g th  in  th e  a n a ly s is .
T his ta k e s  in to  account d if fe re n c e s  in  d iam eter 
which may e x i s t  between th e  pump o u t l e t  and 
th e  p ip e l in e  and enab les the  source impedance to  
be r e f e r r e d  to  a p o s i tio n  in s id e  th e  pump, such 
as th e  p o r t  p la te  kidney s l o t .
DERIVATION OF THE SOURCE FLOW SPECTRA OF PUMPS
59. The f i n a l  pump param eter to  be determ ined 
i s  th e  source flow , Qs. This may be ob ta ined  
u sin g  th e  experim en ta l p re ssu re  s p e c tra  and a 
re -a rra n g e d  equation  ( 1 ) ,  such t h a t ,
Q . .  P c t t . z . 1  C l - j V ’. a 71* * ; (9J
A m odified  form o f  th e  above equation  i s  used 
to  determine th e  source flew  fo r  pumps having 
long  in te r n a l  d ischarge  p o r t s .
60. Using equation  (9 ) i t  was p o ss ib le  to  
determ ine th e  source flow s p e c tra  f o r  th e  fo u r 
ty p es o f  pump te s te d  as shown in  F ig . 12. This 
comparison c le a r ly  shows th e  d if fe re n c e  between 
th e  b a s ic  f lu id  borne n o ise  g en era tin g  p o te n t ia l  
o f p is to n  pumps and g ear pumps. The g ear pumps 
have th e  m ajor f lu c tu a t io n s  a t  low er harmonics 
w h ils t  the  p is to n  pumps have s tro n g  f lu c tu a ­
t io n s  throughout the frequency range .
61. Combining th e  harm onics o f th e  flow 
s p e c tra  w ith  th e  ad d itio n  o f th e  mean flow 
le v e l  enab les th e  in s tan tan eo u s pump flow to  be 
o b ta in ed . The re s u l t in g  flow s fo r  the  a x ia l  
p is to n  pump (A) and g ea r pump (D) are  shewn in 
F ig . 13.
The waveform ob ta in ed  fn r  *he a x ia l  p is to n  
pump c le a r ly  shows the  e f f e c t  o f backflows r e ­
s u l t in g  from p o r t  p la te  tim in g , and i s  o f  a
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s im i la r  form to  th e  r e s u l t  o b ta ined  from a 
th e o r e t i c a l  a n a ly s is  o f  th e  flow f o r  a  s im i la r  
pump (B ). No coup a r is e n  i s  a v a ila b le  fo r  th e  
g ea r pump.
62. I t  i s  p o s s ib le  to  v a lid a te  th e  punp and 
system  param eters by comparing a p re d ic tio n  o f 
th e  p re ssu re  o r  flow  a t  any p o s i t io n  in  th e  
system  w ith  th a t  o b ta in ed  ex p e rim en ta lly . F ig .
14 shows such a  comparison u sin g  th e  r e s u l t s  ob­
ta in e d  f o r  a x ia l  p is to n  punp (A) w ith  th e  r e s ­
t r i c t o r  valve te rm in a tio n .
CONCLUSION
63. Techniques have been desc rib ed  which enable 
the  f lu id  borne n o ise  c h a r a c te r i s t i c s  o f  a  hy­
d ra u l ic  system , c o n s is tin g  o f  a p o s i t iv e  d is ­
placem ent punp, s t e e l  p ipe  l in e  and a  te rm in a l 
lo a d , to  be determ ined.
64. The exp erim en ta l t e s t  method i s  based  upon 
the  harmonic a n a ly s is  o f  th e  p re ssu re  and flow 
f lu c tu a t io n s  o c c u rr in g  a t  p o s i tio n s  along th e  
p ipe l i n e .
65. T est r e s u l t s  a re  p resen ted  f o r  fo u r  pumps 
o f d i f f e r e n t  designs and two te rm in a tio n s , and 
compared w ith  those  o b ta in ed  u sing  a m athem ati­
c a l model based  upon the  impedance concep t.
66. Methods have been developed to  determ ine the  
impedance o f  th e  system  lo a d , and th e  impedance 
and source flow  o f  th e  punp.
The inpedance s p e c tra  f o r  th e  two system  lo a d s , 
a r e s t r i c t o r  v a lv e  and a r e l i e f  v a lv e , a re  shown 
to  be frequency dependent. A conparisan  i s  made 
between th e  determ inedim pedance fo r  th e  r e s t r i c ­
t o r  and th e  accep ted  frequency independent value 
ob ta ined  from th e  s te a d y -s ta te  p re ssu re  and flow 
c h a r a c te r i s t i c  o f  th e  v a lv e .
The source flow and inpedance s p e c tra  f o r  th e  
pumps te s te d  a re  p re s e n te d , and show th a t  th e  
common assum ption o f  an impedance based upon the  
leakage and in t e r n a l  volume o f a p o s i t iv e  d i s ­
placem ent pump i s  in  many cases u n ju s t i f ie d .
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FIG. 9 - EFFECT OF TERMINATION ON FLUID BORNE NOISE 
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SYNOPSIS There i s  a need fo r  a s tandard  method r a t in g  th e  f l u id  borne n o ise  genera ted  by p o s i t iv e  
d isp lacem en t hyd rau lic  pumps. T his paper examines a  number o f  p o s s ib le  r a t in g  methods and compares 
t h e i r  r e l a t i v e  m e r its . A method based on th e  use o f  a h igh  impedance p ipe  l i n e  i s  considered  to  be 
a t t r a c t i v e  from th e  s tan d p o in t o f  s im p lic i ty  and accu racy  and a s e r ie s  o f  t e s t s  on a wide range o f 
pumps using  t h i s  technique shows th e  method has prom ise.
R egardless o f  th e  r a t in g  method u sed , th e  measurement o f  f lu id  borne n o ise  in  th e  form o f 
d e ta i le d  sp e c tra  i s  only considered  s u i ta b le  fo r  th e  s p e c i a l i s t  d e s ig n e r. For g en e ra l comparison 
p u rp o ses, a  s in g le  index o f  perform ance i s  th e  s im p le s t method o f  r a t in g  pump f lu id  borne n o is e .
INTRODUCTION
1. A d r a f t  s tandard  fo r  th e  measurement o f  
a ir -b o rn e  n o ise  em itted  by pumps has re c e n tly  
been form ulated  by th e  In te rn a t io n a l  S tandards 
O rg an isa tio n  (1 ) . This o rg a n isa tio n  i s  now 
tu rn in g  i t s  a t te n t io n  to  th e  measurement o f 
f lu id -b o rn e  p re ssu re  f lu c tu a t io n s ,  which can 
e x c i te  m echanical v ib ra tio n  in  systems and th u s  
r e s u l t  in  a ir -b o rn e  n o ise .
2. T his paper d iscu sse s  re c e n t p roposa ls  fo r  
th e  measurement o f  f lu id -b o rn e  n o ise  and ex­
amines se v e ra l o th e r  p o ss ib le  r a t in g  methods and 
compares t h e i r  r e l a t i v e  m e r its . I t  i s  im port­
a n t th a t  th e  method adopted must a llow  a d i r e c t  
com parison between pumps a s  g en e ra to rs  o f  f lu id  
bcAme n o ise  and must be a s  sim ple a s  p o ss ib le . 
One p a r t i c u l a r  method, based on th e  use o f  a 
h igh impedance p ipe  l in e  i s  considered  to  be th e  
most a t t r a c t i v e  from both  s im p l ic i ty  and 
accuracy  c o n s id e ra tio n s . The paper concludes 
w ith  an account o f  t e s t s  on a  wide range o f 
pumps u s in g  t h i s  technique and shows th a t  th e  
method has prom ise.
NOMENCLATURE
B e f f e c t iv e  bulk modulus o f  f lu id  and
p ip e
c lo c a l  sonic v e lo c i ty
K c o n stan t
I
%
le n g th  o f  p ipe l i n e
P p re s su re
PB blocked aco u s tic  p re ssu re
Pc com parative p re ssu re
P« RMS o f  p ressu re  a t  harmonic
frequency L)
Qs source flow
Vo volume o f  p ipe l in e
in te rn a l  volume o f  pump
x d is ta n c e  along p ip e  l i n e  from pump
ZQ c h a r a c te r i s t i c  impedance o f  p ipe  l in e
Zg source impedance
Zy te rm in a tio n  impedance
•c a tte n u a tio n  c o e f f ic ie n t
source r e f le c t io n  c o e f f ic ie n t  
f y  te rm in a tio n  r e f le c t io n  c o e f f ic ie n t
w  frequency o f  harmonic considered
MECHANISM OF FLUID BORNE NOISE
3. Due to  th e  f i n i t e  number o f  p is to n s  o r  gear 
te e th  in  a  p o s i t iv e  d isplacem ent pump i t s  d i s ­
charge i s  n o t s te a d y , bu t has a  complex wave 
form w ith  a fundam ental component a t  p is to n  o r  
g ear to o th  frequency to g e th e r  w ith  harm onics. 
T his f lu c tu a t in g  source flow  r e a c ts  w ith  th e  
system  to  g ive  a p ressu re  r ip p le  which has a 
s im ila r  harmonic co n ten t. The r e s u l ta n t  
p re ssu re  r ip p le  i s  propagated down th e  p ip e  a t  
th e  v e lo c i ty  o f  sound in  th e  f lu id  and i s  p a r­
t i a l l y  r e f le c te d  a t  th e  p ipe te rm in a tio n  and a t  
changes in  p ipe  s e c tio n  and y e t ag a in  a t  th e  
pump. The r e f le c te d  waves combine to  form 
stan d in g  waves which vary in  am plitude and phase 
along  th e  p ipe  l i n e .
4. Because o f t h i s  complex p a t te rn  i t  i s  not 
p o s s ib le  to  o b ta in  a measurement o f  th e  f lu id  
borne n o ise  genera ted  by th e  pump by sim ply 
m easuring th e  p re ssu re  a t  a p a r t ic u la r  p o in t in  
th e  p ip e  l i n e  and an a ly s in g  th e  wave form.
5. However, i t  i s  p o ss ib le  to  an a ly se  a system 
in  which stand ing  waves occur by fo rm u la tin g  a 
m athem atical model based upon impedance concep ts. 
T his has been d iscussed  in  an in tro d u c to ry  paper
(2 ).
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IMPEDANCE MODEL OF A SIMPLE HYDRAULIC SYSTEM
6. An equa tion  was developed in  (2 ) fo r  th e  
id e a l is e d  pump, p ipe l i n e  and lo ad  system o f  
F ig . 1 . T his equation  gave th e  p re s su re  P a t  




The r e f le c t io n  c o e f f i c i e n t s ^  and re p re se n t 
th e  phase and am plitude change o f  th e  r e f le c te d  
wave r e l a t i v e  to  th e  in c id e n t wave a t  th e  pump 
and th e  p ipe  te rm in a tio n .
They a re  d efin ed  a s ,
P m
Z . + Z .
f —
i  Z t + Z .
7. Since many o f  th e  term s in  eq u a tio n  (1 ) a re  
p ro p e r tie s  o f th e  system and no t o f  th e  pump i t  
i s  necessary  to  o b ta in  a  sim ple t e s t  method which 
is o la te s  th e  pump from th e  t e s t  system . The two 
im portan t term s which, to g e th e r ,  un iquely  d e fin e  
th e  c h a r a c te r i s t i c s  o f  pumps a re  th e  source flow 
Qs and th e  source impedance, Zg .
BASIS OF FLUID BORNE NOISE MEASUREMENT
8. Techniques to  o b ta in  Q and Z a s  a fu n c tio n  
o f  frequency fo r  ty p ic a l  puSps useS in  f lu id  
power systems have been re p o r te d  by McCandlish e t  
a l  (3 ) . The Q and Z sp e c tra  so o b ta in ed  may
be u se fu l to  tHe systlm  d es ig n e r s in c e  both  fa c ­
to r s  a f f e c t  th e  p re ssu re  r ip p le  produced. How­
e v e r , fo r  a more g enera l com parison between pumps 
a much sim pler approach i s  re q u ire d .
9. One p o ss ib le  method i s  to  i s o la t e  th e  f a c ­
to r s  in  equation  (1) which a re  e n t i r e ly  system 
dependent. The most im portan t o f  th e s e  i s  th e  
term
T his determ ines how th e  am plitude and phase o f  
th e  p re ssu re  waves v a r ie s  down th e  p ip e l in e ,  and 
depends e n t i r e ly  on th e  system . Changing th e  
pump w il l  a l t e r  th e  magnitude o f  th e  stan d in g  
waves, b u t no t th e  stand ing  wave r a t i o  a t  any 
g iven  frequency.
The term s rem aining g ive  an in d ic a tio n  o f  th e  
com parative p re ssu re  le v e l s ,  P , l i k e ly  to  be 
ob ta ined  in  a  system from d if fS re n t  pumps.
P .  q.z.z. ( i _ . )
10. This expression  can be s im p lif ie d  by neg­
le c t in g  a tte n u a tio n  e f f e c ts  ( i . e . ,  assuming
= 1 )  and co n sidering  system s w ith  a p ipe  




a n t i-resonance
I f  C  th e  r ig h t  hand term  has a
maximum value and
Pe becomes (■ - ------ ^
- f c S r /
T his de fin es resonance c o n d itio n s .
if e .  - i .  p . has a minimum v a lu e  o f
Q , Z
z
T his d e fin e s  an ti-re so n a n c e  co n d itio n s .
Two fu r th e r  extrem es o f  system c o n d itio n s  can be 
considered  by f i r s t  s e t t in g  Z_ = 0 ( te rm in a tin g  
th e  p ip e  w ith an id e a l accum ulato r, f o r  example)
and then  = •© (a b lank end).
For th e  resonance case t h i s  g iv es two v a lu e s  o f 
Pc*
Qs Zo and Qs Zs fo r  ZT = 0 and = °°
5 5
re s p e c tiv e ly .
For th e  an ti-re so n an ce  c a se , th e  same two v a lu e s  
a re  o b ta in ed ,
Q Z and Q Z fo r  Z_ = 0 and Z_ = *o
S S S O 1 x
2 2
r e s p e c tiv e ly .
11. Thus i t  can be seen th a t  depending on th e  
p ipe l in e  co n fig u ra tio n  th e  pump e f f e c ts  can be 
ty p i f ie d  by va lu es o f  th e  two q u a n t i t i e s ,
Q Z s s and Q Z s e
The procedures d escribed  in  (3 ) which a llow  Q 
and Z to  be determ ined independently  a re  p rob­
ab ly  foo com plicated f o r  use  excep t w ith in  a 
re se a rc h  e s tab lish m en t.
12. A more p ra c t ic a l  approach i s  to  adopt a 
’w orst c a se ' s t r a te g y . This can be done by u sin g  
a stan d ard  system , and v ary ing  th e  le n g th  o f  p ip e  
l i n e  so th a t  resonance occurs a t  each harmonic o f  
pumping frequency.
13. An a ttem p t to  compare fo u r pumps on t h i s  
b a s is  w il l  now be d esc rib ed . The d e ta i l s  o f  th e  
pumps A, B, E and F a re  given in  Table 1 . The 
t e s t  system co n s is te d  o f  a 25mm d iam eter p ip e l in e  
te rm in a ted  in  a r e s t r i c t o r  v a lv e . In  each case  
th e  am plitude o f  th e  re sonan t p re s su re  a t  th e  
pump flan g e  was ob ta ined  a t  10 harmonics o f  th e  
fundam ental frequency. F ig . 2 shows a comparison 
o f  th e  sp e c tra  o b ta in ed . The two p is to n  pumps 
te s te d  a re  r i c h  in  harmonic c o n te n t, w ith  s i g n i f ­
ic a n t am plitudes up to  th e  te n th  harm onic. The 
e x te rn a l g ear pump, E, w h ils t showing a very  
s tro n g  fundam ental, has an am plitude spectrum
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which decays w ith  in c re a s in g  hannonic frequency 
and i s  o f  n e g lig ib le  am plitude above th e  5 th  
harm onic. The in te r n a l  gear pump, F , has an ex­
trem ely  low p re ssu re  f lu c tu a t io n .  The reso n an t 
am plitude o f  th e  1 s t  harmonic i s  o n ly  1 b a r  and 
th e  harmonic co n ten t i s  a ls o  low.
14. The values ob ta in ed  by t h i s  techn ique  r e ­
f l e c t  th e  p o te n t ia l  f l u id  borne n o ise  behaviour 
o f  pumps in  a r e a l  system . The method i s ,  how­
e v e r , dependent on both th e  l i n e  and te rm in a tio n  
c h a r a c t e r i s t i c s .  I t  i s  a ls o  very  tim e consum­
in g .
TEST METHODS AVOIDING STANDING WAVE PROBLEMS
15. Paragraphs 8 - 1 1  show th e  d i f f i c u l t i e s  
which a re  involved due to  system  f a c to r s  and 
c le a r ly ,  a  sim ple t e s t  method o f  r a t in g  pump 
f lu id  borne n o ise  which avoids s tan d in g  wave 
problem s i s  re q u ire d . Three p ro p o sa ls  to  o b ta in  
such a r a t in g  have been re c e n t ly  made and a re  
d e sc r ib ed  below. Two fu r th e r  methods a re  then  
d e sc rib ed  and one o f  th e s e ,  th e  h igh  impedance 
p ip e  method, seems most p rom ising . I t  i s  
supported  by i n i t i a l  t e s t  r e s u l t s .
16. S z e r la g 's  method
In  1975 S zerlag  (4 ) o u tl in e d  a method o f  o b ta in ­
ing  a  pump f lu id  borne n o ise  r a t in g  u s in g  a 
sh o r t d ischarge  l i n e .  The method invo lves 
m easuring th e  pump p re ssu re  f lu c tu a t io n  w ith  a  
r e s t r i c t o r  va lve  a s  near a s  i s  p r a c t ic a l  to  th e  
pump o u t l e t .  I f  t h i s  d is ta n c e  i s  l e s s  than  
1 /20 o f  th e  wave le n g th  o f  th e  h ig h e s t frequency 
o f  i n t e r e s t ,  Szerlag  cla im s th a t  s tan d in g  wave 
e f f e c ts  can be ignored . Using a lumped p a r­
am eter approach , he has shown th a t  th e  measured 
p re s su re  i s  given by th e  e q u a tio n ,
fc l
iQ i l
where K. i s  a fu n c tio n  o f  th e  source leakage and 
te rm in a tio n  impedance and K„ can be shown to  be
The e f f e c ts  o f  th e  l in e  volume can be taken  in to  
account by means o f  a sim ple c o rre c tio n  fa c to r .  
M u ltip ly ing  th e  measured p re ssu re  by t h i s  fa c to r  
g iv e s  an e f f e c t iv e  pump p re ssu re  f lu c tu a t io n  
which would occur fo r  a pump d isch a rg in g  d i r e c t ­
ly  in to  a r e s t r i c t o r  va lve  w ith  no in te rm ed ia te  
p ipe  l i n e .  As t h i s  c o rre c tio n  f a c to r  i s  f r e ­
quency dependent, a d i f f e r e n t  f a c to r  fo r  each 
frequency  would be re q u ire d .
17. U nruh 's method
A lso in  1975, Unruh (5 ) proposed a s im ila r  
approach. Again th e  method in vo lves connecting  
a r e s t r i c t o r  valve a s  c lo se  a s  p o s s ib le  to  th e  
pump, and m easuring th e  r e s u l ta n t  p re ssu re  
f lu c tu a t io n s .  In  t h i s  case th e  measured 
p re s su re  i s  a lso  m u ltip lie d  by a c a lc u la te d  iro-' 
pedance te n s  to  g ive  th e  source flow . There 
a re  no c o rre c tio n s  fo r  l i n e  volume e f f e c ts .
based on th e  assum ption th a t  a  r e s t r i c t o r  v a lv e  
behaves a s  a  sim ple o r i f i c e  and th e  pump imped­
ance i s  a  fu n c tio n  o f  th e  pump in te rn a l  volume 
and i t s  s tead y  leakage flow  c h a r a c t e r i s t i c s .  
However, th e  experim ental work re p o r te d  in  (3 ) 
has shown th a t  th e  c h a r a c te r i s t i c s  o f  a r e s t r i c ­
to r  v a lv e  a re  frequency dependent. F urtherm ore, 
th e  assum ption th a t  th e  source impedance i s  on ly  
a  fu n c tio n  o f  pump cap ac itan ce  and leakage  flow  
can r e s u l t  in  unreed i s t i c a l l y  h igh value  o f  im­
pedance. As a  r e s u l t  o f  th e s e  assum ptions, th e  
methods proposed by S zerlag  and Unruh must be 
s u b je c t to  e r r o r .
19. D avidson 's method
Davidson and T aylor (6 ) in  1976 o u tl in e d  a 
method to  o b ta in  th e  pump c h a r a c te r i s t i c s  using  
two d if f e r e n t  l i n e  te rm in a tio n s . The method 
c o n s is ts  o f  d e sc r ib in g  a pump's c h a r a c te r i s t i c s  
in  te rm s o f  a blocked a c o u s tic  p re s s u re ,  P_, 
which would be developed by an i n f in i t e  imped­
ance lo a d , and th e  source flow , Q , which would 
occur w ith  zero load  impedance a t s th e  o u t l e t  
p o r t .  These q u a n ti t ie s  a re  r e la te d  to  th e  
source impedance Z by,
F u rth e r  a n a ly s is  shows th a t  i f  th e  pump i s  con­
nected  to  a l i n e  te rm in a ted  w ith  an impedance 
Zj. th en  th e  p re ssu re  g en e ra ted , P_, i s  r e la te d  
to  th e  blocked a c o u s tic  p re ssu re  by,
{ z T + z .t)
Both th e  blocked a c o u s tic  p re ssu re  and th e  pump 
impedance can be determ ined ex perim en ta lly  by 
t e s t i n g  th e  pump w ith  two d i f f e r e n t  te rm in a tio n  
impedances. These a r e :
i )  A r e s t r i c t o r  va lve  te rm in a tio n  (h igh  
te rm in a tio n  impedance case )
i i )  An a c c u m u la to r /re s tr ic to r  va lve  te rm in ­
a tio n  (low te rm in a tio n  impedance case)
This method i s  based on standard  t e s t  techn iques 
used in  e le c t r i c a l  eng ineering  and had p rev io u s­
ly  been suggested  by Green and Wood (7 ) . The 
accuracy  o f  th e  r e s u l t s  o f  th e  method r e l i e s  on ,
i )  The r e s t r i c t o r  va lve  impedance being 
much g re a te r  than  th e  p ipe  l in e  imped­
ance ,
and
i i )  The impedance o f  th e  r e s t r i c t o r /
accum ulator com bination being much le s s  
than  th e  p ipe  l i n e  impedance.
T ests  c a r r ie d  o u t a t  Bath have shown th a t  i t  i s  
very  d i f f i c u l t  to  meet th e se  requirem ents over 
a wide range o f  harmonic fre q u e n c ie s . Con­
seq u en tly  th e  method may be l im ite d  in  i t s  
a p p lic a tio n .
18. Both S z e r la g 's  and U nruh 's methods a re
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20. R e f le c tio n le s s  te rm in a tio n  method
Much o f  th e  d i f f i c u l ty  in  determ ining a s u i ta b le  
index i s  due to  wave r e f le c t io n  a t  th e  p ipe  t e r ­
m ination . I f  t h i s  d id  no t o ccu r, equation  (1) 
would s im p lify  to :
P a  Q s ^ a ^ o  
Z s  +  I o
and i f  measurement a re  tak en  a t  th e  p ip e  e n try , 
then
P  —
E z . , + z .
Although a l l  th e  term s in  t h i s  exp ression  a re  
v e c to r  q u a n t i t i e s ,  i t  may be s u f f ic ie n t  to  con­
s id e r  th e  modulus o f  P_ a s  a f ig u re  o f  m erit fo r  
th e  pump.
Hence
i p  | _  lQ s l . lZ . I . I Z j  
1 e l  "  IZ-. +  Z . I
21. This r a t in g  has th e  d isadvantage th a t  th e  
p ressu re  P^ i s  a  fu n c tio n  o f  th e  l i n e  impedance 
z0 * By re p e a tin g  t e s t s  w ith  d i f f e r e n t  p ipe  d ia ­
m eters ( d i f f e r e n t  Z ' s )  and m easuring bo th  am­
p li tu d e  and phase o? th e  p re ssu re  s ig n a l ,  i t  
would be p o ss ib le  to  o b ta in  both Q and Z 
independently . T his i s  c le a r ly  a  mu§h sim p ler 
method than  th e  extending  p ipe  le n g th  method 
p rev io u sly  d esc rib ed .
A number o f  p o s s ib le  arrangem ents fo r  r e f le c t io n -  
le s s  co n d itio n s  a re  a v a i la b le ,  in c lu d in g
a )  very long p ipe  l i n e
b) q u a r te r  wave le n g th  p ipe  te ch n iq u es , and
c ) a matched l in e  and te rm in a tio n  which 
g iv es  th e  co n d itio n  Z_ = Z .
T  O
22. I t  i s  u n lik e ly  th a t  methods (b ) and (c )  a re  
t r u ly  r e f le c t io n le s s  a t  a l l  harmonics o f  p is to n  
o r  g ea r frequency and consequently  d i f f e r e n t  t e s t  
r i g  c o n fig u ra tio n s  would be necessary  to  d e te r ­
mine f lu id  borne n o ise  le v e ls  a t  each harmonic.
W hilst th e  use o f  a very  long p ipe  appears to  be 
a t t r a c t i v e ,  th e re  i s  th e  d isadvan tage  th a t  s u i t ­
ab le  in s tru m en ta tio n  fo r  m easuring both  am plitude 
and phase ten d s  to  be expensive.
23. High impedance p ip e  method
I f  th e  flow  from a pump i s  d ischarged  through a 
p ipe o f  sm all enough d iam ete r , i t  i s  p o ss ib le  
to  o b ta in  co n d itio n s  where th e  impedance o f  th e  




| z . l  »  i z . l
- l
and i f  th e  p re ssu re  i s  measured a t  th e  pump 
fla n g e  th en  equation  (1) becomes
p  s  — Q s ^ - S
E  Z s + z .  -  £ + 1
and s in c e  Z /Z can be neg lec ted  s o
Pe —  Q .Z S
The product Q Z i s  th e  blocked a c o u s t ic  p re s s ­
u re ,  and w i tn t E i s  t e s t  method i s  independent o f  
le n g th  o f  th e  p ip e  used , th e  a tte n u a tio n  due to  
th e  p ip e  and th e  type  o f  p ip e  te rm in a tio n .
2**. T his makes th e  t e s t  an ex trem ely  sim ple 
method o f  determ in ing  a  pump r a t in g .  Problems 
do a r i s e  when th e  magnitude o f  Z i s  unknown, a s  
th e  tech n iq u es r e l i e s  upon th e  p o s tu la t io n  th a t  
|Z | »  |Z | . However, t h i s  d i f f i c u l ty  can be 
overcomesby u sing  sev e ra l l i n e s  o f  d i f f e r e n t  d ia ­
m eter to  d isco v e r when th e  measured p re s su re  i s  
independent o f  th e  system.
26. High impedance p ipe t e s t s
F ive pumps, B, C, D, E and G (T able 1 ) were 
te s te d  u sin g  th e  high impedance p ipe  te ch n iq u e .
In  each case  th e  system was s e t  up a s  shown in  
F ig . 3. A r e l a t i v e ly  sh o rt le n g th  o f  p ip e , be­
tween 0 .1  m and 0 .8  m was connected to  th e  pump 
o u t l e t  and te rm ina ted  w ith a r e s t r i c t o r  v a lv e .
For th e  t r a n s ie n t  p ressu re  measurem ent, a  p iezo  
e l e c t r i c  p re s su re  tran sd u ce r was f lu s h  mounted 
in  th e  p ip e  a s  c lo se  a s  p o s s ib le  to  th e  pump 
f la n g e . A bourdon p ressu re  gauge w ith  a s h u t-  
o f f  v a lv e  was employed to  measure th e  mean 
system p re s su re .
27. The t e s t  procedure c o n s is te d  o f  running  
th e  pump under steady  c o n d it io n s , c lo s in g  th e  
v a lv e  to  th e  bourdon gauge ( in  o rd e r  to  e lim in ­
a te  any e f f e c ts  o f  th e  branch connection ) and 
sim ply m easuring th e  spectrum o f  th e  pump 
p re s su re  f lu c tu a t io n .  This was achieved w ith  
e i t h e r  a B ruel and K jaer spectrum  a n a ly s e r  o r  a 
S o la r tro n  Frequency Response A nalyser.
28. The b e s t  p ip e  d iam eter was s e le c te d  by r e ­
p ea tin g  t h i s  t e s t  fo r  a range o f  p ip e  d iam e te rs . 
In a l l  c a s e s ,  a s  th e  p ipe d iam eter was red u ced , 
th e  am plitude o f th e  harmonic components tended  
to  a s tead y  le v e l  in d ic a tin g  th a t  a t  th e  sm a lle r  
d iam ete rs  th e re  was n e g lig ib le  lo ad in g  o f  th e  
pump. The e f f e c ts  o f  p ipe d iam eter on th e  h a r­
monic am plitudes fo r  Pump D a re  shown in  F ig . H. 
In  t h i s  case  a 12.7mm diam eter p ip e  was s e le c te d  
a s  being s a t is f a c to r y .
29.. I f  th e  p re ssu re  waveform i s  t r u ly  in ­
dependent o f  system c o n d itio n s , th en  th e  le n g th  
o f  th e  p ip e  should have no e f f e c t  on th e  am pli­
tude  o f  th e  wave form harm onics. T his means 
th a t  sim ple check can be performed by re p e a tin g  
th e  t e s t  w ith  a d i f f e r e n t  le n g th  o f  th e  s e le c te d  
d iam eter p ip e . In  th e  case o f  Pump D le n g th s  o f
0.22m and 0.3ro o f  12.7mn l i n e  were used . The 
r e s u l t s  shown in  F ig . 5, in d ic a te  th a t  th e  s ta n d ­
ing wave e f f e c ts  on th e  am plitude o f  th e  h a r­
monics a re  n e g lig ib le .
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30. For a l l  experim ental work perform ed, once 
a s u i ta b le  p ipe  d iam eter was s e le c te d , th e  t e s t s  
were rep ea ted  over a wide range o f  mean p re s s ­
u re s ,  and where p o ss ib le  over a range o f  pump 
speeds.
TYPICAL RESULTS USING HIGH IMPEDANCE PIPE 
METHOD
31. A xial p is to n  pumps
The e f f e c ts  o f  mean p re ssu re  on th e  harmonic 
components o f  Pump D a re  shown fo r  speeds o f  
500 rev /m in  and 2000 rev/m in in  F ig s . 6a and 6b 
re s p e c t iv e ly . In  bo th  c a se s , a t  each harmonic 
o f  p is to n  frequency th e  am plitude in c re a se s  w ith  
mean p re s su re  le v e l .  There i s  a ls o  a f a i r l y  
ra p id  d ecrease  in  am plitude w ith  in c re a s in g  h a r­
monic o f  p is to n  frequency. Broadly s im ila r  
c h a r a c t e r i s t i c s  were o b ta ined  from t e s t s  on 
Pumps B and C.
32. Gear pump t e s t s
The r e s u l t s  from t e s t s  on g ea r Pump E a re  shown 
a s  am plitude sp e c tra  in  F ig . 7. These t e s t s  
were c a r r ie d  ou t a t  a  f ix e d  speed o f  1500 r e v /  
min and a t  two p re s su re  le v e l s .  The most 
ap p aren t f e a tu re s  a re  th e  very  s tro n g  fundamen­
t a l  component and th e  absence o f  any s ig n if ic a n t  
components above th e  4 th  harm onic. Furtherm ore, 
th e  mean system p re s su re  does not appear to  have 
any s ig n if i c a n t  e f f e c t  on th e  g en e ra l le v e l  o f  
th e  harmonic am plitudes.
PERFORMANCE INDEX FOR PUMPS
33. Whichever techn ique i s  adopted a s  a  s u i t ­
a b le  measurement o f  f lu id  borne n o ise  th e  p re s ­
e n ta t io n  o f  th e  r e s u l t s  a s  a  spectrum  may be 
cumbersome and th e re  i s  c le a r ly  a  need fo r  a 
s in g le  index o f  perform ance. T his index should 
r e f l e c t  th e  p o te n t ia l  n o ise  l i k e ly  to  be ex­
c i t e d  in  any system where th e  pump w ill  be used.
34. The q u a n ti ty  o f  n o ise  l i k e ly  to  be em itted  
from a system  w il l  be g r e a te s t  when a n a tu ra l  
frequency  o f  th e  system o r  i t s  supporting  
s t ru c tu r e  happens to  co in c id e  w ith  one o r  more 
o f  th e  freq u en c ie s  p re sen t in  th e  pump spectrum . 
T h e re fo re , i t  could be th a t  a  pump w ith  a 
'n o is y ' f l u id  borne spectrum could  be r e l a t i v e ­
ly  q u ie t  in  a p a r t ic u la r  system , and a pump 
norm ally  considered  'q u i e t '  in  a p a r t ic u la r  
system  could  be no isy . However, in  g e n e ra l , th e  
index o f  perform ance should re p re se n t th e  
p o te n t ia l  n o ise  l i k e ly  to  be developed in  
ty p ic a l  system s.
35. The th e o r e t i c a l  c o n s id e ra tio n s  above in ­
d ic a te  th a t  th e  blocked a c o u s tic  p re ssu re  Q Z 
would be th e  b e s t b a s is  fo r  such a  number, InS 
one tech n iq u e  would be to  combine th e  harmonic 
components o f  t h i s  in to  a s in g le  number w ithout 
w eigh ting . T his number would be th e  RMS value  
o f  th e  spectrum .
I f  Pj j  i s  th e  RMS va lue  o f  p re s su re  o f  any har­
monic frequency th e  RMS va lue  o f  th e  t o t a l  wave 
form i s :
R M s  = y z ( p u ) 1
T his RMS v a lu e  i s  th e  same a s  th a t  which would 
be ob ta ined  by an RMS m eter a p p lie d  to  th e  com­
p lex  wave form.
36. However, t h i s  g iv e s  equal w eighting to  
harm onics o f  a l l  f re q u e n c ie s . The dBA sca le  
w eigh ts th e  a irb o rn e  n o ise  to  th e  human e a r r e s ­
ponse, and s in c e  th e  su rface  v ib ra tio n s  which 
cause n o ise  a re  e x c ite d  by th e  f lu id  borne n o ise  
i t  seem s, prim a f a c i e ,  reaso n ab le  to  assume a 
s im ila r  w eighting  fo r  f lu id  borne n o ise . T ests  
a re  to  be c a r r ie d  o u t to  check whether t h i s  
hy p o th es is  i s  v a l id .
37. The e f f e c ts  o f  speed and mean p ressu re  on 
th e  f l u id  borne n o ise  r a t in g  can be seen in  F ig .
8a. These r e s u l t s  were taken  by th e  high imped­
ance p ip e  method on a x ia l  p is to n  pump D (Table 
1 ) .  I t  i s  c le a r  th a t  bo th  mean p re ssu re  and 
speed e f f e c t  th e  r a t in g  s tro n g ly . F ig . 8b shows 
th e  same r e s u l t s  p lo t te d  on a dB s c a le ,  both un­
w eigh ted , and w ith  th e  'A ' w eigh ting . In  both  
cases th e  OdB re fe re n c e  o f  2 x 10 bar has
been used s in c e  t h i s  i s  th e  stan d ard  re fe ren ce  
le v e l  f o r  a i r  borne n o ise  t e s t s .  The 'A ' w eight­
ing  r e s u l t s  in  a low ering  o f  th e  n o ise  r a t in g  a t  
a l l  c o n d it io n s , but th e  most s ig n if ic a n t  e f f e c t  
i s  a t  low speeds where th e  low frequency com­
ponents have been s tro n g ly  a tte n u a te d .
38. Table 2 shows th e  e f f e c ts  o f  w eighting on 
th e  o v e ra l l  f l u id  borne n o ise  r a t in g  fo r  f iv e  
pumps t e s te d .  In a l l  c a se s  th e  r a t in g  was ob­
ta in e d  w ith  a p re s su re  o f  100 b a r and a speed o f  
1500 rev /m in . The dB r a t in g  based a s  i t  i s  on
2 x 10 10 b a r ten d s  to  th e  u n in i t ia te d  to  ob­
scu re  th e  d if fe re n c e s  between th e  f lu id  borne 
n o ise  measurement, and i t  m ight be p re fe ra b le  to  
use an o th e r re fe re n c e  such a s ,  fo r  example,
1 x 10‘ 2 b a r.
39. More im portan t i s  th e  e f f e c t  o f  'A ' w eigh ting  
be fo re  w eigh ting  pump C has a r a t in g  o f  5.6 dB g rea ts?  
than  pump B, b u t a f t e r  w eighting  pump B becomes
th e  n o is ie r  by 2 .9  dB. T his i s  because pump C 
has h a l f  th e  number o f  p is to n s  o f  pump B, and 
th e  fundam ental frequency i s ,  th e r e fo re ,  halved .
40. The g ea r pumps, E and G have o v e ra l l  r a t ­
ings o f  2.25 and 2.28 b a r r e s p e c tiv e ly  which a re  
on ly  s l ig h t ly  le s s  than  th a t  o f  p is to n  pump B.
THE FLUID BORNE NOISE SPECTRUM AS AN AID TO THE 
SYSTEM AND PUMP DESIGNER
41. A f lu id  borne n o ise  c h a r a c te r i s t i c  in  th e  
form o f  a spectrum  would prov ide  a more d e ta i le d  
guide to  th e  d e s ig n e r . Any p a r t ic u la r ly  high 
am plitudeharm onics which may p re s e n t problems 
a re  e a s i ly  id e n t i f ie d .  However, i t  may be 
n ecessary  to  s e p a ra te  th e  flow  and impedance 
term s in  th e  ex p ressio n  Q Z . One p o ss ib le  
techn ique i s  to  augment tHes h igh impedance p ipe  
t e s t  w ith  a fu r th e r  t e s t ,  w ith  near r e f le c t io n ­
le s s  c o n d itio n s . In  t h i s  c a se , a t  th e  pump 
f la n g e ,
P  s  Q a'Z-sT .o 
1 * S + Z o
119
A p re s su re  P_ = Q Z can be o b ta ined  from th e  
h igh impedance p ip e  t e s t s ,  and provided Z i s  
known w ith  reaso n ab le  accu racy , sim ultaneous 
s o lu tio n  o f  th e se  two equa tions w il l  o b ta in  both 
Q and Z . Since bo th  ex p ressions invo lve  vec­
t o r  q u a n t i t i e s ,  th e  am plitude and phase o f  th e  
p re s su re  s ig n a l i s  re q u ire d  in  both  ca se s . 
I n i t i a l  t e s t s  performed w ith  a  30m le n g th  o f 
double b ra id ed  hose on an  e x te rn a l g ear pump 
have shown th i s  techn ique  to  be f e a s ib le ,  and 
f u r th e r  work i s  c u r r e n t ly  in  p ro g re ss .
CONCLUSIONS
42. T his paper has review ed a number o f  poss­
ib le  methods o f  determ in ing  an index o f  perform ­
ance f o r  pump f lu id -b o rn e  n o ise . A method 
based on a sim ple t e s t  techn ique  u sing  a h igh 
impedance p ip e  connected to  th e  pump fla n g e  i s  
considered  to  be th e  most a t t r a c t iv e  o f  th e  
v a rio u s  methods examined and i n i t i a l  t e s t s  on 
f iv e  d i f f e r e n t  pumps have shown co n sid e rab le  
prom ise. Whichever method o f r a t in g  pump f lu id  
borne n o ise  i s  employed, th e  use o f  d e ta i le d  
sp e c tra  i s  on ly  considered  s u i ta b le  f o r  s p e c ia l­
i s t  design  work. A s in g le  index o f  perform ance, 
i s  th e  s im p le s t method fo r  comparison between 
pumps.
43. Whether such an index should be weighted 
to  th e  human ea r response  needs fu r th e r  in v e s t­
ig a t io n  but i t  i s  shown th a t  th e  a p p lic a tio n  o f 
such w eighting  tech n iq u es can s ig n if i c a n t ly  
a f f e c t  perform ance com parisons between d i f f e r e n t  
pumps.
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Table 1 -  D e ta ils  o f  Pumps T ested  
PISTON PUMPS
Pump A -  V ariab le  c a p a c ity  a x ia l  p is to n  
pump
displacem ent 0 - 7 6  cm3/r e v  
number o f  p is to n s  -  7 
speed 1500 rev/m in
Pump B -  V ariab le  c a p a c ity  t i l t i n g  head , 
a x ia l  p is to n  pump .
displacem ent 0 -  203 cm / r e v .  
number o f  p is to n s  -  10 
speed 1500 rev /m in
Pump C -  V ariab le  c a p a c ity  a x ia l  p is to n  
pump
displacem ent 0 -  57 cm /r e v  
number o f  p is to n s  -  5 
speed 1500 rev /m in .
Pump D -  A xial p is to n  pump ^
displacem ent 328 cm /r e v  
number o f  p is to n s  -  9 
speed 500 to  2000 rev /m in .
GEAR PUMPS
Pump E -  E x te rna l gear pump .
displacem ent 26.5 cm /r e v .  
number o f  g ear te e th /p in io n  -  14 
speed 1500 rev /m in .
Pump F -  In te rn a l g ear pump _
displacem ent 28 .6  cm /r e v  
number o f g ea r te e th  on d r iv e
p in io n  -  11
speed 1500 rev /m in .
Pump G -  E x te rna l g ear pump ^
d isplacem ent 3 .5  cm /r e v .  
number o f  gear te e th /p in io n  -  10 
speed 500 -  2000 rev /m in .
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TABLE 2 -  COMPARISON OF OVERALL FLUID BORNE NOISE
RATING FOR PUMPS 
O perating  c o n d itio n s , 100 b a r ,  1500 rev /m in .
PUMP TYPE OPERATING
CAPACITY




B A xial P is to n 122 2.9 203.2 200.9
C A xial P is to n 14 5.49 208.8 198.0
D A xial P is to n 328 7.27 211.2 206,8
E E x te rn a l Gear 3 .5 2.25 201.0 194.1
G E x te rn a l Gear 26.5 2.28 201.1 196.8












FIG. 1. IMPEDANCE METHOD REPRESENTATION 
OF A SIMPLE HYDRAULIC SYSTEM
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FIG. 2. COMPARISON OF PUMPS BASED UPON RESONANT 













FIG. 3. HYDRAULIC CIRCUIT ARRANGEMENT FOR 
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FIG. A-EFFECT OF PIPE DIAMETER ON 
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THE MEASUREMENT AND ASSESSMENT OF FLUID BORNE 
PRESSURE H IP P IE  GENERATED BT POSITIVE DISPLACEMENT PUMPS
K .A . Edge. B .Sc.. P h .D .. G rad .I.M ech .E .
D. McCandlish. C .E n g .. M .S c .. M .I.M ec h .E .
University of Bath, U. K.
Summary
A method of assessing pump fluid borne noise is proposed, based on a simple test in 
which a high impedance pipeline is connected to the pump outlet.
A performance index can be developed based on the mean pressure fluctuation, which 
enables comparisons of pumps to be made. However, if systems are to be designed for low 
fluid borne noise, it  is better to express the pump noise in the form of a source flow fluctuation 
and a pump impedance function, giving the amplitude of each harmonic separately.
Hald at the Univanity of Durham, England.
Sympoaium (ponaorvd and organin d by BHRA Fluid Enginaaring 
©  BHRA Fluid Enginaaring, Cranfiald, Badford, MK43 OAJ, England.
NOMENCLATURE
A pipe area
a local sonic velocity
£ length of pipe
P pressure
Q source flows
Zj. entry impedance of pipe
ZQ characteristic impedance of pipe
Z source imoedances
Z^ termination impedance
p density of fluid
u frequency of harmonic considered
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INTRODUCTION
Cl. A draft standard for the measurement of airborne noise emitted by pumps has 
recently been formulated by the International Standards Organization (Ref.l).
However, many pumps which emit comparatively low noise levels when isolated and tested 
under anechoic conditions, cause much higher noise levels when operating under normal 
system conditions. The fluid borne pressure fluctuations and the structure borne 
vibrations transmitted from the pump excite mechanical vibrations in the system 
components, lines and supporting structure. Such vibrations generate further airborne 
noise - usually at much higher levels than the airborne noise emitted from the pump 
casing.
02. Szerlag (Ref.2) and Unruh (Ref.3) have proposed methods of obtaining a pump fluid 
borne noise rating by measuring the pressure fluctuations in a short discharge line 
terminating in a restrictor valve. Simplifying assumptions are made regarding the 
pump, line and termination impedances and standing wave effects are ignored. These 
assumptions do not appear to be justified by experimental work and the methods must
be subject to error.
03. Davidson and Taylor (Ref.4) have described a method of obtaining pump fluid borne 
noise characteristics by testing the pump with two different terminations, one of very 
high impedance and the other of very low impedance with respect to that of the line.
It is very difficult 'to meet these requirements over a wide range of harmonic 
frequencies, and it appears that this method may be limited in practice to frequencies 
below 1 kHz.
OH. This paper describes a method of measuring pump fluid borne noise developed at 
the Fluid Power Centre, University of Bath. It has been proposed by the U.K. represen­
tatives as a basis for discussion for a draft I.S.O. standard.
WAVE PROPAGATION EFFECTS.
05. All positive displacement pumps produce an unsteady discharge flow because they 
contain a finite number of pumping elements. This unsteady flow reacts with the 
system to create a pressure ripple which is propagated down the pipeline at the speed 
of sound in the fluid. Multiple reflections of this ripple can occur at valves, mctors 
and other system components, and also at the pump itself. These reflections result in 
a complex standing wave pattern in the hydraulic system, the pressure ripple at any 
point being a function of both the pump and system characteristics. This ripple will 
be a periodic waveform consisting of a fundamental component at pumping frequency 
together with a number of harmonics.
06. In order to analyse this phenomenon it is necessary to employ wave propagation 
theory. The simple pump, pipeline and termination system shown in Fig.l has been 
examined by Bowns and McCandlish (Ref.5). The pump is considered to be a flow generator 
with a source impedance Zg. The pipe has a characteristic impedance and is termina­
ted with a valve of impedance Z T h e  impedance at any point on the pipeline is given 
by the equation,
Q
where P and Q are the pressure and flow fluctuations at that point. Because of the 
standing wave effects, the impedance Z will change along the length of the line.
07. If the impedance at the pipe entry is considered, it is possible to treat the 
system as a flow generator, producing a flow ripple Qg, driving two impedances in 
parallel. The two impedancffiare simply the source impedance Zg and the pipe entry 
impedance Z^. . The pressure at the entry to the pipe is,
P = QsZ' (1)
F2-17
where Z' is the effective impedance of Zg and Zj, and is given by,
i  = +
Z' Zs h
or Z' ZA
Zs t Z E
substituting into (1) gives,
Q Z Z_
p = s s E
Zs t Z E
... p - QsZs (2)or r - 1
I t  zs/zE
Thus, the pressure at the pipe entry is the product of the source flow and source 
impedance divided by a pump-system matching term
08. Fluid Borne Noise Rating. In order to obtain a pump fluid borne noise rating, 
it is important that the effects of the test system are negligible. If the term 
Z /Z_ in equation (2) is made negligibly small compared with 1.0, then the pressure 
at tne pipe entry is simply,
P = Q Z s s
Since this is a function of pump terms only, it may be considered as a pump noise 
rating.
09. In order that a realistic comparison can be made between pumps, this noise rating 
should reflect the potential noise likely to be excited by a pump in any system. In 
fact, the pressure fluctuations at any point in a hydraulic system will be proportional 
to the product Q Zg. They will also be affected by the attenuation of the line and 
multiple reflections which give rise to the standing wave pattern in the line. However, 
the product QgZs may be regarded as the 'forcing function' generated by the pump which 
acts on any associated system, and in this respect it is highly appropriate as a pump 
rating.
10. High Impedance Pipe Method. From the analysis outlined above, it is clear that 
a fluid borne noise rating for a pump may be obtained by testing the pump in a simple 
pipeline and valve system which has an entry impedance Z^, which is much greater than 
the pump source impedance Zg.
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11. Standard theoretical analysis shows that, if frictional effects are neglected, 
the entry impedance of a simple pipe and valve system is given by,
Z (ZT + j Z tanwi/a)
h  = - 2- 1 -------- 2-------------  <3)j Z„ tan u£/a + Z l o
A high entry impedance is most easily achieved by making Z as high as possible.
Since the characteristic impedance is given by,
z °  =  *1
then a small pipe cross-sectional area A, results in a high ZQ.
12. If the pump is tested with a pipe of sufficiently small diameter, then the 
pressure ripple at the pipe entry is a measure of the pump fluid borne noise generating 
potential. However, since the criterion is Z^. »  Zg and the pump source impedance Z
is unknown, then the most appropriate pipe diameter must be found by experiment. Its 
is possible to change the entry impedance over a wide range with only relatively small 
differences in pipe diameter. A typical variation of entry impedance with pipe diameter 
is shown in Fig.2. This is the entry impedance for a pipe terminated with a screw down 
restrictor developing a mean system pressure of 200 bar at a flow of 1.36 dm3/sec. The 
pipe length is 0.46m and the frequency is 200 Hz. Decreasing the diameter_from 3.0cm 
down to 0.3cm results in an increase in entry impedance from 3.5 x 109 Nsm 5to
8 x 1010Nsm 5. In practice, it is only necessary for Zj, j 8Zg to be within 10% of
the rating Q Z and under typical operating conditions most positive displacement 
pumps exhibit iource impedances in the range 1 x 109 Nsm 5 to 1 x 1010 Nsm 5. Thus,
in this case, a 0.3 cm diameter pipe would be satisfactory.
HIGH IMPEDANCE PIPE TESTS
13. Systems have been set up in the laboratory as shown in Fig.3, the pump under test 
being driven by a standard electric motor at 1490 rev/min. A short length of pipe is 
connected to a standard mounting block on the pump discharge flange and terminated in 
a restrictor valve. The mounting block, is machined to accept a range of inserts,
Fig.4, matched to the appropriate diameters of pipe used in each pump test. A piezo­
electric pressure transducer is mounted in the block, flush with the internal diameter 
of the pump discharge connection. A bourdon pressure gauge is also connected to the 
block through small bore tubing, a shut-off valve being fitted close to the block to 
minimise branch line effects.
14. The pressure fluctuations measured by the piezo-electric pressure transducer may 
be transmitted through a Bruel and Kjaer frequency analyser to a pen recorder. If set 
to narrow-band analysis, with a filter bandwidth of 6%, frequency discrimination is 
obtained to 1/12 octave. Other alternatives include frequency analysis or fast 
Fourier transform analysis either by computer or by specialist processing equipment.
A Solartron frequency response analyser was used for most of the test work reported 
here. This was synchronised with the pumping frequency in order to obtain both the 
amplitude and phase of the first ten harmonics of the fundamental. To facilitate the 
testing of a wide range of pumps and systems, the analyser has been linked to a 
PDP8 digital computer for data acquisition and processing.
15. Pipeline Diameter. In order to obtain an accurate assessment of pump fluid borne 
noise, it is necessary that the entry impedance of the discharge line should be high 
compared with the pump source impedance. But the pump source impedance is unknown and 
cannot be accurately estimated from the pump drawings or design data. If each pump
is tested with a range of discharge line sizes, then as the pipe area is reduced and 
ZQ increased, so the measured pressure fluctuations at the pump discharge should give 
a more accurate value of the product Q Zs- The effects of pipe area on the harmonic 
amplitudes associated with a large piston pump are shown in Fig.5. It would seem
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reasonable to start with a mean velocity in the pipeline of about 10 m/s and then to 
reduce the pipe diameter, increasing the pipeline impedance and the fluid velocity.
16. Pipeline Length. If the pressure fluctuations are truly independent of system 
conditions, then the length of the discharge line should have no effect on the ampli­
tude of the harmonics. This has generally proved to be the case in the tests so far 
carried out. However, it is possible that the source impedance of a particular pump 
could be very high so that it approaches the value of the characteristic impedance of
a small-bore discharge line. Equation (3) shows that under such conditions it is still 
possible to ensure that the pipe entry impedance is much greater than the pump source 
impedance providing a suitable length of discharge line is chosen. Under these condi­
tions tan mi /a should be large, and Zq >
17. Pipeline Termination. Initially a screw-down restrictor valve was used as the 
line termination for the high impedance pipe tests. This gave a high entry 
impedance and stable operating conditions but was considered a little dangerous.
A relief valve would have been a safer termination, but this was found to give a lower 
entry impedance and to be subject to dynamic effects. The best termination arrangement 
would appear to be a screw-down restrictor valve with a relief valve in parallel acting 
only as a safety device. To ensure that the relief valve does not influence the 
pressure measurements, its cracking pressure should be set at least 50% above the mean 
system pressure required for the test. A light, compact relief valve assembly is 
required, to minimise branchline effects and to reduce the mass of the termination 
attached to a small diameter pipeline.
18. Test Procedure. The test rig was run under steady conditions for at least 
30 minutes to stabilise the operating conditions. In order to achieve repeatable 
test results, it has been found necessary to control the mean fluid pressure and 
flowrate to ±2% and the fluid temperature to ±2C. Before recording the pressure 
fluctuations, the line to the bourdon pressure gauge should be shut off.
19. A relatively short length of discharge pipe (normally less than lm) was fitted 
to the test pump mounting block. Initially the pipe diameter was selected to give
a mean fluid velocity of about 10 m/s. The test was repeated with pipes of reducing 
diameter until the amplitude of the harmonic components of the pressure signal tended 
to steady values. The amplitude of all the harmonic components was then recorded for 
the particular operating conditions of the test. If required, the test could be 
repeated at a different mean pressure level or at a different pump speed.
TEST RESULTS
20. The test method described above has been applied to a number of positive displace­
ment pumps of varying type and size. Typical test results are described below for 
three different designs of pumps of capacity 30 cm3/rev - an external gear pump, an 
internal gear pump and a variable-capacity axial piston pump.
21. External Gear Pump. The fluid borne noise characteristics of two 'identical' 
external gear pumps from the same production batch are shown in Fig.6. The general 
pattern of the fluid borne noise is typical of the external gear pumps tested to date. 
There is a very strong fundamental at gear tooth frequency, a significant second 
harmonic, and a number of higher harmonics which decrease rapidly in amplitude.
22. Although the general pattern is the same for the two external gear pumps, there 
are significant differences in the amplitudes of the pressure signals generated.
These differences have been investigated and it appears that the source impedances of 
the two pumps are virtually identical but that there are significant differences in 
the source flows due to small variations within the manufacturing tolerances. Similar 
effects may be anticipated due to small amounts of wear.
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23. Internal Gear Pump. The fluid borne noise rating for an internal gear pump at 
mean system pressures of 100 and 170 bar is shown in Fig.7. The general pattern is 
similar to that of the external gear pump:- there is a strong fundamental, a significant 
second harmonic and a number of higher harmonics of decreasing amplitude. But the 
fluid borne noise levels generated by this type of pump are much lower than those for 
conventional external gear pumps and piston pumps. Other tests have shown that this 
is due to much lower levels of source flow fluctuation.
2*+. Variations in the mean system pressure from 100 to 170 bar gave only small changes 
in the amplitude of the harmonics of fluid borne noise. This was true for both 
internal and external gear pumps.
25. Piston Pump. The fluid borne noise characteristics of a small, variable-capacity 
axial piston pump at mean system pressures of 100 and 200 bar are shown in Fig.9.
Piston pumps do not tend to follow the general pattern described for gear pumps.
There is usually a strong fundamental at piston frequency but other harmonics may also 
be of similar amplitude and most are significant up to the eighth or tenth harmonic.
26. There is a marked increase in the fluid borne noise with mean system pressure and 
this appears to be due to an increase in the source flow fluctuation. In the case of 
this particular pump, a change in mean pressure from 100 to 200 bar approximately 
doubled the fluid borne noise throughout the frequency range.
PERFORMANCE INDEX
27. Many users may feel unable to appreciate the full implications of the information 
on pump fluid borne noise if it is presented in the spectral form previously described. 
In order to facilitate comparisons between pumps a simpler approach is required, 
preferably a single number representing a performance index for the pump. This may
be obtained by taking the Root Mean Square of the component amplitudes of the various 
harmonics in the pump pressure spectrum. This overall R.M.S. rating is the value that 
would be obtained if the transducer signal was connected to an R.M.S. meter. Such a 
technique is sometimes employed in the measurement of overall airborne noise.
28. However, it is normal practice when measuring overall levels of airborne noise 
to pass the signal through an A-weighting filter which modifies the signal according 
to the frequency response characteristics of the human ear. Since fluid borne noise 
may excite mechanical vibrations which eventually cause airborne noise, it might be 
argued that the fluid borne noise signal should also be weighted in the same way.
Whether the A-weighting scale is the most appropriate for fluid borne noise should 
become clearer when work has been carried out on the complex mechanism linking the 
pressure fluctuations with airborne noise in the system.
29. The performance index may be expressed in bar, the conventional units of pressure. 
Alternatively, the index may be expressed in dB by comparing the pressure signal with
a reference pressure._ For airborne noise measurements, the reference pressure is 
2 x 10 5 Pa or 2 x 10 10 bar. This reference pressure would make all fluid borne 
noise measurements appear very large, masking the difference between quiet and noisy 
systems, (eg. systems with pressure fluctuations of 0.5 bar and 10 bar would be rated 
at 188 and 2 m  dB). A higher reference pressure is, therefore, suggested as more 
appropriate for fluid borne noise.
SOURCE FLOW AND SOURCE IMPEDANCE
30. While spectral analysis of the pump fluid borne noise may give information 
in too complex a form for many users of hydraulic equipment, it may be the minimum 
level of information required by some system designers. Large amplitude harmonics may 
be identified and the associated system modified so that it does not resonate at the 
particular frequencies corresponding to these signals.
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31. The pressure signals which determine the pump fluid borne noise rating represent 
the product of the pump source flow Qg and the source impedance Zg. In order to 
develop pumps with a low fluid borne noise potential, it may be necessary to determine 
each of these complex quantities individually.
32. One possibility is to augment the high impedance pipe test with a reflectionless 
system test. For reflectionless conditions, the pressure at the pump outlet is given
b y .
Q Z Z
P = - 5 - 5 ^  (5 )
z + zs o
Providing Z is known and the product QgZg has been determined by the high impedance 
pipe test, ?hen Q and Zg may be determinld individually. However, it must be 
remembered that all these terms are vector quantities and that both the amplitude 
and phase of the pressure signals are required if the equations are to be solved.
In practice it has proved difficult to achieve reflectionless conditions over a wide 
frequency range; near anechoic conditions have been established using a long length 
of flexible hose.
33. An alternative technique involves a repetition of the high.impedance pipe test 
after changing the pump characteristics by introducing additional capacity. Providing 
both the amplitude and phase of the pressure harmonics are measured during each test, 
it is possible to determine Qs and Zg individually. This method has been tried and 
appears promising.
34. Attempts are also being made to formulate mathematical models for pumps based upon 
basic design data and drawings. The parameters affecting Q are well established but 
the effects of manufacturing tolerances and pump wear make it difficult to estimate 
accurate numerical values. Current mathematical models for Z based on internal 
capacity and pump leakage appear to be quite inadequate.
CONCLUSIONS
35. A method of assessing pump fluid borne noise is proposed, based on a simple 
test in which the pump is connected to a high impedance line. Methods have been 
established for the estimation of a suitable line diameter and length for any particular 
pump.
36. The pump fluid borne noise may be expressed in terms of a performance index, enab­
ling simple comparisons to be made between pumps. This index may be expressed in 
terms of a mean pressure fluctuation or the various harmonics may be combined through 
an A-weighting filter. For system design more detailed information is required and 
the pressure should be expressed in terms of a fundamental and a series of harmonics. 
Test results for three different types of pump are given in this form.
37. In order to improve pump design and to reduce the fluid borne noise generated, 
it is considered that the designer should be able to determine the pump source flow 
fluctuation Q and the pump source impedance Z separately. Methods are proposed for 
determining these parameters experimentally.
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S Y N O P S I S  A  s i m p l e  m e t h o d  o f  a s s e s s i n g  p u m p  p r e s s u r e  r i p p l e  u s i n g  a  h i g h  i m p e d a n c e  d i s c h a r g e  p i p e  
h a s  b e e n  s u c c e s s f u l l y  a p p l i e d  t o  a  w i d e  r a n g e  o f  p u m p s .  A n  e x t e n s i o n  t o  t h i s  m e t h o d  i s  r e q u i r e d  f o r  
a  f e w  p u m p s  w i t h  h i g h  s o u r c e  i m p e d a n c e .  A  s u p p l e m e n t a r y  t e s t  i s  a l s o  r e q u i r e d  i n  o r d e r  t h a t  p u m p  
s o u r c e  f l o w  f l u c t u a t i o n  a n d  s o u r c e  i m p e d a n c e  m a y  b e  d e t e r m i n e d  i n d i v i d u a l l y  f o r  t h e  f i r s t  t e n  
h a r m o n i c s  o f  p u m p i n g  f r e q u e n c y .  A f t e r  i n v e s t i g a t i n g  a  n u m b e r  o f  p o s s i b l e  m e t h o d s ,  a  s u p p l e m e n t a r y  
t e s t  i s  p r o p o s e d  a s  a  b a s i s  f o r  d i s c u s s i o n  f o r  d r a f t  B r i t i s h  a n d  I S O  s t a n d a r d s .
I N T R O D U C T I O N
1 .  A t  t h e  s e m i n a r  o n  Q u i e t  O i l  H y d r a u l i c  S y s t e m s  
i n  N o v e m b e r ,  1 9 7 7 ,  B o w n s ,  E d g e  I  T i l l e y  ( R e f .  1 )  
d i s c u s s e d  v a r i o u s  p r o p o s a l s  f o r  t h e  m e a s u r e m e n t  
o f  f l u i d - b o r n e  n o i s e  a n d  c o m p a r e d  t h e  m e r i t s  o f  
s e v e r a l  r a t i n g  m e t h o d s .  I t  w a s  s u g g e s t e d  t h a t  
t h e  t e s t  m e t h o d  a d o p t e d  a s  a  s t a n d a r d  s h o u l d  b e  
a s  s i m p l e  a s  p o s s i b l e  w h i l s t  p r o v i d i n g  a  d i r e c t  
c o m p a r i s o n  b e t w e e n  p u m p s  a s  g e n e r a t o r s  o f  
p r e s s u r e  f l u c t u a t i o n  o r  f l u i d - b o r n e  n o i s e .  T h e  
m e t h o d  d e v e l o p e d  a t  t h e  F l u i d  P o w e r  C e n t r e ,  
U n i v e r s i t y  o f  B a t h ,  a n d  k n o w n  a s  t h e  H i g h  
I m p e d a n c e  P i p e  T e s t ,  w a s  d e s c r i b e d .  A t  t h a t  
t i m e  i t  h a d  g i v e n  p r o m i s i n g  r e s u l t s  o n  f o u r  
p i s t o n  p u m p s  a n d  t h r e e  g e a r  p u m p s .  T h i s  m e t h o d  
w a s  s u b s e q u e n t l y  p r o p o s e d  b y  t h e  U . K .  r e p r e s e n t ­
a t i v e s  a s  t h e  b a s i s  f o r  d i s c u s s i o n  ' f o r  a d r a f t  
I S O  s t a n d a r d .
N O T A T I O N
A  P i p e  a r e a
B  E f f e c t i v e  B u l k  M o d u l u s  o f  f l u i d  
c  L o c a l  s o n i c  v e l o c i t y  
d  p i p e  d i a m e t e r  
I  p i p e  l e n g t h  
N  P u m p  s p e e d ,  r e v / m i n  
n  N u m b e r  o f  p u m p i n g  e l e m e n t s  
P £  P r e s s u r e  a t  p i p e  e n t r y
Q  F l o w r a t e
Q g  S o u r c e  f l o w  f l u c t u a t i o n
V  V o l u m e
Z  I m p e d a n c e
Z g  P i p e  e n t r y  i m p e d a n c e
Z Q  P i p e l i n e  c h a r a c t e r i s t i c  i m p e d a n c e
Z g  S o u r c e  i m p e d a n c e
Z ^  T e r m i n a t i o n  i m p e d a n c e
Z v  I m p e d a n c e  o f  a d d i t i o n a l  c a p a c i t y
X W a v e l e n g t h  
p  F l u i d  d e n s i t y
u  F r e q u e n c y  o f  h a r m o n i c  c o n s i d e r e d  
P R E S S U R E  R I P P L E  P R O P A G A T IO N
2 .  A l l  p o s i t i v e  d i s p l a c e m e n t  p u m p s  p r o d u c e  a n  
u n s t e a d y  d i s c h a r g e  f l o w  b e c a u s e  t h e y  c o n t a i n  a
f i n i t e  n u m b e r  o f  p u m p i n g  e l e m e n t s .  T h i s  
u n s t e a d y  f l o w  r e a c t s  w i t h  t h e  s y s t e m  t o  c r e a t e  a  
p r e s s u r e  r i p p l e  w h i c h  i s  p r o p a g a t e d  d o w n  t h e  
p i p e l i n e  a t  t h e  s p e e d  o f  s o u n d  i n  t h e  f l u i d .  
M u l t i p l e  r e f l e c t i o n s  o f  t h i s  r i p p l e  m a y  o c c u r  a t  
v a l v e s ,  m o t o r s  a n d  a t  t h e  p u m p  i t s e l f ,  r e s u l t i n g  
i n  a  c o m p l e x  s t a n d i n g  w a v e  p a t t e r n  i n  t h e  h y d ­
r a u l i c  s y s t e m .  T h e  p r e s s u r e  r i p p l e  w i l l  b e  a  
p e r i o d i c  w a v e ,  c o n s i s t i n g  o f  a  f u n d a m e n t a l  
c o m p o n e n t  a t  p u m p i n g  f r e q u e n c y  w i t h  a  n u m b e r  o f  
h a r m o n i c s .
3 .  A  s i m p l e  p u m p ,  p i p e l i n e  a n d  t e r m i n a t i o n  
s y s t e m  ( F i g .  1 )  h a s  b e e n  e x a m i n e d  b y  B o w n s  a n d  
M c C a n d l i s h  ( R e f s .  2 , 3 )  u s i n g  p l a n e  w a v e  
p r o p a g a t i o n  t h e o r y .  T h e  p u m p  i s  c o n s i d e r e d  t o  
b e  a  f l o w  g e n e r a t o r  w i t h  a  s o u r c e  i m p e d a n c e  Z g
p r o d u c i n g  a  s o u r c e  f l o w  f l u c t u a t i o n  Q g .  T h e
p i p e l i n e  h a s  a  c h a r a c t e r i s t i c  i m p e d a n c e  Z p  a n d
t h e  t e r m i n a t i o n  a n  i m p e d a n c e  Z ^ .
4 .  C o n s i d e r i n g  c o n d i t i o n s  a t  e n t r y  t o  t h e  
d i s c h a r g e  p i p e  i t  i s  p o s s i b l e  t o  t r e a t  t h e  p u m p  
a s  a  f l o w  g e n e r a t o r  s u p p l y i n g  t w o  i m p e d a n c e s  i n  
p a r a l l e l ,  t h e  s o u r c e  i m p e d a n c e
V
Z g  a n d  t h e  p i p e  
T h e  p r e s s u r e  f l u c t u a t i o n  a te n t r y  i m p e d a n c e  
p i p e  e n t r y  P g  i s  g i v e n  b y  t h e  r e l a t i o n s h i p
J s h
1 * V2e ( I )
I f  f r i c t i o n a l  e f f e c t s  i n  t h e  p i p e l i n e  a r e  
n e g l e c t e d ,  t h e  e n t r y  i m p e d a n c e  o f  t h e  p i p e l i n e  
i s  g i v e n  b y
V Zt  + >Z0 tan  Ui/C )
j Z T t a n  u > i / c  +  Z Q
(2 )
a n d  Z Q  «  p C
5 .  T h e  p r o d u c t  Q  Z g  a p p e a r s  t o  b e  t h e  m o s t  
s u i t a b l e  r a t i n g  o r  p u m p  f l u i d  b o r n e  n o i s e  s i n c e  
i t  i s  i n d e p e n d e n t  o f  s y s t e m  p a r a m e t e r s .  I t  m a y
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b e  c o n s i d e r e d  a s  t h e  n o i s e  g e n e r a t i n g  p o t e n t i a l  
o f  t h e  p u m p  o r  t h e  f o r c i n g  f u n c t i o n  a c t i n g  o n  
a n y  a s s o c i a t e d  s y s t e m .  I f  t h e  t e r m  Z g / Z E  i n
e q u a t i o n  ( 1 )  i s  m a d e  s m a l l  c o m p a r e d  w i t h  u n i t y ,  
t h e n  t h e  p r e s s u r e  f l u c t u a t i o n  a t  p i p e  e n t r y  
b e c o m e s  e q u a l  t o  t h e  p r o d u c t  Q s z s * T h e  p u m p
f l u i d - b o r n e  n o i s e  r a t i n g  m a y  t h e r e f o r e  b e  
o b t a i n e d  b y  m e a s u r i n g  t h e  p r e s s u r e  f l u c t u a t i o n  
a t  p i p e  e n t r y  i n  a  s i m p l e  p i p e l i n e  s y s t e m  w h i c h  
h a s  a n  e n t r y  i m p e d a n c e  Z m u c h  g r e a t e r  t h a n  t h e
p u m p  s o u r c e  i m p e d a n c e .
6 .  I n  p r a c t i c e  i t  i s  o n l y  n e c e s s a r y  f o r
Z E  i  8  Z g  f o r  t h e  p r e s s u r e  f l u c t u a t i o n  t o  g i v e  a
Q g Z g  r a t i n g  w i t h  1 0 %  a c c u r a c y .  A  h i g h  e n t r y
i m p e d a n c e  i s  m o s t  r e a d i l y  a c h i e v e d  b y  m a k i n g  Z Q
h i g h  a n d  t h i s ,  i n  t u r n ,  i s  u s u a l l y  a c h i e v e d  b y  
r e d u c i n g  t h e  p i p e  c r o s s - s e c t i o n a l  a r e a  A .
H I G H  I M P E D A N C E  P I P E  T E S T
7 .  T h e  r e c o m m e n d e d  c i r c u i t  f o r  t h e  h i g h  
i m p e d a n c e  p i p e  t e s t  i s  s h o w n  i n  F i g .  2 .  T h e  
p u m p  u n d e r  t e s t  i s  d r i v e n  b y  a  s t a n d a r d  
e l e c t r i c  m o t o r  a t  1 4 9 0  r e v / m i n .  A  s h o r t  l e n g t h  
o f  s m a l l  d i a m e t e r  p i p e  i s  c o n n e c t e d  t o  a  
s t a n d a r d  m o u n t i n g  b l o c k  o n  t h e  p u m p  d i s c h a r g e  
f l a n g e  a n d  t e r m i n a t e d  i n  a  r e s t r i c t o r  v a l v e .  T h e  
a n x t i n g  b l o c k  i s  m a c h i n e d  t o  a c c e p t  a  r a n g e  o f  
i n s e r t s  m a t c h e d  t o  t h e  a p p r o p r i a t e  d i a m e t e r s  o f  
p i p e  u s e d  i n  e a c h  p u m p  t e s t .  A  p i e z o - e l e c t r i c  
p r e s s u r e  t r a n s d u c e r  i s  m o u n t e d  i n  t h e  b l o c k ,  
f l u s h  w i t h  t h e  i n t e r n a l  d i a m e t e r  o f  t h e  p u m p  
d i s c h a r g e  c o n n e c t i o n .  A  b o u r d o n  p r e s s u r e  g a u g e  
i s  a l s o  c o n n e c t e d  t o  t h e  b l o c k  t h r o u g h  s m a l l  
b o r e  t u b i n g ,  a  s h u t - o f f  v a l v e  b e i n g  f i t t e d  c l o s e  
t o  t h e  b l o c k  t o  m i n i m i s e  b r a n c h  l i n e  e f f e c t s .  A s  
a  s a f e t y  d e v i c e ,  a  s m a l l  r e l i e f  v a l v e  i s  
c o n n e c t e d  i n  p a r a l l e l  w i t h  t h e  r e s t r i c t o r  v a l v e ;  
i t s  c r a c k i n g  p r e s s u r e  s h o u l d  b e  s e t  a t  l e a s t  5 0 %
a b o v e  t h e  m e a n  s y s t e m  p r e s s u r e  s o  t h a t  i t  d o e s  
n o t  i n f l u e n c e  t h e  p r e s s u r e  m e a s u r e m e n t s  d u r i n g  
t h e  t e s t .
8 .  T h e  p r e s s u r e  f l u c t u a t i o n s  m e a s u r e d  b y  t h e  
p i e z o - e l e c t r i c  p r e s s u r e  t r a n s d u c e r  m a y  b e  
s u b j e c t e d  t o  f r e q u e n c y  a n a l y s i s  o r  f a s t  F o u r i e r  
t r a n s f o r m  a n a l y s i s  e i t h e r  b y  c o m p u t e r  o r  b y  
s p e c i a l i s t  p r o c e s s i n g  e q u i p m e n t .  A  S o l a r t o n  
f r e q u e n c y  r e s p o n s e  a n a l y s e r  a n d  a  H e w l e t t -  
P a c k a r d  S p e c t r u m  A n a l y s e r  w e r e  u s e d  f o r  m o s t  o f  
t h e  w o r k  a t  B a t h .  T h e  a n a l y s e r  w a s  s y n c h r o ­
n i s e d  w i t h  t h e  p u m p i n g  f r e q u e n c y  i n  o r d e r  t o  
o b t a i n  b o t h  t h e  a m p l i t u d e  a n d  p h a s e  o f  t h e  f i r s t  
t e n  h a r m o n i c s  o f  t h e  f u n d a m e n t a l .  T o  f a c i l i t a t e  
t e s t i n g ,  t h e  a n a l y s e r  h a s  b e e n  l i n k e d  t o  a  P D P  8  
d i g i t a l  c o m p u t e r  f o r  d a t a  a c q u i s i t i o n  a n d  
p r o c e s s i n g .
9 .  P i p e l i n e  D i a m e t e r .  I n  o r d e r  t o  i s o l a t e  t h e  
p u m p  p r e s s u r e  f l u c t u a t i o n  f r o m  s y s t e m  e f f e c t s ,  i t  
i s  n e c e s s a r y  t h a t  t h e  e n t r y  i m p e d a n c e  o f  t h e  
d i s c h a r g e  l i n e  s h o u l d  b e  h i g h  c o m p a r e d  w i t h  t h e  
p u m p  s o u r c e  i m p e d a n c e .  B u t  t h e  p u m p  s o u r c e  
i m p e d a n c e  i s  u n k n o w n  a n d  c a n n o t  b e  a c c u r a t e l y  
e s t i m a t e d  f r o m  p u m p  d r a w i n g s  o r  d e s i g n  d a t a  a t  
p r e s e n t .  I f  e a c h  p u m p  i s  t e s t e d  w i t h  a  r a n g e  o f  
d i s c h a r g e  l i n e  s i z e s ,  t h e n  a s  t h e  p i p e  a r e a  i s  
r e d u c e d  a n d  Z Q  i s  i n c r e a s e d ,  s o  t h e  m e a s u r e d
p r e s s u r e  f l u c t u a t i o n s  s h o u l d  t e n d  t o  a n  a c c u r a t e  
v a l u e  o f  t h e  p r o d u c t  Q s z s * T h e  m e a s u r e d
a m p l i t u d e s  o f  t h e  p r e s s u r e  f l u c t u a t i o n  f o r  a  
v a n e  p u m p  a r e  s h o w n  a s  a  f u n c t i o n  o f  p i p e  a r e a  
i n  F i g .  3 .  I t  a p p e a r s  r e a s o n a b l e  t o  s t a r t  w i t h  
a  m e a n  v e l o c i t y  i n  t h e  p i p e l i n e  o f  a b o u t  1 2 . 5  m / s  
a n d  t h e n  t o  r e d u c e  t h e  p i p e  d i a m e t e r ,  i n c r e a s i n g  
t h e  p i p e l i n e  i m p e d a n c e .  A  r a n g e  o f  p i p e  
d i a m e t e r s  m a y  b e  s e l e c t e d  f r o m  t h e  r e l a t i o n s h i p
w h e r e  Q  i s  t h e  d i s c h a r g e  f l o w r a t e  i n  l i t r e / m i n .
r  i s  a  p o s i t i v e  i n t e g e r ,  s u c c e s s i v e l y  1 ,
2 ,  3  ................................. ...
1 0 .  P i p e l i n e  l e n g t h .  I f  t h e  p r e s s u r e  
f l u c t u a t i o n s  a r e  t r u l y  i n d e p e n d e n t  o f  s y s t e m  
c o n d i t i o n s ,  t h e n  t h e  l e n g t h  o f  t h e  d i s c h a r g e  l i n e  
s h o u l d  h a v e  n o  e f f e c t  o n  t h e  a m p l i t u d e  o f  t h e  
h a r m o n i c s .  H o w e v e r ,  f o r  a  f r e q u e n c y  w  t h e r e  a r e  
c r i t i c a l  p i p e  l e n g t h s  f o r  w h i c h  i s  n ,  2 i r ,  3 a . .
c
a n d  t a n  i s  z e r o .  I n  t h i s  c a s e ,  e q u a t i o n  ( 2 )  
c
r e d u c e s  t o  Z _  *  Z „  a n d  i s  n o t  n e c e s s a r i l y  
E  T  T  J
l a r g e  c o m p a r e d  w i t h  Z g .  A  s u i t a b l e  c h o i c e  o f
p i p e l i n e  l e n g t h  t o  g i v e  r e a s o n a b l e  v a l u e s  o f
e n t r y  i m p e d a n c e  f o r  t h e  f i r s t  t e n  h a r m o n i c s  o f
p u m p i n g  f r e q u e n c y  m a y  b e  o b t a i n e d  b y  m a k i n g
ini *  2a_ 
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I  -  4 . 6 2 c  
N n
w h e r e  N  i s  t h e  p u m p  s p e e d  i n  r e v / m i n
a n d  n  i s  t h e  n u m b e r  o f  p u m p i n g  e l e m e n t s
T h i s  w i l l  g i v e  a  h i g h  i m p e d a n c e  p i p e  l e s s  t h a n  
l m  l e n g t h ,  w h i c h  h e l p s  t o  e n s u r e  t h a t  t h e  
p r e s s u r e  d r o p  i s  n o t  e x c e s s i v e  o v e r  t h e  l e n g t h  
o f  t h e  p i p e .  T h e  c r i t i c a l  v a l u e  o f  u l  *  n
Q
i s  m i d w a y  b e t w e e n  t h e  s i x t h  a n d  s e v e n t h  
h a r m o n i c s  o f  p u m p i n g  f r e q u e n c y  a n d  t h e  v a l u e  o f  
t a n  a t  t h e  f u n d a m e n t a l  i s  0 . 5 3 .  
c
S U P P L E M E N T A R Y  T E S T  M E T H O D S .
1 1 .  L i m i t a t i o n s  o f  H i g h  I m p e d a n c e  P i p e  T e s t .
P u m p  p r e s s u r e  r i p p l e  Q g Z s  h a s  b e e n  e v a l u a t e d  f o r
a  w i d e  v a r i e t y  o f  p u m p s  b y  t h e  h i g h  i m p e d a n c e  
p i p e  t e s t  ( R e f .  4 ) .  H o w e v e r ,  i n  s o m e  c a s e s  
t h e r e  h a v e  b e e n  p r o b l e m s  i n  m a k i n g  > & z s -
I f  t h e  t e s t  i s  r e q u i r e d  a t  h i g h  f l o w r a t e s  o r  l o w  
d i s c h a r g e  p r e s s u r e s  t h e n  i t  i s  d i f f i c u l t  t o  m a k e  
Z Q  a n d  Z T  m u c h  l a r g e r  t h a n  Z g ,  p a r t i c u l a r l y  i f
t h e  p u m p  i s  a  c o m p a c t  u n i t  w i t h  a  h i g h  s o u r c e  
i m p e d a n c e .  A  d i f f e r e n t  f o r m  o f  t e s t  w o u l d  s e e m  
t o  b e  r e q u i r e d  i n  s u c h  c a s e s .
1 2 .  A n  e x t e n s i o n  t o  t h e  h i g h  i m p e d a n c e  p i p e  
t e s t  i s  a l s o  r e q u i r e d  i n  o r d e r  t h a t  t h e  s o u r c e  
f l o w  f l u c t u a t i o n  Q g  a n d  t h e  s o u r c e  i m p e d a n c e  Z g
m a y  b e  d e t e r m i n e d  a s  i n d i v i d u a l  c o m p l e x  q u a n t i t ­
i e s .  T h i s  i n f o r m a t i o n  i s  r e q u i r e d  b y  p u m p  
d e s i g n e r s  w h o  a r e  a t t e m p t i n g  t o  d e v e l o p  p u m p s  
w i t h  a  l o w  p o t e n t i a l  f o r  g e n e r a t i n g  p r e s s u r e
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f l u c t u a t i o n s .  I t  m a y  a l s o  b e  r e q u i r e d  b y  s y s t e m  
d e s i g n e r s  w h o  a r e  s e t t i n g  u p  c o m p u t e r  m o d e l s  f o r  
n o i s e  t r a n s m i s s i o n .  A  n u m b e r  o f  s u p p l e m e n t a r y  
t e i t  m e t h o d s  h a v e  b e e n  i n v e s t i g a t e d  a n d  t h e s e  
a r e  b r i e f l y  d e s c r i b e d  i n  t h e  f o l l o w i n g  p a r a g r a p h s .
1 3 .  e x t e n d i n g  P i p e  L e n g t h  T h e  f i r s t  e x p e r i m e n t ­
a l  m e t h o d  u s e d  a t  B a t h  t o  v a l i d a t e  t h e  t h e o r e t ­
i c a l  m o d e l  o f  f l u i d - b o r n e  n o i s e  w a s  k n o w n  a s  t h e  
e x t e n d i n g  p i p e  l e n g t h  t e c h n i q u e  ( R e f .  5 ) .  A  
s i m p l e  p u m p - p i p e l i n e - t e r m i n a t i o n  s y s t e m  w a s  s e t  
u p  a n d  t h e  p u m p  r u n  a t  c o n s t a n t  s p e e d .  I n  o r d e r  
t o  s t u d y  t h e  f l o w  a n d  p r e s s u r e  f l u c t u a t i o n s  i n  
t h e  s y s t e m ,  t h e  l e n g t h  o f  l i n e  b e t w e e n  t h e  p u m p  
a n d  t e r m i n a t i o n  w a s  v a r i e d  i n  s m a l l  s t e p s  f r o m  
s a y  l m  t o  4 m ,  g i v i n g  a  c o m p l e t e  c y c l e  o f  t h e  
s t a n d i n g  w a v e  a t  t h e  p u m p i n g  f r e q u e n c y .  T h i s  
m e t h o d  w a s  l a b o r i o u s ,  b u t  i t  y i e l d e d  a  c o n s i d e r ­
a b l e  a m o u n t  o f  d a t a  f o r  e a c h  p u m p  t e s t e d .
A l t h o u g h  t h e r e  w a s  a  g o o d  d e a l  o f  s c a t t e r  o n  t h e  
r e s u l t s ,  i t  w a s  p o s s i b l e  t o  d e r i v e  r e l i a b l e  
v a l u e s  o f  p u m p  s o u r c e  i m p e d a n c e  a n d  s o u r c e  f l o w  
f l u c t u a t i o n  s i n c e  a l l  t h i s  d a t a  c o u l d  b e  
p r o c e s s e d  b y  t h e  c o m p u t e r .
1 4 .  R e f l e c t i o n l e s s  T e r m i n a t i o n .  I f  a  r e f l e c t i o n ­
l e s s  l i n e  i s  c o n n e c t e d  t o  t h e  p u m p  d i s c h a r g e ,  
t h e n  t h e  p u m p  p r e s s u r e  f l u c t u a t i o n  i s  g i v e n  b y :
t h a n  8 Z g  f o r  s o m e  h a r m o n i c s .
V s
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A s s u m i n g  t h a t  t h e  p r o d u c t  Q g Z g  h a s  b e e n  o b t a i n e d
f r o m  a  h i g h  i m p e d a n c e  p i p e  t e s t ,  t h e n  t h e  s o u r c e  
i m p e d a n c e  Z g  m a y  b e  o b t a i n e d  i n  t e r m s  o f  Z Q .  I f
Z Q  i s  k n o w n ,  t h e n  Z g  a n d  Q g  m a y  b e  d e t e r m i n e d .
H o w e v e r  i t  m u s t  b e  r e m e m b e r e d  t h a t  a l l  t h e s e  
t e r m s  a r e  c o m p l e x  q u a n t i t i e s  a n d  t h a t  b o t h  t h e  
a m p l i t u d e  a n d  p h a s e  o f  t h e  p r e s s u r e  f l u c t u a t i o n s  
m u s t  b e  a c c u r a t e l y  m e a s u r e d  i f  t h e  e q u a t i o n s  f o r  
f o r  Z ^  a n d  Q s  a r e  t o  b e  s o l v e d .
1 5 .  I n  p r a c t i c e . i t  w a s  f o u n d  d i f f i c u l t  t o  
a c h i e v e  r e f l e c t i o n l e s s  c o n d i t i o n s  o v e r  t h e  w i d e  
f r e q u e n c y  r a n g e  c o v e r e d  b y  t e n  h a r m o n i c s .  A l s o  
t h e  t e s t  r e s u l t s  a r e  n o t  i n d e p e n d e n t  o f  t h e  
s y s t e m  p a r a m e t e r s .  Z Q  m u s t  b e  k n o w n  a n d  t h i s
m a y  p r e s e n t  s o m e  d i f f i c u l t y  w i t h  f l e x i b l e  h o s e .  
R e p e a t a b l e  r e s u l t s  w e r e  n o t  a c h i e v e d  w h e n  t e s t ­
i n g  p u m p s  w i t h  a  3 0 m .  l e n g t h  o f  d o u b l e  b r a i d  
f l e x i b l e  h o s e  a s  t h e  d i s c h a r g e  l i n e ,  t h e r e  b e i n g  
s o m e  v a r i a t i o n  i n  t h e  a m p l i t u d e  o f  t h e  p r e s s u r e  
f l u c t u a t i o n s  m e a s u r e d .  E v e n  w h e n  m e a n  v a l u e s  
h a d  b e e n  e s t a b l i s h e d  b y  a  n u m b e r  o f  t e s t s ,  t h e  
e s t i m a t e  o f  s o u r c e  i m p e d a n c e  w a s  q u i t e  d i f f e r e n t  
f r o m  t h a t  o b t a i n e d  b y  t h e  e x t e n d i n g  p i p e  t e c h ­
n i q u e ,  p a r t i c u l a r l y  a t  l o w  f r e q u e n c i e s .  F i g .  4  
g i v e s  s u c h  a  c o m p a r i s o n .
1 6 .  R e s o n a n t  P i p e  L e n g t h .  I n  p a r a  1 0  i t  w a s  
s u g g e s t e d  t h a t  a  s u i t a b l e  p i p e l e n g t h  f o r  t h e  h i g h  
i m p e d a n c e  p i p e  t e s t  i s  g i v e n  b y  u i  *  2 n _ . T h i s
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i s  a  c o m p r o m i s e  c h o i c e ,  d e s i g n e d  t o  g i v e  
r e a s o n a b l e  v a l u e s  o f  t a n  coi_ f o r  t h e  f i r s t  t e n
c
h a r m o n i c s  o f  p u m p i n g  f r e q u e n c y .  F o r  p u m p s  w i t h  
a  h i g h  s o u r c e  i m p e d a n c e  o r  f o r  t e s t s  a t  h i g h  
f l o w r a t e s  a n d  l o w  p r e s s u r e s ,  Z ^  c a n n o t  b e  m a d e
s i g n i f i c a n t l y  l a r g e r  t h a n  Z g  a n d  Z g  m a y  b e  l e s s
H e n c e  t h e  m e a s u r e d  
p r e s s u r e  f l u c t u a t i o n  w i l l  n o t  b e  t h e  t r u e  v a l u e
V s *
1 7 .  A  h i g h e r  v a l u e  o f  e n t r y  i m p e d a n c e  Z E  m a y  b e
o b t a i n e d  f o r  a n y  p a r t i c u l a r  f r e q u e n c y  b y  s e l e c t ­
i n g  a  p i p e l e n g t h  s u c h  t h a t  u i£  *  i r .  i n  t h i s
c a s e  t a n  u i  •  a n d  Z .
h i g h e r  t h e m  t h e  v a l u e  Z
T h i s  m a y  w e l l  b e
- E  Z T  c o r r e s p o n d i n g  t o
t h e  c o n d i t i o n  w h e n  t a n  =  0  a n d  m a y  b e  
c
s i g n i f i c a n t l y  h i g h e r  t h a n  Z g .  I f  a  p i p e l i n e  i s
c h o s e n  t o  ' r e s o n a t e '  a t  t h e  p u m p i n g  f r e q u e n c y ,  i t  
w i l l  r e s o n a t e  a t  a l l  t h e  o d d  h a r m o n i c s .  I t  
w o u l d ,  h o w e v e r ,  g i v e  v a l u e s  o f  t a n  u t  ■  O  a t  a l l
c
t h e  e v e n  h a r m o n i c s .  O t h e r  p i p e l e n g t h s  w o u l d  h a v e  
t o  b e  s u b s t i t u t e d  t o  r a i s e  t h e  e n t r y  i m p e d a n c e  a t  
t h e s e  f r e q u e n c i e s .  F i g .  5  s h o w s  t h e  i m p r o v e m e n t  
i n  t h e  e v a l u a t i o n  o f  C g Z g  f o r  o d d  h a r m o n i c s  o f
p u m p i n g  f r e q u e n c y  w h e n  a  r e s o n a n t  p i p e l e n g t h  w a s  
u s e d  w i t h  a  s m a l l  a x i a l  p i s t o n  p u m p .
1 8 .  A d d i t i o n a l  C a p a c i t y  a t  P u m p  F l a n g e .  A n  
a d d i t i o n a l  c a p a c i t y  i n  t h e  f o r m  o f  a n  e x p a n s i o n  
c h a m b e r  m a y  b e  f i t t e d  b e t w e e n  t h e  p u m p  o u t l e t  
a n d  t h e  d i s c h a r g e  l i n e .  I f  a  h i g h  i m p e d a n c e  
p i p e  i s  u s e d  a s  t h e  d i s c h a r g e  l i n e  a n d  i t s  e n t r y  
i m p e d a n c e  i s  m u c h  g r e a t e r  t h a n  t h e  c h a r a c t e r ­
i s t i c  i m p e d a n c e  o f  t h e  e x p a n s i o n  c h a m b e r ,  t h e n  
t h e  m e a s u r e d  p r e s s u r e  f l u c t u a t i o n  a t  t h e  p i p e  
e n t r y  i s  g i v e n  b y
V s ( 5 )
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w h e r e  Z t h e  i m p e d a n c e  o f  t h e  a d d i t i o n a l  
c a p a c i t y  V ,  i s  g i v e n  b y
Z  «  B
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1 9 . I f  a  v a l u e  f o r  Q g Z g  h a s  a l r e a d y  b e e n  o b t a i n ­
e d  b y  a  h i g h  i m p e d a n c e  p i p e  t e s t ,  t h e n  a  f u r t h e r  
t e s t  w i t h  a n  a d d i t i o n a l  c a p a c i t y  V  m i g h t  b e  u s e d  
t o  d e t e r m i n e  Z g  a n d  h e n c e  t o  s e p a r a t e  t h e
v a r i a b l e s  Q g  a n d  Z g .  I f  t h e r e  h a s  b e e n
d i f f i c u l t y  i n  o b t a i n i n g  a  r e l i a b l e  v a l u e  o f  
Q g Z g  t h e n  t w o  t e s t s  w i t h  a d d i t i o n a l  c a p a c i t i e s
a n d  m i g h t  b e  u s e d  t o  d e t e r m i n e  t h e
v a r i a b l e s  O  a n d  Z  a n d  t h e  p r o d u c t  Q  Z  .s s s s
2 0 .  S o m e  p r o m i s i n g  r e s u l t s  w e r e  o b t a i n e d  u s i n g  
t h i s  t e c h n i q u e .  H o w e v e r ,  t e s t s  o n  a  l a r g e  a x i a l  
p i s t o n  p u m p  g a v e  c o n s i s t e n t l y  l o w  v a l u e s  f o r  t h e  
p r e s s u r e  f l u c t u a t i o n  c o m p a r e d  w i t h  t h e  s i m p l e  
t h e o r y .  ( F i g .  6 ) .  T h e  e x p a n s i o n  c h a m b e r s  u s e d  
w e r e  s h o r t  s e c t i o n s  ( 5 0 m m  l e n g t h )  o f  l a r g e  
d i a m e t e r .  I t  w a s  c o n s i d e r e d  t h a t  t h e r e  m i g h t  b e  
w a v e  p r o p a g a t i o n  e f f e c t s  w i t h i n  t h e  e x p a n s i o n  
c h a m b e r .  F u r t h e r ,  t h e r e  w a s  a  v e r y  s e v e r e  
c o n t r a c t i o n  f r o m  t h e  c h a m b e r  t o  t h e  h i g h  
i m p e d a n c e  p i p e  a n d  i t  w a s  s u p p o s e d  t h a t  t h e  
s u d d e n  c o n t r a c t i o n  a n d  s u b s e q u e n t  e x p a n s i o n  o f  
t h e  f l u i d  i n  t h e  h i g h  i m p e d a n c e  p i p e  i n t r o d u c e d  
n e w  a n d  u n k n o w n  v a r i a t i o n s .
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2 1 .  P i p e  I n s e r t .  I f  t h e  g e o m e t r y  o f  t h e  
e x p a n s i o n  c h a m b e r  i s  c h a n g e d ,  t h e n  t h e  p r o b l e m s  
o f  i n t e r n a l  w a v e  p r o p a g a t i o n  a n d  f l u i d  c o n t r a c t ­
i o n  m a y  b e  r e d u c e d  o r  e v e n  e l i m i n a t e d .  I t  w a s  
t h e r e f o r e  p r o p o s e d  t h a t  t h e  e x p a n s i o n  c h a m b e r  
f i t t e d  t o  t h e  p u m p  d i s c h a r g e  s h o u l d  t a k e  t h e  
f o r m  o f  a  p i p e  i n s e r t  w h o s e  b o r e  m a t c h e d  t h a t  o f  
t h e  p u m p  d i s c h a r g e .  T h i s  a r r a n g e m e n t  a l s o  e a s e d  
m a n u f a c t u r i n g  a n d  f i t t i n g .  I f  a  v a l u e  f o r  Q g Z s
h a s  a l r e a d y  b e e n  o b t a i n e d  b y  a  h i g h  i m p e d a n c e  
p i p e  t e s t ,  t h e n  a  f u r t h e r  t e s t  w i t h  a  s u i t a b l e  
p i p e  i n s e r t  a n d  a  p r e s s u r e  t r a n s d u c e r  a t  t h e  
p u m p  d i s c h a r g e  f l a n g e  m a y  b e  u s e d  t o  s e p a r a t e  
t h e  v a r i a b l e s .
2 2 .  T h e r e  a r e  p r o b l e m s  i n  s e l e c t i n g  a  s u i t a b l e  
l e n g t h  f o r  t h e  p i p e  i n s e r t .  A  r e l a t i v e l y  l o n g  
l e n g t h  i s  r e q u i r e d  a t  t h e  p u m p i n g  f r e q u e n c y  i n  
o r d e r  t o  o b t a i n  a  s i g n i f i c a n t  p h a s e  c h a n g e  a l o n g  
t h e  p i p e ,  w h e r e a s  a  s h o r t e r  l e n g t h  i s  s a t i s f a c t ­
o r y  a t  h i g h e r  f r e q u e n c i e s .  I n s e r t  l e n g t h s  
c o r r e s p o n d i n g  t o  A_ o r  A . m u s t  b e  a v o i d e d  f o r  a l l
2
t h e  h a r m o n i c s  o f  p u m p i n g  f r e q u e n c y  s i n c e  i t  i s  
d i f f i c u l t  t o  m e a s u r e  a m p l i t u d e  a n d  p h a s e  
a c c u r a t e l y  a t  r e s o n a n t  c o n d i t i o n s .
2 3 .  T h i s  m e t h o d  h a s  g i v e n  e x c e l l e n t  r e s u l t s  i n  
m a n y  c a s e s .  F i g .  7  s h o w s  t h e  s o u r c e  i m p e d a n c e  
o f  a  v a n e  p u m p  o v e r  a  f r e q u e n c y  r a n g e  o f  1 0 O  t o  
2 0 0 0  H z .  T h e  r e s u l t s  o b t a i n e d  a t  B a t h  a n d  t h e  
r e s u l t s  o b t a i n e d  b y  D a v i d s o n  ( w i t h  a  m e t h o d  
d e s c r i b e d  i n  R e f .  6 )  t e s t i n g  t h e  s a m e  u n i t ,  l i e  
o n  t h e  s a m e  l o c u s .  T h e  s h a p e  o f  t h e  l o c u s  h a s  
b e e n  e x p l a i n e d  b y  E d g e  ( R e f .  7 ) .  H o w e v e r  t e s t s  
o n  a  s m a l l  p i s t o n  p u m p  w i t h  a h i g h  s o u r c e  
i m p e d a n c e  g a v e  s i g n i f i c a n t l y  l o w e r  v a l u e s  o f  
s o u r c e  i m p e d a n c e  t h a n  p r e v i o u s  t e s t s  u s i n g  t h e  
e x t e n d i n g  p i p e  t e c h n i q u e .
2 4 .  I f  a  n u m b e r  o f  t r a n s d u c e r s  a r e  s p a c e d  a l o n g  
t h e  p i p e  i n s e r t ,  t h e n  t h e  b u i l d  u p  o f  t h e  
s t a n d i n g  w a v e  i n  t h i s  s e c t i o n  m a y  b e  s t u d i e d .  I t  
i s  d i f f i c u l t  t o  d e t e r m i n e  t h e  e x p e r i m e n t a l  c u r v e  
w i t h  a n y  d e g r e e  o f  a c c u r a c y  i f  o n l y  a  f e w  p o i n t s  
a r e  m e a s u r e d  a n d  c o n v e n t i o n a l  p l o t t i n g  t e c h n i q u e s  
a r e  u s e d .  B u t  u s i n g  a  p h a s o r  d i a g r a m  i t  i s  
p o s s i b l e  t o  f i t  a  c i r c l e  t h r o u g h  t h e  e x p e r i m e n t a l  
p o i n t s  w i t h  a  m u c h  h i g h e r  d e g r e e  o f  a c c u r a c y .
T h i s  c u r v e  f i t t i n g  m a y  b e  d o n e  b e  r e g r e s s i o n  
a n a l y s i s  o n  t h e  c o m p u t e r .
2 5 .  ' H y d r a u l i c  T r o m b o n e 1 A  c o m b i n a t i o n  o f  t h e  
p i p e  i n s e r t  m e t h o d  ( w i t h  s e v e r a l  t r a n s d u c e r s )  
a n d  a  m e c h a n i s m  f o r  e x t e n d i n g  t h e  p i p e l e n g t h  
a p p e a r s  t o  o f f e r  t h e  b e s t  m e a n s  o f  o b t a i n i n g  t h e  
c o n s i d e r a b l e  a m o u n t  o f  e x p e r i m e n t a l  d a t a  
r e q u i r e d  f o r  r e l i a b l e  d e t e r m i n a t i o n  o f  Q g  a n d  Z g .
F i g .  8  s h o w s  a  p r o t o t y p e  p i p e  s y s t e m  w h i c h  h a s  
b e e n  d e v e l o p e d  r e c e n t l y .  T h e  p i p e  i n s e r t  
s e c t i o n  w h i c h  i s  m a t c h e d  t o  t h e  p u m p  d i s c h a r g e ,  
c a r r i e s  f o u r  p r e s s u r e  t r a n s d u c e r s  i n  t h e  f i r s t  
. 7 5 m .  A n  a d j u s t a b l e  s e c t i o n ,  s l i d i n g  i n  t h e  
b o r e  o f  t h e  p i p e  i n s e r t  a l l o w s  t h e  l e n g t h  o f  t h e  
i n s e r t  t o  b e  a d j u s t e d  t o  l e n g t h s  b e t w e e n  1  a n d  
2 m .  T h e  s l i d i n g  s e c t i o n  w h i c h  i s  j u s t  o v e r  l m .  
i n  l e n g t h  t e r m i n a t i n g  i n  a  r e s t r i c t o r  v a l v e  
g i v e s  r i s e  t o  t h e  t e r m  ' h y d r a u l i c  t r o m b o n e * .
W i t h  t h i s  p a r t i c u l a r  p i p e  s y s t e m  i t  h a s  b e e n  
p o s s i b l e  t o  e x a m i n e  a  f r e q u e n c y  r a n g e  f r o m  
1 0 0  H z  t o  2 . 5  k H z .
2 6 .  B y  m e a s u r i n g  t h e  a m p l i t u d e  a n d  p h a s e  o f  t h e  
f o u r  t r a n s d u c e r  s i g n a l s  f o r  e a c h  h a r m o n i c  o f  
p u m p i n g  f r e q u e n c y ,  i t  i s  p o s s i b l e  f i r s t  t o  o b t a i n  
a n  a c c u r a t e  e s t i m a t e  o f  t h e  e n t r y  i m p e d a n c e  t o  
t h e  s l i d i n g  s e c t i o n  a t  t h e  c h a n g e  o f  p i p e l i n e  
d i a m e t e r .  C o m b i n i n g  t h e  r e s u l t s  f o r  e a c h  p i p e ­
l e n g t h ,  o n e  m a y  o b t a i n  t h e  a m p l i t u d e  a n d  p h a s e  o f  
Q g  a n d  Z ^  a t  e a c h  h a r m o n i c  o f  p u m p i n g  f r e o u e n c y -
2 7 .  A t  t h e  t i m e  w h e n  t h i s  p a p e r  w a s  b e i n g  
w r i t t e n ,  t e s t s  h a d  b e e n  c a r r i e d  o u t  o n  t w o  u n i t s ,  
a  m e d i u m  s i z e d  a x i a l  p i s t o n  p u m p  a n d  a  c o m p a c t  
a x i a l  p i s t o n  p u m p  w i t h  a  h i g h  s o u r c e  i m p e d a n c e .  
T h e  r e s u l t s  f o r  b o t h  u n i t s  w e r e  a l m o s t  i d e n t i c a l  
w i t h  t h o s e  p r e v i o u s l y  o b t a i n e d  b y  o t h e r  m e t h o d s .  
T e s t  r e s u l t s  f o r  t h e  s o u r c e  i m p e d a n c e  o f  t h e  
c o m p a c t  p i s t o n  p u m p  a r e  g i v e n  a s  F i g .  9 .  T h e s e  
r e s u l t s  f o l l o w  a  w e l l - d e f i n e d  p a t t e r n ,  s i m i l a r
t o  t h e  i m D e d a n c e  c h a r a c t e r i s t i c s  o f  t h e  v a n e  
p u m p  ( F i g .  7 )  a n d  a r e  t y p i c a l  o f  t h e  i m p e d a n c e  
c h a r a c t e r i s t i c s  o f  p o s i t i v e  d i s p l a c e m e n t  u n i t s .
2 8 .  T h i s  m e t h o d  h a s  n o t  p r o v e d  t o  b e  a s  
l a b o r i o u s  a s  t h e  e x t e n d i n g  p i p e  l e n g t h  t e c h n i q u e .  
P r o v i d e d  c o m p u t e r  f a c i l i t i e s  a r e  a v a i l a b l e  t o  
p r o c e s s  t h e  d a t a ,  i t  m a v  b e  u s e d  t o  o b t a i n
r e l i a b l e  e s t i m a t e s  o f  a n d  Z ^ ,  a n d  h e n c e  m a y  b e
a p p r o p r i a t e  a s  a  s u p p l e m e n t a r y  t e s t  m e t h o d  w h e n  
B r i t i s h  a n d  I S O  s t a n d a r d s  o n  p u m p  p r e s s u r e  
r i p p l e  a r e  f o r m u l a t e d .
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2 9 .  F o r  a i r b o r n e  n o i s e  m e a s u r e m e n t s ,  t h e  r a n g e  
o f  s o u n d  p r e s s u r e  a m p l i t u d e s  t o  w h i c h  t h e  h u m a n  
e a r  w i l l  r e s p o n d  i s  s o  g r e a t  t h a t  a  l i n e a r  s c a l e
i s  i n a p p r o p r i a t e .  T h e  t h r e s h o l d  o f  h e a r i n g  i s  a t
- 5  2
2  x  l O  N / m  a n d  t h e  t h r e s h o l d  o f  p a i n  a t  a b o u t  
2
1 0 0  N / m  .  A  l o g a r i t h m i c  s c a l e  h a s  b e e n  a d o p t e d  
a n d  t h e  s o u n d  p r e s s u r e  l e v e l  i s  d e f i n e d  a s : -  
S P L  «  2 0  l o g . _ ( P / P  )  d e c i b e l s  w h e r e  t h e
- 5  2
r e f e r e n c e  p r e s s u r e  P Q  *  2  x  1 0  N / m  .
3 0 .  F o r  p u m p  p r e s s u r e  r i p p l e ,  t h e  r a n g e  o f  
a m p l i t u d e  i s  c o m p l e t e l y  d i f f e r e n t ,  s a y  f r o m  0 . 1  
b a r  t o  1 0  b a r .  C o n v e r t i n g  t h e s e  v a l u e s  t o  t h e  
c o n v e n t i o n a l  d e c i b e l  r e a d i n g s  w o u l d  g i v e  1 7 4  t o  
2 1 4  d e c i b e l s .  T h e  s i z e  o f  t h e  n u m b e r s  i s  m i s ­
l e a d i n g  t o  t h o s e  w h o  t h i n k  i n  t e r m s  o f  a i r b o r n e  
n o i s e  l e v e l s  o f  l e s s  t h a n  9 0 d B .  F u r t h e r ,  a  
p r e s s u r e  r i p p l e  o f  0 . 1  b a r  i s  v e r y  l o w ,  w h e r e a s  
a  p r e s s u r e  r i p p l e  o f  l O  b a r  i s  h i g h  f o r  t h e  
f u n d a m e n t a l  f r e q u e n c y  o f  c o n v e n t i o n a l  h y d r a u l i c  
p u m p s .  T h e  d i f f e r e n c e  b e t w e e n  t h e s e  l e v e l s  i s  
l e s s  a p p a r e n t  w h e n  t h e y  a r e  r e f e r r e d  t o  a s  1 7 4  
o r  2 1 4  d B .  I t  i s  t h e r e f o r e  r e c o m m e n d e d  t h a t  
p u m p  p r e s s u r e  r i p p l e  s h o u l d  b e  m e a s u r e d  a n d  
e x p r e s s e d  i n  u n i t s  o f  p r e s s u r e  ( b a r )  r a t h e r  t h a n  
a  c o n v e r s i o n  t o  d e c i b e l s .
3 1 .  T h e  a m p l i t u d e  ( a n d  p h a s e )  o f  p u m p  p r e s s u r e  
r i p p l e  s h o u l d  n o r m a l l y  b e  m e a s u r e d  a n d  p r e s e n t e d  
f o r  t h e  f i r s t  t e n  h a r m o n i c s  o f  p u m p i n g  f r e q u e n c y .  
W h e n  a  s i n g l e  n u m b e r  p e r f o r m a n c e  i n d e x  i s  r e q u i r ­
e d ,  t h i s  s h o u l d  b e  o b t a i n e d  a s  t h e  s q u a r e  r o o t  o f  
t h e  s u m  o f  t h e  s q u a r e s  o f  t h e  c o m p o n e n t  a m p l i ­
t u d e s  o f  t h e  f i r s t  t e n  h a r m o n i c s  o f  p u m p i n g  
f r e q u e n c y  ( w h i c h  i s  t h e  R M S  v a l u e  o f  t h e  t e n  
s i g n a l s ) .  T h e  c o m b i n e d  r e a d i n g  s h o u l d  n o t  b e  
o b t a i n e d  d i r e c t l y  f r o m  a  t r a n s d u c e r  o r  m e t e r ,  
s i n c e  t h i s  m a y  a l s o  i n c l u d e  h a r m o n i c s  o f  s h a f t  
f r e q u e n c y .  A t  t h i s  s t a g e  i t  i s  p r o p o s e d  t h a t  
t h e r e  s h o u l d  b e  n o  w e i g h t i n g  d e p e n d e n t  o n
<*> I Meed E IVM) 4
frequency. Eventually it may be possible to 
establish the link from pressure ripple to 
vibration and from vibration to airborne noise 
for particular systems.
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Fig. 1 Hydraulic system and its impedance repres­
entation.
Fig. 2 Hydraulic circuit arrangement for high im­
pedance pipe test.
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S Y N O P S I S  F o r  a c c u r a t e  m o d e l l i n g  o f  p r e s s u r e  r i p p l e  l e v e l s  i n  h y d r a u l i c  s y s t e m s  i t  i s  p a r t i c u l a r l y  
i m p o r t a n t  t o  b e  a b l e  t o  s p e c i f y  p u m p s  i n  t e r m s  o f  t h e i r  f l o w  r i p p l e  a n d  i m p e d a n c e  c h a r a c t e r i s t i c s .  
T h i s  p a p e r  d e s c r i b e s  a  m e t h o d  o f  m o d e l l i n g  t h e  i m p e d a n c e  o f  p o s i t i v e  d i s p l a c e m e n t  p u m p s .  T h e  
t h e o r e t i c a l  p r e d i c t i o n s ,  w h i c h  a r e  b a s e d  o n  w a v e  p r o p a g a t i o n  e f f e c t s  w i t h i n  t h e  p u m p  b o d y  a r e  
c o m p a r e d  w i t h  e x p e r i m e n t a l  r e s u l t s  o b t a i n e d  o n  a  w i d e  r a n g e  o f  g e a r ,  v a n e  a n d  a x i a l  p i s t o n  m a c h i n e s .
C o n c l u s i o n s  a r e  d r a w n  w h i c h  s h o w  h o w  p u m p s  m a y  b e  
a n d  h e n c e  r e d u c e  f l u i d  b o r n e  n o i s e  i n  s y s t e m s .
IN T R O D U C T I O N
0 1 .  I n  o r d e r  t o  d e s i g n  a n d  b u i l d  l o w  n o i s e  
h y d r a u l i c  s y s t e m s  i t  i s  i m p o r t a n t  t o  b e  a b l e  t o  
e x a m i n e  p r e s s u r e  r i p p l e  ( f l u i d  b o r n e  n o i s e )  
b e h a v i o u r  b y  m e a n s  o f  a  m a t h e m a t i c a l  m o d e l .  W o r k  
a t  t h e  U n i v e r s i t y  o f  B a t h  ( 1 ,  2 )  h a s  s h o w n  t h a t  
i t  i s  p o s s i b l e  t o  p r e d i c t  a c c u r a t e l y  t h e  p r e s s u r e  
r i p p l e  a t  a n y  p o i n t  i n  a  h y d r a u l i c  s y s t e m ,  b u t  
t h e  m e t h o d s  p r o p o s e d  r e q u i r e  d e t a i l e d  i n f o r m a t i o n  
c o n c e r n i n g  t h e  im p e d a n c e - ,  c h a r a c t e r i s t i c s  o f  t h e  
s y s t e m  c o m p o n e n t s .
0 2 .  T h i s  p a p e r  d i s c u s s e s  t h e  i m p o r t a n c e  o f  t h e  
i m p e d a n c e  o f  p o s i t i v e  d i s p l a c e m e n t  p u m p s  a n d  
m o t o r s  o n  p r e s s u r e  r i p p l e  l e v e l s  a n d  d e s c r i b e s  
a  m a t h e m a t i c a l  m o d e l  f o r  t h e  i m p e d a n c e  o f  t h e s e  
u n i t s .  T h i s  m o d e l  i s  c o m p a r e d  w i t h  e x p e r i m e n t a l  
r e s u l t s  o b t a i n e d  f r o m  t e s t s  o n  a  w i d e  r a n g e  o f  
p o s i t i v e  d i s p l a c e m e n t  m a c h i n e s .
N O T A T I O N
A  c r o s s - s e c t i o n a l  a r e a
B  e f f e c t i v e  b u l k  m o d u l u s  o f  e l a s t i c i t y  o f
o i l .
C  l o c a l  s o n i c  v e l o c i t y
f  f r e q u e n c y ,  H z
I  l e n g t h  o f  p i p e  l i n e
L  l e n g t h  o f  p u m p  d i s c h a r g e  p a s s a g e w a y
P o  p r e s s u r e  r i p p l e  a t  p u m p  o u t l e i -
p  m e a n  s y s t e m  p r e s s u r e
ID
p  p r e s s u r e  r i p p l e  a t  a  d i s t a n c e  x  f r o m
p u m p  o u t l e t
o  p u m p  l e a k a g e  f l o wL
Q s  p u m p  f l o w  r i p p l e
internal volume of pump
d e s i g n e d  t o  a l t e r  t h e i r  i m p e d a n c e  c h a r a c t e r i s t i c s
x  d i s t a n c e  a l o n g  p i p e - l i n e  f r o m  p u m p
Z q  c h a r a c t e r i s t i c  i m p e d a n c e  o f  p i p e
Z g  e n t r y  i m p e d a n c e  o f  h y d r a u l i c  c i r c u i t
Z  p u m p  l e a k a g e  i m p e d a n c eL
Z p  c h a r a c t e r i s t i c  i m p e d a n c e  o f  p u m p  p a s s a g e w a y
Z g  s o u r c e  i m p e d a n c e
Z T  t e r m i n a t i o n  i m p e d a n c e
y  w a v e  p r o p a g a t i o n  c o n s t a n t
p  f l u i d  d e n s i t y
p u m p  i n t e r n a l  r e f l e c t i o n  c o e f f i c i e n t
p  s o u r c e  r e f l e c t i o n  c o e f f i c i e n t
s
p .  t e r m i n a t i o n  r e f l e c t i o n  c o e f f i c i e n t
T
a) f r e q u e n c y  o f  h a r m o n i c  c o n s i d e r e d ,  r / s
IM P O R T A N C E  O F  S O U R C E  IM P E D A N C E
0 3 .  A  p o s i t i v e  d i s p l a c e m e n t  p u m p  c a n  b e  c o n s i d ­
e r e d  a s  a  f l o w  r i p p l e  g e n e r a t o r  i n  p a r a l l e l  w i t h  
a n  i m p e d a n c e ,  t e r m e d  t h e  . " s o u r c e  i m p e d a n c e " .
T h e  f l o w  r i p p l e  g e n e r a t e d  b y  t h e  p u m p  i s  u s u a l l y  
a  c o m p l e x  w a v e f o r m  w i t h  m a j o r  c o m p o n e n t s  a t  
f r e q u e n c i e s  c o r r e s p o n d i n g  t o  t h e  h a r m o n i c s  o f  
t h e  p u m p i n g  f r e q u e n c y .  T h i s  f l o w  r i p p l e  i n t e r ­
a c t s  w i t h  t h e  s o u r c e  i m p e d a n c e  a n d  t h e  h y d r a u l i c  
c i r c u i t  a n d  r e s u l t s  i n  a  p r e s s u r e  r i p p l e ,  w h i c h  
i s  p r o p a g a t e d  d o w n  t h e  p i p e - l i n e  a t  t h e  s p e e d  o f  
s o u n d  i n  t h e  f l u i d .  M u l t i p l e  r e f l e c t i o n s  o f  
t h i s  r i p p l e  o c c u r  a t  v a l v e s ,  m o t o r s  a n d  o t h e r  
s y s t e m  c o m p o n e n t s ,  a n d  a l s o  a t  t h e  p u m p  i t s e l f .  
T h e s e  r e f l e c t i o n s  r e s u l t  i n  a  c o m p l e x  s t a n d i n g  
w a v e  i n  t h e  c i r c u i t  a n d  t h e  p r e s s u r e  r i p p l e  a t  
a n y  p o i n t  i s  d e p e n d e n t  o n  b o t h  p u m p  a n d  c i r c u i t  
c h a r a c t e r i s t i c s .
0 4 .  F o r  e x a m p l e ,  i n  t h e  s i m p l e  p u m p - p i p e - v a l v e  
s y s t e m  s h o w n  i n  F i g .  1  t h e  p r e s s u r e  r i p p l e  a t  a
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distance x from the pump is given by the 
equation:
_ Q Z Z 1 -yx -y (2£-x)P s s o } e + oT e '
Z + Z s o
where:
and:
Z - ZT  O
Zm + z«T  O
Z - Z
1 - p p_e s T
-2yl
U) if lzsl«|zE| then from equation (3),
PQ * 0SZS* The pump outlet pressure
ripple is directly proportional to source 
(1) impedance. A low source impedance
results in a low pressure.
(ii) If Z * Z , then P ■ ®s^s. Again low s t .  o — 2—
fluid borne noise levels are achieved 
with a low source impedance.
(iii) As Zg -» - Zg, the pressure becomes very
large. Under such circumstances, the 
pressure ripple is very sensitive to 
small changes in source impedance. Any 
change in source impedance will lower 
pressure ripple levels.
Z + Z s o
This equation is derived in Ref. 1. All of the 
terms in the expression are, in general, 
frequency dependent, so the effect of each 
harmonic of pumping frequency is considered 
separately. The total pressure ripple is the 
sum of all the individual harmonic components. 
For most positive displacement pumps, it has 
been found that about 10 harmonics are required 
for an accurate representation of pressure 
ripple. Although it can be seen from equation 
(1) that source impedance Z must have an 
influence on pressure ripple levels, the effect 
can be more readily examined by appropriate 
algebraic manipulation of the equation:
Firstly:
P  -  Q 
X  £
/ V e  \  I . - * *  .  pT  ,
Vzs + ZE '  /  1 +  CT e
pTe-Y(2t-x)J (2)
- 2 y l
(iv) If |zg|»|ZEl then Pq esZ£. In this
case the pressure ripple is governed by 
the circuit entry impedance.
(v) As Z£-*0, the pressure ripple becomes very
low, and there is little scope for improve 
ment.
06. It must be borne in mind that in most 
hydraulic installations, the circuit entry 
impedance is likely to be unknown, and since it 
is a function of pipe length may often be 
dependent on the installer. Nevertheless, it 
can be seen from cases (i) to (iii) above, that 
lower fluid borne noise levels can be achieved 
with low source impedance pump. Although this 
argument has been developed for the specific 
case of a pump-pipe-valve system, equation (3) 
does, in fact, apply to any circuit of entry 
impedance Z_.
where the circuit entry impedance, ZE, is given 
by:
E o
Equation (2) can then be simplified by consider­
ing the pressure ripple at the pump outlet.
At x = 0, P
2 z z_s s E
o Z + Z„ s E
(3:
This is useful since the pressure ripple at any 
other point in the system is given by:





and the bracketed term is independent of pump 
parameters.
07. Having demonstrated the importance of 
source impedance, it is obviously necessary to 
have a clear understanding of its nature and the 
major factors affecting it.
SOURCE IMPEDANCE CHARACTERISTICS
08. A wide range of pumps have been tested in 
order to obtain their impedance spectra, using 
the methods described in (3). Details of the 
pumps are given in Table 1.
09. A typical source impedance characteristic 
obtained from tests on an internal gear pump 
(pump H, Table 1) is shown in Fig. 2. The 
results are given for mean system pressures of 
50 bar and lOO bar and since the impedance 
amplitude varies over a wide range, it is 
presented on a logarithmic scale in decibels.
i.e. amplitude, dB = 20 log Z
where Z is source impedance in Nsm-5
05. If low noise systems are to be designed, it 
is important to reduce the pressure ripple to as 
low a level as possible. It is evident from 
equation (3) that a reduction in pump flow 
ripple gives a proportionate reduction in press­
ure ripple. However, source impedance also plays 
a fundamental role and this can be illustrated by 
consideration of the following conditions:
It may be seen from Fig. 2 that the amplitude of 
the source impedance decreases with increasing 
frequency up to about 1500 Hz and then begins to 
increase. The phase angle at low frequencies is 
approximately -90 , but approaches 0 at the 
higher frequencies. A change in mean system 
pressure from 50 bar to 100 bar has virtually 
no effect on the impedance spectra. As the
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tests were performed at a fixed pump speed, the 
impedance has only been evaluated at harmonics 
of pumping frequency.
10. The impedance characteristics of an 
external gear pump and a vane pump are given in 
Fig. 3. Both show trends broadly similar to 
those obtained for the internal gear pump.
Again the impedance amplitude decreases with 
increasing frequency, reaching a minimum between 
1kHz and 2 kHz. The corresponding phase angle 
starts around >90 at the lower frequencies, and 
then tends to zero close to the frequency at 
which minimum impedance amplitude occurs. As 
before, mean system pressure was shown to have 
virtually no effect on the spectra.
11. In the case of the piston pumps, some units 
were found to exhibit characteristics very 
similar to those previously described. However, 
other units showed substantial differences. For 
example* in the case of axial piston pump B,
Fig. 4, both the amplitude and phase angle 
characteristics show no clear trends; indeed at 
the higher frequencies the results appear to 
exhibit considerable experimental scatter.
EFFECTS OF PUMP SPEED
12. The source impedance spectra of three of 
the piston pumps tested (pumps C, D and E,
Table 1) were measured over much closer 
frequency intervals. This was achieved by 
employing a variable speed prime mover. The 
impedance was evaluated at each harmonic of 
pumping frequency for seven pump speeds. A 
typical result is shown in Fig. 5. The 
characteristic does not exhibit any significant 
discontinuities between one harmonic and another. 
Consider, for example, the conditions at a 
frequency of 200 Hz; this frequency corresponds 
to the first harmonic at a pump speed of 1714 rev/ 
min and the second harmonic at half this speed.
It will be seen that the impedance amplitude is 
virtually identical in both cases. This was also 
found to be true for other harmonics, and indic­
ates that there are no significant non-linearit­
ies present which effect the impedance spectra.
LUMPED PARAMETER MODELS OF SOURCE IMPEDANCE
13. Previous investigators have suggested a 
number of possible mathematical models for 
source impedance:
(i) A resistive type impedance due to pump 
internal leakage (4). This is given by 
the equation:
where n is a coefficient which is 
dependent of the type of flow and 
normally has a value between 1 and 2.
(ii) A capacitive impedance due to the
internal capacity of the pump (5,6).
Z =  B_ *  B_ /- 90°
S iioV u)V * —
P P
(iii) An impedance based on both capacitance 
effects and the inertia of the fluid 
in the pump discharge passageway (7).
B LZ ■ — —  + In —s jwV A
P
The second term in this equation 
represents the impedance of fluid in a 
chamber of length L and cross-sectional 
area A.
14. These three methods are compared with the 
measured source impedance of the internal gear 
pump at 100 bar, Fig. 6. The resistive model,
(i) above was calculated from the measured pump 
leakage and is clearly inadequate in all respects. 
The predicted amplitude is considerably higher 
them the measured values and furthermore does not 
change with frequency. The predicted phase 
angle is zero at all frequencies, which again is 
seriously in error.
15. The capacitive approach, model (ii) is an 
improvement on the resistive model. The reduct­
ion of impedance within increasing frequency is 
predicted, and the phase angle of-90 agrees 
closely with the experimental values at low 
frequencies. However, using the measured 
internal volume of the pump to- predict the imped­
ance amplitude results in values which are 
considerably higher than those obtained experi­
mentally. This has led some investigators to 
propose an "equivalent acoustic” volume (8) in 
order to achieve an accurate model for the lower 
frequencies. Davidson (9) has suggested that the 
compliance of the pump casing may be the cause of 
this discrepancy. The inadequacies of the model 
at the higher frequencies are clearly shown, and 
indeed these limitations are well known by 
previous workers. Stevens (10) and O'Neal and 
Maroney (8) have stated that this model is only 
suitable for frequencies below 1000 Hz.
16. The capacitance and inertance model shown 
in Fig. 6 was proposed by Davidson and Taylor in 
the U.S.A. (7). This is a substantial improve­
ment over models (i) and (ii) as it shows an 
increase in impedance amplitude at the higher 
frequencies and goes some way towards modelling 
the changes in phase angle that occur at these 
frequencies. Nevertheless, the model is by no 
means ideal. Davidson and Taylor have stated 
that the internal geometry of the pump would have 
a significant effect on impedance for frequencies 
above resonance, but did not consider these 
effects in their paper (7).
17. It is also evident that all of these models 
are completely inappropriate for modelling the 
complex characteristics exhibited say, by axial 
piston pump B, Fig. 4.
DISTRIBUTED PARAMETER MODEL
18. In view of the limitations of the lumped 
parameters models of source impedance, a model 
based on distributed parameter theory was formu­
lated. It was postulated that in the simplest 
case, the internal geometry of the pump can be 
considered as a single pipe of constant cross- 
sectional area and length L as shown in Fig. 7a. 
The pump leakage losses are assumed to be 
lumped at the end of the pipe.
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19. Using the theoretical analysis described 
in (i) it can be shown that the impedance of such 
an arrangement is given by
“ 2 yL v
( — 1 !e ! ----------------)
V 1 - P e'2^  )
(3)
z zwhere p is o rerlection coefficient « L pD — —r z„ + zL p
and ZL is the pump leakage impedance as 
defined in paragraph 13.
If the l«akage impedance Z is much greater than
Xj
the characteristic impedance of the pipe,
(and in pumps with normal volumetric
efficiencies the ratio would be typically 100:1)
then the reflection coefficient p e 11. If it
P T
is further assumed that pipe friction effects 
are negligably small, then yB j ^
(ref.l), and equation (3) becomes
/ 1 +  e~2j c \




t a n 2 t
r _ o  2 * fL ,-90 sgn (tin ) (5)
the frequency spectrum given by this equation is 
shown in Fig. 7b.









which is simply the capacitive impedance of the 
pump, paragraph 13.
21. This distributed parameter model is 
compared with the experimental results obtained 
from tests on piston pump C in Fig. 8. The 
theory clearly models the general shape of the 
characteristic, both in terms of amplitude and 
phase angle. In order to obtain a close agree­
ment between theory and experiment it has been 
necessary to select an 'apparent' characteristic
impedance Z^ and an ' apparent' length L for the
pump. From the apparent Z , a pipe area can be
P
evaluated from equation (6), which, multiplied 
by the apparent length, gives the apparent pump 
internal volume V . For this pump, the apparent 
P 2
volume was found to be 0.^95 dm compared with a 
measured volume of 0.2 dm . A similar discrep­
ancy was reported by Davidson (9), using his 
lumped parameter model.
22. The results obtained from tests on pump B 
initially appeared to show considerable experi­
mental scatter (Fig. 4). However, comparison 
with the distributed parameter model, Fig. 9, 
again shows a remarkably good agreement between 
theory and test results. It is interesting to 
note that this pump is a tilting head axial 
piston unit with a long discharge passageway, 
which is indeed indicated between the pump outlet 
and the port plate was 0.55 m which is close to 
the apparent length of 0.645 m required by 
distributed parameter theory.
23. Comparison of the distributed parameter 
model with the results obtained from tests on 
the internal gear pump are shown in Fig. 10. It 
will be seen that around the antiresonant 
frequency of 1500 Hz there is some discrepancy 
between the model and the test results. This is 
true for both the amplitude and phase spectra.
It was initially considered that the assumptions 
regarding negligible leakage and friction were 
responsible for this error. However, the 
inclusion of leakage in model (equation (3)), 
whilst improving the accuracy around anti­
resonance, leads to considerable error at the 
lower frequencies. Furthermore a pump leakage 
of nearly 20 times that measured is required to 
achieve reasonable agreement at antiresonance 
which is clearly unrealistic. Inclusion of 
friction in the model does lead to a closer 
agreement between the model and the tesc results, 
but necessitates a friction level of 100 times 
greater than that normally measured in a system.
NON DIMENSIONAL CHARACTERISTICS
24. The characteristics of six of the pumps 
tested have been plotted in non-dimensional form 
Fig. 11 and compared with the non-dimensional 
version of the distributed parameter model given 
by equation (5). Regardless of the type of pump 
it can be seen that the distributed parameter 
approach provides a satisfactory explanation for 
the source impedance characteristics. From these 
non-dimensional spectra it is possible to obtain 
values for both the apparent length and apparent 
volume of the pump discharge passageway. These 
values are summarized for all the pumps tested
in Table 2, together with the measured volume 
and an estimate of the length of the passageway.
In all cases, the measured volume is less them 
the apparent volume. Although this may be 
partially due to casing compliance, as suggested 
by Davidson (9) it is unlikely that this would be 
responsible, say, for the 2.6:1 difference 
obtained in the case of pump H. It may be 
possible that the shape of the pump internal 
geometry also has an effect on impedance. Work 
is currently in progress to examine this effect 
in more detail. The apparent length of each 
pump is also greater than the estimated length. 
There is, of course, soue difficulty in estimating
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the distance between the pumping elements and 
the pump outlet, and this dimension is very much 
an approximation.
PUMP DESIGN
25. it was suggested in paragraph 04 that pump 
source impedance has, in many cases, a signi­
ficant effect on pressure ripple levels. To 
examine this effect in more detail the source 
impedance of axial piston pump A was measured 
firstly in its basic^form, and secondly with the 
addition of a 320 cm chamber on its outlet port. 
The results are shown in Fig. 12. The addition 
of the chamber resulted in a substantial reduct­
ion in impedance amplitude spectrum throughout 
the frequency range.
26. The effects of such a modification on 
pressure ripple levels may be shown by consider­
ing the pump discharging into a single pipe-line 
of 20 mm diameter terminated by a restrictor 
valve developing a mean pressure of 200 bar. As 
the entry impedance of such a circuit is strong- 
lydependent on the length of the pipe-line, two 
cases will be considered here:
(i) a length of 0.1 m
(ii) a length of 1.5 m
The results, shown in Fig. 13, are presented in 
terms of the ratio Po/Qs termed the system 
impedance. This enables the effects of source 
impedance to be studied in isolation from the 
effects of the flow ripple Qg. For the basic
pump, Fig. 13a, the pipe length has a signifi­
cant effect on system impedance (and hence 
pressure ripple). In the case of the modified 
unit, Fig. 13b, the system impedance and 
consequently pressure ripple is much lower. The 
sensitivity to circuit entry impedance is also 
considerably reduced and the system impedance is 
virtually independent of pipe length at all 
harmonics.
27. It should be noted that the method of modify 
-ing the pump is critical. It must be carried 
out in such a way that the dimensions of the 
chamber do not invalidate plane wave propagation 
theory or significantly lower the resonant 
frequencies shown in Fig. 7b. The former limits 
the largest cross-sectional dimensions of the 
chamber and the latter limits the length of the 
chamber. A lowering of the resonant frequencies 
can lead to an amplification of some of the 
higher harmonics of pressure ripple which would 
be highly undesirable for most applications. 
Although for this work the modification has been 
achieved by the addition of a chamber on the 
pump outlet, there is no reason why a pump 
casing should not be designed in such a way as to 
incorporate the chamber.
IMPEDANCE CHARACTERISTICS OF MOTORS
28. If the impedance of a positive displacement 
unit is solely dependent upon its internal 
geometry it would be sensible to expect it to 
exhibit the same impedance characteristics 
regardless whether it is run as a pump or as a 
motor. To test this hypothesis pump D a fully 
reversible axial piston unit, was tested firstly 
as a pump and then, using the techniques describ­
ed in ref. 2, as a motor. Fig. 14 shows a
comparison between the two impedance spectra. 
Reasonably close agreement is found to occur 
over the full frequency range both in terms of 
amplitude and phase.
CONCLUSIONS
29. This paper has reviewed a number of possible 
lumped parameter models for the impedance of 
positive displacement pumps. It is shown that 
the simple lumped parameter approach is inade­
quate as a model, particularly at high frequenc­
ies.
30. A series of tests have been performed on a 
wide range of positive displacement pumps to 
determine their source impedance spectra. As a 
result of these tests, a distributed parameter 
model of source impedance is proposed. This 
model gives a much better representation of 
source impedance characteristics; work is still 
in progress to determine the exact relationship 
between pump geometry and the theoretical 
parameters in the model.
31. A substantial reduction in pressure ripple 
cam be achieved in ma^y cases by increasing the 
internal capacity of the pump. The method 
employed, however, is critical and careful 
attention must be given to geometry if amplifi­
cation of high harmonics of pump frequency is to 
be avoided.
32. The source impedance of a reversible unit is 
shown to be the same whether it is run as a pump 
or a motor.
TABLE 1 DETAILS OF PUMP TESTED
Piston Pumps
A Variable capacity axial piston swash
plate pump. ^
Maximum displacement 32.8 cm /rev.
Number of pistons -7
B Variable capacity tilting head axial
piston pump. ^
Maximum displacement 203 cm /rev.
Number of pistons - 10
C Variable capacity axial .piston swash
plate pump. ^
Maximum displacement 68 cm /rev.
Number of pistons - 7
D Axial piston pump ^
Displacement 78 cm /rev.
Number of pistons - 9
E Variable capacity axial piston swash
plate pump ^
Maximum displacement 166 cm /rev.
Number of pistons - 7
Vane Pump
F Balanced Vane type^vane pump
Displacement 46 cm /rev.
Number of Vanes - 10
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Gear Pumps
G External gear pump ^
Displacement 26.5 cm /rev. 
Number of gear teeth - 14
H Internal gear pump ^
Displacement 28.6 cm /rev. 
Number of teeth on pinion - 11
TABLE 2 DETAIL OF POMP DIMENSIONS
PUMP









A 0.049 0.038 0.12 0.06
B 0.645 0.550 0.65 0.55
C 0.295 0.200 0.25 0.13
D 0.209 0.150 0.29 0.14
E 0.659 0.450 0.25 0.15
F 0.195 0.187 0.22 0.10
G 0.100 0.050 0.20 0.13
H 0.100 0.023 0.22 0.13
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Pump
Fig. 1 Hydraulic system and its impedance represen­
tation
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Fig. 11 Non-dimensional impedance spectra for six 
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Fig. 12 Source impedance for axial piston pump A 
First harmonic 1 174 Hz 
Mean system pressure 1 200 bar 

























|  j  °  ’ -5m
1 I 5 J %? s ♦ j  ?
2 U 6 6 10
Harmonic
Effect of length of pipe-line on system 
Impedance, pump A (Basic version)
Fig. 13b System impedance with modified version of 










cn nQj U TD
x Pump o Motor
xo X
°
-1QQL x ° < xo ° xo °
•1 * 2  -5 1 2
Frequency 
kHz
Fig. 14 Comparison of impedance spectra for unit D 
when used as a pump and a motor
103 ©  I Mcch E 1980
2.6
REFEREED CONFERENCE publication 
Edge KA and Freitas FJT^.
Fluid borne pressure ripple in positive displacement pump suction lines.
Sixth International Fluid Power Symposium. Cambridge, 1981, Paper D4, pp 
205-217.
.  Research student
6th International PAPER D4
FLUID POWER SYMPOSIUM
April 8-10,1981
FLUID BORNE PRESSURE RIPPLE IN  POSITIVE 
DISPLACEMENT PUMP SUCTION LINES
K.A. Edge and F . Freitas  
University of Bath, U. K.
Summary
In a previous publication (1), it was shown that pressure ripple levels in a hydraulic 
system depend on the flow ripple generated by the pump and the impedance characteristics of 
both the pump and the system. These pressure fluctuations can create structural vibration and 
hence lead to air-borne noise.
In this paper it is shown that similar effects can occur in the suction line of a pump. 
Indeed the pressure ripple levels may be as high as those measured in some delivery lines.
Tests have been performed on an axial piston pump boost system in order to examine the 
effects of mean pressure and system configuration on pressure ripple levels.
Wave propagation theory has been employed to examine the behaviour of pressure ripple 
generation in boost systems, and close agreement between experimental results and theory has 
been obtained. It has also been possible to quantify the flow ripple and impedance spectra of 
a piston pump at its inlet port.
Prelim inary tests on unboosted systems have shown that pressure ripple effects can 
induce either a ir  release or cavitation and some typical results are presented.
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INTRODUCTION
01. All positive displacement pumps produce a flow fluctuation which is superimposed 
upon the mean output flow. This fluctuation results in the generation of 
pressure ripples in the associated hydraulic system which, in turn, can excite 
vibration of pipes and hydraulic components and lead to air-borne noise.
02. Similar effects can occur in suction lines. Here, the unsteady nature of the 
flow taken in by the pump generates pressure ripples in the inlet line which 
again can create air-borne noise.
03. Furthermore, these pressure fluctuations may also have a considerable influence 
on the suction performance of the pump. Even for a mean suction line pressure 
above atmospheric pressure, large fluctuations can create sub-atmospheric 
conditions. If these transients are of sufficient duration, then air-release 
may occur and dissolved air will come out of solution in the form of bubbles. 
Should the pressure fall to the vapour pressure of the fluid, then in addition 
to the air bubbles, vapour cavities may be formed (cavitation). With severe 
aeration or cavitation, there will be a reduction in pump volumetric efficiency 
together with a lower effective fluid bulk modulus leading to reduced system 
stiffness.
04. This paper presents the results of tests on both boosted and unboosted suction 
lines and examines the effect of operating conditions on pressure ripple levels. 
The feasibility of applying plane wave propagation theory to the prediction of 
pressure fluctuations in boosted suction systems is also investigated.
BOOSTED SUCTION LINES
05. Test Rig and Instrumentation The experimental test rig used for a study of press­
ure ripple behaviour in boosted suction lines is shown in fig. la. An external 
gear pump was connected to the inlet of a variable swash plate axial piston pump 
using steel pipe. Each pump was driven by an electric motor at a nominal speed 
of 1500 rev/min and the mean boost pressure was controlled by a 2 stage relief 
valve. The piston pump was loaded with a restrictor valve mounted at the end of 
rigid pipe 1.2m long. Pressure ripple measurements were made using four flush- 
mounted piezoelectric pressure transducers. Three were positioned in the 
suction line; one at the gear pump outlet, a second at the junction to the 
relief valve and a third at the piston pump inlet. The fourth transducer was 
used to monitor pressure fluctuations in the piston pump discharge line.
06. A digital storage oscilloscope was employed for displaying and recording the 
pressure fluctuations in the time domain. Subsequent analysis of the signals 
in the frequency domain was facilitated by use of a Frequency Response Analyser 
or Spectrum Analyser.
07. Test Results The test programme involved an investigation into the effect of 
mean boost pressure and piston pump discharge pressure on the pressure fluctu­
ations in the boost line. The effect of the position of the relief valve in the 
circuit was also investigated.
08. In all tests, the pressure ripple waveforms were found to be stable, and
provided careful control of mean boost pressure and oil temperature was
maintained, good repeatability between tests was achieved.
09. A typical ripple measured at the inlet to the piston pump is shown in Fig. 2.
The waveform is quasi-periodic in nature with two clearly distinguishable 
components. The main, almost sinusoidal part occurs at gear pumping frequency 
and is due to the unsteady flow generated by the gear pump. Superimposed upon 
this waveform are sharp 'spikes' which occur at piston pumping frequency. These 
occur as a direct result of imperfect timing at the piston pump inlet port. For 
this particular pump, the portplace is timed so that the port is opening early 
and the oil in the cylinder is at a higher pressure than the pressure
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i n  th e  i n l e t  l i n e .  T h is  g iv e s  r i s e  t o  a  sudden  o u t - f l o w  o f  o i l  i n t o  s u c t io n  
w h ich  i n t e r a c t s  w ith  t h e  sy s te m  t o  c r e a t e  th e  s p i k e s  shown i n  F i g .  2 .  I f  pump 
t im in g  i s  ' i d e a l ' , t h e  p r e s s u r e  i n  t h e  c y l i n d e r  w o u ld  f a l l  e x a c t l y  t o  th e  i n l e t  
p r e s s u r e  b e f o r e  t h e  p o r t  i s  o p e n e d . H ow ever, t h i s  c a n  o n ly  be  a c h ie v e d  
p e r f e c t l y  a t  one o p e r a t i n g  c o n d i t io n  and a t  a l l  o t h e r s  an  e r r o r  i n  t im in g  m ust 
o c c u r .  L a te  o p e n in g  o f  th e  p o r t  sh o u ld  a lw ay s  be  a v o id e d  a s  t h i s  c an  le a d  to  
a i r  r e l e a s e  o r  ev en  c a v i t a t i o n  o c c u r r in g  in  th e  c y l i n d e r .  C a r e f u l  d e s ig n  o f  th e  
p o r t p l a t e ,  in c lu d in g  an  a p p r o p r i a t e  p r e s s u r e  r e l i e v i n g  g ro o v e  a t  th e  i n l e t ,  can  
a m e l io r a t e  th e  s i t u a t i o n ,  b u t  ev en  i f  n e a r - p e r f e c t  t im in g  i s  a c h ie v e d  some flo w  
r i p p l e  w i l l  s t i l l  b e  p ro d u c e d  a s  a  r e s u l t  o f  t h e  d i s c r e t e  num ber o f  pumping 
e le m e n ts  p r e s e n t .
1 0 . E x a m in a tio n  o f  th e  p r e s s u r e  r i p p l e  w aveform  in  t h e  f r e q u e n c y  d o m ain , F ig .  3 , 
e n a b le s  a  more d e t a i l e d  s tu d y  t o  be  c a r r i e d  o u t .  F o r  c l a r i t y ,  th e  s p e c t r a l  
co m p o n en ts  o f  th e  p r e s s u r e  f l u c t u a t i o n s  shown a r e  s e p a r a te d  i n t o  th o s e  p ro d u c e d  
by  th e  g e a r  pump, F ig .  3 a , an d  th o s e  p ro d u c e d  by t h e  p i s t o n  pump, F ig .  3b . The 
l a r g e  fu n d a m e n ta l com ponent a t  g e a r  pum ping f r e q u e n c y  i s  c l e a r l y  i d e n t i f i e d .  
H ig h e r  h a rm o n ic s  o f  t h e  g e a r  pump g e n e r a te d  r i p p l e  a r e  o f  a  much lo w e r l e v e l  
i n d i c a t i n g  t h a t  th e  g e a r  pump g e n e r a te d  r i p p l e  a t  t h i s  p o i n t  i n  t h e  s u c t io n  l i n e  
i s  v i r t u a l l y  s i n u s o i d a l .
1 1 . The s p e c t ru m  o f  t h e  p i s t o n  pump g e n e r a te d  r i p p l e  i s  r e l a t i v e l y  r i c h  i n  h a rm o n ic s , 
b u t  i n d i v i d u a l  com ponent l e v e l s  a r e  low  com pared w ith  th e  d o m in an t g e a r  pump 
f u n d a m e n ta l .
1 2 . A t tw o o t h e r  p o s i t i o n s  i n  t h e  b o o s t  s y s te m , s i g n i f i c a n t  d i f f e r e n c e s  w ere fo u n d . 
T h is  i s  a  d i r e c t  r e s u l t  o f  t h e  m u l t i p le  r e f l e c t i o n s  o f  p r e s s u r e  w aves t h a t  o c c u r  
i n  h y d r a u l i c  c i r c u i t s  ( 1 ) ,  w h ich  c r e a t e  com plex s t a n d in g  wave p a t t e r n s .  The 
p r e s s u r e  r i p p l e  a t  any  p o i n t  i n  th e  l i n e  i s  d e p e n d e n t n o t  o n ly  on th e  c h a r a c t e r ­
i s t i c s  o f  th e  i n d i v i d u a l  c o m p o n en ts , b u t  a l s o  t h e i r  r e l a t i v e  p o s i t i o n s  i n  th e  
c i r c u i t .  The p r e s s u r e  f l u c t u a t i o n s  m easu red  a t  t h e  r e l i e f  v a lv e ,  f o r  exam p le , 
show ed a  s u b s t a n t i a l l y  lo w e r g e a r  pump g e n e r a te d  r i p p l e  com pared  w ith  t h a t  
m e a su re d  a t  th e  p i s t o n  pump i n l e t .  The l e v e l s  o f  t h e  p i s t o n  pump com ponents 
h o w e v e r, w ere n o t  s i g n i f i c a n t l y  a l t e r e d .
1 3 . As a  r e s u l t  o f  s t a n d in g  wave phenom ena, t h e r e  i s  no  s im p le  m ethod  o f  q u a n t i f y in g  
th e  e x a c t  e f f e c t  o f  sy s te m  o p e r a t in g  c o n d i t io n s  on  p r e s s u r e  r i p p l e  l e v e l s .  F u l l  
in f o r m a t io n  c o u ld  o n ly  b e  o b ta in e d  by  m o n i to r in g  t h e  p r e s s u r e  r i p p l e  l e v e l s  a t  a  
r e l a t i v e l y  l a r g e  num ber o f  p l a c e s  i n  th e  b o o s t  s y s te m . H ow ever, from  th e  
m ea su re m e n ts  m ade, a  q u a l i t a t i v e  a n a l y s i s  e n a b le s  g e n e r a l  t r e n d s  t o  be  i d e n t i f i e d .
1 4 . Mean B o o s t P r e s s u r e  F ig .  4 show s t h a t  t h e  mean b o o s t  p r e s s u r e  h a s  an  a p p r e c ia b le
e f f e c t  on  p r e s s u r e  r i p p l e  a m p l i tu d e .  A t th e  h i g h e s t  mean p r e s s u r e  t e s t e d
(19 b a r ) , r e l a t i v e l y  l a r g e  p r e s s u r e  r i p p l e s  w ere fo u n d  to  o c c u r ,  r e a i i n g  p e a k -  
to - p e a k  v a lu e s  o v e r  19 b a r .  H ow ever, a t  th e  lo w e s t  mean p r e s s u r e  t e s t e d  (4 b a r )  
th e  p r e s s u r e  r i p p l e  a m p l i tu d e s  w ere s i g n i f i c a n t l y  lo w e r .  A lth o u g h  th e  r e s u l t s  
shown r e f e r  to  c o n d i t io n s  a t  t h e  p i s t o n  pump i n l e t ,  s i m i l a r  e f f e c t s  w ere a l s o  
n o te d  a t  th e  tw o o t h e r  m easu rem en t p o i n t s .  In d e e d  th e s e  r e s u l t s  i n d i c a t e  t h a t  
i n c r e a s i n g  b o o s t  p r e s s u r e s  i n  o r d e r  t o  a v o id  a i r  r e l e a s e  o r  c a v i t a t i o n  d oes n o t  
n e c e s s a r i l y  p r e v e n t  low  in s ta n t a n e o u s  p r e s s u r e s  o c c u r i n g .  F u r th e rm o re , th e  
r e l a t i v e l y  l a r g e  p r e s s u r e  f l u c t u a t i o n s  a t  h ig h  mean p r e s s u r e s  c a n  a l s o  le a d  t o  
i n c r e a s e d  a i r b o r n e  n o i s e  b e in g  g e n e r a te d  by  th e  s y s te m .
1 5 . P i s to n  pump mean d is c h a r g e  p r e s s u r e . F ig .  5 show s th e  e f f e c t  o f  in c r e a s in g  th e
p i s t o n  pump mean d is c h a r g e  p r e s s u r e  from  80 b a r  t o  160 b a r  on  a  t y p i c a l  i n l e t
r i p p l e .  The in c r e a s e  i n  t h e  p e a k - to -p e a k  a m p li tu d e  from  1 1 .4  b a r  t o  1 4 .5  b a r  i s  
e n t i r e l y  due t o  c h a n g e s  i n  t h e  p i s t o n  pump i n l e t  f lo w  r i p p l e .  P o r t  p l a t e  t im in g  
a t  t h e  i n l e t  i s  p a r t i c u l a r l y  s e n s i t i v e  t o  mean d i s c h a r g e  p r e s s u r e ,  and  in  t h i s  
c a s e  t h e  o u tf lo w  from  ea c h  p i s t o n  i n t o  th e  s u c t io n  l i n e  was v i r t u a l l y  d o u b led  by  
th e  i n c r e a s e  i n  d is c h a r g e  p r e s s u r e .  T h is  i s  shown i n  th e  f i g u r e  by an  in c r e a s e  
i n  t h e  a m p litu d e  o f  t h e  s p ik e s  su p e r im p o se d  on t h e  m ain  w avefo rm . However, i n  
t h i s  s y s te m , th e  g e a r  pump g e n e r a te d  r i p p l e  was d o m in a n t an d  c o n s e q u e n t ly  th e  
o v e r a l l  change  in  p r e s s u r e  f l u c u t u a t i o n s  i s  r e l a t i v e l y  s m a l l .
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16. Relief Valve Tests were also performed to ascertain whether the position of the 
relief valve in the circuit had any strong influence on pressure ripple levels. 
Some small differences in signals levels were found to occur, with the lowest 
levels being obtained when the relief valve was mounted close to the gear pump 
outlet. However, in this investigation, the relief valve position was of 
secondary importance.
THEORETICAL ANALYSIS
17. Previous studies of pressure fluctuations in hydraulic systems have been 
concerned with high pressure circuits (1,2). In the case of the pump-pipe-valve
system shown in Fig. lb, for example, the pump is treated as a flow ripple
generator in parallel with an impedance, termed the source impedance. The valve 
and pipeline, as passive components, are represented simply by impedances. By 
application of plane wave propagation theory (1), the pressure ripple may be 
predicted at any point in the system. As the impedance characteristics of most 
fluid power components are frequency dependent, analysis is most conveniently 
performed in the frequency domain, with each harmonic of the pump flow ripple 
being analysed in turn.
18. More complex systems, involving, for example, branched pipe networks, can be 
examined by a relatively simple extension of the theory. Full details are given
in a paper by Tilley and Butler (3).
19. Application of wave propagation theory to boost systems. In boost systems both 
the boost pump and the boosted pump act as flow ripple generators. Methods of 
analysing such systems are also described in (3). The essence of the approach is 
to examine the effect of each flow ripple generator in turn. The effects of the 
gear pump generated pressure ripple are examined by treating the piston pump as
a purely passive impedance. Similarly, the pressure ripple due to the piston pump 
can be evaluated by assuming the gear pump is a passive element. The total 
pressure ripple at any point in the system is simply obtained by superposition 
of the two individual effects. As the computational effort involved in the 
analysis is considerable, digital computer methods are virtually essential.
20. The first step in the synthesis of a model is to establish the characteristics of
the .individual components. Both the boost and boosted pumps must be represented 
in terms of their flow ripple and impedance spectra, together with an impedance 
spectrum for the relief valve.
21. Relief Valve impedance. The relief valve characteristics were determined using a 
modified version of the 'pressure ratio' technique described in (1). The 
original method involves the measurement of the pressure ripple at two points in 
a pump-pipe-valve system of the type shown in Fig. lb. Eacn periodic pressure 
ripple signal is reduced to its harmonic components by Fourier Analysis and, at
each harmonic frequency, the ratio of the pressures at the two measuring points
is found. It is shown in (1) that under such circumstances the effects of the 
pump characteristics are eliminated and by appropriate algebraic manipulation of 
the wave propagation equation the valve impedance may be evaluated. However, the 
original method requires the tests to be repeated over a large number of 
different pipelengths and statistical techniques must be employed to reduce the 
effects of experimental scatter.
22. The modified method makes use of the fact that certain pipe lengths are
considerably more prone to the effects of experimental scatter than others. By
avoiding such conditions, accurate results can be obtained using only about 8 
different pipe lengths.
23. Fig. 6 presents the impedance characteristics of a relief valve obtained from 
these tests. Both frequency and mean pressure are shown to have a significant 
effect on the results. For all mean pressures tested, the impedance amplitude 
has a resonant peak at about 700 Hz, with a substantial shift in phase angle at
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this frequency. This almost certainly corresponds to the natural frequency of 
the relief valve pilot stage. Increasing mean pressure increases the impedance 
amplitude, and this is particularly evident at the lower frequencies. At 170 
dz for example, increasing the mean pressure from 4 to 19 bar results in a 12dB 
increase in amplitude. This change in impedance is one of the major factors 
influencing the amplitude of the boost line pressure ripple levels previously 
discussed. Indeed, a low valve impedance generally results in low amplitude 
pressure fluctuations throughout the boost system.
24. ' Boost Pump The boost pump flow ripple and impedance characteristics were
established using techniques similar to those described above and in (1). Again, 
judicious choice of pipelengths considerably reduced the number of tests 
required for accurate results.
25. The flow ripple characteristics were initially evaluated in the form of 
harmonic spectra. However, by combining the harmonic components in the time 
domain, an instantaneous pump flow was also obtained. Typical instantaneous 
flows for mean pressures of 4 and 19 bar are shown in Fig. 7. The harmonic 
content of the waveform is relatively low and both waveforms tend to be 
dominated by the fundamental components. Similar results, obtained from tests 
on a gear pump at a much higher pressure, are reported in (1).
26. Boosted Pump The impedance and flow ripple characteristics at the inlet of the
piston pump were evaluated from measurements made in the boost system. Further 
details are given by Freitas (4). For comparison purposes, further tests were 
also performed to obtain equivalent characteristics for the discharge side of 
the pump. The flow ripple spectral components were again combined in the time 
domain to obtain the instantaneous flow ripple, both at inlet and outlet. These
flow ripples are superimposed upon the mean pump flow in Fig. 8a, and for
clarity the inlet flow is presented as a negative quantity. Imperfect portplate 
timing on the discharge side of the pump is clearly indicated by the back-flow 
which occurs as each piston is opened to the discharge line. Although less 
pronounced, inlet timing effects can also be identified: as a piston opens to
the inlet line a sudden outflow occurs, which is shown in fig. 8a by a periodic 
reduction in inlet flow requirements.
27. The piston pump impedance characteristics are presented as frequency spectra in
Fig. 8b. The amplitude spectrum for the inlet is very similar in shape to that 
obtained for the outlet. Over the range of frequencies examined, the impedance
is predominantly capacitive in nature (5). This is borne out by the phase
spectra which shows, both at inlet and outlet, phase angles approaching -90 .
The difference in the levels of the amplitude spectra are most probably due to 
different dead volumes at inlet and outlet.
28. System Modelling. Using the experimentally determined characteristics of the 
individual system components, a digital computer model of the system was developed 
The results of a typical simulation are compared with experimental results in 
Fig. 9. This figure shows the pressure ripple at the pump inlet in the form of 
frequency spectra, for a mean boost pressure of 10 bar. The predicted results 
agree closely with those measured in the hydraulic system. Similar agreement 
was achieved at other points along the line and also at other operating 
conditions.
29. In all experimental tests performed no transient subatmospheric conditions were 
detected. Should such conditions occur, accompanied by either air release or 
cavitation, then there will be a local reduction in the speed of sound in the 
fluid, and the model will not apply. Nevertheless, in this study the wave 
propagation approach was found to be valid, and as such, is a powerful tool for 
use in design of low noise boost systems.
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UNBOOSTED SUCTION L IN E S
30. To extend the investigation to examine the behaviour of pressure fluctuations in 
unboosted suction lines, tests were performed on two other rigs. The first test 
rig, used for a preliminary investigation consisted of an engine-driven external 
gear pump. Both engine and gear pump were enclosed in a test cell and the pump 
suction line, of 5 cm diameter rigid pipe, was mounted outside the cell and 
connected to an overhead tank situated about 3 m above the pump inlet. Pressure 
transducers were mounted at three different locations along the line.
31. The pressure fluctuations recorded were considerably different from those 
obtained in the boosted suction line. At an engine speed of 1020 rev/min the 
waveforms were highly unstable and the peak-to-peak amplitude changed in a 
virtually random manner. Fig. 10 presents the envelope of pressure fluctuations 
at one point in the line. The irregular behaviour shown is almost certainly due 
to air release in the suction line: although the peak-to-peak pressure ripple 
amplitudes were low, typically 0.8 bar, the minimum instantaneous pressure often 
fell below atmospheric pressure. With air released in the form of bubbles, the 
effective bulk modulus of the oil would be considerably reduced and the 
fluctuations be heavily damped. However, these air bubbles would tend to be 
swept from the suction line by the pump. This would allow the pressure ripple to 
build up to a level where air release again occurred, and the cycle would then 
repeat itself.
32. Although airborne noise levels were not measured during these tests, it was 
noticed that a considerable change in noise levels occurred as the fluctuations 
changed in amplitude. The airborne noise radiated from the pipe tended to rise 
and fall in unison with the pressure ripple amplitude and, at its lowest level,
was barely noticeable. Further details are given in (6).
33. In order to examine this phenomenon in more detail further tests were performed 
on a specially constructed rig. This consisted of a reservoir mounted at the 
same level as the inlet to an external gear pump. The reservoir was connected 
to the pump by means of a straight length of rigid pipe and pressure transducers 
were mounted at 4 points along the line. The mean pressure levels could be 
varied from atmospheric up to 5 bar gauge by pressurising the reservoir.
34. Initial tests were carried out at a pump speed of 900 rev/min. The pressure 
ripple levels recorded were very low at 0 bar gauge, although stable and
periodic in nature. An increase in mean inlet pressure up to 0.5 bar gauge prod­
uced an appreciable increase in the amplitude of the pressure ripple levels, 
although waveform stability was unaffected. Repeatability was found to be 
satisfactory even though the levels were relatively low. Typical results for 
two mean inlet pressures are shown in Fig. 11.
35. At higher speeds, however, the results were significantly different. At a pump 
speed of 1500 rev/min and an inlet pressure of 0 bar gauge, for example, the 
pressure ripple waveforms were highly unstable and similar to those experienced 
in the engine-driven test rig. Increasing the pressure to 0.5 bar gauge again 
increased the amplitude levels and some improvements in waveform stability was 
found (Fig 12). An increase in mean inlet pressure was invariably accompanied by a 
substantial increase in airborne noise levels generated by the test rig.
36. Further studies on unboosted suction lines are currently in progress.
CONCLUSIONS
37. The behaviour of pressure ripples in both boosted and unboosted suction lines 
has been investigated. In the case of a piston pump boosted by an external gear 
pump, the existence of two superimposed pressure waveforms in the boost line is 
evident. For the hydraulic units used in this study, the waveform generated by 
the gear pump was found to be dominant but highly dependent on mean boost press­
ure. This effect was almost entirely due to the variation in relief valve
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impedance with mean pressure, which was found to be a ma^or factor in determining 
boost system pressure fluctuation levels. The flow ripple generated at the inlet 
of the piston pump was characterised by a sudden outflow at pumping frequency 
which occurred as a result of imperfect port plate timing. The pressure ripple 
characteristics were found to be stable and repeatable and no evidence of air 
release or cavitation was found. The application of plane wave propagation 
theory has been shown to be consistent with experimental measurements.
38. In unboosted suction lines, the pressure ripple levels are very sensitive to the 
mean pressure in the line. Under some conditions, the waveforms are highly 
unstable and indicate that air release or cavitation is occurring. Increasing 
the mean pressure tends to improve waveform stability but substantially 
increases both the amplitude of the pressure fluctuations and airborne noise.
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The use of plane wave theory in the 
modelling of pressure ripples in 
hydraulic systems
by K. A. Edge*, BSc, PhD, CEng, MIMechE, and D. G. T illey*, BSc, PhD
This paper discusses the application o f plane wave theory 
to the modelling o f  pressure ripples generated by positive 
displacement pumps in high-pressure hydraulic systems. 
These ripples can lead to structural vibration o f  pipework 
and associated components and hence result in airborne 
noise. A clear understanding o f  the mechanism o f  pressure 
ripple generation is essential in the development o f  quiet 
systems. The characteristics o f  the pump and the circuit 
components have a considerable influence on the amplitude 
o f  the pressure fluctuations. Methods o f evaluating these 
characteristics are described and typical results presented.
I t  is shown that, from a knowledge o f  these characteristics, 
the pressure ripple levels at any position in a circuit may be 
accurately determined using plane wave theory.
Nomenclature
A area o f  pipe bore
B effective bulk modulus o f fluid and pipe
B f isentropic tangent bulk modulus o f flu id
D pipe diameter
E elastic modulus o f  pipe material
F constant
ha correction factor for non-plane waves
H constant
I length o f  pipeline
h length o f  second pipeline
P pressure
Pe pressure at entrance to pipeline
Pj pressure at junction o f two pipelines
P t pressure at termination
PX2 pressure at position x 2
Q flowrate
Qe flowrate at entrance to pipeline
Qs source flowrate
Q t flowrate at termination
R line resistance -  (pressure drop/unit length)/unit flow
t time
iw pipe wall thickness
X distance along pipeline from pump
* 2 distance along pipeline from junction
Z e entry impedance o f pipeline
Z E2 entry impedance o f  second pipeline
Zj impedance at junction o f two pipelines
Zo characteristic impedance o f pipeline
Zo2 characteristic impedance o f second pipeline
Zs source impedance
Z t termination impedance
Z T 2 impedance o f  component terminating second pipeline
*School of Engineering, University of Beth 
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7 propagation coefficient
72 propagation coefficient for second pipeline
P dynamic viscosity o f  fluid
p apparent dynamic viscosity o f fluid
P density o f  fluidf
P apparent density o f  fluid
Pt term ination reflection coefficient
PT2 reflection coefficient o f component terminating
second pipe
Ps source reflection coefficient
u frequency o f  harmonic considered
1 Introduction
The work described in this paper is concerned w ith a 
theoretical and experimental study o f  the generation and 
transmission o f  pressure fluctuations in o il hydraulic 
systems. These fluctuations can excite vibration o f  the 
hydraulic circuit pipework and are often responsible for a 
substantial part o f  the overall system airborne noise. By 
gaining a better understanding o f the factors affecting 
pressure ripple levels, it w ill be possible fo r system designers 
to take these factors into account at the design stage and 
produce much quieter systems.
1.1 The mechanism of pressure ripple generation
A ll positive-displacement pumps generate an unsteady 
flow  due to  the finite number o f pumping elements present. 
This flow  ripple, which is periodic in nature, interacts w ith  
the associated hydraulic system to create a pressure ripple, 
which propagates through the fluid at the local speed o f 
sound. A t any point in the system where there is a change 
in section, a valve or any other component, a partial reflec­
tion  takes place and the pressure wave is reflected back to 
the pump, where a further partial reflection occurs. This 
process continually repeats itself and results in the forma­
tion  o f  a standing wave. This wave, w ith  corresponding 
nodes and antinodes, may excite pipework vibration and 
create considerable airborne noise.
The two main approaches to the analysis o f pressure 
ripple propagation in hydraulic systems are the method o f 
characteristics and plane wave propagation theory.
The method o f characteristics is particularly suited to 
cases where the fu ll transient behaviour o f  a system is 
required. However, in the case o f pressure ripples in a 
hydraulic system, the mean pressure level is o f  no interest, 
and on ly the fluctuating components are required. Conse- 
quantly, analysis is readily performed in the frequency 





(a ) Simple Hydraulic System
(b) Impedance Representation
Fig 1 Simple hydraulic circuit and impedance 
representation
2 Theory
The transmission o f waves in both electrical transmission 
lines and hydraulic circuits is governed by the wave 
equation. It is convenient, therefore, to employ electrical 
terminology in the study o f waves in hydraulic systems. 
Harmonic variations in pressure and flow can be considered 
analogous to AC voltage and current, respectively. In 
addition, it is possible to include the concept o f an hydraulic 
impedance, which is the relationship between the harmonic 
variations in pressure to flow occurring at a particular 
position in a system.
An impedance representation o f a simple hydraulic 
system is shown in Fig 1. The positive-displacement pump 
is considered as a flow ripple generator in parallel w ith a 
source impedance Z,. The pipeline has a characteristic 
impedance Z 0 and the load an impedance Z r. The presence 
o f an unsteady flow at the entry to the pipeline creates 
waves which travel through the fluid and through the pipe 
walls.
For pipelines constructed from flexible hose, the 
motions o f the hose wall can be o f the same order as those 
o f the fluid (Longmore, 1977). However, the wall effects 
are negligible when rigid hydraulic piping is used, and can 
be excluded from pressure ripple calculations. An analysis 
o f the system shown in Fig 1 is given in Appendix II.
In the case o f a rigid pipeline, the pressure and flow at a 
distance x  from the pump are given by the following 
equations:
ffe xp (-yx ) + p T e x p [ - y ( 2 l- x )
Px =
Qx =
Q s^sZo  
iZ s + Z 0) 
Q sz s
[ \ - P s Pt  exp ( - 2 y / ) ]  
|e x p ( - y jr ) - p T exp [ - y ( 2 / -x )J  J
(Zs + Z 0) [ \ - P s Pt  exp(—2y /)]
. . . 0 )






Fig 3 Typical pressure ripple signal obtained using 
hydraulic trombone
3 Evaluation of component characteristics
I f  plane wave theory is to be employed to model pressure 
ripples in hydraulic circuits, it is important that techniques 
are available to determine the characteristics o f the circuit 
components. Even in the simple system shown in Fig 1. 
there are five unknowns: the pump parameters Qs and Zs , 
the line parameters Z 0 and 7 , and the termination impe­
dance Z j .  The difficu lty  is to arrive at a test method which 
enables these terms to be evaluated in the simplest possible 
manner.
I f  the propagation coefficient 7  and the characteristic 
impedance Z 0 are evaluated numerically, it should, in 
theory, only be necessary to measure the pressure ripple at 
two locations in a pipe o f a given length and to make one 
further measurement in a pipe o f a different length. This 
provides sufficient information to determine Qs , Z s and 
Z t  (at each harmonic o f pumping frequency) from Eqn (1). 
However, the equation is very sensitive to small errors in 
experimental data, with the result that using only three 
pressure measurements can introduce large errors when 
evaluating system parameters. Various methods o f over­
coming these problems have been proposed and examined 
at Bath (Bowns et al 1980); the most promising method, 
termed the ‘hydraulic trombone’ , w ill be described here.
The test system is shown in Fig 2. A pipe o f approximately 
the same diameter as the pump discharge port carries four 
flush-mounted piezo-electric pressure transducers in the 
first 0.75 m o f its length. Inside this pipe is a piston 
attached to a sliding section o f smaller diameter pipe (giving 
rise to the term ‘trombone’) terminated in a restrictor 
valve. The sliding section allows the total length o f the pipe 
to be altered from about 1 to 2 m.
A typical pressure fluctuation at a transducer is shown in 
Fig 3. The waveform consists o f a fundamental component 
at pumping frequency together with a series o f harmonics. 
By analysing each transducer signal using a frequency 
response analyser, synchronised with pumping frequency, 
it is possible to obtain both amplitude and phase for up to 
10 harmonics o f the fundamental frequency. This is 
repeated for nine different positions o f the sliding section. 
From this information the pump terms Qs and Zs and the 
entry impedance to the sliding section are obtained by
Pump 
=  L
Transducer Piston Sliding Restrictor 
Section /  Section .Valve
■■  1  1  1  m  J  q ___ L . 171______ E 2 _ ^ _
Fig 2 'Hydraulic trombone' test 
circuit
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means o f  a least squares fit o f  Eqn (1) to the experimental 
data I Wing 1482).
4 Pump flow ripple and impedance characteristics
Using the Trombone' test method, it has been possible 
to determine the How ripple spectra for a wide range of
m n r
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positive-displacement pumps. By combining the harmonics 
o f the flow spectra w ith the addition o f the mean flow , the 
instantaneous pump flow is obtained as a time function. 
The resulting flows for a gear pump and a piston pump are 
shown in Fig. 4. The waveform obtained for the piston 
pump clearly shows the effect o f backflows resulting from 
port plate timing (Foster and Hannan. 1977). The corres­
ponding frequency spectrum is, o f course, rich in harmonics.
A typical source impedance characteristic obtained from 
tests on a gear pump is shown in Fig 5. The results are given 
for mean system pressures o f 50 and 100 bar. and since the 
impedance amplitude varies over a wide range, it is 
presented on a logarithmic scale in decibels.
It may be seen from Fig 5 that the amplitude o f source 
impedance decreases w ith increasing frequency up to about 
1500 Hz and then begins to increase. The phase angle at low 
frequencies is approximately -9 0 °  but approaches 0° at 
the higher frequencies. A change in mean pressure from 50 
to 100 bar has virtually no effect on the impedance spectra. 
These results indicate that at low frequencies the pump 
impedance is dominated by capacitive effects due to the 
‘dead’ volume between the pumping elements and the 
discharge port. At the higher frequencies, wave propagation 
effects w ithin the pump body become important (Edge. 
1980). In this case the test was carried out at a fixed pump 
speed and consequently the impedance has only been 
evaluated at harmonics o f pumping frequency.
4.1 Effects of pump speed
In some cases, tests were performed to evaluate pump 
impedance spectra over much closer frequency intervals. 
This was achieved by employing a variable-speed prime- 
mover. The impedance was evaluated at each harmonic 
o f pumping frequency for a wide range o f pump speeds.
In all cases, no discontinuities were found to exist between 
one harmonic and another. This indicates that there are no 
significant non-linearities present which affect the impe­
dance spectra.
(b) Gear Pump
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Fig 5 Typical source impedance obtained from gear pump 
test
5 Termination impedance measurement
The trombone test method enables the entry impedance 
to the sliding section to be evaluated from the test results.
It is a simple matter to use this information to evaluate the 
impedance o f the loading valve at each harmonic o f 
pumping frequency. At some frequencies, however, the 
entry impedance may be either very high or very low. and 
the evaluation o f the termination impedance is prone to 
error. To avoid these problems when testing valves, the 
‘ trombone’ may be mounted in reverse, w ith the trans­
ducer section next to the valve. The test method is identical 
to that described above, and provides a very useful means 
o f evaluating the impedance o f a wide range o f valves.
5.1 Termination impedance characteristics
The results o f tests on a restrictor valve are shown in 
Fig 6. At low frequencies, the amplitude o f the impedance 
approaches a value determined from the steady-state 
pressure-flow characteristic o f the valve, with the phase 
angle tending to zero. With increasing frequency, however, 
the impedance amplitude reduces with a corresponding 
change in phase. It is interesting to note the resonant peak 
occurring at some test conditions. This is most likely due to 
vibration o f components within the valve. Some previous 
investigators (Willekens, 1973: Amies and Greene. 19"7)
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Fig 7 Relief valve impedance characteristics 
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have assumed restrictor valves to be purely resistive devices, 
resulting in an impedance which is frequency-independent. 
Such an assumption is clearly in error and can lead to 
inaccuracies when predicting pressure ripple levels.
The impedance measurement techniques have also been 
applied to test data obtained using a pilot-operated relief 
valve as the termination. The measured response for the 
relief valve (Fig " i  shows a marked difference to that o f the 
restrictor valve (Fig 6 ). The impedance amplitude increases 
w ith increasing frequency, reaching a maximum at about 
1.2 kHz. This is thought to be associated with the natural 
frequency o f the valve pilot stage, which typically has a 
value o f 1 kHz.
6 Prediction of pressure rippie in simple systems
Having evaluated the characteristics o f a wide range o f 
pumps and valves, a series o f tests were then performed on 
simple pum p-pipe-valve systems using different diameter 
pipelines and a wide range o f pipe lengths. By substituting 
the characteristics o f the components in the transmission 
line equation, it was possible to predict the pressure ripple 
at any point in the system. A typical example is shown in 
Fig. 8 . It is clear that there is very good agreement between 










Fig 8 Comparison of predicted and experimental pressure 
ripple
Some workers (Willekens, 1973;Szerlag. 1975) have 
suggested that the pump impedance may be modelled using 
a lumped parameter approach based upon the pump 
internal volume and steady-state leakage. It has been shown 
(Edge, 1980) that this can lead to substantial errors when 
evaluating the impedance, and result in serious error in the 
prediction o f pressure ripple levels (McCandlish et al.
1977).
7 Branch and series systems
Even the most complex systems can be considered to be 
constructed from just two basic elements. These are pipes 
and components in parallel, and pipes and components in 
series. Both o f these circuits can be analysed using plane 
wave theory (Tilley and Butler, 1980). The basis o f the 
method is given in Appendix II.
Two experimental rigs used in the investigation o f more 
complex systems are shown diagrammatically in Fig 9.
Both rigs utilised the same axial piston pump, 14.9 mm 
bore rigid tubing and identical load valves. Again, dynamic 
pressures were measured using piezo-electric transducers at 
the position shown.
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Fig 10 Pressure ripple spectra for branch systems: pump 
mean flow = 0.7 litre's; mean pressure = 200 bar
7.1 Discussion of results
Using the parameters found from ‘trombone’ tests, the 
generated levels o f pressure ripple in the branch and series 
circuits o f Fig 9 were predicted.
A comparison is made between calculated and measured 
pressure spectra at transducer positions in the branch 
system in Fig 10. The agreement shown is typical o f the 
whole series o f branch line tests performed, with the 
proviso that the junction was rigidly clamped to a 
sufficiently large mass. Without clamping, large discre­
pancies occurred between the results due to the effects 
introduced by line vibration. The differences between 
pressure levels with and w ithout line vibration could, 
however, be accounted for in the analysis i f  the vibration 
levels were known.
A similar approach was used to verify the analysis for 
the series systems. Although the experimental results 
tended to show rather more scatter, particularly around 
resonant conditions, than that obtained from simple and 
branch system tests, the correlation was generally good. 
From these results, it would appear that the propagation 
o f pressure waves in the system is unaffected by the high 
local velocities or turbulence generated at the first valve.
8 Pump/motor systems
Pump/motor systems are widely used as a convenient 
form o f variable-speed power transmission, and are to be 
found in both stationary and mobile applications.
Such a system contains two prime generating sources o f 
pressure ripple, namely, the variations in flow at the outlet 
o f the positive-displacement pump and at the inlet to the 
hydraulic motor.
Analysis o f a pump/motor system may be carried out by 
using the principle o f superposition. First, the pump is 
considered as the source generator and the motor is a 
passive termination. Secondly, the roles are reversed and 
the motor acts as a generator with the pump as a passive 
termination. The total pressure at any point in the system 
is given by the algebraic sum o f the two individual effects.
9 Conclusions
Steps have been taken to develop analytical techniques, 
based upon the plane wave transmission line theory, which 
w ill allow the potential levels o f pressure ripple generated 
in hydraulic systems to be determined.
The analysis has been successfully applied to circuits 
having pipelines and components arranged as branch 
systems and series systems. The analysis may be easily 
extended and linked to build up circuits having multiple 
branches, combination o f branch series systems, etc. I f  the 
necessary system components parameters are known, then 
the pressure levels at positions in a wide range o f circuit 
configurations may be determined. For cases where compo­
nent characteristics are not known intia lly, a test instru­
ment termed the ‘hydraulic trombone’ has been developed. 
This instrument can be used to evaluate the characteristics 
o f both pumps and valves in the form o f  frequency spectra.
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Appendix I
Consider an element o f fluid in a rigid pipeline subjected 
to a plane travelling fluid wave (Fig A l).
By force equilibrium,
3 P  p 3 ( 2
 = RQ  + --------
dX  A dr
By continuity,
dQ A 3 P
~ d X ~ B  dr
Combining Eqns ( A l ) and (A2). we obtain the wave 
equations:




—  = y p
dx~
i i
. . . ( A l )
, . . (A 2 )
... (A 3 )
. . . ( A 4 )
where 7  is the wave propagation coefficient. For harmonic 
analysis.
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Fig A l  Elastic element in fluid line
The real part o f 7  determines the attenuation and the 
imaginary part o f 7  the delay o f the wave as it travels along 
the pipeline.
A general solution to the wave equation is:
P s F  e x p (-y x ) + H  exp(yx) , . . ( A 6 )
and
(? = -!- [ F e x p (-7 x ) - H exp(7 Jr)] , ..(A 7 )
Z 0 is the characteristic impedance o f  the pipeline and is a 
measure o f the compressibility o f the fluid w ithin the pipe. 
For harmonic analysis,
/  pB RBm v
'-A i y ' — j
■ - -(AS)
The parameters Z 0 and 7  may be calculated at a given 
frequency using fluid properties determined at the mean 
system pressure and temperature. Pipe data are also 
required to enable the effective bulk modulus o f the fluid 
and the pipe to be determined by:
B = B t /( . ♦ * ? )u .e !
Under steady laminar flow conditions, the velocity profile 
across a pipe o f diameter D  is parabolic. When the flow is 
oscillatory, it is found that the distribution tends to a plane 
profile as the frequency o f oscillation increases. Although 
the above analysis is for plane wavefronts, it is shown by 
Foster and Parker (1964-65) that it is possible to include 
non-plane conditions by applying correction factors to the 
fluid density and viscosity based upon a dimensionless 
quantity ha% where
for
ha > 1 0 ,
. . . (A 5 )
j i ’ = ji(0.425 +0.I75/»a)
Boundary conditions. The terms Fe~yx and Heyx in 
Eqns (A 6 ) and (A7) represent two travelling waves.
Fe~yx is the sum o f all waves travelling from the pump into 
the system (the incident wave) and Heyx is the sum o f all
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waves travelling towards the pump (the reflected wave). 
Constants F  and H  depend upon boundary conditions.
Consider the boundary conditions for the simple system 
shown in Fig 1. At load (x  = /). the relationship between 
the harmonic variations in pressure and flow  w ill be 
controlled by the load impedance Z j-, where
Q t
Substituting Eqns (A 6 ) and (AT) gives:
{ Z j  + Z q)
F - H  exp{2y I)
(ZT -Zo)
. . . (A 9 )
When the travelling incident wave reaches the load, a 
proportion o f  the wave w ill be reflected back in to the 




From Eqn (A 6 ). at the termination.
H  exp(7 /)
Pt = --------
F e x p ( -7 / )  
from  which 
H e x p (2 y !)
F  = .(A10)
P t
Equating (A 9) and (A10), p ^ . known as the termination 
reflection coefficient, is given by:
P t
Z  t  —Z q
Z t  + Z 0
A  similar argument can be used to show that the reflection 
coefficient at the pump, p$, is given by,
Ps
Z s —Z q 
Z.c + Zn
Consider the boundary condition at the pump ( at = 0). The 
flow  fluctuation which occurs at the discharge port o f the 
pump connected to  the pipeline is not the same as the 
source flow  fluctuation. This is partly due to elasticity, 
leakage and acceleration effects w ith in the pump casing and 
partly due to  loading effects o f the system. The flow  at the
entry to the system can be determined using 
PE
Qe  - Qs - —
Zs
From Eqns (A 6 ) and (A7), PE = F  + H and QE -  1 Z 0 
{ F - H ) .
Substituting for PE. QE and Eqn (A10) enables con­
stants F  and H  to be determined. These constants, when 
substituted into Eqns (A 6 ) and (A - ) give:
_ QszsZ0 >xp(-7Jr) + P T -exp [-7 (:/-jr)]J  
r r = -------------------------:----------------------------—--------- . . . ( A l l )
Qx
(Z s + Z0) [ 1 - p s P t  exP< - -7 0 ]
QsZS IexP(-7*)-p7-exP[-T(-/-*)] 1
(Z S + Z o) 11 ~ PSPT «P ( - -7 0 ]
.. .(A12)
Eqns (A l 1) and (A l 2) can also be used to obtain the entry 
impedance o f  the hydraulic circuit. This is o f  considerable 
assistance when analysing more complex circuits. The entry 
impedance, Z E. is the ratio o f the pressure to the flow at 
x  -  0 , and is given by.
/ I + P 7- e x p ( - 2 7 / ) \ 
\  l-pTexp(-2yl)l
. . . ( A l3)
Appendix II
An hydraulic system w ith a single branch is shown 
diagrammatically in Fig A2a and its corresponding impe­
dance representation in Fig A2b. Knowing the load 
impedances and the pipeline parameters in the entry 
impedance o f  lines 2  and 3 may be determined using 
Eqn (A13) e g:
_ _ _  / I + P r :  e x p (-2 7 2/2) i
Z r j  s Z m  I I
\  1 - p T 2 e x p ( - 2 y 2/2) /
where
Z T1~ZK.
Z r 2 + Z o:
At the junction, the pressure ripple is common to all 
three lines, i e, it is the entry pressure fo r lines 2 and 3 and 
the termination pressure for line 1. For flow  continuity, the 
algebraic sum o f the flow  fluctuations occurring at the 
junction must be zero (hydraulic equivalent to K irch o ff s
Line 2Line 1
Line 3
Z 0 3 * 3
(a) Hydraulic Circuit (b) Impedance Representation (c) Equivalent Circuit
Fig A2 Analysis o f branch systems
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first law in electrical systems). Hence
G i » G 2 + G3
where




Now the flow into the junction, Gi> will be dependent 
upon the impedance at the junction, Z j.  such that
G i - ^ r
where
ZE2ZE3
Z j  * --------------
Z e 2+Z E3
It is possible to replace lines 2 and 3 by an effective 
impedance Z j  positioned at the junction (Fig. A2c).
The branch system has now been reduced to a pump, 
pipeline, load system, and the pressure at any position 
along line 1 can be determined using Eqn A ll.
Pressures in lines 2 and 3 may be obtained by using the 
junction pressure Pj (x  = /, for line 1), e g. for line 2,
_ _ /e x p (-7 2Jf2) + P7-2exp[-7: (2 /2- . r 2)]\
i »2s i / I ”.............  “       I
\  1 + Ptz e xp (-2 7 2/; ) '
A similar approach is used when analysing pipes and 
components in series. Here, the effective impedance is 
obtained from the sum of the two separate impedance 
values.
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Pressure pulsations generated by pumps and motors can often be a major source of noise in hydraulic systems. In this paper two test 
methods for the determination of the pressure ripple characteristics of pumps are described. The first method enables a pump to be 
characterized by a frequency spectrum or a single figure or merit, enabling simple comparisons to be drawn between units. Typical 
results are presented and discussed. The second test method enables pump characteristics to be defined in more detail. This provides 
useful information for designers. The method also has the ability to provide information on the pressure ripple characteristics of calres. 
Typical results are again presented.
NOTATION
£  total sum of squares error
e sum of squares error
K  coefficient defined in text (complex variable)
/ length of pipeline
Pt pressure ripple at entry to pipeline (complex
variable)
Pm pressure ripple measured at x (complex variable)
Px theoretical pressure ripple at x (complex variable)
Qt flow ripple at entry to pipeline (complex variable)
Ql flow loss (complex variable)
Qs source flow ripple (complex variable)
x distance from source
Z G characteristic impedance of pipeline (complex
variable)
Z s source impedance (complex variable)
Z T termination impedance (complex variable)
y wave propagation coefficient (complex variable)
ps source reflection coefficient (complex variable)
pT termination reflection coefficient (complex
variable)
I INTRODUCTION
In the past, industrial noise has often been regarded as a 
nuisance rather than a serious problem and health 
hazard, but now far more stringent measures are being 
introduced to limit the noise level in the industrial 
environment (1, 2). Where hydraulic equipment is con­
cerned. the principal sources of noise are pumps, motors 
and pipelines, although valves can also make a signifi­
cant contribution to the overall noise level, especially if 
passing large flows. With the present trend towards 
higher pressures and speeds, these problems of noise 
generation are becoming more pronounced.
Pressure pulsations generated by pumps and motors 
are especially troublesome. These pulsations, generally 
termed "fluid borne noise' or "pressure ripple' are propa-
The MS was received on 25 March 1983 and was accepted for publication on 27 
July 1983.
gated through the fluid in the pipelines and result in the 
vibration of pipes and any connected equipment. This 
vibration can often be the major source of system noise.
I f  measures are to be taken to reduce these effects, it 
is necessary to have an understanding of the factors 
affecting pressure ripple levels. Furthermore, in order to 
evaluate the magnitude of pressure fluctuations in 
hydraulic circuits it is essential to be able to measure 
the fluid borne noise characteristics of pumps and other 
components.
This paper will briefly review the mechanism of pres­
sure ripple generation and transmission and then 
describes the development of test methods which can be 
employed to measure the fluid borne noise character­
istics of some commonly used hydraulic components. 
Some typical results will then be presented.
2 GENERATION AND TRANSMISSION OF 
FLUID BORNE NOISE
Because of the finite number of pumping elements 
present in a positive displacement pump, it is impossible 
for an absolutely steady flow to be produced. The 
nature of the flow ripple depends on the type of pump, 
but in all cases consists of a periodic waveform repeat­
ing at pumping frequency. This flow ripple interacts 
with the system to create a corresponding complex 
pressure wave which is superimposed upon the mean 
system pressure. This disturbance is propagated along 
the pipeline at the speed of sound in the fluid.
If  any discontinuity such as a valve or change in pipe 
cross-section is encountered, then the wave will be par­
tially reflected back to the pump. Partial reflection will 
again occur when the wave reaches the pump. The end 
result of the multiple reflections can be considered as 
two systems of waves, one set representing the sum of 
the waves travelling from the pump, the other set rep­
resenting all waves reflected back toward the pump. The 
interaction of these waves leads to a standing wave 
system being set up, in which the amplitude and phase 
of the pressure varies along the pipeline.
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3 MATHEMATICAL MODEL
The equations describing this type of behaviour have 
been long known, having been first presented by Lord 
Rayleigh (3) at the end of the nineteenth century. The 
application of the approach to fluid power systems has 
suggested by Constantinesco in 1922 (4). More recently, 
work has been carried out by Waller (5), Brown (6). 
Willekins (7) and D'Souza and Oldenburger (8). A very 
extensive investigation has also been carried out at the 
University of Bath (9-13).
A very general form of the mathematical model for 
the transmission of pressure and flow fluctuations in a 
fluid pipeline is given by Bowns and McCandlish (9). 
Although the instantaneous source flow produced by 
many pumps is highly complex, the periodic waveform 
may be represented by the sum of a series of sine waves 
using Fourier analysis. This yields a fundamental com­
ponent at pumping frequency plus higher harmonics at 
integer multiples of this frequency. For mathematical 
modelling purposes, the effect of each frequency com­
ponent of the source flow ripple is examined in turn and 
the total effect found by superposition.
The form of the equation for the pressure ripple in a 
simple pump-pipe-valve system is as follows (9):
Px = ?s Zs
+  P t e(Zs 4- ZoXl ~  P sP te ~yt) ( 1)
where Px is a Fourier component of the pressure ripple 
at a distance x from the pump.
The termination reflection coefficient
Pt =
Z T - Z C
Z T +  Zo






The term Qs in equation (1) represents any one of the 
Fourier components of the source flow ripple. This is 
not the same as the flow fluctuation at the pump flange, 
even if system effects are ignored. This is because the 
flow is modified by compressibility effects of the oil in 
the pump casing, and, to a much smaller extent, leak­
ages losses and expansion of the casing. This flow modi­
fication is taken into account in the model by 
introducing the source impedance, Z s. The flow ‘loss' is 
given by the equation:
Ql =  P J Z S
The flow fluctuation at the entry to the hydraulic 
circuit, Qe, is given by the difference between the source 
flow and the ‘lost' flow:
Qe =  Qs -  PJZs
3.2 Pressure standing waves
Typical characteristics for one harmonic of the pressure 
ripple in a simple pump-pipe-valve system are present­
ed in Figs. la and lb. These were derived using equa-
C.
<
Distance from pump, m
(a)





0 2 3I 4
(b) Pipe length, m
Fig. lb Variation of pressure ripple amplitude at pump 
outlet for increasing pipe length (sinusoidal 
excitation)
tion (1). Figure la shows the variation in pressure along 
a line of fixed length, whilst Fig. lb shows the effect of 
varying the pipe length, the pressure always being mea­
sured at the same point relative to the source.
The characteristic shown in Fig. la represents the 
sum of the incident and reflected waves in the pipeline. 
The shape of this curve is entirely system dependent. 
Alteration of the pump parameters Qs or Zs affects both 
the incident and reflected waves in the same ratio and 
thus alters the pressure levels, but not the overall shape 
of the characteristics.
The curve in Fig. lb shows the effect of resonance 
and anti-resonance in the system. The shape of this 
curve is both system and source dependent as alteration 
of either one will change the resonance characteristics of 
the system.
Because of this complex standing wave pattern it is 
clear that it is not possible to obtain a measurement of 
the fluid borne noise generated by a pump merely by 
measuring the pressure at one particular point in the 
system and analysing the waveform.
3.3 Complex systems
Although equation (1) describes the behaviour of a very 
simple system, more complicated systems can be readily 
modelled by separating them into a series of basic ele­
ments. This technique has been applied with consider­
able success to systems containing branch lines, and 
valves in series, by Tilley and Butler (10). Methods of
Proc Instn Vlech Engrs Vol 197B <g! IMechE Noember 1983
FL U ID  BORNE PRESSURE RIPPLE CHARACTERISTICS O F H Y D R A U LIC  COM PO NENTS :49
dealing with systems containing more than one flow 
generator may also be dealt with by a simple extension 
of the model. This is also discussed in reference (10).
4 RATING PUMP FLUID BORNE NOISE
4.1 Blocked acoustic pressure
The fluid borne noise characteristics of a pump are 
defined completely by the terms Qs and Zs, the source 
flow and source impedance. When testing pumps it is 
difficult to isolate these two terms successfully, and as a 
result a much simpler approach is often used. The 
product of the terms., QSZ S. sometimes called the 
blocked acoustic pressure, has proved to be very much 
easier to obtain experimentally.
Bowns et al (11) propose a relatively straightforward 
method for measuring the blocked acoustic pressure. In 
essence the experimental technique involves the applica­
tion of a high impedance load to the pump. This is 
readily achieved by using a pipeline of small internal 
diameter, terminated by a restrictor valve. Provided the 
diameter is small enough, the pressure at the pump 
flange is given by:
— Qs^s
and system effects are eliminated. The pressure is mea­
sured at each harmonic of pumping frequency by means 
of a frequency response analyser or digital spectrum 
analyser. Bowns et al reported that an appropriate pipe 
diameter can be found empirically by repeating the test 
using a range of different diameters. The pipe is con­
sidered to be of an appropriate size when the results of 
two tests are sufficiently similar. The pressure Pt is then 
taken as the pump fluid borne noise rating.
A typical test result is shown in Fig. 2a. which gives 
the rating for an external gear pump in the form of a 
frequency spectrum. The characteristic is dominated by 
low frequency components, particularly the fundamen­
tal. which has an amplitude of 6.5 bar. For comparison 
purposes, the spectrum for an internal gear pump of 
similar capacity is given in Fig. 2b. Again the low fre­
quency components are dominant, but are considerably 
smaller than those produced by the external gear pump. 
The fundamental component, for example, has an 
amplitude of only 0.78 bar. Internal gear pumps are 
generally regarded as being quiet, and this result indi­
cates that the blocked acoustic pressure does indeed 
reflect the pressure ripple generating potential of a 
pump. The spectrum of an axial piston pump is shown 
in Fig. 2c. Unlike the gear units, the spectrum is rich in 
relatively large amplitude harmonics, indicating that the 
unit is likely to generate noise over a wide frequency 
range.
For a simple comparison between pumps, the individ­
ual harmonic components may be combined to give an 
overall r.m.s. rating, as follows:
overall rating = I £(I. '■)'
where P, is the amplitude of the ith harmonic and n is 
the total number of harmonics considered.
For most pumps, no more than ten harmonics are 
required. Overall ratings for the three pumps tested are
6
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Fig. 2a Fluid borne noise rating for external gear pump 
(mean pressure 170 bar)
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Fig. 2c Fluid borne noise rating for axial piston pump
shown in Fig. 2. Whether in the form of a spectrum or a 
single figure rating, the blocked acoustic pressure clearly 
allows prospective customers to make simple compari­
sons between different types and different makes of 
pump from the viewpoint of fluid borne noise gener­
ation.
Recently, the procedure proposed b> Bowns et al (11) 
has been refined and simplified and the revised method 
has been published as a British Standard (14).
4.2 Source flow and source impedance evaluation
Although a simple fluid borne noise rating based upon 
QsZs is satisfactory for many applications, pump and
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system designers are likely to require more detailed 
information about a pump. In such cases, separate 
source flow and source impedance spectra would be 
necessary. This would not only allow systems to be 
mathematically modelled, but would also enable pump 
designers to determine the exact effects of changes in 
pump design on performance.
Considerable effort has been directed towards 
developing methods for measuring Qs and Z s and a 
critical assessment of these is given by Wing (12).
A method described by McCandlish et al (13) utilizes 
what is probably the most obvious solution:
1. An examination of equation (1) shows that if a ratio 
is formed between the pressures at two different 
points in a system, then the pump parameters may be 
eliminated.
2. Manipulation of the resulting equation enables the 
evaluation of the termination reflection coefficient, 
pT, and using equation (1) allows the termination 
impedance, Z T, to be calculated.
3. Having obtained the termination impedance it is 
then possible to evaluate the pump parameters Qs 
and Z s. Consider two systems, identical save for the 
overall pipe length, /. If P x is the pressure measured 
at a position x t in a pipe of length l t and P2 is the 
pressure at point .x2 in line /2, forming a ratio of the 
two pressures enables Qs to be eliminated and p, to *' 
be calculated; Z s may then be calculated from equa­
tion (3).
4. Finally, using any one pressure measurement, 
together with the calculated values of Z s and Z T, 
then Qs may be evaluated from equation (1).
Theoretically then, it should be possible to determine 
the termination impedance from a single pipe length 
test with two transducers. A subsequent test, utilizing 
just one other pipe length should enable the source 
impedance and source flow to be derived. Unfortunately 
this is not a viable proposition as very small errors in 
pressure measurement can generate very large errors in 
the evaluated values of the pump and system par­
ameters.
In order to obtain accuracy, McCandlish et al (13) 
reported the necessity of performing the test with a very 
large number of different pipe lengths. Using different 
combinations of pipe lengths, numerous values of ps 
and pT were predicted and the mean values obtained.
A much better approach would take account of all 
data points and would select appropriate values of Qs, 
Z s and Z T to generate a surface of minimum error 
through the points; this is the approach that has been 
employed here.
5 EVALUATION OF PARAMETERS IN  THE 
TRANSMISSION LINE EQUATION
Consider a series of tests carried out over a range of 
pipe lengths in which the pressures are recorded at a 
number of locations in the pipeline. Taking each har­
monic in turn, and assuming all other test conditions 
remain constant, the real and imaginary parts of each 
pressure signal can be plotted on two three-dimensional 
graphs as a function of the line length, /, and the dis­
tance from the source, x. Ideally, these results would lie 
exactly on the surfaces predicted by equation (1).
Proc Instn Mech Engrs Vol I97B
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Fig. 3 Schematic diagram of test instrument
However, because of experimental errors, the results will 
lie scattered above and below the predicted surfaces.
'Minimum error' may be achieved by minimizing the 
sum of the squares of the errors between the experimen­
tal observations and the values predicted by the mathe­
matical model of the system.
A full description of the curve fitting approach used is 
given in the Appendix.
6 RIG CONSTRUCTION
For the curve fitting technique described in the Appen­
dix to be successful, it is necessary to measure the 
amplitude and phase of the pressure ripple at a number 
of different transducer positions, and with as many dif­
ferent pipe lengths as is practicable. In order to achieve 
this requirement in as simple a manner as possible, a 
test rig was constructed which enabled the pipe length 
to be varied without the need to break into the circuit, 
(Fig. 3).
A pipe of approximately the same diameter as the 
pump discharge port is connected to the pump. Inside 
this pipe is a hollow piston attached to a sliding section 
of smaller diameter pipe terminated with a restrictor 
valve which is used to control mean pressure. The 
sliding section allows the total length to be altered, in 
steps, by about 1 m. Measurement of the pressure ripple 
is effected by four flush mounted piezo-electric pressure 
transducers inserted at 15 cm intervals in the wall of the 
pipe connected to the pump.
7 TEST PROCEDURE
The test instrument is connected to the pump and the 
required operating conditions selected. Each pressure 
ripple signal is measured using a frequency response 
analyser which provides amplitude and phase measure­
ments for ten harmonics of pumping frequency.
8 ANALYSIS OF RESULTS
Once acquired, the data is analysed using the least 
squares curve fitting method to provide the pump char­
acteristics. Careful examination of early test results 
revealed that for many pumps, no more than nine differ­
ent pipe lengths were necessary to obtain satisfactory 
results. Some typical results are described below.
8.1 Source flow
8.1.1 Piston pumps
Figure 4 shows the instaneous source flow for an axial 
piston pump of capacity 68 cm3/rev. This figure was 
produced by an inverse Fourier transform of the evalu­
ated source flow frequency spectra. The result is very
©  IMechE November 1983








Fig. 4 Instantaneous source flow for axial piston pump
much as expected and similar behaviour has been pre­
dicted by previous workers (15, 16). The traces, obtained 
at speeds of 850 rev/min and 1280 rev/min, clearly show 
the sharp backflow associated with imperfect portplate 
timing. The oscillations following the backflow are most 
likely due to resonance effects within the cylinder itself.
The effect of mean pressure is shown in Fig. 5. The 
magnitude of the backflow is increased at the higher 
pressure, indicating the larger volume of fluid required 
to raise the pressure in the cylinder to delivery pressure.
Similar characteristics and trends were found from 
tests on other units (12).
8.L2 Gear pumps
Figure 6a shows the instantaneous source flow for a 
gear pump of capacity 50 cm3/rev at 1000 rev/min and 
pressures of 80 bar and 150 bar. The vertical offset 
between the two traces is due to increased leakage at 
the higher pressure. As the development of pressure 
occurs gradually around the outside of the gears it is 
impossible to have over or under compression of the 
fluid. The source flow tends, therefore, to be dominated 
by the geometric changes in volume caused by the 
meshing of the gears. This is, of course, modified by 
relief groove flow and periodic variations in tooth tip 
leakages.
Characteristics obtained at a speed of 1500 rev/min 
are shown in Fig. 6b. It may be seen that the peak to 
peak amplitude of the flow ripple increases with increas­
ing pump speed. This would be expected since the 
volume change caused by meshing of the gears is identi­
cal in both cases, but as the pump speed increases, this 
volume change occurs in a shorter time and leads to 
higher flow rates.
8.2 Source impedance
The source impedance amplitude and phase for the 
piston pump are presented in Fig. 7a. The pump was 
tested with a variable speed prime mover at four differ­
ent speeds with corresponding pumping frequencies 
ranging from 100 Hz to 250 Hz.
The amplitude and phase spectra are smooth and free 
from any discontinuities, even though increasing the 
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Fig. 6 Instantaneous source flow for external gear pump
(a) pump speed 1000 rev/min
(b) pump speed 1500 rev/min
also increased. This indicates that the source impedance 
is independent of flow and is merely a function of fre­
quency. Thus the source impedance at a given frequency 
is always the same, regardless of the harmonic of 
pumping frequency being considered.
The majority of results presented on Fig. 7a were 
obtained at a mean pressure of 85 bar. However, tests 
were also conducted at 110 bar at fundamental fre­
quencies of 100 Hz and 150 Hz. The results of these 
tests are also shown on Fig. 6a from which it is clear 
that there is no significant variation of source imped­
ance with the mean system pressure.
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Fig. 7 Pump source impedance characteristics (a) axial piston pump (b) external gear pump
At low frequencies, the effect of the compressibility of 
the oil contained in the delivery passage-way is domin­
ant. and the impedance is capacitive: the impedance 
amplitude falls at —20 dB/decade and the phase 
approaches -  90 At higher frequencies, wave propa­
gation effects within the pump casing become impor­
tant. resulting in an anti-resonance condition at about 
1.5 kHz. Further details on the impedance character­
istics of pumps are given by Edge (17).
Similar impedance spectra were obtained from tests 
on gear pumps (Fig. 7b). Ajgain. capacitive effects 
dominate at the lower frequencies, followed by an anti­
resonance condition around 2.5 kHz.
The fundamental similarity between the impedance 
characteristics of piston pumps and gear pumps is 
clearly illustrated by Fig. 7.
8.3 Termination impedance characteristics
The work reported so far has been concerned with the 
evaluation of the fluid borne noise characteristics of 
pumps. If complete systems are to be modelled suc­
cessfully, then in addition to the source flow and source 
impedance it is also necessary to have a knowledge of 
the impedance characteristics of other components that 
are to be used in circuits. In order to obtain the imped­
ance characteristics of a variety of terminations, a varia­
tion on the use of the test instrument has been 
developed. Using this technique the impedance charac­
teristics of restrictor and relief valves have been mea­
sured.
8.4 Application of the test instrument
The use of the test instrument and curve fitting pro­
cedure in the pump testing mode results in a value of 
termination impedance being predicted. In this mode 
however the impedance is defined at the face of the 
piston and so the value obtained is of no direct use.
Although it would be possible to use this value to 
predict the impedance at the downstream end of the 
small bore pipe, where components such as valves could 
be placed, this process would entail a further stage of 
calculation. The process would also be prone to error if 
the length of the pipe was such that very high entry 
impedances were produced at the mouth of the pipe. In 
order to avoid this complication a variation on the use 
of the test instrument has been devised.
The second mode of operation involves the reversal 
of the instrument in the circuit. The component under 
test is connected to the end of the large bore pipe and 
the smaller bore sliding section is connected, via a high 
pressure hose, to an axial piston pump.
By reversing the instrument in the above manner, the 
component under test becomes a direct termination of 
the measurement section. As before, the circuit length is 
incremented and pressure readings taken at each length. 
A normal curve fitting analysis is then carried out by 
defining the ‘source* at the face of the piston.
8.4.1 Restrictor valve
The impedance characteristic of a 2.5 cm screw-down 
restrictor is shown in Fig. 8. These results were obtained 
at pressures of 75 bar and 100 bar with the mean flow 
adjusted to maintain a constant pressure-flow ratio. 
Clearly the impedance spectra are similar at both condi­
tions. The steady-state impedance, obtained from the 
steady-state pressure-flow characteristic is also shown 
on the figure. It is clear that the steady-state character­
istic only provides a satisfactory prediction of imped­
ance at low frequencies. The phase results are slightly 
positive for the majority of the frequency range. This is 
probably due to an inductive component of the imped­
ance caused by the high accelerations experienced by 
the fluid upon passing through the small passages in the 
valve. At the highest frequencies tested the phase is 
negative implying that a capacitive component of the 
impedance is becoming dominant.
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Fig. 9 Impedance characteristic of relief valve A
(a) mean flow rate 1.45 I s
(b) mean flow rate 1.94 I s
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Two different relief valves were tested: valve A was a 
very small internal pilot operated two stage poppet 
relief valve, built in cartridge form; valve B was also a 
two stage pilot operated poppet valve but was relatively 
large.
The impedance characteristics of relief valve A are 
shown in Fig. 9 for two different flowrates and three 
pressures. The results are rather scattered, especially at 
the high frequencies. This is probably due to the relief 
valve not always opening to exactly the same degree on 
each successive test. Despite the scatter, the low fre­
quency results show the impedance of the valve to be 
strongly dependent on the mean system pressure and 
flowrate, with the amplitude increasing with mean 
pressure and decreasing with an increase in the flowrate. 
This indicates that the relief valve is behaving, to a 
certain extent, as an orifice. Such behaviour has also 
been noted in tests on a similar valve at very much 
lower pressure and flows (18).
The characteristics of valve B are shown in Fig. 10. 
Here the valve appears to be exhibiting a resonant char­
acteristic at around 700 Hz with a corresponding phase 
angle of 0C. This resonance is considered to be associ­
ated with the natural frequency of the first stage of the 
valve. Although the impedance of the valve is again a 
function of the pressure and flow, it is impossible to 
represent the characteristics by a simple mathematical 
model.
9 CONCLUSIONS
A simple test method for rating the fluid borne pressure 
ripple generated by pumps has been described. The 
method provides a simple index of performance either 
in the form of a frequency spectrum or as a single 'figure 
of merit'. This index, termed the blocked acoustic pres­
sure, enables comparisons to be made between pumps 
of different makes and different types. Tests have shown 
that the blocked acoustic pressure of piston pumps is 
rich in harmonic components, indicating an ability to 
generate noise over a wide frequency range.
Pump and system designers are likely to require more 
detailed information than that given by the blocked 
acoustic pressure. Furthermore, for the prediction of 
pressure ripple levels in hydraulic circuits it is essential 
to have pump information in the form of individual 
source flow and source impedance spectra. A test pro­
cedure has been developed which enables these charac­
teristics to be obtained. The method is based on the 
application of the transmission line equation to wave 
propagation within a simple hydraulic circuit. This 
entails a least squares fit of the transmission line equa­
tion to experimental data. A test instrument has been 
constructed which enables experimental data to be 
obtained in as simple a manner as possible. Tests have 
been carried out to obtain the flow ripple characteristics 
of both piston and gear pumps. The effect of mean 
pressure and speed on the source flow has been exam­
ined for both types of pump. The results clearly portray 
detailed effects such as the flow ripple produced as a 
result of imperfect portplate timing in a piston pump. 
Such information is valuable in the development of new 
pumps or in establishing the performance of existing
100 500 iki 2K
Frequency, Hz
Impedance characteristics of relief valve B
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designs, particularly from the point of view of fluid 
borne noise generation.
The source impedance characteristics of piston and 
gear pumps have also been examined. The fundamental 
similarity of the impedance of the two types of pump is 
demonstrated.
It  has also been shown that the instrument can be 
used to obtain the impedance characteristics of valves. 
In the case of a restrictor valve, tests have shown that 
the impedance deviates from the steady-state value, 
even at relatively low frequencies. This indicates that 
fluid compressibility and fluid inertia play an important 
role in determining valve characteristics.
Tests carried out oh relief valves show that it is 
impossible to represent the impedance by a steady-state 
value. Impedance characteristics are complex and 
appear to be dependent upon valve design.
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A PPENDIX
Method of achieving least squares error
Using the definitions for ps and pT given in equations 
(2) and (3), the transmission line equation may be
Proc Instn Mech Engrs Vol 197B
written as:
QsZ sZq[(Zt  +  Z 0)e~yjr -b (ZT -  Z n k - '2'-** ] 
(Zs +  Z 0XZT +  Z 0) -  (Zs -  Z0XZT -  Z 0)e~2yt
(4)
or, for simplicity, Px =  P „  +  jP xi where the subscripts r 
and i denote the real and imaginary parts respectively.
Now, if the pressure at distance .x from the source is 
obtained experimentally, such that Pm =  Pmt +  jP mi 
then the sum of the errors in the real and imaginary 
parts is:
e ^ i P n - P J  +  iP m i-P * )  
and the sum of squares error is:
<*•„, -  p „ f + (p .. -
For n measurements, the total sum of squares error is:
I  [ (p „  -  p j ! + (p .. -
i  up.  -  -  p ,i],
*=1
(5)
where Pm, Px are the complex conjugates of Pm and Px .
In order to minimize this error, the expressions for Px 
and Px are substituted from equation (4) and the result­
ant equation is differentiated with respect to each of the 
parameters for which a value is required. The resultant 
‘normal equations' are equated to zero and solved 
simultaneously to yield values for the required par­
ameters for which the sum of squares function is a 
minimum.
In this instance, to obtain values for the variables Qs, 
Z s and Z T, it is necessary to differentiate equation (4) 
with respect to the real and imaginary parts of each of 
these variables. This gives six partial derivatives of the 
form:
(6)
for i =  1,2.........6
where A , = Q „, K 2 =  Qt i , K 3 =  Z „ ,  K A =  Z t i ,
K s =  Z Tr, K 6 =  Z j, .
The normal equations, obtained by setting equation 
(6) to zero, are non-linear and are best solved using an 
iterative scheme (19). The approach involves replacing 
the normal equations by a linear approximation 
obtained from a Taylor’s series expansion. The linear­
ized equations are solved using Gaussian elimination 
with pivoting, and the solutions provide the starting 
point for the next approximation. The iteration con­
tinues until the solution converges.
The technique has been incorporated into a digital 
computer program which is designed to produce its own 
starting point for the iterative process. This is achieved 
by solving the transmission line equations in a manner 
similar to that used in the extending pipe length tech­
nique (13), to give values for the termination impedance, 
source impedance and source flow. The values of the 
propagation coefficient and the pipe characteristic 
impedance Z Q are calculated from a knowledge of the 
properties of the fluid (12).
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ABSTRACT
Pressure ripples in pipe lines create 
much of the objectionable acoustic noise gene­
rated by hydraulic systems. Such pressure 
ripples derive largely from pumps and to a 
lesser extent motors, and methods- of quanti­
fying these effects have been the object of 
a detailed research study at the University 
of Bath.
This paper describes two test methods.
One of these is simple to apply and provides 
a means of comparison of units. The other is 
more sophisticated and is potentially of 




B effective bulk modulus of fluid and
pipe
d pipe diameter
t length of pipeline
tuned length of pipe for high entry
impedance
N total number of harmonics considered
n harmonic number
P pressure
Po pressure at pump outlet
Pn pressure at n'th harmonic
PR overall rms pressure rating
0. source flow
X distance along pipeline from pump
ZE circuit entry impedance
Zo characteristic impedance of pipe
Zs source impedance
ZT termination impedance
r wave propagation coefficient
p fluid density
p. source reflection coefficient
PT termination reflection coefficient
U frequency of harmonic considered
“l pumping frequency
INTRODUCTION
The presence of fluid borne pressure 
ripple in hydraulic circuits is, in many 
cases, the main source of airborne noise. 
Pressure fluctuations create vibration of 
pipework and attached components and the 
consequent noise is often considerably 
higher than that produced by the pump or its 
prime mover.
This paper is concerned with test methods 
which can be used to establish the fluid 
borne noise characteristics of positive dis­
placement pumps and provide a technique which 
allows direct comparison between pumps as 
generators of fluid borne noise .
Two methods are proposed. The first 
enables a figure of merit to be obtained 
which enables simple comparisons to be made 
between pumps of different types and different 
makes.
The second test method provides more de­
tailed information which can be used to assist 
in the development of low pressure ripple 
pumps and in the design of quiet hydraulic 
circuits.
MECHANISM OF GENERATION
All positive displacement pumps generate 
an unsteady flow which interacts with the 
system to create a pressure ripple. This 
ripple is propagated through the circuit at 
the speed of sound in the fluid. At any 
change in pipe section, valve or other com­
ponent, part of the energy is reflected back 
towards the source, where another partial re­
flection occurs. This continuing process re­
sults in the formation of complex standing 
waves in the circuit.
TRANSMISSION LINE THEORY
Analysis of pressure ripple propagation 
is most readily carried out in the frequency 
domain. Bowns and McCandlish (1_) describe 
the application of transmission line theory to 
the study of wave propagation in hydraulic 
systems. For a simple pump-pipe-valve circuit, 
the pressure at a distance x from the source
p _ Qaz. z^0 (  e"** + pTe * C2t',° >\
K (Zs+Z.) V I )  »>
where
Q -  *-T
I t  Z t -I-Z* 
p k  ~ Zip
■n<s Z „  -  * / f S
The significance of the various terms in this 
equation is discussed in detail in ref (1).
Most of the terms are frequency dependent, so 
it is convenient to examine the pressure
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ripple generated at harmonics of pumping fre­
quency. For most pumps, no more than 10 
harmonics are required to provide an accurate 
representation of the waveform.
PUMP CHARACTERISTICS
The characteristics of the pump are de­
fined in equation (1) by the terms (the
source flow ripple) and Z^ (the source im­
pedance) . The flow ripple depends on the 
type of pump under consideration and may 
vary with speed and mean pressure. source 
impedance can. in the first instance, be 
taken to represent the capacitive nature of 
the fluid contained in the pump discharge 
passageway.
Because of the complex interaction be­
tween the pump and the hydraulic circuit, it 
is impossible to position a pressure trans­
ducer at some arbitrary point in the circuit 
and use the resultant measurement as an in­
dication of the pump pressure ripple charac­
teristics. This may be illustrated by using 
equation (1) to predict a typical standing 
wave characteristic. Fig (1) shows the 
standing wave generated in a pump-pipe-valve 
system at one harmonic of pumping frequency. 
The behaviour for two different pipelengths 
is given. For a pipe 7.5m long, the pressure 
ripple level varies between 0.8 bar at a node 
and 8.8 bar at an antinode. Much lower 
pressures are generally encountered when an 
antiresonant pipe, 5.5m long, is used.
Clearly the length of pipe has a considerable 
influence on pressure ripple levels. Because 
of these effects, several researchers have 
suggested that pump characteristics should be 
measured using special test circuits.
□stance from pump Cm)
Fig.l Typical Standing Wave Characteristics 
for a Pump-Pipe-Valve System
MEASURING PUMP CHARACTERISTICS
Review of Previous Proposals
In 1975, Unruh (_2_) suggested that the 
pump should be connected to a restrictor 
valve, via a short discharge line. By 
mounting a loading valve as close as possible 
to the pump, standing wave effects can be ne­
glected, and lumped parameter theory may be 
employed. The pressure ripple at the pump 
outlet is measured and Fourier analysis 
carried out to yield the harmonic components. 
Each harmonic is then multiplied by an im­
pedance term to give the source flow, Qg .
Although Unruh considered the source 
flow ripple as the true measure of the
characteristics of a pump, he considered that 
a pressure ripple rating would be desirable 
for industrial use. He suggested that the 
pressure ripple generated in a standard volume 
of 201n’, would provide a satisfactory rating. 
This could be calculated from the predicted 
source flow.
Szerlag (3.) also suggested the use of 
short discharge line terminated by a restrictor 
valve. Again pressure fluctuations were mea­
sured at the pump outlet. In this instance 
however, corrections for the effects of the 
volume of oil contained in the discharge line 
were included in the calculations. The re­
sultant rating corresponds to a pump dis­
charging directly into a restrictor valve.
Both of these proposals are based on the 
assumption that a restrictor valve behaves as 
a simple orifice and the pump impedance is a 
function of the pump internal volume and 
leakage. Studies reported in L4.) however, 
show that the characteristics of a restrictor 
valve are frequency dependent. In addition, 
representing pump impedance characteristics 
by considering the internal volume and leakage 
flow is only a first approximation to the 
observed behaviour, (5_) . Consequently, the 
methods discussed must be subject to some 
error.
Davidson and Taylor (6) proposed a test 
method which involves presenting the pump with 
two types of load. Firstly, a restrictor 
valve is mounted at the end of a short length 
of lines this is referred to as a high im­
pedance load. In the second case, the pipe is 
terminated by an accumulator/restrictor valve 
combination. The aim hare is to obtain con­
ditions similar to those obtained with an open 
ended pipe. This is a low impedance load. If 
the pressure is measured at the pump outlet, 
then equation (1) may be written as
_  Q ,  Z ,  Z.fcR =
/ 1 i- ?T e w \
v I -  f T e-™*V
( 2 )
(3)
Provided the circuit entry impedance Z£ can be
predicted accurately, the two test circuits 
give two versions of equation (2) which may be 
solved simultaneously to yield the source flow 
0 , and the source impedance Z .
Several other test methods, based on 
similar principles, are described by O'Neal 
and Maroney (7^•
Tests carried out at Bath have shown that 
it is very difficult to predict the entry im­
pedance of a circuit over a wide range of test 
conditions. Consequently these methods may be 
limited in application.
Anechoic Conditions
If a reflectionless (anechoic) termination 
could be devised, then no standing waves 
would be present in the circuit. The reflec­
tion coefficient PT is zero and equation (1)
becomes
p .  Q A Z . e-*"  
rx -  z , + z .
At the pump outlet,
p _  Q*~Z.sZo (5)
r°  ’  Z fc+ Z 0
To evaluate Q and Z% two tests could be per­
formed, with different diameter pipelines 
(different characteristic impedances), pro­
viding two equations to solve simultaneously.
The difficulty is, of course, obtaining 
a truly reflectlonless condition. One possi­
bility is to use a very long line such that 
the reflected wave is completely attenuated 
before returning to the source. A "lossy" 
line, such as a hose, is ideal. Unfortunate­
ly, very long line lengths are required, 
typically 50-60 m, if this is to be 
achieved. In addition, it is not a simple 
matter to evaluate the characteristic im­
pedance of a hose (8_) . The method is, 
therefore, not particularly attractive.
A better method of achieving anechoic 
conditions is described by Theissen (9).
He describes a specially designed loading 
valve which is adjusted so that its im­
pedance matches the line impedance and 
creates reflectionless conditions. Zt is 
claimed that the impedance of the device 
shows no frequency dependence and therefore 
only one setting is required for all 
harmonics. This is difficult to judge from 
the results presented in the paper since 
the pressure traces shown are primarily 
at pumping frequency with little high- 
frequency content. However, even if 
frequency dependence was found to be a pro­
blem, the device might still be viable, as 
it could be tuned for each harmonic under 
consideration. It should be noted, however, 
that this would only be successful if the 
impedance of the valve is purely resistive 
over the frequency range of interest. Any 
reactive component to the impedance would 
prevent matching. Barring this problem, 
the technique does offer a potential as a 
method of rating pump fluid borne noise.
The Bath Approach
In a previous paper (1_0) the authors 
proposed that the pump characteristics could 
be obtained by presenting the pump with a 
very high impedance load. Consider equation 
(2) in a slightly different form,
P =  Q *  (6)
I +  z-yfcc
If the entry impedance of the hydraulic 
circuit, Z£ , is much higher than the source
impedance Z^ then equation (6) becomes
Po ~ (7)
The product Q Z , sometimes called the 
blocked acoustic pressure, is independent of 
circuit effects and can be considered as a 
pump rating. Indeed, reference to equation
(1) shows that the pressure ripple at any 
point in the circuit is directly proportional
to the product Q Z . Consequently, the 
blocked acousticSpressure can be considered 
as the system "forcing function".
Bowns et al U0) stated that a high im­
pedance load could be most easily achieved by 
using a short length of small diameter pipe­
line terminated by a restrictor valve. Fig
(2) shows the entry impedance of a pipe 
0.46m long as a function pipe diameter at 
1250 rad/s. At the smaller diameters, the 
impedance increases very dramatically.
Work at Bath suggested that an entry impedance 
of about 8 times the source impedance was 
sufficient to eliminate the effects of the 
circuit. Unfortunately, as the impedance 
of the pump under test is unknown, it is 
necessary to establish a suitable pipe dia­
meter empirically. The test involves 
measuring the pressure ripple at the pump 
outlet at each harmonic of pumping frequency. 
This is repeated for a range of decreasing 
pipe diameters until two amplitude spectra 
are sufficiently close to indicate that the 
blocked acoustic pressure has been obtained.
Fig (3) shows the ratings for three 
different types of pump. Tests on an axial 
piston pump of 33cm*/rev, Fig (3a), revealed 
an amplitude spectrum rich in harmonics. At 
a mean pressure of 200 .bar, the fundamental 
component is 13 bar rmsj this falls gradually 
to 1 bar at the tenth harmonic. Lower pres­
sure ripple levels were measured when the 
mean pressure was reduced to 100 bar. The 
spectra clearly indicate the ability of the 
piston pump to generate noise over a wide 
frequency range.
The spectrum of an internal gear pump 
of similar capacity, Fig (3b), shows consider­
able differences. Only the first four har­
monics are significant. Furthermore, mean 
pressure was found to have virtually no 
effect on the rating.
The internal gear pump, Fig (3c), has the 
lowest rating. The fundamental component is 
only 0.8 bar and again only the first four 
harmonics are significant. This last result 
is in accord with the fact that internal gear 
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Pig.3 Fluid Borne Noise Rating Spectra
The spectra shown in Fig (3) enable 
large frequency components to be readily 
identified and enable circuit designers to 
avoid selecting pipe lengths which might 
be excited by these frequencies. However in 
some instances a single figure of merit is 
also desirable. This may be obtained by 
calculating the overall rms rating for the 
pump,
where P is the blocked acoustic pressure at n
n 'th harmonic. The appropriate values for 
the piston and gear pumps tested are shown in 
Fig (3). This single figure of merit pro­
vides a very simple means of comparing pumps 
of different types and different makes.
The high impedance pipe test method has 
been applied to wide range of units with con­
siderable success. Recently, however, the 
approach was found to be difficult to apply 
to pumps with a high source impedance.
Indeed, in some cases, it was possible to 
achieve two spectra which were sufficiently 
similar to suggest that the required rating 
had been obtained. However the true rating 
could be as much as 30« lower than that in­
dicated. This was found to be due to diffi­
culties in achieving a sufficiently high 
entry impedance. To overcome this problem, a 
modified version of the high impedance pipe 
test is proposed.
Reference to equation (3) shows that the 
entry impedance is a function not only of 
pipe diameter but also pipe length. Conse­
quently an extremely high entry impedance may 
be obtained by selecting an appropriate 
length of small diameter pipe. Fig (4) shows 
the entry impedance of pipe of B.5 mm diameter 
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Fig.4 Effect of Line Length on Entry Impedance
For a nine piston swash plate pump 
driven at 1490 rev/min, say, the 
pumping frequency is 1400 rad/s.
Selecting a pipelength of 1.5m gives uI “
2100 ms *. The corresponding impedance in
Fig (4) is 1.4 x 10n Nsm"5. This is at least 
15 times greater than the impedance of most 
pumps at this frequency. However, at the
second harmonic, uI ■ 4200 mS and the im-
9 -5pedance falls to only 3.6 x 10 Nsm
Consequently, to achieve a high entry im­
pedance over a vide range of frequencies, it 
is necessary to use a number of different 
pipelengths. For ten harmonics of pumping 
frequency, for example, four different pipe­
lengths are required.
For harmonics 1, 3, 5, 7 and 9, 
for harmonics 2, 6 and 10,
W,t
for harmonic 4,
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Of course it is still important to use a 
small diameter pipe. The simplest procedure 
is to select a diameter such that the 
pressure loss across the longest pipe 
assembly is about 75% of the mean test 
pressure, the remaining 25% being determined 
by load valve setting. An estimate of the 
diameter required can be found by applying 
Oarcys equation with allowances made for pipe 
entry and exit losses. This pipe is con­
nected to the pump and the amplitudes of the 
odd harmonics are measured. To ensure that 
the entry impedance is high enough to obtain 
the blocked acoustic pressure it is necessary 
to repeat this test with a slightly different 
entry impedance. Increasing the pipe cross- 
sectional area by about 30% has been found to 
be a satisfactory way of achieving this re­
quirement. Since problems in obtaining the 
blocked acoustic pressure invariably occur 
at the first harmonic (where the source im­
pedance is highest (5)) it is only necessary 
to compare the pressure ripple amplitudes at 
this frequency. Provided the amplitudes are 
within 10% of each other, then the test 
method is viable. The amplitudes already 
obtained at the odd harmonics are taken as 
the pressure ripple rating. Three other 
tests are then carried out using the pipe­
lengths given by equations (9), (10) and (11).
The pressure ripple amplitudes are measured 
at the appropriate harmonics. Again the re­
sults may be presented in terms of a spectrum 
or combined to give an overall rms rating.
Thin method has recently been adopted as the 
British Standard for measuring pump ripple 
(U_) .
For cases where the readings obtained 
at two different diameters are not within 10%, 
the method is ineppropriate and an alternative 
approach, such as that described below, will 
be required.
MEASUREMENT OF SOURCE FLOW AND IMPEDANCE
The blocked acoustic pressure is an 
ideal means of comparing pumps in terms of 
their pressure ripple generating potential.
It does not, however, provide an accurate 
measure of the pressure ripple levels that a 
pump will produce in a given circuit. 
Furthermore, it is difficult for a pump manu­
facturer to assess from the blocked acoustic 
pressure, what changes must be made to the 
pump design to achieve a lower rating. In 
both instances, more detailed information is 
required! ideally the source flow and source 
impedance should be obtained as individual 
spectra.
Theoretically it should be possible to 
evaluate and Z# by making only three
measurements. Consideration of equation (1)
shows that measurements obtained at two
locations in a pipeline of a given length
taken with one further measurement in a
pipeline of a different length provides
sufficient information to calculate Q and Z .s s
Both amplitude and phase information are re­
quired when measuring the pressure ripples, 
and appropriate Frequency Spectrum analysis 
instrumentation is essential. Unfortunately 
this test method is prone to considerable 
error, as the transmission line equation is 
particularly sensitive to small errors in 
experimental data. Furthermore the pipelength 
used also plays an important role in deter­
mining,the accuracy when evaluating Q( and Z#.
A more refined approach requires more in­
formation. For example, if five pressure mea­
surements were obtained at various locations 
in a pipeline of a given length, and the test 
was then repeated for, say, nine different 
pipelengths, a very detailed representation 
of the standing wave characteristics would be 
obtained. Equation (1) could then be fitted 
to the experimental data using least squares 
techniques. Of course such a test procedure 
would be rather time consuming and involve 
a considerable amount of data reduction. To 
simplify this procedure a special test instru­











Fig 5 gives a diagrammatic representation of 
the Instrument. The measurement section con­
sists of a pipe with an internal diameter 
which matches the pump dischage passageway. 
Five piezoelectric pressure transducers are 
mounted in this section. Inside is a hollow 
piston which is attached to a smaller 
section of pipe which is terminated by a 
restrictor valve. The narrow bore section can 
be adjusted and clamped to alter the length of 
the pipe. The test procedure involves setting 
the pump at the required speed with the trom­
bone at its shortest length. The restrictor 
valve is used to set the required test
pressure. An harmonic analysis of all five 
pressure transducers is then performed using 
either a Frequency Response Analyser or 
Digital Spectrum Analyser. This is then re­
peated for roughly nine different positions 
of the sliding section. On-line computer 
data acquisition considerably simplifies the 
procedure. Because the measurements are in 
polar or rectangular coordinates, the curve 
fitting procedure is three dimensional 
(amplitude and phase both plotted as a 
function of transducer position and plpe- 
length). The procedure employed is described 
in detail by Wing <121.
TEST RESULTS
Flow Ripple
Although the flow ripple is obtained 
from the analysis of results is in the form 
of a frequency spectrum, it is convenient to 
combine the harmonic components by the in­
verse Fourier transformation to obtain the 
result in the time domain. Fig (6a) illus­
trates the results obtained from tests on 
a 68 cm'/rev axial piston pump. These re­
sults correspond to pump speeds of 850 rev/ 
















(b) Effect of Pressure 
Fig.6 Piston Pump Source Flow
In each case, the large backflow associ­
ated with imperfect portplate timing is 
clearly shown. The effect of mean system 
pressure is shown in Fig (6b). The increase 
in reverse flow at the higher pressure is 
well defined. In all cases, ten harmonics 
were necessary to provide an accurate result.
Tests on an external gear pump, Fig (7) 
shows a considerably different result. The 
flow ripple is dominated by the geometric 
changes in volume created by the meshing of 
the gear teeth. The theoretical flow ripple, 
obtained from the analysis performed by Duke 
and Dransfield (Jj.) , is superimposed to 
illustrate this point. The differences 
between the two waveforms is largely due to 
relief groove effects and periodic variations 
in tooth tip leakages, neither of which were 
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Fig.7 External Gear Pump Source Flow
Source Impedance
The source impedance amplitude and phase 
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Fig.8 Piston Pump Source Impedance
This was obtained at harmonics of pumping 
frequency for four different pump speeds. The 
near continuous nature of the graph, with an 
absence of discontinuities suggests the 
source impedance is independent of speed and
mean flow. At low frequencies, the impedance 
falls at 20dB/decade and the corresponding 
phase is -90 deg. This indicates a capacitive 
impedance which corresponds to the compliance 
of the oil between the portplate and the pump 
outlet. At higher frequencies wave propaga­
tion within the pump body becomes important 
(5) and a series of resonances and anti- 
resonances occur. Mean system pressure was 
not found to have any measurable effect on 
the characteristics. Similar shaped curves 
were obtained for all pumps tested. In the 
case of the gear pump, for example, Fig (9), 
the impedance is largely capacitive over most 
of the frequency range of interest, but the 
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Fig.9 Gear Pump Source Impedance
Pump Rating Using the Hydraulic Trombone
For cases where the high impedance 
pipe method is inapplicable, the blocked 
acoutic pressure may be evaulated using the 
hydraulic trombone. The product of the 
source flow and source impedance Z>r
obtained at each harmonic of pumping fre­
quency, provides the figure of merit 
for the pump.
PREDICTING PRESSURE RIPPLE LEVELS
The application of transmission line 
thaory to a simple hydraulic circuit has 
previously been discussed. This theory may 
be readily extended to cope with more com­
plex systems, as described by Tilley and 
Butler (M_) . In order to predict pressure 
ripples in a given circuit it is essential to 
have detailed information regarding the fluid 
pressure ripple characteristics of the pump, 
motors, valves and other components. Although 
this paper has been concerned with a means of 
measuring pump characteristics, there is 
clearly a need for the development of test 
methods for rating other components. Fortu­
nately, one of the distinct advantages of 
the hydraulic 'tombone' approach is that the 
instrument may also be used to determine 
the impedance characteristics of valves and 
similar devices. Further details are given 
in ref (12) .
CONCLUSIONS
This paper has reviewed a number of 
methods of characterizing the fluid borne 
pressure produced by positive displacement 
pumps. A method based on a simple high 
impedance pipe is proposed. Test results 
are presented in terms of the blocked 
acoustic pressure, either in the form of a 
frequency spectrum or as a single figure of 
merit. The latter provides a simple means 
of comparing units of different sizes and 
different makes in terms of the ripple 
generating potential.
Tests have shown that piston pumps 
are rich in harmonic components, indicating 
their ability to generate noise over a wide 
frequency range. Internal gear pumps 
have a very low blocked acoustic pressure.
For more detailed information, a more 
sophisticated test method is proposed. This 
provides both the impedance and flow ripple 
characteristics of pumps in terms of indivi­
dual spectra.
Tests have been performed to evaluate 
the flow ripple characteristics of piston 
pumps and gear pumps. The results clearly 
portray detailed effects such as the flow 
fluctuations produced as a result of imperfect 
portplate timing on a piston pump. Such 
information can be invaluable in the develop­
ment of low ripple pumps, or in establishing 
the effectiveness of existing designs.
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A study of pressure fluctuations in the suction 
lines of positive displacement pumps
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This paper is a contribution to the understanding of the generation and transmission of pressure ripples in hydraulic systems. Previous 
research on fluid-borne pressure fluctuations in hydraulic systems has been largely directed towards high pressure lines. This paper 
examines the behaviour of the pressure fluctuations in axial piston and gear pump suction lines.
It has been found that the unsteady flow taken in by a pump creates a standing wave in the inlet line in much the same way as a delivery 
line. The magnitudes of the pressure fluctuations are very sensitive to mean inlet pressure, due to changes in inlet flow ripple with mean 
pressure. No evidence of air release in the inlet line was found and it is concluded that at low inlet pressures air release occurs in the 
pump inlet passageway, although in microscopic proportions since no reduction in volumetric efficiency was observed. System air-borne 
noise was found to be very dependent on mean inlet pressure.
n o t a t io n
B effective bulk modulus of fluid
I length of pipeline
p pressure ripple
px pressure ripple at a distance x  from pump
q  flow ripple
Q% pump (source) flow ripple
V volume of oil in pump discharge passageway
Vt volume of oil in tank
x distance along pipeline from pump
Z 0 characteristic impedance of pipeline
Z , pump (source) impedance
Z ( tank impedance
Z T valve (termination) impedance
y propagation coefficient
p, pump (source) reflection coefficient
pT valve (termination) reflection coefficient
to frequency of harmonic considered
1 INTRODUCTION
The need to reduce noise in hydraulic systems makes an 
understanding of the generation and transmission of 
pressure fluctuations of considerable importance. In  
recent years a great deal of research effort has been put 
into the study of the generation and propagation of 
pressure waves in systems (1-4) and the relationship 
between fluid pressure fluctuations and air-borne noise 
(5). The vast majority of this research work has concen­
trated on high pressure lines, as fluid-borne noise is 
usually associated with the existence of a high mean 
pressure in pipeline.
In delivery lines, pressure fluctuations of 5 bar peak- 
to-peak are common and in some systems the levels 
may be much higher. In a suction line, with a mean 
pressure close to atmospheric, such fluctuations would 
be most unlikely as it would b« necessary for tension to 
be created in the fluid. Consequently there is a strong 
possibility of the pressure fluctuations causing dissolved 
air to be released in the form of bubbles or even cre-
The M S was received on 8 March 1985 and was accepted fo r  publication on 8 
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ating vapour cavitation. In  order to investigate such 
effects, the fluid-borne noise characteristics of axial 
piston and gear pump suction lines have been examined 
experimentally. The effects of pressure fluctuations on 
system noise levels and pump performance are reported.
2 WAVE PROPAGATION IN  HYDRAULIC UNES
Analysis of plane wave propagation in high pressure 
hydraulic lines is well documented (6-8) and only a brief 
resume will be given here. Consider, as an example, a 
simple pump-pipe-valve system. Due to the presence of 
a finite number of pumping elements (pistons, vanes or 
gear teeth, for example), the pump produces an 
unsteady flow. The flow fluctuation, which has a funda­
mental component at the pumping frequency together 
with a series of harmonics, interacts with the circuit to 
create a pressure ripple. This ripple propagates through 
the system at the speed of sound in the fluid and upon 
reaching the loading valve (line termination) is sub­
jected to a partial reflection. Another partial reflection 
occurs when the wave reaches the pump. The end result 
of the multiple reflections is a complex standing wave in 
the pipeline, and the amplitude of the pressure fluctua­
tions varies along the line.
Analysis of such behaviour is most readily performed 
in the frequency domain. Each harmonic of the pump 
(source) flow ripple is analysed in turn; the total effect is 
obtained by superposition. For the simple pump-pipe- 
valve system, the pressure at a distance x from the 
pump outlet is given by the transmission line equation
(6).
_  Q* z « Z 0 f exp(—yx) +  pT exp(yx -  2 y lf \
* Z f +  Z 0 L 1 - p , p T exp(-2y/) J
The term Q% represents any one of the harmonics or 
Fourier components of the pump flow ripple. The pump 
(source) impedance, Z t , may be considered in the first 
instance as capacitive due to the volume of fluid con­
tained in the pump discharge passageway. Taking the 
compressibility flow as
V dp
q ~  B dr
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Z  = P-  =  —
1 q jo>V
I f  Z , is drawn on a Bode plot, the amplitude 
decreases with frequency at 20 dB/decade. The phase is 
—90° at all frequencies.
In some pumps, wave propagation effects in the 
pump discharge passageway can be important at the 
higher frequencies (typically >  1 kHz). These effects can 
be modelled using distributed parameter theory, and are 
discussed by Edge (9).
The pipeline is described in equation (1) by the char­
acteristic impedance Z 0. This takes into account the 
compressibility of the oil in the pipe and the effects of 
pipe friction. The term Qt Z , Z 0/(Z t 4- Z 0) in equation
(1) has the units of pressure and describes the inter­
action between the pump and the circuit. The remaining 
terms, in brackets, account for wave propagation effects. 
The reflection coefficients p% and pT relate to the nature 
of the reflections occurring at the same source and ter­
mination respectively, and are defined as follows:
P, =
Z , - Z q 
Z , +  Z 0
Z T Zo
PT Z t +  Z„
where Z T is the termination impedance corresponding 
to the ratio of the pressure to flow fluctuation at the 
loading valve.
3 WAVE PROPAGATION IN  SUCTION LINES
The flow taken in by a hydraulic pump is similar to that 
delivered, inasmuch as both are composed of a fluctuat­
ing component superimposed on a mean flow. Due to 
the existence of the fluctuating flow, transmission line 
effects can occur in suction lines in much the same way 
as in high pressure lines: waves are propagated from the 
pump to the reservoir where partial reflections occur. 
Therefore, instantaneous variations in the fluid flow 
(inlet source flow) are translated into pressure variations 
which, in low mean pressure lines, may assume very low 
instantaneous pressures indeed. Consequently, air 
release or vapour cavitation might occur in the inlet line 
to a pump, not only as a result of a high fluid velocity 
(due to poor suction line design for example) but also as 
a result of very low instantaneous values of pressure 
ripple. For the same reasons, air release or cavitation 
might also occur in the suction port of the pump itself.
In order to examine the possible effects of suction line 
pressure fluctuations on both system noise and pump 
performance, an extensive series of tests have been per­
formed on suction lines over a range of inlet pressures. 
Pressure ripples have been monitored at a number of 
locations in the suction lines to both piston and gear 
pumps. Typical results are presented below.
Because of the interaction between pump and the
Proc Instn Mcch Engrs Vol 199 No B4
circuit it is very difficult to gain an understanding of the 
individual effects influencing the behaviour of suction 
line pressure ripples. Consequently further tests were 
performed to establish the inlet source flow and inlet 
source impedance of the'pumps together with the 
impedance of the reservoir.
4 DETERMINING THE FLUID-BORNE NOISE 
CHARACTERISTICS OF PUMP INLETS
A number of experimental methods have been proposed 
for the determination of the outlet characteristics of 
pumps and the impedance of valves. However, most of 
the methods are not applicable to inlet lines; some 
necessitate the existence of high pressure and others, if 
applied, would induce cavitation in a suction line. The 
method described by Edge and Wing (10) falls into the 
latter category. In this work, the 'extending pipe length 
method’ described in (11) has been employed. The 
method requires the measurement of pressure fluctua­
tions at two locations in a simple pump-pipe-valve 
system and the test has to be repeated using a number 
of different lengths of pipeline. At each pipe length, the 
pressure fluctuations are measured in terms of their fre­
quency spectra and each harmonic is examined in turn. 
Usually no more than ten harmonics are required. By 
substitution of the experimental data into equation (1) it 
is possible to predict the fluid-borne noise character­
istics of the pump and loading valve. The method pro­
vides Qt and Z f as frequency spectra. However, it is 
common practice to synthesize the individual harmonic 
components of the source flow to provide an instanta­
neous flow ripple as a function of time.
In the original application of the ‘extending length 
pipe method’, up to sixty different pipe lengths were 
required to provide sufficiently accurate information
(11). Recently it has been found that by making a judi­
cious choice in the selection of line lengths, the number 
of tests required to establish component characteristics 
can be reduced considerably. Typically, no more than 
nine lengths are required and both inlet and delivery 
lines can be studied. O f course, should air release or 
cavitation occur in a suction line then a standing wave 
may not exist and the theory behind the test method 
would be inapplicable.
Further details about the test procedure, termed the 
‘tuned-length’ method are described by de Freitas (12).
5 SUCTION LINE TESTS
Previous researchers have controlled mean
pressure through the use of a restrictor valve
an overhead tank and a pump (13) or ^  _ tu
restricted bleed line in a boosted suction line (14).
solutions are unsatisfactory as they can create con i-
tions which produce the formation of air bubbles or
vapour cavities under low mean pressures. The solution
adopted in the present work was to use a specially
designed reservoir pressurized by air. Such a reservoir
‘ can provide the desired range of pump inlet pressures
and flows without introducing any disturbed element in
the suction line. Furthermore, by employing a vacuum
pump it is also possible to perform tests at sub- 
atmospheric pressures.
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In designing the reservoir, great care was taken to 
ensure that any air or vapour bubbles returned to the 
reservoir were liberated to a free surface and not drawn 
back into the pump suction line. In addition, the air-to- 
oil interface was kept as small as possible in order to 
minimize the quantity of air dissolved at pressures 
above atmospheric.
On the reservoir outlet, a bellmouth was machined to 
reduce the possibility of vortices when the fluid entered 
the suction line.
5.1 Pressure measurements
For pressure fluctuation measurements, up to six 
piezoelectric pressure transducers were mounted in the 
pump inlet line, flush with the internal wall of the pipe. 
Each transducer was connected to a charge amplifier. 
The mean inlet line pressure was monitored by two 
diaphragm type transducers, one connected close to the 
pump inlet and the other close to the tank outlet (all 
mean pressures quoted are absolute). A turbine flow­
meter measured the full flow through the system.
6 TESTS ON AN AXIAL PISTON P U M P
A variable swash plate axial piston pump (seven pistons, 
displacement 33 cm3/rev) was mounted on a fixed speed 
test rig using an electric motor as the prime mover. The 
inlet of the pump was connected to the pressurized 
reservoir using a rigid pipe of 25 mm internal diameter 
pipe. The outlet of the pump was loaded by a restrictor 
valve.
6.1 Effects of mean inlet pressure
The effect of varying the mean inlet pressure on the 
pressure ripple is shown in Fig. 1. The waveforms pre­
sented were measured at the pump inlet, with the mean 
absolute pressure being varied from 1.0 to 5.0 bar. The 
variation of mean absolute pressure produced substan­
tial changes in the pressure ripple. The pressure fluctua­
tions not only changed significantly in peak-to-peak 
amplitude but also in shape. The pressure signal at 1.0 






Fig. 1 Pressure ripple generated in axial position pump 
suction line (1500 r/min; outlet pressure 100 bar)
-000
Fig. 2 Axial piston pump inlet flow (1500 r/min; outlet press­
ure 100 bar)
bar and a rather smooth waveform. As the mean press­
ure was increased the signal became much less smooth 
with very rapid changes in pressure occurring. In addi­
tion, the ripple levels increased with mean pressure, rea­
ching about 3 bar peak-to-peak. Little change occurred 
in the waveform shape or magnitude for pressures 
above 3 bar. Similar behaviour was noted at other loca­
tions in the pipeline.
6.2 Evaluation of pump inlet characteristics
The pump was tested using the ‘tuned-lengths’ method 
at two swash settings and five mean inlet pressures. 
Both inlet and delivery port characteristics were evalu­
ated in turn.
In establishing the fluid-borne noise characteristics of 
the pump inlet it was important to ensure the speed of 
sound in the fluid was accurately known. Careful 
analysis of the results revealed that consistent and sens­
ible characteristics could only be obtained by assuming 
that the speed of sound was identical to that in the 
pump delivery line. This indicated that air release or 
cavitation was not occurring at any point in the suction 
line.
6.3 Source flow fluctuation
The instantaneous inlet source flow fluctuations were 
evaluated over a range of inlet pressures from 1.0 to 4.0 
bar absolute. Some typical results are shown in Fig. 2 
for both full and half swash settings. The main feature 
of the waveform is the sudden reduction in flow being 
taken in by the pump at intervals corresponding to 
pumping frequency. This is due to the decompression of 
the volume of oil in a cylinder as it opens to the suction 
line, which leads to a short duration flow reversal. As 
expected, the reverse flow was found to be larger at the 
half swash setting due to the larger volume of oil being 
decompressed. These reverse flows are responsible for 
the periodic pressure peaks which are evident in all the 
time domain traces shown in Fig. 1.
As the reverse flow is dependent upon the difference 
between cylinder pressure and inlet pressure, the source 
flow results exhibited small but definite changes in 
reverse flow as the inlet pressure was increased. The
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results are summarized in Fig. 3 which shows the mag­
nitude of the reverse flow as a function of mean inlet 
pressure. As the mean inlet pressure is reduced the 
reverse flow increases until a maximum is reached; this 
strongly suggests that at inlet pressures below this level, 
air release is occurring. Since it has already been estab­
lished that air release did not occur in the suction line 
itself, then it must be concluded that air is being rel­
eased inside the pump inlet passageway. This damps out 
most of the pressure ripple and is manifested by a 
reduction in the predicted flow fluctuations. It is 
extremely unlikely that vapour cavitation is occurring 
in these tests as this would almost certainly have been 
accompanied by an increase in air-borne noise and a 
loss of output flow. Neither of these occurred. The fact 
that no reduction in volumetric efficiency was observed 
indicates that the air is present in the pump inlet only in 
microscopic proportions.
The inlet pressure at which air release occurs is differ­
ent for two swash settings shown in Fig. 3. This seems 
to indicate a greater possibility of air release occurring 
at the lower of the two mean flows. This is somewhat 
surprising since air release is normally associated with 
low mean pressure corresponding to high flowrates.
This result suggests that in this case air release is more 
likely caused by the magnitude of the flow ripple rather 
than the mean flowrate.
6.4 Source impedance
The predicted pump inlet source impedance at half 
swash is shown in the form of frequency spectra in Fig. 
4, together with the outlet impedance characteristic for 
comparison. As expected (Section 2), the outlet charac­
teristic is typical of a lumped volume: the phase is close 
to -9 0 °  and the amplitude decreases with frequency at 
about 20 dB/decade.
For the pump inlet, the spectrum is very similar to 
the outlet characteristic, provided the mean inlet press­
ure is high (4 bar, for example). However, as the mean 
pressure is decreased the amplitude spectrum also 
decreases. This is particularly evident at the lower har­
monics of pumping frequency. Since a low impedance 
would be expected with a low fluid bulk modulus, this 
result is again consistent with air release occurring 
within the pump body reducing the effective bulk 
modulus of the fluid.
6.5 Tank impedance
The tank impedance is shown in the form of frequency 
spectra in Fig. 5. These results correspond to tests at 
half maximum swash angle. The large volume of oil 
present in the tank was initially expected to produce a 
capacitive impedance, given by the equation,
z . J L
1 jo>K
For the very large volume of oil present, this equation 
gives very low values of impedance amplitude with a 
corresponding phase of —90° at all frequencies. The 
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Fig. 4 Axial piston pump impedance spectra at half swash
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Fig. 5 Impedance of tank evaluated from test of axial piston 
pump at half swash setting
However, the results in Fig. 5 consistently show an 
almost inductive type characteristic with an amplitude 
spectrum increasing with frequency, and a relatively 
constant positive phase spectrum. In addition, the tank 
impedance amplitude clearly decreases in with mean 
pressure and there is a corresponding increase in phase.
A possible explanation for the differences between 
theory and experiment is given by Wood (15). He states 
that in the case of wave propagation in open-ended 
pipes, the actual reflection does not occur at the end of 
the pipe, but a short distance beyond. In this work it 
was found that if the reflection was assumed to occur 
about 0.1 m inside the tank, the impedance of the termi­
nation was capacitive at all harmonics rather than 
inductive. The actual location of the reflection was 
found to be slightly dependent on frequency, which 
agrees with Wood (15), and was also dependent on 
mean pressure. No explanation could be found for the 
latter effect.
6.6 Changes in pressure ripple due to mean 
pressure
From the above results it is possible to explain the 
behaviour of the suction line pressure fluctuations in 
response to changes in mean inlet pressure (Fig. 1). 
When the mean pressure in the inlet line is increased 
above 2 bar absolute, the pump inlet flow ripple 
decreases (due to the reduction in reverse flow). This 
effect alone would tend to reduce pressure ripple levels. 
However, the increase in mean pressure also results in a 
small decrease in the amplitude of the tank impedance, 
(Fig. 5) which in turn increases the termination reflec­
tion coefficient. These two effects tend to cancel each 
other, keeping the fluid-borne noise level at a fairly con­
stant value. At pressures below 2 bar, however, air is 
released inside the pump; both source flow and the tank 
reflection coefficient are reduced and the fluid pressure 
ripple in the line is substantially reduced.
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6.7 Air-borne noise
In order to examine the relationship between pressure 
ripple levels and air-borne noise, tests were performed 
with a sound level meter 1 m away from the pump inlet 
flange. As the test rig was situated in a large laboratory, 
the measurements were subject to other noise dis­
turbances, but nevertheless reasonably accurate esti­
mates were obtained. For changes in-mean pressure 
above 2 bar absolute the air-borne noise did not alter 
appreciably. When the mean pressure was reduced 
below 2 bar absolute the system became quieter, with a 
maximum reduction of about 4 dBA at atmospheric 
pressure. This reduction can only be explained by the 
correspondingly lower amplitude pressure ripples which 
occurred at the lower inlet pressures. In this respect, the 
presence of dissolved air in the oil is beneficial. Air 
release damps out the pressure fluctuations and reduces 
the air-borne noise. At very low inlet pressures, 
however, the noise level increased dramatically. At 0.3 
bar, for example, the system was about 20 dBA noisier 
than at atmospheric pressure. Of course, cavitation 
should always be avoided, not only from the noise point 
of view, but also because of possible damage to tV  
pump. Consequently, these results suggest it is desirable 
to keep the mean inlet pressure low, whilst always 
bearing in mind the need to prevent cavitation.
7 TESTS ON EXTERNAL GEAR PUMPS
An external gear pump (eight teeth, displacement 19 
cm3/rev) was also tested using the same rig as pre­
viously described.
7.1 Effects of mean inlet pressure
The effects of mean inlet pressure on the pressure fluc­
tuations close to the pump inlet are shown in Fig. 6. At 
the lowest mean pressure of 1.0 bar the ripple had a 
peak-to-peak amplitude of about 0.3 bar. This signal 
was not very steady, however. At non-periodic intervals 
(typically several seconds) the signal momentarily 
changed showing a sudden collapse of pressure fluctua­
tions followed by a recovery. The pressure ripple at 
mean pressures lower than 1.0 bar is not shown but was 






Fig. 6 Pressure ripple generated in external gear pump 
suction line
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Fig. 7 Source flow for external gear pump at different mean 
inlet pressures (1500 r/min)
low amplitude. When the pressure was increased to 1.5 
bar (second signal in Fig. 6) the pressure fluctuations 
roughly doubled but the rather smooth shape remained. 
At 2 bar absolute, the signal began to exhibit very rapid 
variations in pressure and the amplitude of the signal 
was again almost doubled. When the pressure was 
raised to 3 bar, the peak-to-peak pressure variation 
reached values of around 3 bar. This behaviour is very 
similar in nature to that observed when testing the axial 
piston pump, and again is indicative of air release 
occurring at the lower pressures.
7.2 Fluid-borne noise characteristics
As with the piston pump, the gear pump was tested to 
establish the fluid-borne noise characteristics of both 
the inlet and delivery. Tests were performed at mean 
inlet pressures from 1.0 to 3.0 bar and again the tuned- 
length method was employed.
The pump inlet source flows evaluated are shown in 
Fig. 7 where they are compared with outlet flow pro­
duced by the pump at 50 bar (the inlet flows are deliber­
ately displaced for clarity). The results show that when 
the mean pressure is high (3 bar) the inlet and outlet 
source flows are of the same order of magnitude. Fur­
thermore, the shape of the waveforms is similar: the 
inlet ripple closely resembles an inverted version of the 
outlet ripple. These waveforms are very close in form to 
those predicted from geometrical considerations (16); 
essentially the waveform is parabolic in shape over each 
pumping cycle.
When the mean inlet pressure is reduced there is a 
significant deviation from the parabolic waveform. The 
source flow fluctuation at atmospheric pressure (not 
shown in Fig. 7) was virtually non-existent. It is most 
unlikely that this is the true flow ripple for the pump 
inlet and again this indicates the existence of air in the 
oil in the pump body.
The source impedance characteristics for the gear 
pump were similar in form to those obtained for the 
piston pump at low mean pressures. At low frequencies, 
the impedance amplitudes were significantly lower than 
those obtained for the pump outlet. These results again
1-0 20 3-0 V0 5 0
Mean inlet pressure 
b ar, abs
Fig. 8 Air-borne noise results for external gear pump
indicate that air release occurred in the pump inlet even 
at a mean inlet pressure of 2.0 bar absolute.
The tank impedance characteristics were also found 
to be similar to those obtained in the piston pump 
studies.
73  Air-borne noise tests
As before, tests were performed with a sound level 
meter 1 m away from the pump inlet flange. The values 
of air-borne noise recorded are shown in Fig. 8 on an 
A-weighted scale. Several combinations of mean inlet 
and outlet pressures were tested and the results demon­
strate clearly that the increase in air-borne noise levels 
due to variation in mean inlet pressure are as significant 
as the increases due to mean outlet pressure. In fact, 
when the mean inlet pressure was increased by 2 bar the 
air-borne noise levels increased by as much as when the 
mean outlet pressure was increased by 150 bar. Another 
interesting point is that increasing the mean pressure 
above 3 bar absolute produced virtually no further 
increase in the air-borne noise levels (Fig. 8). Assuming 
that air release does not occur above this pressure, the 
source flow fluctuation would be maintained at a con­
stant level, as would be expected for the pump outlet
(12). Since the amplitude of the reflection coefficient has 
a value very close to unity, then the pressure fluctua­
tions in the line would remain virtually constant.
7.4 Tests with partially deaerated fluid
It was decided that as air release appeared to be the 
cause of the reduction of inlet source flow in both the 
axial piston and gear pumps tested, experiments should 
be performed on a pump using partially deaerated oil. 
Consequently further tests were carried out using an 
external gear pump of the same type as previously 
tested. The partial deaeration was performed by 
running the pump for thirty minutes at a mean inlet 
pressure of 0.5 bar (well below the lowest mean test 
pressure). Obviously, it was necessary to run the pump 
at this condition after each pipe change. For each pipe 
length selected the pressure was then raised to 1.0, 1.2 
and 1.5 bar respectively. In order to prevent any signifi­
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for each test was kept as short as possible. The mean 
pressure was not raised above 1.5 bar for the same 
reason.
From these tests it was found that the pressure ripple 
in the line was much more stable than in previous tests. 
The predicted source flow ripple was much larger when 
the oil was deaerated and as a consequence the system 
was noisier. This is a confirmation of the existence of air 
release in the previous tests.
8 CONCLUSIONS
Tests performed on the suction lines of axial piston and 
external gear pumps have shown that the inlet flow is 
unsteady and creates a pressure standing wave in the 
inlet line in much the same manner as in high pressure 
lines. The variations in pressure ripple levels with mean 
pressure were completely different to those observed in 
outlet lines. As the pressure in the suction line was 
reduced the pressure fluctuations became quite small 
and unstable. Increasing the pressure restored waveform 
stability and also increased pressure ripple amplitudes 
considerably. The changes were found to be largely due 
to changes in the pump inlet flow ripple with mean 
pressure. In the case of the gear pump, for example, it 
was found that the inlet flow ripple was very much 
reduced compared to that at higher mean inlet press­
ures. The source impedance characteristics were also 
substantially altered at the lower suction pressures. 
Since there was no evidence of air release in the suction 
line, it can be concluded that air release occurred in the 
pump inlet passageway. Similar behaviour was observed 
with the piston pump. Despite this, no reduction in 
pump volumetric efficiency was encountered.
In both the piston pump and gear pump tests, the 
air-borne noise radiated from the system was signifi­
cantly affected by the mean pressure in the inlet line. It 
was found that when the mean pressure in the suction 
line was increased the air-borne noise also increased. 
Consequently, from the fluid-borne and air-borne noise 
point of view it is desirable to run pumps at the lowest 
mean inlet pressure possible without running into cavi­
tation problems.
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Pressure fluctuations in a hydraulic system may be substantially reduced by cancelling the flow ripple produced by the pump. This 
paper describes a secondary flow ripple generating mechanism which introduces an equal and opposite flow fluctuation to that gener­
ated by the pump.
Tests have shown that the mechanism can virtually cancel four harmonics of pressure ripple but success is dependent on an accurate 
knowledge of the pump flow fluctuation characteristic. This is best determined experimentally.
Similar improvements can be achieved using a mechanism in a motor. This has the additional benefit of reducing torque fluctuations.
The reduction in gear pump pressure ripple achieved with the mechanism has been shown to reduce overall airborne noise levels from a 
hydraulic system by as much as 10 dB, although the airborne noise radiated from the pump casing was not affected.
1 INTRODUCTION
Legislation, in the form of the Health and Safety at 
Work Act 1974, has set maximum levels of noise to 
which an operator in an industrial environment may be 
subjected. This has promoted the need for the reduction 
of noise levels from many industrial sources, including 
hydraulic systems.
The noise radiated by a hydraulic system, excluding 
the effects of the prime mover, is caused predominantly 
by the discontinuous action of the hydraulic pump. In 
delivering oil at high pressures, cyclic loads are pro­
duced which act on the moving elements within the 
pump, causing vibration (structure-borne noise). This 
vibration may be transmitted through the pump casing, 
via the mounting stand or the connecting pipes, to the 
rest of the system causing airborne noise.
The structural vibrations due to load variations 
within the pump may be minimized by good pump 
design and manufacture. The transmission of structure- 
borne noise to the rest of the system may be reduced by 
the use of flexible driveshaft couplings and mounting 
arrangements (1) and flexible hoses (2).
The intake and delivery of fluid by most positive dis­
placement pumps is unsteady and exhibits fluctuations 
dependent upon the mechanism of fluid transfer and the 
number of pumping elements. These periodic flow fluc­
tuations produce pressure fluctuations in the fluid, 
termed fluid-borne noise, which are transmitted via the 
fluid throughout the hydraulic system causing structural 
vibration and airborne noise. Besides making a signifi­
cant contribution to the system airborne noise, high 
levels of fluid-borne noise can also cause a significant 
reduction in the life of individual hydraulic components. 
For example, King and O’Neal (3) have predicted that 
pump life might be reduced by a factor up to three due 
to the additional effects of fluid-borne noise.
Attempts to reduce the contribution made by the 
pump to overall noise levels have shown that whereas a 
high degree of structural isolation may be obtained by
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flexible mounting of the pump, the isolation of pump 
pressure ripple is more difficult to achieve. This paper is 
concerned with the design and development of a mecha­
nism which provides near-cancellation of the flow fluc­
tuation, and resultant system pressure fluctuations, 
generated by gear pumps and motors.
2 METHODS OF FLUID-BORNE NOISE 
REDUCTION
The principal methods of reducing noise levels may be 
divided into two categories: passive and active. Passive 
methods utilize particular inherent properties of 
materials and geometric shapes to effect changes in 
energy state. For example, flexible hoses, which are 
known to have good structural vibration insulation 
characteristics, have also been shown to exhibit useful 
pressure ripple attenuation properties (4,5).
A fluid-borne noise silencer can sometimes be effec­
tive. Some silencers use soft or porous materials to dis­
sipate dynamic pressure energy as heat (6). Others, often 
referred to as reactive or reflective silencers, rely on a 
discontinuity in the shape of the noise path to reflect 
pressure waves back to the source (7). The efficiency of 
these methods is, however, highly system dependent
Much more effective reductions can be achieved using 
active methods, which involve the application of a 
second, often external, source of noise which when com­
bined with the original noise source produces destruc­
tive interference. This principle has been used by 
Chaplin (8) to quieten the exhaust noise emitted by a 
diesel engine.
Active fluid-borne noise suppression has been investi­
gated by Rebel (9). He states that improvements may be 
achieved by using a servo-valve to bleed off fluid at 
‘pressure peaks’, but with a consequent loss of system 
volumetric efficiency. Bleeding-off and adding fluid res­
tores system volumetric efficiency at the cost of an addi­
tional hydraulic pump to provide an independent 
servo-valve supply. Rebel concludes that there are diffi­
culties in achieving suppression of pressure wave-forms, 
other than sinusoidal, at frequencies above 50 Hz. The
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cancellation of higher-frequency components is limited 
by the frequency response of the servo-valve. Even 
assuming that the servo-valve method could be made 
effective, the likely cost of the components would prob­
ably be much greater than a typical pump used in, say, 
the mobile hydraulics industry.
Duke and Dransfield (10) suggested that a flow fluc­
tuation, equal and opposite to the outlet flow ripple, 
could be induced by controlled dynamic leakage from 
the pump outlet to inlet. This could be achieved in a 
gear pump by appropriately designed relief grooves. In 
experimental work, an 80 per cent reduction of gear 
pump outlet pressure ripple was achieved. However, 
because the method deliberately bled off outlet flow, a 
reduction in volumetric efficiency of approximately 10 
per cent was found to occur at a mean pressure of 140 
bar. This is an unacceptably high price to pay for the 
corresponding reduction in pressure ripples, especially 
as the groove design is inherently pressure and viscosity 
dependent.
Another method of reducing external gear pump flow 
ripple has been developed by Bosch and is known as the 
‘duo-pump\ The benefits of the ‘duo’ or dual-gear 
method were reported at least as early as 1964 by Yudin
(11), but it has necessitated market demands for quieter 
hydraulic systems to encourage its development. By 
dividing the gear width into two and displacing the two 
‘half-gears’ by half a tooth pitch, interference occurs. 
The combination of the two ripples results in the can­
cellation of all odd harmonics and the reinforcement of 
even harmonics. The resultant levels of the even harmo­
nics are of course equal to those produced by the orig­
inal unit in its standard form. Theoretically an eight- 
tooth dual-gear design reduces the peak-to-peak flow 
ripple from 24 to 6 per cent of the mean flow. However, 
this is still double the variation which is produced by an 
equivalent displacement internal gear pump.
The reduction in flow ripple caused by the dual-gear 
design is not achieved without penalty. Division of the 
gear produces twice the number of gear face leakage 
paths and must therefore adversely affect volumetric 
efficiency. Separating the gear halves on common shafts 
(as in the Bosch design) reduces shaft stiffness and there­
fore the operating pressure. Most importantly the dual­
gear design is inherently more expensive to manufacture 
than the standard unit.
The various methods of reducing pump flow ripple 
previously described all show considerable potential in 
principle but suffer from a number of practical and eco­
nomic limitations. A new method, based on a mecha­
nism specifically designed to produce flow ripple 
cancellation will now be described. Attention is given 
principally to the reduction of fluid-borne noise gener­
ated by external gear pumps and motors. However, in 
principle, the approach could be applied to other types 
of positive displacement pump or motor.
3 A DEDICATED FLOW RIPPLE 
CANCELLATION DEVICE
The device developed is shown schematically in Fig. 1. 
Essentially it consists of a number of radial pistons 
located in a housing inside the pump. The pistons are 
driven by a multi-lobe cam mounted directly on the 
pump driveshaft; this leads to a very compact design. A
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Fig. 1 Schematic of multi-lobe cam mechanism
circumferential gallery connects the pistons to the pump 
outlet passageway and the periodically fluctuating 
volume, created by the piston motion, cancels the flow 
fluctuation generated by the pump; no mean flow is 
produced by the device. Analysis of the acceleration 
forces acting on a piston in a typical design showed that 
for the piston-follower and cam to remain in contact, a 
minimum delivery pressure of only 1 bar would be 
required. By using an even number of diagonally 
opposed pistons, the net side load on the cam is zero. 
Furthermore, because the inner cavity is connected to 
the pump inlet, the device offers the potential of can­
celling pressure fluctuations generated at the pump inlet 
as well as the outlet. Figure 2 shows how the mecha­
nism is incorporated in an external gear pump.
The critical component is the multi-lobe cam. In 
order to design the cam profile, it is essential to have a 
detailed knowledge of the flow ripple characteristics of 
the pump. Either a theoretical model of the pumping 
dynamics may be employed, or alternatively the flow 
fluctuation can be evaluated experimentally. A compari­
son of the two methods follows.
4 PUMP FLOW FLUCTUATION
The flow fluctuation of a number of gear pumps has 
been evaluated experimentally using the ‘trombone’ 
method described by Edge and Wing (12), and com­
pared with theoretical predictions based on work by 
Yudin (11).
Most of the work reported relates to tests on an 
external gear pump of 19.2 cm3/revolution displace­
ment. The experimental amplitude and phase of the first 
four harmonics of the flow fluctuation of this unit are 
given in Table 1 over a mean pressure range of 50-200 
bar. It is evident that the amplitude and phase of all the 
harmonics shown are substantially independent of mean 
pressure. This is an important result. It means that a 
specific modification to the flow ripple characteristic of 
the pump will have a similar effect throughout the 
working pressure range of the unit. Although the ampli­
tudes of the third and fourth harmonics do show a ten­
dency to increase with increasing mean pressure, the 
effect is small.
If  the evaluated amplitudes and phases are compared 
with those predicted by the theoretical model, marked 
differences are apparent. The evaluated amplitudes of
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Fig. 2 Expanded view of modified pump
Table 1 Variation in harmonic components of 
flow ripple with mean pressure
Peak amplitude





50 4.95 1.47 0.822 0.563
too 4.95 1.5 0.956 0.686
150 4.82 112 1.04 0.725
200 5.05 1.5 1.03 0.765
Theory 4.5 1.13 0.5 0.281
Phase relative to first harmonic
degrees
Pressure Harmonic
bar 2 3 4
50 71 144 -1 5 6
100 70 133 -1 6 0
150 67 127 -1 6 0
200 66 142 -1 6 2
Theory 90 180 - 9 0
all the harmonics are consistently greater than the theo­
retical fo r all mean pressures as shown in Table 1. A t a 
mean pressure o f 100 bar for example, the first harmo­
nic is 10 per cent above the theoretical value and the 
fou rth  harm onic is 140 per cent larger. These differences 
are due to  over-simplifications in the theoretical model 
which is based entirely on geometric considerations; 
perfect relief grooves are assumed and leakage and com­
pressib ility effects are neglected. This clearly introduces 
some error. Because o f these differences it was decided 
that the cam should be designed on the basis o f experi­
mental results. The use o f four harmonics was thought 
to be a good test o f cam profile design technique and 
would provide useful hardware w ith  which to investi­
gate the effect o f pump pressure ripple reduction on 
pump-dependent airborne noise.
A description o f how the summation o f a number o f 
spectral components o f pump flow ripple was used to 
define the cam profile is given in the Appendix.
5 EFFECTS OF THE M ULTI-LOBE CAM 
MECHANISM ON PRESSURE RIPPLE LEVELS
The effect o f a mechanism on gear pump pressure ripple 
was examined by the measurement o f the inlet and 
outlet pressure fluctuations produced in a simple system 
before and after modification by the cam mechanism. 
The system consisted o f a reservoir connected to the 
pump in let by a steel pipe 1.1 m long and 25 mm in ter­
nal diameter. The pump outlet line was a 19 mm in ter­
nal diameter flexible hose 2.1 m long, terminated by a 
variable restrictor valve. The pump was driven at a 
nom inally constant speed o f 1470 r/m in.
5.1 Outlet pressure ripple
A comparison o f the outlet pressure ripples w ith and 
w ithout the mechanism at identical running conditions 
(50 bar mean pressure), is shown in Fig. 3. Comparison 
o f the two time domain pressure traces reveals a signifi­
cant reduction in peak-to-peak amplitude from 1.6 to 
0.41 bar. The frequency spectrum shows the corre­
sponding reductions in the first four harmonics o f 
pumping frequency.
The high level o f pressure ripple reduction achieved 
shows quite clearly the high degree o f accuracy w ith 
which the components o f flow fluctuation were evalu­
ated and demonstrates the ab ility  o f the mechanism to 
produce compensating components.
A 17.7 per cent increase in pressure ripple o f the fifth 
harmonic does show the sensitivity o f the mechanism to 
small dimensional inaccuracies in the cam profile. The 
peak-to-peak displacement o f the cam at the first har­
monic is 0.704 mm and at the fourth is only 0.020 mm. 
This demands a high degree o f accuracy o f the profile 
production method. This is possible, as the above 
results show, but may be expensive on a large-scale pro­
duction basis. The cam lift fo r a particular harmonic 
may be increased, thereby reducing its sensitivity to 
dimensional inaccuracies, by reducing the effective area 
o f the piston-followers.
The mechanism was also found to effect sim ilar 
reductions at other mean pressures. This is to be
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Fig. 3 Gear pump outlet pressure ripple before and after 
modification
expected as the outlet flow o f this type o f pump is v ir­
tua lly independent o f mean pressure as previously dis­
cussed.
5.2 Inlet flow and pressure ripples
The evaluated inlet flow ripple shows a marked depen­
dency on mean pressure level, as previously reported by 
Edge and de Freitas (13).
A t zero bar gauge inlet pressure, the pressure ripple 
levels were very low. This was due to a ir release from 
the flu id in the inlet passageway (14). In troduction o f 
the mechanism had no discernible effect.
Increasing the mean inlet pressure to 2 bar gauge, by 
pressurizing the reservoir, prevented air release 
occurring and the amplitude o f the pressure fluctuations 
in the inlet line increased substantially.
By using the mechanism, the amplitude of the first 
harmonic o f pressure ripple at the pump inlet was 
reduced by 94 per cent (from 0.67 to 0.04 bar r.m.s.). 
This ab ility  o f the mechanism to affect the inlet and 
outlet pressure ripples simultaneously is obviously a 
distinct advantage especially in the case o f a gear pump 
w ith a pressurized inlet or gear m otor running w ith 
moderate back-pressure.
5 3  Effect on volumetric efficiency
The use o f the mechanism leads to a reduction in volu­
metric efficiency due to leakage past the pistons. Tests
Proc Instn Mech Engrs Vol 201 No B2
have shown that the leakage increases linearly w ith  
increasing delivery pressure, reaching 3.3 per cent at 200 
bar. This was considered acceptable.
6 PRESSURE RIPPLES IN  A SIMPLE 
PUMP-MOTOR SYSTEM
The results presented above have shown how a 
reduction in the flow ripple o f a pump causes a p ro ­
portional reduction in pump pressure ripple. Using a 
simple pump and m otor system it can be shown that the 
pressure ripple produced by a m otor may also be 
reduced in a sim ilar manner.
The system studied consisted o f an external gear 
pump o f 19.2 cm 3/revolution displacement connected 
via steel pipe of 15 mm internal diameter to an external 
gear m otor o f 9.47 cm 3/revolution displacement. T o  
provide a load for the m otor, a fan was attached 
directly to the m otor driveshaft. The use o f a bypass 
restrictor valve allowed the speed o f the m otor to be 
steplessly adjusted up to 2800 r/m in.
F or the design o f the m otor cam mechanism, the flow  
ripple characteristics o f the m otor were evaluated using 
the ‘tuned-length method’ described by de Freitas (14).
The mechanism devised was sim ilar to that pre­
viously described (but employed only four pistons) and 
was found to reduce the m otor pressure ripple by 94 per 
cent.
An example of the combined pressure ripple gener­
ating effect o f the pump and m otor source flows is given 
in Fig. 4. This shows the amplitude o f the pressure 
ripple at one location in the line jo in ing  the pump and 
motor. The fundamental frequency o f the pump is 
200 Hz (1500 r/m in shaft speed) and that o f the m oto r 
is 285 Hz (2140 r/min). The mean pressure is 35 bar. In  
Fig. 4a, w ith  both pump and m otor unmodified, it  is 
apparent that the m ajority o f the pressure ripple is due 
to excitation o f the largest components o f flow ripple at 
the pump and m otor fundamental frequencies. The 15 
bar peak-to-peak amplitude o f the combined pressure
(b) Standard motor, modified pump
-1 U - 10 ms 
(a) Standard pump and motor
(d) Modified pump and motor
(c) Standard pump, modified motor
Fig. 4 Typical pressure ripples in a pump-motor system 
before and after modification
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ripples is almost a half of the 35 bar mean pressure. 
F igure 4b and c shows the effect o f applying cam 
mechanisms to the pump and m otor respectively. In 
each case the fundamental frequency component o f the 
m odified un it is reduced by approximately 95 per cent 
leaving the fundamental o f the unmodified unit clearly 
dom inant. Com paring Fig. 4a and d shows the signifi­
cant reduction achieved by m odifying both units simul­
taneously.
7 PRESSURE AND TORQUE FLUCTUATIONS IN  
A VARIABLE SPEED PUM P-MOTOR-PUMP 
SYSTEM
As the inpu t torque to a pump and output torque from 
a m o to r are a function o f the displacement o f the partic­
u lar un it, reducing the variation in instantaneous dis­
placement should also effect a reduction in torque 
fluctuation.
To investigate the effect o f the m ulti-lobe cam mecha­
nism on torque variation a test rig was constructed 
which allowed measurement of the torque transmitted 
between a pum p and motor. The m otor and load pump 
were rig id ly  connected to a torque transducer and the 
whole assembly mounted in a test stand. The drive 
pum p was the un it used for the previous test work.
The m o to r could be run at speeds between 375 and 
2850 r/m in  by varying the amount o f flow bled from the 
drive pump. Both mean and fluctuating torque mea­
surements were made during testing.
F igure 5a shows the variation in the torque transm it­
ted between the m otor and load pump in their unmod­
ified state. The frequency plot shows a very strong 
torque ripp le  component of the m otor and load pump 
fundamental frequency o f 380 Hz (both units have eight 
teeth). The am plitude o f this fundamental component is
the resultant effect o f the interaction o f the individual 
m otor and load pump torque ripple components at this 
frequency and as the phase o f the gear teeth of one unit 
relative to the other was not known, the measured com­
ponent can only be viewed as the combined effect o f the 
two units. Frequency components w ith  smaller am pli­
tudes are also evident at 332, 428, 760 and 855 Hz. 
These correspond to the seventh, ninth, sixteenth and 
eighteenth harmonics of the m otor shaft frequency. The 
sixteenth harmonic o f shaft frequency is also the second 
harmonic o f tooth frequency. The components at 200 
and 400 Hz are the first and second harmonics o f drive 
pump fundamental frequency, showing that pressure 
fluctuations from the drive pump cause torsional varia­
tions in the output torque o f the motor. The time 
domain plot in Fig. 5a shows the m odulating effect 
(often called ‘beating’) produced by two components at 
sim ilar but not identical frequencies. Here the effect is 
caused by the 380 Hz fundamental component o f the 
m otor and the 400 Hz component o f the drive pump.
Figure 5b shows the effect o f mechanisms in both the 
drive pump and motor. The torque ripple components 
at 200 and 400 Hz due to drive pump pressure ripple 
have been effectively cancelled and the time trace no 
longer exhibits the modulation seen in Fig. 5a.
The mean input torque required to  drive the loading 
pump, w ith and w ithout a mechanism is shown in Fig. 6 
for a range o f pump speeds. The effect o f viscous friction 
w ith in  the pump is apparent by the gradual increase in 
mean torque w ith increase in ro tational speed. Adding 
the mechanism, which in this case had four piston- 
followers, had the effect o f increasing the mean torque 
by an amount which was reasonably constant over the 
range of speeds tested, approximately 2.5 per cent o f the 
mean. Drive system lim itations prevented the investiga­





(a) Standard drive pump and motor
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(b) Modified drive pump and motor
Fig. 5 Torque fluctuations between motor and load pump
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Fig. 6 Effect of mechanism on mean torque over pump 
speed range (outlet pressure, 30 bar)
range o f the pump, but doubling the mean pressure to 
60 bar produced a 3 per cent increase in the mean 
torque. Obviously future mechanism development must 
include testing at higher pressures to assess typical 
mechanical efficiencies o f modified pumps. As mecha­
nism losses are proportional to the number o f piston- 
followers fo r a given piston diameter, varying the 
number o f piston followers w ith the displacement o f the 
pum p is a means o f reducing the variation in mechani­
cal efficiency o f a range o f pump sizes.
attached to a vertical steel panel mounted on an all- 
metal tro lley o f angle iron construction. The 1.7 mm 
thick steel panel was reinforced at the top and bottom  
by 15 mm square steel bars along its length. The relief 
valve was rig id ly mounted on an L-shaped bracket 
which was attached via bolts through the panel to a 
steel bar 8 mm thick, 80 mm wide welded to the steel 
bars at the top and bottom o f the panel.
The outlet flow from the test pump supplied the relief 
valve via a 2.1 m length o f 15 mm internal diameter 
steel tubing and a further 1.8 m o f nom inally 12.5 mm 
bore flexible hose. The return line to the reservoir was 
also via flexible hose in order to reduce the transmission 
o f structural vibration from the pump and test stand to 
the load system. Thus the airborne noise produced by 
the panel system would be predom inantly due to  excita­
tion o f the structure by the pressure fluctuations in  the 
fluid.
The effect o f pressure ripple on the airborne noise 
from  the system was measured w ith  a sound level meter 
positioned 1 m in front o f and at the same height as the 
relief valve. The pump delivered 0.45 litre/s at 1500 
r/m in at 50°C and the test valve was set to relieve at a 
mean pressure at 50 bar.
The overall noise level w ith the pump in its standard 
condition was 91 dB and m odifying the pump w ith  a 
cam mechanism reduced this to 81 dB. Subjectively, 
there was a significant reduction in airborne noise. 
Figure 7 shows the output as frequency spectra, from  
the sound level meter for these two conditions. The cor­
responding pressure ripple frequency spectra measured 
at the pump outlet flange are also presented. The strong 
correlation between pump pressure ripple and system 
airborne noise is clearly evident.
8 AIRBORNE NOISE
8.1 Pump radiated airborne noise
Airborne noise measurements were made at a distance 
o f 0.5 m directly behind the pump for operating condi­
tions o f 75 bar mean pressure, 1500 r/m in  and 50°C. 
A lthough the mechanism led to reductions in the am pli­
tude o f the first four harmonics o f pump outlet pressure 
ripple, sim ilar to those shown in Fig. 3, there was no 
change in the overall airborne noise level. This was not 
completely unexpected as the measurements included 
airborne noise generated by the electric m otor, the test 
stand and the pipework. The result does suggest, 
however, that the airborne noise radiated from the 
pum p is caused predominantly by direct mechanical 
v ib ra tion  rather than pump pressure ripple.
8.2 System radiated airborne noise
In systems where the pump casing is a comparatively 
small part o f the total surface area which may be 
excited by fluid-borne noise, or where the pump is situ­
ated some distance away from the system, airborne 
noise from the system can be o f much greater im por­
tance than that from the pump.
In  order to investigate the effect o f pump pressure 
ripple on system radiated airborne noise, tests were per­
formed on a portable teaching rig  usually employed to 
demonstrate the characteristics of a pressure relief valve. 
To facilitate rig portability, the relief valve was rig id ly
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Fig. 7 Pump pressure ripple and airborne noise (traces dis­
placed for clarity)
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9 APPLICATION TO OTHER TYPES OF PUMP
In principle, the mechanism previously described could 
be employed to reduce the fluid-borne noise generated 
by other types of positive displacement pump. There 
are, however, some potential difficulties. For example, if 
the pump under consideration exhibits a significant 
pressure-dependent flow ripple characteristic, the 
designer might aim for cancellation at some nominal 
operating condition and accept a degradation in per­
formance at other pressures. Alternatively, it should be 
possible to design a three-dimensional cam with the 
axial displacement controlled by the mean pressure; the 
cam profile would then take into account variations in 
the flow ripple with pressure. However, the complexity 
of this solution would probably be prohibitively expen­
sive. It might also be difficult to design cams for pumps 
exhibiting very rapid changes in flow during . the 
pumping cycle. For example, the reverse flow associated 
with imperfect timing on piston pumps creates a sharp 
spike in the flow ripple characteristic (12). To achieve 
cancellation of this rapid transient, the cam would 
probably have a complex profile and there could be 
some difficulty in achieving correct cam following 
action. Contact stress levels could also be high.
10 CONCLUSIONS
A flow ripple cancelling device has been designed for 
use in conjunction with external gear pumps and 
motors. The device consists primarily of a number of 
radial piston-followers controlled by a multi-lobe cam 
mounted directly on the pump driveshaft.
A cam design, based on the first four harmonics of 
pump flow ripple, has been manufactured and when 
incorporated in a pump it significantly reduced both the 
outlet and inlet flow ripples. The direct action of the 
mechanism through the driveshaft also reduces pump 
input torque fluctuations and motor output torque fluc­
tuations.
As part of the mechanism development, a series of 
tests was performed to establish typical gear pump flow 
fluctuations. The experimental results showed great 
similarity to those predicted from involute gear 
geometry and a marked insensitivity to delivery pres­
sure. However, measured amplitudes were consistently 
greater than those predicted. This limits the usefulness 
of the geometric model as a basis for cam design. It 
would not be sufficiently accurate, for instance, to allow 
the design of a ripple compensation device that would 
reduce the flow fluctuation of an external gear pump to 
less than that of a comparable internal gear unit. In 
order to account for the deviations of particular pump 
designs from the theoretical model, it is therefore desir­
able to employ a flow ripple measurement technique.
The airborne noise measurements carried out indicate 
that the level of airborne noise radiated from the gear 
pump casing is more dependent upon direct mechanical 
vibration than excitation due to pressure fluctuations. 
However, the airborne noise radiated by a load system, 
isolated from pump structural vibration, can be domi­
nated by structural excitation caused by pump pressure 
ripple. In this situation modifying the pump flow ripple 
has been found to reduce the airborne noise level of one 
system by 10 dB.
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The penalties of modifying a pump or motor with a 
multi-lobe cam mechanism are comparatively modest. 
Reductions in volumetric and mechanical efficiencies of 
up to 3 per cent are to be expected; the modification 
would also add about 6 per cent to the length of the 
average pump body and 25-30 per cent to the cost of a 
standard unit.
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a, amplitude of ith harmonic 
Ap piston area 
c mean radius of cam 
d piston displacement 
i harmonic number 
K  number of significant harmonics 
m number of pistons 
Qp pump flow ripple 
Qm mechanism flow ripple 
r piston-follower radius 
Rc cam profile radius
Rd distance from cam centre to follower radius centre 
t time
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T  period o f pumping cycle 
Vm mechanism volume ripple 
z number o f gear teeth 
a pressure angle
9C angle to point o f contact on cam profile 
9 shaft angle
phase o f ith  harmonic 
w  angular velocity o f shaft
Cam design
Consider the flow ripple o f a positive displacement 
pump represented by a Fourier series:
k
QP = X  fl. sin(,z0 + to)
I f  the mechanism is to cancel this fluctuation, then
Qm *  ~Qp
The volume variation produced by the mechanism Vm 
can now be evaluated by integrating the expression for 
mechanism flow ripple w ith respect to tim e :
Piston-follower
vm = -  Jo Qp d0
and since tot =  zO,
J*2 « /I kX  a, sin(iz6 +  ^,) dd
0  i =  1
or
Vm = X  — + to)
i= 1 la>
The piston-follower displacement characteristics may 




cos(iz9 +  i//,) (1)
Equation (1) describes the displacement o f the centre o f 
curvature o f the piston-follower contact radius. Account 
must now be taken o f the effect o f the movement o f the 
cam to piston-follower contact point along the contact 
radius. This is shown in Fig. 8.
The position o f the point o f contact on the piston- 
follower radius determines the pressure angle x, which 
may be evaluated from the slope of the tangent to the 
piston-follower contact-radius-centre displacement 
profile. The displacement profile at cam angle is 
defined by Rd which superimposes the piston-follower 
displacement characteristic determined by equation (1) 
on some specified mean cam radius, that is
Locus of pision-followcr 
radius centre 
-  Cam profile
Tangent Piston to cam 
contact point
Cam centre
Fig. 8 Cam and piston-follower geometry
T o  define the actual cam profile now only requires 
adjustment to account for contact po int movement. The 
angle <f> between the centre o f piston-follower radius 
and the point o f contact is given by
<t> =  tan i f  r - sil
L * d - r .
sin(a)
cos(a)J
and the radius Rc, to the point o f contact is given by 
Ra -  r  . cos(a)R,=
cos(<t>)
R , =  d +  c +  r (2)
Hence for a particular value o f cam rotational angle /?, 
the corresponding angle to the point o f contact on the 
cam profile, 6e, may be determined from :
6C =  P±4>
The sign is determined by the sign o f the pressure angle, 
a, indicating on which side o f the piston-follower centre­
line contact is taking place.
The cam profile radius corresponding to a cam angle 
0C may be determined by substitution o f equations (1) 
and (2) in equation (3) as follows:
k
Rc =  sec(</>) X  a, cos(iz0 +  ^ ,) +  c +  r( 1 -  cos a) (4)
i -  1
A digita l computer program is used to evaluate equa­
tion (4) together w ith instantaneous piston acceleration 
and piston-cam contact stress levels.
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S Y N O P S IS
T h e  p a p e r  d e s c r i b e s  a  n e w  t e s t  M e t h o d  f o r  t h e  
e x p e r i m e n t a l  d e t e r m i n a t i o n  o f  t h e  f l o w  r i p p l e  a n d  
im p e d a n c e  o f  h y d r a u l i c  p u m p s .  T h e  t e s t  m e t h o d  
i n v o l v e s  t h e  u s e  o f  a n  a u x i l i a r y  g e n e r a t o r  o f  
p r e s s u r e  r i p p l e  i n  o r d e r  t o  e x c i t e  t h e  p u m p  u n d e r  
t e s t ,  s o  t h a t  t h e  im p e d a n c e  o f  t h a t  p u m p  m a y  b e  
e v a l u a t e d  b y  c o n s i d e r a t i o n  o f  t h e  r e f l e c t i o n  
o b t a i n e d .  T h e  m e t h o d  h a s  p r o v e d  p r a c t i c a l  a n d  
a c c u r a t e  a n d  o v e r c o m e s  m o s t  o f  t h e  s h o r t c o m i n g s  o f  
p r e v i o u s  m e t h o d s .  T h e  t e s t  c a n  a l s o  b e  a p p l i e d  t o  
m o t o r s  a n d  p a s s i v e  c o m p o n e n t s  s u c h  a s  v a l v e s .  A  
m e t h o d  i s  a l s o  d e s c r i b e d  f o r  t h e  a c c u r a t e  
e x p e r i m e n t a l  d e t e r m i n a t i o n  o f  t h e  s o n i c  v e l o c i t y  
i n  t h e  f l u i d .
W O T A T IO H
A  i n t e r n a l  c r o s s - s e c t i o n a l  a r e a  o f  p i p e
B  a f f e c t i v e  b u l k ,  m o d u l u s  o f  e l a s t i c i t y  o f  o i l
i n  p i p e
c  s o n i c  v e l o c i t y  i n  f l u i d
d  d i s t a n c e  b e t w e e n  p r e s s u r e  t r a n s d u c e r s
t a n  p r e s s u r e  r i p p l e  t r a n s f e r  f u n c t i o n  ( p m / p n )  
( c o m p l e x  q u a n t i t y )  
j  u n i t  i m a g i n a r y  v e c t o r
I  p i p e  l e n g t h
I ,  p u m p  d i s c h a r g e  p a s s a g e w a y  l e n g t h
p .  p r e s s u r e  r i p p l e  a t  p o s i t i o n  x
( c o m p l e x  q u a n t i t y )
Q s  p u m p  f l o w  r i p p l e  ( c o m p l e x  q u a n t i t y )
R  r e s i s t a n c e  o f  l i n e  ( ( p r e s s u r e  d r o p / u n i t
l e n g t h ) / u n i t  f l e w )  
x , X  d i s t a n c e  f r o m  p u m p  a l o n g  p i p e
Z o  p i p e  c h a r a c t e r i s t i c  ia q > e d a n c e
( c o m p l e x  q u a n t i t y )
Z o p  p u m p  d i s c h a r g e  p a s s a g e w a y  c h a r a c t e r i s t i c
im p e d a n c e  ( c o m p le x  q u a n t i t y )
Z s  p u m p  s o u r c e  im p e d a n c e  ( c o m p le x  q u a n t i t y )
Z t  t e r m i n a t i o n  im p e d a n c e  ( c o m p le x  q u a n t i t y )
O t r e a l  ( r e s i s t i v e )  p a r t  o f  )
Y w a v e  p r o p a g a t i o n  c o n s t a n t  i n  p i p e
( c o m p l e x  q u a n t i t y )  
i f  w a v e  p r o p a g a t i o n  c o n s t a n t  i n  p u m p  d i s c h a r g e  
p a s s a g e w a y  ( c o m p le x  q u a n t i t y )
£>  f l u i d  d e n s i t y
sOt s o u r c e  r e f l e c t i o n  c o e f f i c i e n t
( c o m p l e x  q u a n t i t y )
/O t  t e r m i n a t i o n  r e f l e c t i o n  c o e f f i c i e n t
( c o m p l e x  q u a n t i t y )  
u j  h a r m o n i c  f r e q u e n c y
IN T R O D U C T IO N
1 .  T h u  p r e s s u r e  r i p p l e  p r o d u c e d  b y  p o s i t i v e  
d i s p l a c e m e n t  p u m p s  i s  w e l l  k n o w n  t o  b e  a  
s i g n i f i c a n t  s o u r c e  o f  n o i s e  i n  h y d r a u l i c  s y s t e m s .  
I n  r e c e n t  y e a r s ,  c o n s i d e r a b l e  e f f o r t  h a s  b e e n  
d e v o t e d  t o  r e s e a r c h  i n  t h i s  f i e l d  a n d ,  a s  a  
r e s u l t ,  a  m u c h  b e t t e r  u n d e r s t a n d i n g  o f  t h e  
m e c h a n is m  o f  h y d r a u l i c  n o i s e  g e n e r a t i o n  h a s  b e e n  
a c h i e v e d  ( 1 , 2 ) .  H o w e v e r ,  t h e r e  a r e  s t i l l  
c o n s i d e r a b l e  p r o b le m s  a s s o c i a t e d  w i t h  t h e  m e a s u r e ­
m e n t  o f  t h e  p r e s s u r e  r i p p l e  g e n e r a t e d  b y  p u m p s  a n d  
m o t o r s .  V a r i o u s  m e t h o d s  h a v e  b e e n  p r o p o s e d ,  ( 3 - 1 0 )  
b u t  m o s t  h a v e  s h o r t c o m i n g s  e i t h e r  b e c a u s e  o f  o v e r ­
s i m p l i c i t y ,  l e a d i n g  t o  i n a c c u r a c i e s ,  o r  b e c a u s e  o f  
t i m e - c o n s u m i n g ,  c o m p l i c a t e d  a n d  e x p e n s i v e  t e s t  
p r o c e d u r e s .
2 .  T h i s  p a p e r  d i s c u s s e s  t h e  p r o b le m s  a s s o c i a t e d  
w i t h  c h a r a c t e r i s i n g  f l u i d  b o r n e  n o i s e  a n d  p r o p o s e s  
a  n e w  t e s t  p r o c e d u r e .  T h e  r e s u l t s  o f  t e s t s  
p e r f o r m e d  o n  a  v a r i e t y  o f  p u m p s  a r e  p r e s e n t e d ,  a n d  
i t  i s  s h o w n  t h a t  t h e  t e s t  i s  r e l a t i v e l y  s i m p l e  t o  
p e r f o r m  a n d  p r o d u c e s  a c c u r a t e  r e s u l t s . T h e  
i n f o r m a t i o n  o b t a i n e d  i s  o f  c o n s i d e r a b l e  v a l u e  t o  
t h e  p u m p  d e s i g n e r .  E x i s t i n g  d e s i g n s  c a n  b e  
e v a l u a t e d  i n  t e r m s  o f  t h e i r  r i p p l e  g e n e r a t i n g  
p o t e n t i a l  a n d  s t e p s  t a k e n  t o  d e v e l o p  lo w e r  r i p p l e  
p u m p s .  I n  a d d i t i o n ,  c i r c u i t  d e s i g n e r s  c a n  u s e  t h e  
i n f o r m a t i o n  t o  p r e d i c t  p r e s s u r e  r i p p l e  l e v e l s  a t  
t h e  d e s i g n  s t a g e .  I n  o r d e r  t o  c a r r y  o u t  s u c h  a n  
a n a l y s i s ,  i t  i s  n e c e s s a r y  t o  k n o w  t h e  f l u i d  b o r n e  
n o i s e  c h a r a c t e r i s t i c s  o f  c o m p o n e n t s  o t h e r  t h a n  
p u m p s . A n  a d v a n t a g e  o f  t h e  n e w  t e s t  p r o c e d u r e  i s  
t h e  a b i l i t y  t o  p r o v i d e  a n  a s s e s s m e n t  n o t  j u s t  f o r  
p u m p s  b u t  a l s o  m o t o r s ,  v a l v e s  a n d  o t h e r  
c o m p o n e n t s .  T h e  p a p e r  p r e s e n t s  t h e  r e s u l t s  o f  
t e s t s  o n  a  s i m p l e  r e s t r i c t o r  v a l v e  a n d  a n  
a c c u m u l a t o r .
M E C H A N IS M  OP P R E SS U R E  R IP P L E  G E N E R A T IO N
3 .  T h e  f l o w  f r o m  a  p o s i t i v e  d i s p l a c e m e n t  p u m p  i s  
n o t  c o n s t a n t ,  b u t  c o n s i s t s  o f  a  p e r i o d i c  f l o w  
r i p p l e  s u p e r im p o s e d  u p o n  t h e  m e a n  f l o w  r a t e .  T t t i s  
i s  t r u e  b o t h  f o r  t h e  i n l e t  a n d  o u t l e t  f l e w  , a n d  
a l s o  a p p l i e s  t o  p o s i t i v e  d i s p l a c e m e n t  m o t o r s ;  o n l y  
t h e  o u t l e t  f l o w  r i p p l e  f r o m  p u m p s  i s  c o n s i d e r e d  
h e r e .  T h e  f l o w  r i p p l e  i s  c a u s e d  b y  t h e  f i n i t e  
n u m b e r  o f  p u m p in g  e l e m e n t s  ( p i s t o n s ,  g e a r  t e e t h
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e t c ) ,  a n d  d i f f e r e n t  c l a s s e s  o f  p u m p  e a c h  h a v e  
t h e i r  o w n  c h a r a c t e r i s t i c  f l o w  r i p p l e  w a v e f o r m s .  
S i n c e  t h e  f l o w  r i p p l e  i s  p e r i o d i c  i t  i s  o f t e n  
c o n v e n i e n t  t o  c o n s i d e r  i t  a s  a  s e r i e s  o f  
h a r m o n i c s . T h e s e  g e n e r a l l y  o c c u r  w i t h i n  t h e  r a n g e  
o f  1 0 0 - 3 0 0 0  H z .
4 .  C o n s i d e r  t h e  s i m p l e  p u m p - p i p e - r e s t r i c t o r  s y s t e m  
s h o w n  i n  P i g .  1 ( a ) .  T h e  p u m p  f l o w  r i p p l e  i n t e r a c t s  
w i t h  t h e  s y s t e m  t o  p r o d u c e  a  p r e s s u r e  w a v e  w h i c h  
i s  p r o p a g a t e d  a l o n g  t h e  p i p e  a t  t h e  s p e e d  o f  s o u n d  
i n  t h e  f l u i d .  B e c a u s e  o f  t h e  r e l a t i v e l y  h i g h  
f r e q u e n c y  o f  t h e  h a r m o n i c  c o m p o n e n t s ,  t h e r e  w i l l  
b e  a  s i g n i f i c a n t  p h a s e  c h a n g e  a s  t h e  p r e s s u r e  w a v e  
p r o p a g a t e s  a l o n g  t h e  p i p e . W h e n  t h e  p r e s s u r e  w a v e  
r e a c h e s  t h e  t e r m i n a t i o n  a  p a r t i a l  r e f l e c t i o n  t a k e s  
p l a c e  a n d  t h e  w a v e  p r o p a g a t e s  b a c k  a l o n g  t h e  p i p e ,  
u n t i l  i t  r e a c h e s  t h e  p u m p  a t  w h i c h  p o i n t  i t  i s  
a g a i n  p a r t i a l l y  r e f l e c t e d ,  w i t h  t h e  r e s u l t  t h a t  
m u l t i p l e  r e f l e c t i o n s  w i l l  b e  s e t  u p  i n  e i t h e r  
d i r e c t i o n .  T h i s  c a n  e f f e c t i v e l y  b e  c o n s i d e r e d  a s  
t w o  s y s t e m s  o f  w a v e s  t r a v e l l i n g  i n  o p p o s i t e  
d i r e c t i o n s .  A t  d i f f e r e n t  p o i n t s  a l o n g  t h e  p i p e ,  
t h e  w a v e s  m a y  r e i n f o r c e  e a c h  o t h e r  o r  c a n c e l  e a c h  
o t h e r  o u t ,  w i t h  t h e  r e s u l t  t h a t  s t a n d i n g  w a v e s  a r e  
s e t  u p  i n  t h e  p i p e .  T h i s  b e h a v i o u r  h a s  b e e n  
e x t e n s i v e l y  r e s e a r c h e d  ( 1 - 4 ) ,  a n d  i s  a n a lo g o u s  t o  
t h e  b e h a v i o u r  o f  e l e c t r i c a l  t r a n s m i s s i o n  l i n e s  
( 1 1 ) .
5 .  T h e  s i m p l e  s y s t e m  i n  P i g .  1 ( a )  c a n  b e  
r e p r e s e n t e d  u s i n g  im p e d a n c e  n o t a t i o n  ( 2 )  a s  s h o w n  
i n  P i g .  1 ( b ) .  P o r  h a r m o n i c  a n a l y s i s ,  t h e  p r e s s u r e  
r i p p l e  a t  a n y  p o i n t  a l o n g  t h e  p i p e  i s  d e f i n e d  b y  
t h e  e q u a t i o n
Q s . Z s . Z o  ( e ' * *
P x -  -----------------.   • • . ( 1 )
Z s + Z o  ( 1 -  / 0,t/Ot e  2 ,L  )
w h e r e  Q s  & Z s  a r e  t h e  p u m p  f l o w  r i p p l e  a n d  s o u r c e  
im p e d a n c e  r e s p e c t i v e l y
a n d ,
Z o  -  -  j A * / (  2 / 3 *  >
r -  -  5a*/< >
T h e  t e r m i n a t i o n  r e f l e c t i o n  c o e f f i c i e n t , / ^ ,  i s  
Z t - Z o
/ A -  --------------------------------- . . . ( 2 )
Z t + Z o
a n d  t h e  s o u r c e  r e f l e c t i o n  c o e f f i c i e n t ,
Z s - Z o
A m -----------------------------------  . . . ( 3 )
Z s + Z o
6 .  H e r e  t h e  p u m p  i s  r e p r e s e n t e d  b y  a  f l o w  r i p p l e  
i n  p a r a l l e l  w i t h  a n  im p e d a n c e ,  t h i s  b e i n g  
e q u i v a l e n t  t o  N o r t o n ' s  m o d e l  i n  e l e c t r i c a l  c i r c u i t  
t h e o r y  f o r  m o d e l l i n g  c u r r e n t  s o u r c e s  ( f l u i d  f l o w  
r a t e  a n d  p r e s s u r e  m a y  b e  c o n s i d e r e d  a n a lo g o u s  t o  
e l e c t r i c  c u r r e n t  a n d  v o l t a g e  r e s p e c t i v e l y ) .
7 .  T h e  s i g n i f i c a n c e  o f  t h e  t e r m s  i n  e q n .  1  i s  
d e s c r i b e d  i n  m o r e  d e t a i l  i n  r e f .  ( 2 ) .
T H E  R A T IN G  OP PUMP F L U ID -B O R N E  N O IS E
8 .  A  c o n s i d e r a b l e  a m o u n t  o f  r e s e a r c h  ( 5 - 9 )  h a s  
b e e n  u n d e r t a k e n  i n  t h e  p a s t  c o n c e r n i n g  t h e  r a t i n g  
o f  t h e  f l u i d - b o r n e  n o i s e  g e n e r a t i n g  p o t e n t i a l  o f  
p o s i t i v e  d i s p l a c e m e n t  p u m p s .  A  n u m b e r  o f  d i f f e r e n t  
r a t i n g s  a r e  p o s s i b l e .  I n  m a n y  a p p l i c a t i o n s  a  
s i n g l e  f i g u r e  o f  m e r i t  ( f o r  e x a m p le  a n  r . m . s .  
v a l u e )  m a y  b e  s u f f i c i e n t .  W h e re  m o r e  d e t a i l  i s  
r e q u i r e d  a  f u l l  h a r m o n i c  s p e c t r u m  m a y  b e  
d e s i r a b l e .
9 .  A  n u m b e r  o f  r e s e a r c h e r s  ( 9 , 1 0 )  h a v e  t a k e n  t h e  
p r o d u c t  Q s . Z s ,  k n o w n  a s  t h e  ' b l o c k e d  a c o u s t i c  
p r e s s u r e ' ,  a s  a  r a t i n g ;  t h i s  i s  a  f u n c t i o n  o f  t h e  
p u m p  a l o n e ,  i s  f a i r l y  s i m p l e  t o  d e t e r m i n e , a n d  
p r o v i d e s  a  u s e f u l  g u i d e  t o  t h e  f l u i d  b o r n e  n o i s e  
g e n e r a t i n g  c h a r a c t e r i s t i c s  o f  a  p u m p .  H o w e v e r ,  i t  
i s  t h e  f l o w  r i p p l e ,  Q s ,  w h i c h  i s  t h e  f u n d a m e n t a l  
' f o r c i n g  f u n c t i o n '  g e n e r a t i n g  t h e  p r e s s u r e  r i p p l e  
i n  a  h y d r a u l i c  c i r c u i t .  K n o w le d g e  o f  t h e  f l o w  
r i p p l e  w a v e f o r m  i s  e s s e n t i a l  i n  t h e  d e s i g n  a n d  
d e v e lo p m e n t  o f  l o w  f l u i d - b o r n e  n o i s e  p u m p s .  
F u r t h e r m o r e ,  i f  t r a n s m i s s i o n  l i n e  m o d e l l i n g  
t e c h n i q u e s  a r e  t o  b e  u s e d  i n  t h e  p r e d i c t i o n  o f  
p r e s s u r e  r i p p l e  i n  a  c i r c u i t ,  t h e n  i t  i s  n e c e s s a r y  
t o  k n o w  b o t h  t h e  f l o w  r i p p l e  a n d  t h e  s o u r c e  
im p e d a n c e .
1 0 .  U n f o r t u n a t e l y  i t  i s  r a t h e r  m o r e  d i f f i c u l t  t o  
e v a l u a t e  Q s  a n d  Z s  t h a n  t o  m e a s u r e  t h e  b l o c k e d  
a c o u s t i c  p r e s s u r e  a l o n e .  T h e  f o r s e r  m u s t  b e  
i n f e r r e d  f r o m  a n a l y s i s  o f  v a r i o u s  p r e s s u r e  r i p p l e  
n e a s u r e M n t s ,  w h e r e a s  t h e  l a t t e r  m a y  b e  o b t a i n e d  
d i r e c t l y  f r o m  a  p r e s s u r e  r i p p l e  m e a s u r e m e n t  u n d e r  
s u i t a b l e  c o n d i t i o n s .  T e s t  m e t h o d s  t o  e v a l u a t e  Q s  
a n d  Z s  h a v e  t e n d e d  t o  b e  a  t r a d e - o f f  b e t w e e n  
a c c u r a c y  a n d  p r a c t i c a l i t y .  U n r u h  ( 5 )  p r o p o s e d  a  
s i m p l e  m e th o d  i n  w h i c h  t h e  s o u r c e  im p e d a n c e  i s  
p r e d i c t e d  f r o m  t h e  p u m p  l e a k a g e  a n d  d i s c h a r g e  
p a s s a g e w a y  v o lu m e ,  u s i n g  a  lu m p e d  p a r a s m t e r  
a p p r o x i m a t i o n .  U n f o r t u n a t e l y  t h i s  i s  p r o n e  t o  
e r r o r ,  p a r t i c u l a r l y  a t  h i g h  f r e q u e n c y ,  a n d  s o  t h i s  
m e t h o d  i s  l i m i t e d  i n  i t s  a p p l i c a t i o n .  A n o t h e r  
m e t h o d  ( 1 0 )  i n v o l v e d  t h e  m e a s u r e m e n t  o f  p r e s s u r e  
r i p p l e  a t  a  n u m b e r  o f  p o i n t s  i n  a  p i p e ,  t h i s  b e i n g  
r e p e a t e d  f o r  a  n u m b e r  o f  p i p e  l e n g t h s ,  t t i i s  
p r o v i d e s  s u f f i c i e n t  i n f o r m a t i o n  t o  c a l c u l a t e  Q s  
a n d  Z s . U n f o r t u n a t e l y ,  e x p e r i e n c e  h a s  s h o w n  t h a t  a  
l a r g e  a m o u n t  o f  d a t a  f r o m  a  l a r g e  n u m b e r  o f  p i p e  
l e n g t h s  i s  n e c e s s a r y  f o r  a c c e p t a b l y  a c c u r a t e  
r e s u l t s  t o  b e  o b t a i n e d ;  t h u s  t h i s  m e t h o d  p r o v e d  
v e r y  l o n g - w i n d e d  a n d  i m p r a c t i c a b l e  f o r  m o s t  
a p p l i c a t i o n s .  A  r e f i n e m e n t  o f  t h i s  m e t h o d  w a s  
d e v e lo p e d  a t  B a t h  ( 4 ) ,  i n  w h i c h  t h e  p i p e  l e n g t h
c o u l d  b e  v a r i e d  b y  m e a n s  o f  a  s l i d i n g  p i s t o n  
a r r a n g e m e n t . S om e g o o d  r e s u l t s  w e r e  o b t a i n e d  f r o m  
t h i s  a p p a r a t u s ,  b u t  t h e  t e a t  w a s  s t i l l  l o n g - w i n d e d  
a n d  w a s  u n s u c c e s s f u l  u n d e r  c e r t a i n  c o n d i t i o n s .  T h e  
t e s t  r e q u i r e d  a  l a r g e  r e f l e c t i o n  a t  t h e  
t e r m i n a t i o n  i n  o r d e r  t h a t  t h e  s o u r c e  im p e d a n c e ,  
a n d  h e n c e  t h e  f l o w  r i p p l e ,  c o u l d  b e  d e t e r m in e d  
a c c u r a t e l y .  P r o b le m s  w e r e  t h u s  e n c o u n t e r e d  w i t h  a  
n e a r - a n e c h o i c  t e r m i n a t i o n  ( Z t s Z o )  a n d  t h i s  i s  
d i f f i c u l t  t o  a v o i d  a t  s o m e  t e s t  c o n d i t i o n s .
E V A L U A T IO N  OP SOURCE IM P E D A N C E
1 1 .  I n  o r d e r  t o  p r e d i c t  t h e  f l o w  r i p p l e  f r o m  
p r e s s u r e  r i p p l e  m e a s u r e m e n t s ,  i t  i s  e s s e n t i a l  t h a t  
t h e  s o u r c e  im p e d a n c e  i s  k n o w n .
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1 2 .  I t  h a s  b e e n  s h o w n  b y  E d g e  ( 1 2 )  t h a t  t h e  s o u r c e  
im p e d a n c e  m a y  b e  m o d e l l e d  a s  a  c l o s e d - e n d e d  ' s t u b '  
l i n e .  T h e  m a in  p a r a m e t e r s  a f f e c t i n g  Z s  a r e  t h e  
l e n g t h  a n d  v o lu m e  o f  t h e  p u m p  d i s c h a r g e  p a s s a g e ­
w a y ,  a l t h o u g h  l e a k a g e  a n d  v i s c o u s  f r i c t i o n  m a y  
a l s o  h a v e  a  m i n o r  e f f e c t .
1 3 .  I n  t h e o r y ,  i t  s h o u l d  b e  p o s s i b l e  t o  p r e d i c t  
t h e  s o u r c e  im p e d a n c e  i f  t h e  l e n g t h  a n d  d i a m e t e r  o f  
t h e  d i s c h a r g e  p a s s a g e w a y  a r e  k n o w n .  H o w e v e r ,  
p r e v i o u s  r e s e a r c h  h a s  s h o w n  t h a t  t h e  p r e d i c t e d  
s o u r c e  im p e d a n c e  t e n d s  t o  e x h i b i t  p o o r  c o r r e l a t i o n  
w i t h  t h e  e x p e r i m e n t a l l y  m e a s u r e d  s o u r c e  im p e d a n c e .  
T h i s  m a y  b e  d u e  t o  a  n u m b e r  o f  f a c t o r s :
1 )  T h e  l o c a l  e f f e c t i v e  b u l k  m o d u lu s  o f  t h e  
f l u i d  m a y  b e  s i g n i f i c a n t l y  r e d u c e d  a s  a  r e s u l t  o f  
a i r  r e l e a s e  w i t h i n  t h e  p u m p ,  a n d / o r  p u m p  c a s i n g  
c o m p l i a n c e .
2 )  I t  i s  d i f f i c u l t  t o  m e a s u r e  t h e  v o lu m e  
a n d  l e n g t h  o f  t h e  d i s c h a r g e  p a s s a g e w a y  a c c u r a t e l y .
3 )  I n  g e n e r a l ,  t h e  d i s c h a r g e  p a s s a g e w a y  
w i l l  n o t  b e  a  u n i f o r m ,  s t r a i g h t  t u b e .  I t  c a n  b e  
s h o w n  t h a t  a n y  v a r i a t i o n  i n  c r o s s - s e c t i o n a l  a r e a  
a l o n g  i t s  l e n g t h  w i l l  s i g n i f i c a n t l y  a f f e c t  t h e  
r e s o n a n t  a n d  a n t i - r e s o n a n t  f r e q u e n c i e s  o f  t h e  
s o u r c e  im p e d a n c e .
1 4 .  I n  o r d e r  t o  e v a l u a t e  a c c u r a t e  v a l u e s  o f  f l o w  
r i p p l e ,  i t  i s  n e c e s s a r y  t o  d e t e r m i n e  Z s  a c c u r a t e l y  
a n d  t h i s  c a n  o n l y  b e  d o n e  e x p e r i m e n t a l l y .
T E S T  METHO D FO R E V A L U A T IN G  PUMP PLOW R IP P L E  AMD 
SOURCE IM P E D A N C E
1 5 .  P r e v i o u s  m e t h o d s  ( 4 , 1 0 )  h a v e  r e l i e d  u p o n  
m e a s u r e m e n ts  o f  t h e  p r e s s u r e  r i p p l e  f r o m  t h e  p u m p  
u n d e r  t e s t  f o r  t h e  c a l c u l a t i o n  o f  t h e  s o u r c e  
im p e d a n c e . T h i s  t e n d s  t o  p r e s e n t  p r o b le m s  w h e n  
t e s t i n g  l o w  r i p p l e  p u m p s ,  w i t h  t h e  r e s u l t  t h a t  t h e  
s o u r c e  im p e d a n c e  r e s u l t s  f r o m  s u c h  p u m p s  a r e  
l i k e l y  t o  b e  h i g h l y  i n a c c u r a t e .  B y  c o n s i d e r i n g  t h e  
p r e s s u r e  r i p p l e  f r o m  a n o t h e r  ( n o i s y )  s o u r c e  t h e n  
t h i s  p r o b le m  i s  a v o i d e d .
1 6 .  C o n s i d e r  t h e  s i m p l e  s y s t e m  i n  P i g .  1 ( a ) .  I f  
p r e s s u r e  r i p p l e  i s  m e a s u r e d  a t  t w o  p o i n t s  a l o n g  
t h e  p i p e ,  t h e n  t h e  t e r m i n a t i o n  im p e d a n c e  c a n  b e  
c a l c u l a t e d ,  a s  f o l l o w s :
p ,  e * **<
H (J -  —  -  --------------------------- ------------- -
p a e **-*a  t / j j e ' t f f a l - * ! )
h e n c e
A  ' " <4>
i  * A
a n d ,  r e a r r a n g i n g  ( 2 ) ,  Z t  »  Z o . --------------  . . . ( 5 )
1  - / ? t
1 7 .  A  p r o b le m  m a y  a r i s e  w h e r e ,  f o r  c e r t a i n  
h a r m o n i c s ,  t h e  t w o  t r a n s d u c e r s  a r e  a  m u l t i p l e  o f  a  
h a l f  w a v e l e n g t h  a p a r t ,  m  w h i c h  c a s e  t h e  
t e r m i n a t i o n  r e f l e c t i o n  c o e f f i c i e n t  i s  
i n d e t e r m i n a t e . T h e  u s e  o f  m o r e  t h a n  t w o  
t r a n s d u c e r s  u n e q u a l l y  s p a c e d  a l o n g  t h e  p i p e  a v o i d s  
t h i s  p r o b l e m .  T h e  r e f l e c t i o n  c o e f f i c i e n t  /O t  c a n
t h e n  b e  f o u n d  u s i n g  a  m a t h e m a t i c a l  c u r v e  f i t t i n g  
p r o c e d u r e  u s i n g  t h e  c r i t e r i o n  o f  m i n i m i s i n g  t h e  
s u m  o f  s q u a r e s  e r r o r  b e t w e e n  t h e  e x p e r i m e n t a l  d a t a  
a n d  t h e  m a t h e m a t i c a l  m o d e l .  O n c e i s  k n o w n ,  t h e n  
Z t  m a y  b e  f o u n d  f r o m  e q u a t i o n  5 .
1 8 .  I r r e s p e c t i v e  o f  h o w e v e r  m a n y  t r a n s d u c e r s  a r e  
u s e d ,  i n s u f f i c i e n t  i n f o r m a t i o n  i s  a v a i l a b l e  t o  
c a l c u l a t e  t h e  s o u r c e  im p e d a n c e  Z s .  I f ,  h o w e v e r ,  
a n o t h e r  f l u i d - b o r n e  n o i s e  g e n e r a t o r  i s  s i t u a t e d  a t  
t h e  t e r m i n a t i o n ,  t h e n ,  b y  a n a l y s i n g  t h e  p r e s s u r e  
r i p p l e  f r o m  t h i s ,  t h e  s o u r c e  im p e d a n c e  M y  b e  
f o u n d  b y  t h e  a b o v e  m e t h o d ,  w i t h  t h e  p u m p  u n d e r  
t e s t  e f f e c t i v e l y  a c t i n g  a s  a  t e r m i n a t i o n .  I t  i s  
n e c e s s a r y  t h a t  t h e  p r e s s u r e  r i p p l e  f r o m  t h i s  
' a u x i l i a r y '  n o i s e  g e n e r a t o r  c a n  b e  i s o l a t e d  f r o m  
t h a t  p r o d u c e d  b y  t h e  p u m p  u n d e r  t e s t .  I n  p r a c t i c e ,  
t h i s  i m p l i e s  t h a t  t h e  a u x i l i a r y  n o i s e  g e n e r a t o r  
s h o u l d  p r o d u c e  a  p e r i o d i c  s i g n a l  w i t h  a  b r o a d  
s p e c t r u m  w i t h i n  t h e  f r e q u e n c y  r a n g e  o f  i n t e r e s t ,  
w i t h  d i f f e r e n t  h a r m o n i c  f r e q u e n c i e s  t o  t h o s e  o f  
t h e  p u m p  u n d e r  t e s t . T h e  a u x i l i a r y  n o i s e  g e n e r a t o r  
c o u l d  t a k e  v a r i o u s  f o r m s  s u c h  a s  a  r e c i p r o c a t i n g  
o r  r o t a t i n g  v a l v e  p r o v i d i n g  a  p e r i o d i c a l l y  v a r y i n g  
b l e e d - o f f ;  t e s t s  p e r f o r m e d  t o  d a t e  h a v e  e m p lo y e d  
a n  a x i a l  p i s t o n  p u m p  a s  t h i s  p r o d u c e s  a  b r o a d  
s p e c t r u m  o f  f l u i d - b o r n e  n o i s e .  T h i s  h a s  t h e  
a d v a n t a g e  o f  b e i n g  a  s o u r c e  o f  a  m e a n  f l o w  a n d  
p r e s s u r e ,  t h u s  f a c i l i t a t i n g  t h e  t e s t i n g  o f  m o t o r s  
a n d  p a s s i v e  c o m p o n e n t s  s u c h  a s  v a l v e s  ( p a r a .  2 2 ) .
1 9 .  O n c e  Z s  i s  k n o w n ,  t h e  f l o w  r i p p l e  m a y  b e  
d e t e r m i n e d  b y  a n a l y s i s  o f  t h e  p r e s s u r e  r i p p l e  
g e n e r a t e d  b y  t h e  p u m p  u n d e r  t e s t .  I n  o r d e r  t o  
a c h i e v e  t h i s ,  i t  i s  n e c e s s a r y  t h a t  t h e  s o u r c e  
im p e d a n c e  b e  k n o w n  a t  t h e  h a r m o n i c  f r e q u e n c i e s  o f  
t h e  t e s t  p u m p .  I b i s  w i l l  n o t  i n  p r a c t i c e  b e  t h e  
c a s e  b e c a u s e  o f  t h e  p r e c o n d i t i o n  t h a t  t h e  p r e s s u r e  
r i p p l e  f r o m  t h e  t e s t  p u m p  a n d  f r o m  t h e  a u x i l i a r y  
g e n e r a t o r  s h o u l d  b e  d i s t i n g u i s h a b l e .  B y  a p p l y i n g  
a n  a p p r o p r i a t e  m a t h e m a t i c a l  m o d e l  t o  t h e  s o u r c e  
im p e d a n c e  r e s u l t s  u s i n g  a  ‘ l e a s t  s q u a r e s '  c u r v e  
f i t t i n g  m e t h o d ,  t h e n  t h e  s o u r c e  im p e d a n c e  c a n  b e  
d e t e r m i n e d  a t  a n y  i n t e r m e d i a t e  f r e q u e n c y .  I b i s  
p r o c e d u r e  h a s  t h e  a d d e d  a d v a n t a g e  o f  r e d u c i n g  t h e  
e f f e c t s  o f  e x p e r i m e n t a l  s c a t t e r  f r o m  t h e  s o u r c e  
im p e d a n c e  e x p e r i m e n t a l  r e s u l t s .  I t  i s  u n n e c e s s a r y  
t h a t  t h e  a u x i l i a r y  n o i s e  g e n e r a t o r  s h o u ld  b e  
o p e r a t i o n a l  f o r  t h i s  p a r t  o f  t h e  t e s t ;  i n d e e d  m o r e  
a c c u r a t e  d a t a  a c q u i s i t i o n  w i l l  b e  p o s s i b l e  w i t h  i t  
s h u t  o f f .
2 0 .  T h e  s o u r c e  im p e d a n c e  o f  a  p u m p  t e n d s  t o  s h o w  
l i t t l e  d e p e n d e n c e  u p o n  t h e  o p e r a t i n g  c o n d i t i o n s .  
T e s t s  h a v e  b e e n  p e r f o r m e d  o n  1 1  p u m p s  w i t h i n  a  
p r e s s u r e  r a n g e  o f  2 5 - 2 0 0  b a r  a n d  a  t e m p e r a t u r e  
r a n g e  o f  3 0 - 4 0 * C .  W i t h i n  t h i s  r a n g e  t h e  v a r i a t i o n s  
i n  s o u r c e  im p e d a n c e  w e r e  i n s i g n i f i c a n t  a n d  m a s k e d  
b y  t h e  e x p e r i m e n t a l  s c a t t e r .  T h e r e f o r e ,  o n e  s i n g l e  
s o u r c e  im p e d a n c e  t e s t  s h o u l d  s u f f i c e  f o r  a n y  
n u m b e r  o f  f l o w  r i p p l e  t e s t s  o n  t h a t  p a r t i c u l a r  
p u m p  a t  d i f f e r e n t  o p e r a t i n g  c o n d i t i o n s  o f  s p e e d ,  
p r e s s u r e ,  s w a s h  s e t t i n g  e t c .
2 1 .  T h e  ' N o r t o n '  m o d e l  p r e v i o u s l y  d e s c r i b e d  
a s s u m e s  t h a t  t h e  f l o w  r i p p l e  i s  g e n e r a t e d  a t  t h e  
p u m p  e x i t .  T h i s  i s  n o t  s t r i c t l y  t r u e  f o r  a  r e a l  
p u m p ,  a n d  i n  o r d e r  t o  o b t a i n  r e a l i s t i c  f l o w  r i p p l e  
w a v e f o r m s ,  p a r t i c u l a r l y  f o r  t h e  h i g h e r  h a r m o n i c s ,  
i t  h a s  b e e n  f o u n d  t o  b e  n e c e s s a r y  t o  r e f e r  t h e  
f l o w  r i p p l e  t o  s o m e  p o i n t  i n s i d e  t h e  p u m p .  A  
m o d i f i e d  p u m p  m o d e l  m i g h t  b e  a s  i n  P i g .  2 ,  i n  
w h i c h  t h e  f l o w  r i p p l e  i s  c o n s i d e r e d  t o  a c t  a t  t h e  
e n d  o f  t h e  d i s c h a r g e  p a s s a g e w a y .  T h i s  i s  
c o n v e n i e n t  a s  t h e  e f f e c t i v e  d i m e n s i o n s  o f  t h i s
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p a s s a g e w a y  n a y  b e  i n f e r r e d  f r o *  t h e  p a r a m e t e r s  i n  
t h e  s o u r c e  im p e d a n c e  m o d e l .
2 2 .  A s  t h e  p r e s s u r e  r i p p l e  g e n e r a t e d  b y  t h e  d e v i c e  
u n d e r  e x a m i n a t i o n  i s  n o t  c o n s i d e r e d  w h e n  
e v a l u a t i n g  t h e  s o u r c e  im p e d a n c e ,  t h e  m e t h o d  m a y  
a l s o  b e  a p p l i e d  t o  t h e  im p e d a n c e  t e s t i n g  o f  
p a s s i v e  h y d r a u l i c  c o m p o n e n t s ,  s u c h  a s  v a l v e s  o r  
a c c u m u l a t o r s .  I n  t h i s  a p p l i c a t i o n ,  t h e  c o m p o n e n t  
u n d e r  t e s t  i s  f i t t e d  i n  p l a c e  o f  t h e  p u m p  a n d  
c o n s i d e r e d  a s  t h e  t e r m i n a t i o n  t o  t h e  p i p e ,  w i t h  
t h e  a u x i l i a r y  g e n e r a t o r  b e i n g  t h e  s o u r c e  o f  
p r e s s u r e  r i p p l e .
D E T E R M IN A T IO N  O P T H E  P L O ID  D E N S IT Y  AN D  E F F E C T IV E  
B U L K  MODULUS I N  A  R I G I D  P IP E
2 3 .  I n  p r e v i o u s  s t u d i e s  o f  f l u i d - b o r n e  n o i s e ,  i t  
h a s  u s u a l l y  b e e n  a s s u m e d  t h a t  t h e  w a v e  p r o p a g a t i o n  
c o e f f i c i e n t ,  ' I *  a n d  t h e  c h a r a c t e r i s t i c  im p e d a n c e ,  
’  Z o  ‘ o f  t h e  f l u i d  i n  a  h y d r a u l i c  p i p e  c a n  b e  
d e t e r m i n e d  u s i n g  t h e  f l u i d  m a n u f a c t u r e r ' s  d a t a  f o r  
t h e  d e n s i t y  a n d  b u l k  m o d u lu s .  I t  i s  n o r m a l l y  
p o s s i b l e  t o  p r e d i c t  t h e  d e n s i t y  t o  a  s u f f i c i e n t l y  
h i g h  d e g r e e  o f  a c c u r a c y  b y  t h i s  m e a n s .  H o w e v e r ,  
t h e  b u l k  m o d u lu s  i s  v e r y  s e n s i t i v e  t o  e n t r a i n e d  
a i r  i n  t h e  o i l  ( 1 3 ) ,  a n d  a n y  r e d u c t i o n  d u e  t o  
a e r a t i o n  w o u ld  b e  v e r y  d i f f i c u l t  t o  p r e d i c t  
a c c u r a t e l y .  A  m e t h o d  u s e d  b y  M a r g o l i s  a n d  B r o w n
( 1 4 )  a n d  B o l l e t e r  ( 1 5 )  h a s  b e e n  a d a p t e d  t o  p r o v i d e  
a  s i m p l e  e x p e r i m e n t a l  m e th o d  f o r  m e a s u r i n g  t h e  
e f f e c t i v e  b u l k  m o d u lu s .
2 4 .  C o n s i d e r  a  r i g i d  p i p e  a l o n g  w h i c h  t h r e e  
p r e s s u r e  t r a n s d u c e r s  a r e  e q u i - s p a c e d .  P i g .  3 .  I t  
c a n  b e  s h o w n  ( A p p e n d i x )  t h a t
R e ( H , : 4  H j2  ) / 2  -  c o s  ( < j d / C )
-  c o s  ( u d  J # f B ) . .  . ( 6 )
2 5 .  I t  m a y  b e  a s s u m e d  t h a t / 0  m a y  b e  d e t e r m i n e d  
a n a l y t i c a l l y ,  i n  w h i c h  c a s e  t h e  o n l y  u n k n o w n  i n  
e q n .  6  i s  B .  T h i s  i s  d e t e r m in e d  s o  t h a t  t h e  s u m  o f  
s q u a r e s  e r r o r  b e t w e e n  c o s ( u d / c ) a n d  t h e  m e a s u r e d  
f u n c t i o n  +  H , 2 ) / 2  ) i s  m i n i m i s e d ,  u s i n g  a n  
i t e r a t i v e  c u r v e  f i t t i n g  p r o c e s s  o v e r  t h e  h a r m o n i c  
s p e c t r u m  o f  p r e s s u r e  r i p p l e .  P i g .  4 .
2 6 .  T h i s  m e th o d  w a s  f o u n d  t o  g i v e  g o o d  r e s u l t s  i n  
p r a c t i c e ,  p a r t i c u l a r l y  w i t h  t h e  p r e s s u r e  r i p p l e  
o b t a i n e d  f r o m  a x i a l  p i s t o n  p u m p s ,  t h e s e  t e n d i n g  t o  
h a v e  a  w id e  h a r m o n i c  s p e c t r u m  o f  f l o w  r i p p l e .  I t  
w a s  c o n s i s t e n t l y  f o u n d  t h a t ,  w i t h  a  s t a n d a r d  
m i n e r a l  o i l ,  t h e  e x p e r i m e n t a l l y  p r e d i c t e d  b u l k  
m o d u lu s  w a s  5 -1 0 %  lo w e r  t h a n  t h a t  p r e d i c t e d  f r o m  
m a n u f a c t u r e r ' s  d a t a ,  u n d e r  t h e  r a n g e  o f  c o n d i t i o n s  
t e s t e d  ( p a r a .  2 0 ) ,  p o s s i b l y  d u e  t o  e n t r a i n e d  a i r  
i n  t h e  o i l .
A P P A R A T U S  AND METHOD
2 7 .  A s c h e m a t i c  d ia g r a m  o f  t h e  h y d r a u l i c  c i r c u i t  
u s e d  i s  s h o w n  m  P i g .  S . A n  a x i a l  p i s t o n  p u m p  w a s  
e m p lo y e d  a s  t h e  a u x i l i a r y  n o i s e  g e n e r a t o r ,  a s  t h i s
w a s  r e a d i l y  a v a i l a b l e  a n d  w a s  k n o w n  t o  b e  a
p a r t i c u l a r l y  s t r o n g  g e n e r a t o r  o f  f l u i d - b o r n e  
n o i s e .  T h i s  w a s  d r i v e n  b y  a  c o n s t a n t  s p e e d
e l e c t r i c  m o t o r ,  w h ic h  w a s  f o u n d  t o  p r o v i d e  a  v e r y
s t a b l e  s p e e d ,  t h u s  f a c i l i t a t i n g  a c c u r a t e  h a r x » n i c  
m e a s u r e m e n t  o v e r  a  l a r g e  n u m b e r  o f  h a r m o n i c s . T h e  
t e s t  p u m p ,  w h i c h  w a s  d r i v e n  b y  a  v a r i a b l e  s p e e d  
h y d r o s t a t i c  t r a n s m i s s i o n ,  f e d  i n t o  a  s t r a i g h t
l e n g t h  o f  r i g i d  p i p e ,  a b o u t  2m  l o n g ,  i n t o  w h i c h  5 
m i n i a t u r e  p i e z o e l e c t r i c  p r e s s u r e  t r a n s d u c e r s  w e r e  
m o u n t e d  . R e f e r r i n g  t o  P i g .  5 ,  t r a n s d u c e r s  1 , 2  £
3 a r e  s p a c e d  e q u a l l y ,  a s  a r e  t r a n s d u c e r s  3,4 £ 5 ,  
t h i s  f a c i l i t a t i n g  t h e  p r e d i c t i o n  o f  t h e  b u l k  
m o d u lu s  ( p a r a .  24). H o w e v e r ,  t h e  d i f f e r e n c e  i n  
s p a c i n g  b e t w e e n  t h e  t w o  g r o u p s  s a t i s f i e s  t h e  
r e q u i r e m e n t  s t a t e d  i n  p a r a .  1 7  f o r  u n e q u a l  
s p a c i n g .
2 8 .  B o t h  p u m p s  a r e  l o a d e d  t h r o u g h  t h e  s a m e  
r e s t n c t o r  v a l v e .  A  n o n - r e t u r n  v a l v e  i s  s i t u a t e d  
a t  t h e  i n l e t  t o  t h e  a u x i l i a r y  p u m p  t o  p r e v e n t  i t  
m o t o r  i n g  w h e n  n o t  i n  u s e .
29. H a r m o n ic  a n a l y s i s  o f  t h e  p r e s s u r e  r i p p l e  w a s  
p e r f o r m e d  u s i n g  a  d i g i t a l  P r e q u e n c y  R e s p o n s e  
A n a l y s e r  (  ' F R A ' ) ,  w h i c h ,  b e c a u s e  o f  t h e  v e r y  l a r g e  
a m o u n t  o f  d a t a  t o  b e  a c q u i r e d ,  w a s  r e a n t e l y  
c o n t r o l l e d  u s i n g  a  m i c r o c o m p u t e r .  P o r  t h e  
m e a s u r e m e n t  o f  t h e  s o u r c e  a n d  t e r m i n a t i o n  
im p e d a n c e s ,  h a r m o n i c  a n a l y s i s  w a s  p e r f o r m e d  u s i n g  
t r a n s f e r  f u n c t i o n  m e a s u r e m e n ts  b e t w e e n  t w o  
p r e s s u r e  t r a n s d u c e r s  r a t h e r  t h a n  p r e s s u r e  r i p p l e  
m e a s u r e m e n ts  f r o m  o n e  t r a n s d u c e r ,  a s  t h i s  w a s  
f o u n d  t o  g i v e  g r e a t l y  im p r o v e d  a c c u r a c y .  A  p u l s e  
s i g n a l  a t  t h e  s a m e  f r e q u e n c y  a s  t h e  p r e s s u r e  
r i p p l e  w a s  d e r i v e d  f r o m  a  t o o t h e d  d i s c  a n d  
m a g n e t i c  p i c k - o f f  o n  e a c h  o f  t h e  p u m p  s h a f t s ,  a n d  
u s e d  t o  p r o v i d e  a  s y n c h r o n i s a t i o n  s i g n a l  a n d  a  
p h a s e  r e f e r e n c e  f o r  t h e  P R A .
30. T h e  p r e s s u r e  r i p p l e  d a t a  w a s  t r a n s f e r r e d  t o  a  
m a in f r a m e  c o m p u t e r ,  o n  w h i c h  t h e  c o m p le x  d a t a  
r e d u c t i o n  w a s  p e r f o r m e d ,  t o  o b t a i n  t h e  f l o w  r i p p l e  
a n d  s o u r c e  im p e d a n c e .
RESULTS O P TESTS
3 1 .  T h e  t e s t  m e t h o d  w a s  a p p l i e d  t o  f o u r  d i f f e r e n t  
t y p e s  o f  p u m p  ( t a b l e  1 ) .  W h e n  t e s t i n g  p u m p s  A ,  C  £  
D , p u m p  B  w a s  u s e d  a s  t h e  a u x i l i a r y  g e n e r a t o r ,  a n d  
w h e n  t e s t i n g  p u m p  B , p u m p  A  w a s  u s e d  a s  t h e  
a u x i l i a r y  g e n e r a t o r .  I n  a d d i t i o n ,  t h e  i m p e d a n c e  
c h a r a c t e r i s t i c s  o f  a  r e s t r i c t o r  v a l v e  a n d  a n  
a c c u m u l a t o r  w e r e  e x a m i n e d .
SOURCE IM P E D A N C E
3 2 .  T y p i c a l  s o u r c e  im p e d a n c e  p l o t s  f o r  p u m p s  A  a n d  
C  a r e  p r e s e n t e d  i n  P i g .  6 .  T h e  m o d e l  u s e d  i n  
e a c h  c a s e  r e p r e s e n t e d  a  c l o s e d - e n d e d  u n i f o r m  p i p e  
w i t h  u n i f o r m l y  d i s t r i b u t e d  f r i c t i o n ,  d e s c r i b e d  
m a t h e m a t i c a l l y  b y  t h e  e q u a t i o n
Z o p
Z s  -  ------------------------
t a n h (  I ,  L f )
3 3 .  T h e  e x p e r i m e n t a l  p o i n t s  a l l  c o n f o r m  r e a s o n a b l y  
w e l l  t o  t h e  m o d e l ,  s o  i t  w o u l d  a p p e a r  t h a t ,  f o r  
t h e  f r e q u e n c y  r a n g e  o f  i n t e r e s t ,  t h e  a s s u m p t i o n s  
m a d e  i n  t h e  m o d e l  a r e  v a l i d .  A t  l o w e r  f r e q u e n c i e s ,  
c a p a c i t i v e  e f f e c t s  d u e  t o  f l u i d  c o m p r e s s i b i l i t y  
a r e  d o m in a n t ,  w h i l e  a t  h i g h e r  f r e q u e n c i e s  w a v e  
p r o p a g a t i o n  e f f e c t s  b e c o m e  s i g n i f i c a n t .  A n  a n t i ­
r e s o n a n c e  i s  c l e a r l y  a p p a r e n t  f o r  p u m p  A  w i t h i n  
t h e  f r e q u e n c y  b a n d  c o n s i d e r e d ,  w h e r e a s  f o r  p u m p  C 
t h e  a n t i - r e s o n a n c e  o c c u r s  a t  a  h i g h e r  f r e q u e n c y ,  
t h i s  b e i n g  d u e  t o  t h e  m o r e  c o m p a c t  g e o m e t r y  o f  
t h e s e  p u m p 9 . L e a k a g e  e f f e c t s  a r e  i n s i g n i f i c a n t .
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3 4 .  T y p i c a l  f l o w  r i p p l e  w a v e f o r m s  f o r  p i s t o n  p u m p s  
A  £  B a r e  s h o w n  i n  P i g s .  7  & 8 .  T h e  w a v e f o r m  
t r a c e s  w e r e  o b t a i n e d  b y  s u o a o a t io n  o f  t h e  
i n d i v i d u a l  h a r m o n ic  c o m p o n e n t s .  I t  c a n  b e  s e e n  
t h a t  t h e  w a v e f o r m s  f o r  b o t h  p u m p s  a r e  
f u n d a m e n t a l l y  s i m i l i a r ,  a n d  d i s p l a y  t h e  
c h a r a c t e r i s t i c  r e v e r s e  f l o w  c a u s e d  b y  c o e q > r e s s io n  
o f  t h e  f l u i d  i n  a n  i n d i v i d u a l  c y l i n d e r  a s  i t  o p e n s  
t o  t h e  d e l i v e r y  l i n e .  T h e  p r e s s u r e  d e p e n d e n c e  o f  
t h i s  r e v e r s e  f l o w  c a n  c l e a r l y  b e  s e e n  b y  
c o m p a r i s o n  o f  P i g s ,  a ( a ) ,  ( b ) ,  ( C )  & ( d ) .
3 5 .  P i g .  9  s h o w s  a  t y p i c a l  f l o w  r i p p l e  w a v e f o r m  
f o r  e x t e r n a l  g e a r  p u m p  C .  I t  c a n  b e  s e e n  t h a t  t h e  
f l o w  r i p p l e  i n  t h i s  c a s e  c o n s i s t s  o f  a  s t r o n g  
f i r s t  h a r m o n i c  a n d  w e ak , h i g h e r  f r e q u e n c y  
c o m p o n e n t s . T h e  w a v e f o r m  c o n f o r m s  t o  t h e  f o r m  
w h i c h  w o u l d  b e  e x p e c t e d  f r o m  e x t e r n a l  g e a r  p u m p s ,  
a n d  i s  c a u s e d  m a i n l y  b y  t h e  m e s h in g  g e o m e t r y  o f  
t h e  t e e t h .
3 6 .  P i g .  1 0  s h o w s  a  t y p i c a l  f l o w  r i p p l e  w a v e f o r m  
f o r  v a n e  p u m p  D . T h i s  w a v e f o r m  s h o w s  s o m e  
s i m i l i a r i t i e s  t o  t h a t  o f  a n  a x i a l  p i s t o n  p u m p ,  a  
r e v e r s e  f l o w  s p i k e  d u e  t o  c o m p r e s s i o n  o f  t h e  f l u i d  
b e i n g  a p p a r e n t ,  a l t h o u g h  i t  i s  r a t h e r  l e s s  
p r o n o u n c e d  i n  t h i s  c a s e .
IM P E D A N C E  OP O THER COMPONENTS
3 7 .  P i g .  1 1  s h o w s  t h e  im p e d a n c e  c h a r a c t e r i s t i c s  o f  
r e s t r i c t o r  v a l v e  E f o r  t w o  d i f f e r e n t  m e a n  
p r e s s u r e s  a t  t h e  s a m e  f l o w r a t e .  I t  c a n  b e  s e e n  
t h a t  t h e  im p e d a n c e  i s  c l o s e  t o  a  c o n s t a n t ,  r e a l ,  
v a l u e  a t  lo w  f r e q u e n c i e s ,  t h i s  b e i n g  e q u i v a l e n t  t o  
t h e  s t e a d y  f l o w  r e s i s t a n c e  o f  t h e  v a l v e .  A t  h i g h e r  
f r e q u e n c i e s  t h e  p h a s e  a p p r o a c h e s  - 9 0 *  a n d  t h e  
a m p l i t u d e  d e c r e a s e s ,  t h i s  b e i n g  a  c a p a c i t i v e  
e f f e c t  d u e  t o  t h e  v o lu m e  o f  f l u i d  c o n t a i n e d  w i t h i n  
t h e  v a l v e .
3 8 .  T h e  m e a s u r e d  im p e d a n c e  c h a r a c t e r i s t i c  o f  
a c c u m u l a t o r  P  i s  s h o w n  i n  P i g .  1 2 .  I t  c a n  b e  s e e n  
t h a t  t h e  a c c u m u la t o r  p r e s e n t s  a  v e r y  l o w  im p e d a n c e  
a t  l o w  f r e q u e n c i e s ,  t h i s  i n c r e a s i n g  w i t h  
f r e q u e n c y ,  w i t h  a  p h a s e  o f  a b o u t  + 9 0 °  . T h i s  i s  a n  
i n d u c t i v e  c h a r a c t e r i s t i c ,  a n d  i s  c a u s e d  b y  t h e  
i n e r t i a  o f  t h e  f l u i d  w i t h i n  t h e  d i s c h a r g e  p o r t ,  
w h i c h  m a y  b e  c o n s id e r e d  a s  a n  o p e n - e n d e d  p i p e .
T h e  n i t r o g e n - f i l l e d  b a g  h a s  a  v e r y  l o w  s t i f f n e s s  
a n d  n e g l i g i b l e  im p e d a n c e .
C O N C L U S IO N S
3 9 . T h e  p a p e r  h a s  d e s c r i b e d  a  n e w  e x p e r i m e n t a l  t e s t  
f o r  t h e  a n a l y s i s  o f  t h e  f l o w  r i p p l e  a n d  s o u r c e  
im p e d a n c e  o f  p o s i t i v e  d i s p l a c e m e n t  p u m p s .
4 0 .  T h e  m e th o d  i s  b a s e d  u p o n  a n  a n a l y s i s  o f  t h e  
s t a n d i n g  w a v e  c h a r a c t e r i s t i c s  o f  t h e  p r e s s u r e  
r i p p l e  i n  a n  u n i f o r m  p i p e .  T h e  s o u r c e  im p e d a n c e  i s  
m e a s u r e d  b y  e x a m in i n g  t h e  p r e s s u r e  r i p p l e  f r o m  a n  
a u x i l i a r y  p r e s s u r e  r i p p l e  g e n e r a t o r  a t  t h e  
o p p o s i t e  e n d  o f  t h e  p i p e  t o  t h e  p u m p  u n d e r  t e s t .
T h e  f l o w  r i p p l e  i s  t h e n  d e t e r m in e d  b y  m e a s u r e m e n t  
o f  t h e  p r e s s u r e  r i p p l e  f r o m  t h e  p u m p  u n d e r  t e s t .
4 1 .  A  m e t h o d  i s  a l s o  d e s c r i b e d ,  f o r  u s e  i n  c o n j u n c ­
t i o n  w i t h  t h e  a b o v e  m e t h o d ,  f o r  t h e  e x p e r i m e n t a l  
a s s e s s m e n t  o f  t h e  s o n i c  v e l o c i t y  i n  t h e  f l u i d ,
b a s e d  u p o n  t h e  a n a l y s i s  o f  t h e  t r a n s f e r  f u n c t i o n  
t r a n s d u c e r s  i n  t h e  p i p e l i n e .
r e l a t i o n s h i p s  b e t w e e n  t h r e e  e q u i - s p a c e d  p r e s s u r e
4 2 .  I n  p r a c t i c e ,  t h e  t e s t  m e t h o d  h a s  p r o v e d  t o  b e  
v e r y  p o w e r f u l . T h e  h y d r a u l i c  c i r c u i t  i s  r e a s o n a b l y  
s i m p l e  a n d  p r a c t i c a l ,  a n d  t h e  t e s t  q u i c k  t o  
p e r f o r m .  R e s u l t s  h a v e  p r o v e d  t o  b e  a c c u r a t e ,  a n d  
t h e  t e s t  h a s  b e e n  s u c c e s s f u l  o n  s e v e r a l  d i f f e r e n t  
p u m p s  a n d  c o m p o n e n t s  u n d e r  a  w id e  r a n g e  o f  
c o n d i t i o n s .
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T A B L E  1 : D E T A IL S  OP COMPONENTS T E S T E D
PUMPS
A A x i a l  P i s t o n  S w a s h  P l a t e  P um p 
d i s p l a c e m e n t  6 6  c m 5/ r e v  
7 p i s t o n s
B V a r i a b l e  C a p a c i t y  A x i a l  P i s t o n  S w a s h  
P l a t e  P u m p
m a x im u m  d i s p l a c e m e n t  3 2 . 6  c m 3 / r e v  
7 p i s t o n s
C E x t e r n a l  G e a r  P u m p  
d i s p l a c e m e n t  1 5  c m } / r e v  
9 t e e t h
D B a la n c e d  V a n e  P u m p  
d i s p l a c e m e n t  4 6  c m a/ r e v  
1 0  v a n e s
V A L V E S
E 1 i n .  ( 2 5  m m ) n e e d l e  v a l v e
ACCUM ULATO RS
P N i t r o g e n  f i l l e d  b l a d d e r  t y p e
a c c u m u l a t o r
C a p a c i t y  1  l i t r e
I f  t h e  c o n s t a n t s  A , £  A a  a r e  d e f i n e d  a s
A P P E N D IX : E x p e r i m e n t a l  P r e d i c t i o n  o f  t h e  B u lk .
M o d u lu s  -  D e r i v a t i o n  o f  E q u a t i o n
C o n s i d e r  t h e  a r r a n g e m e n t  o f  t r a n s d u c e r s  s h o w n  i n
P i g .  3 .
L e t  X  -  x 3 .
t h e n  x . »  X  -  d  
a n d  x ,  =  X  +  d
B e n c e ,  f r o m  e q n .  1
Q s . 2 s . Z o  ( e " '  )
P.
Z s + Z o (1 -x3»/Ote'
Q s . Z s . Z o  ( e ' * X e  1,1 + A * ' ^ 2 L  " * *  )
Z s - tZ o <1 ~/Ot/ote - l i t
. . . ( a l )
Q s . Z s  . Z o . - * X
A, =
Q s . Z s . Z o  /0 * e ' t ( 2 L ' * *
. - 1*1
. . . ( * 2 )
.(A3)
Z s + Z o  ( 1  ~ / 3 i  A *
t h e n ,  s u b s t i t u t i n g  ( a 2 ) & ( a 3 ) i n t o  ( a l )  
p , -  A . e * 4*  +  A , e ‘ /< i 
S i m i l i a r l y .
P i  “ A ,  +  A j
p ,  -  A , e  ^  +  A , e U
H e n c e ,
p .  +  P »  ( A ,  ♦  A i ) # ^  ♦  ( A ,  ♦  A , ) e ' U
2  P i  2 ( A i  +  A 2 )
»  ( e ^ t  e ’ y<i ) / 2  -  c o s h ( I d )
!  m a y  b e  e x p r e s s e d  i n  t e r m s  o f  i t s  r e a l  a n d  
i m a g i n a r y  p a r t s
K -  oC +  j w / c  w h e r e  c  -  V B / / )
S u b s t i t u t i n g  i n t o  ( a 4 ) ,
P . +  P j
2 Pi
-  c o s h (  CXd +  j u d / c )
■  c o s h (  <X d  ) . c o s <  cj d / c  ) -  j  . s i n h (  ot d  ) .  s i n (  cj d / c  ) 
C o n s i d e r i n g  r e a l  p a r t s  o n l y .
r e i - c o s h (  i d ) .  c o s (  cj d / c )
f o r  a  p r a c t i c a l  c a s e  o f  a  2 0  a m  b o r e  r i g i d  p i p e ,  
w i t h  d  ■> 1  m , a n d  m i n e r a l  o i l  w i t h  a  d y n a m ic  
v i s c o s i t y  o f  0 . 0 3  N s / m a
o l . d  -  1 0 ~ 2 , a n d  c o s h  (C fc .d )  -  1
t h e r e f o r e
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SUMMARY
This paper reports an experimental and theoretical study of the 
delivery flow ripple produced by an hydraulic axial piston pump. 
The theoretical model is validated by comparison with the results 
of experimental investigations and is used to analyse the 
influence of groove shape and fluid properties on pump flow
ripple. The important aspects of groove design are discussed.
The source impedance of an axial piston pump is also 
Investigated. It is Shown that the experimental source impedance 
is lower than the theoretical lumped volume source impedance. A 
local reduction in the bulk modulus of the operating fluid due to 
air release during the inlet phase is proposed as the cause of 
this phenomenon.
1. INTRODUCTION
A positive displacement pump will, by definition, contain a finite
number of pumping elements. As a result, it is impossible for an
absolutely steady flow to be produced and a periodic wave form, 
repeating at the pumping frequency, is inevitable. This flow 
ripple interacts with the system to create a complex pressure wave 
which is superimposed upon the mean system pressure. This
disturbance is propagated along the pipeline at the speed of sound
in the fluid. If any discontinuity, such as a valve or change in 
pipe cross-section is encountered, then the wave will be partially 
reflected back to the pump. Partial reflection will again occur 
when the wave reaches the pump. The end result of the multiple 
reflections is a standing wave in Which the amplitude and phase of 
the pressure ripple harmonic components vary along the pipeline. 
These pressure fluctuations (also known as fluid-borne noise) are 
responsible for vibration of the pipework and attached components 
and as a consequence are, for many systems, the principal source 
of hydraulic system air-borne noise. Pressure ripple can also 
result in fatigue failure of components and hence can play an 
important part in determining the overall reliability of a system. 
The magnitude of the pump-generated pressure ripple at any point 
in a circuit is directly proportional to the magnitude of the pump 
flow ripple. Axial piston pump flow ripple is usually large and 
is, therefore, especially troublesome. The trend towards higher 
speeds and pressures will only aggravate the problem. Careful 
pump design which helps to minimise flow fluctuations is clearly 
of great importance.
It was argued by early researchers that flow ripple might be 
reduced in magnitude by using an odd number of pistons rather than 
an even number (11. However, the development of digital computer 
models of pump flow ripple, which accounted for the compliance of 
the fluid in the cylinder demonstrated that there are more 
significant sources of flow ripple than the sinusoidal component 
introduced by the motion of the piston C2,3,£,51. Indeed, it was 
argued by Poster and Hannan (21 that a pump using an even number 
of pistons allows a greater flexibility in design, reducing the 
cyclic loading on the case and out of balance force created by the 
rotation of the cylinder barrel.
Much research has been carried out to improve pump design and 
the benefits to be gained by the careful selection of port plate 
relief (or silencing) grooves are well documented C61. A great 
deal of work has been conducted at the University of Bath Fluid
Power Centre [7,63 into the mathematical modelling of wave 
propagation and the experimental assessment of pump fluid borne 
noise. This work is based upon the transmission line equations 
developed by electrical engineers and acoustic physicists to 
characterize the transmission of waves through pipelines. The 
experimental inlet and delivery flow ripples from axial piston 
pumps have been measured using test procedures developed at the 
University of Bath C9,10,111. The results of these measurements 
can highlight undesirable features in the pump flow ripple 
characteristics and hence are an invaluable aid in developing low 
fluid borne noise pumps. However, it is equally important to be 
able to model mathematically the pumping dynamics of piston pumps, 
so that steps can be taken at the the design stage to develop low 
flow ripple designs.
In this paper a computer model for the flow ripple 
characteristics of a Btandard axial piston pump iB described and 
typical computer predictions for delivery flow ripple are compared
with experimental results.
2. NOTATION
a(x) Silencing groove cross-sectional area
A Portplate flow area (orifice loss)
B Bulk modulus of fluid
°q Port plate flow coefficient
J Complex operator
Pc Cylinder pressure
Pt Pressure differential between cylinder and port
Of Leakage flow
Qo Port plate flow rate
9p Piston flow rate
vp Volume of fluid in pump manifold
X Displacement along groove
*1 Intersection of leading edge of cylinder port and 
relief groove from dead centre
X2 Intersection of leading edge of cylinder port and Kidney 
port from dead centre 




In a study on the pumping dynamics of axial piston pumps, the 
present authors used the simulation package HASP [12 3 to develop a 
general model of a variable capacity swash plate piston pump (131.. 
This model extended the work of previous researchers C2,S,61 by 
including not only the port plate pressure loss and the 
compressible volume of the fluid in the cylinder but also the 
influence of the momentum of fluid in the vicinity of the cylinder 
port. Full details of the modelling procedure are given in (161 
and only a brief resume is given here for completeness.
Each port plate relief groove is treated as a variable area 
orifice (with the area changing as a cylinder port opens or 
closes). To account for fluid momentum effects, the effective 
mass of fluid to be accelerated during the start of the inlet and 
delivery phases of the pumping cycle is assumed to be that 
contained within the port plate relief groove. This leads to the 
development of a non-linear differential equation for the port 
plate flow. Considering a single cylinder
Qo = 2 2 2C Aq
! / [ * ,
P o , ,T o I / f 1 dx ( i )
In this expression, the integral accounts for the varying mass of 
fluid as the relief groove is uncovered by the cylinder port. 
Equation (1) is solved simultaneously with the continuity equation
v dp
Qp - <Jo - Q* ■ 5 sf ( 2 )
Both inlet and delivery line pressures are taXen to be constant 
(i.e. pressure fluctuations at the inlet and delivery ports are 
sufficiently small not to affect the flow generating mechanism).
In modelling the inlet and delivery flow ripples, two approaches 
were investigated t
(i) A single cylinder model
After simulating the flow generated by a single 
cylinder, the overall flow is obtained by sunning the 
individual effects, taxing into account the phase 
differences between cylinders.
(ii) A. multiple cylinder model with inlet and delivery 
manifolds taXen as compressible volumes of fluid with 
which all cylinders interact.
Method (ii) Is more accurate since cylinder interactions are 
correctly modelled. However a full multi-cylinder pump 
simulation, because of its complexity. Involves very long computer 
run times. When the results of the single and multi-cylinder 
simulations were compared over a variety of operating conditions 
the effects of cylinder interaction on flow ripple were found to 
be small. Consequently, all the results presented in this paper 
were obtained using the single cylinder approach.
3.1 FLOW DYNAMICS
The effect of including the mass of fluid in the relief groove in 
the computer model can be illustrated by considering a simulation 
of the flow from a single cylinder commencing from bottom dead 
centre (the start of the delivery phase), Fig la. In a 
symmetrical port plate with some overlap at dead centre it is 
liXely that there will be a significant pressure differential 
between the cylinder and Xidney ports due to imperfect timing. As 
the cylinder port opens to the delivery port, the differential 
pressure will establish a reverse flow into the cylinder (point A, 
Fig la). If the port plate has relief grooves at the leading edge 
of the delivery ports the level of reverse flow will rise. The
reverse  flow and n o tio n  o f  the p is to n  in  the cy lin d er  both combine 
to  reduce the port p la te  d i f f e r e n t ia l  p ressu re . As a r e s u lt ,  the  
reverse  flow reaches a maximum. S in ce the f lu id  in  the port p la te  
region  has a s ig n if ic a n t  momentum during the reverse flow  period  
th e reverse flow i s  m aintained and t h is  accounts fo r  a s l i g h t ly  
ra ised  reverse flow  sp ik e  compared w ith  the sim u lation  performed 
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(b )  S t a r t  o f  i n l e t  p h a s e
F i g . 1 .  P r e d i c t e d  c y l i n d e r  f l o w  w i t h  and w i t h o u t  f l u i d  
momentum e f f e c t s  i n  m od e l
As the differential pressure reduces the reverse flow reduces. 
The traditional theoretical model predicts that at the pressure 
equalization point (point C, Pis la) there would be no port plate 
flow. The effect of the oil momentum delays the zero flow point 
(point D, Pig la), maintains a flow into the cylinder and together 
with the compression of the fluid causes an undershoot in cylinder 
pressure. The reversed pressure differential across the port 
plate decelerates the fluid in the relief groove and causes a 
reversal in flew (point E, Pig la). The mass of fluid held in the 
port' plate relief groove acts together with the fluid in the 
cylinder to form a mass/spring/damper system and as would be 
expected a decaying oscillation of cylinder flow occurs (region E 
to P, Pig la). Over the remainder of the delivery phase of the
pumping cycle, the flow follows a near-sinusoidal variation
corresponding to the piston motion.
Similar behaviour occurs during the inlet phase, as shown in 
Pig lb. In this case, the pressure in the cylinder is higher than
the pressure in the inlet port at the point of port opening and
there is a flow from the cylinder into the inlet line. When fluid 
momentum effects are included in the simulation, oscillations in 
flow ripple following the reverse-flow 'spiXe* are again 
predicted.
The magnitude of the oscillation in flow following port plate 
pressure equalization will be determined by the operating 
conditions and relief groove profile. If the . groove is 
restrictive to flow the oscillation will be of a low magnitude and 
will be highly daiqped (143. If the port plate does not have 
relief grooves the reverse flow spiXe and oscillation in flow will 
be very large.
Typical overall flow ripple characteristics for a 9-cylinder 
axial piston pump at 1000 rev/min are shown in Pig 2. Both inlet 
and delivery characteristics were obtained by summing individual 
flows associated with each cylinder. Consider the delivery flow 
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FLUID MOMENTUM 
EFFECTS INCLUDED
( b )  I n l e t
F i g . 2 .  T h e o r e t i c a l  f l o w  r i p p l e  c h a r a c t e r i s t i c s  w i t h  and  
w i t h o u t  f l u i d  momentum e f f e c t s  i n  model  ( n i n e  p i s t o n  
pump a t  1 000  r e v / m i n ,  1 5 0  bar d e l i v e r y  p r e s s u r e ,  30 bar  
i n l e t  p r e s s u r e )
e a r ly  opening o f th e  port p la te  i s  c le a r ly  id e n t i f ie d .  Where 
f l u i d  momentum e f f e c t s  are included in  the computer s im u la tio n , 
th e  reverse flow  i s  fo llow ed  by a s ig n if ic a n t  overshoot and 
sev era l o s c i l la t io n s  b efo re  decaying away. S im ilar behaviour i s  
p red icted  for th e i n l e t  flow  r ip p le . P ig 2b.
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F i g . 3 .  C o m p a r i s o n  o f  t h e o r e t i c a l  d e l i v e r y  f l o w  r i p p l e  
s p e c t r a  w i t h  and w i t h o u t  f l u i d  momentum e f f e c t s  i n  model
S pectra l a n a ly s is  o f  th e d e liv e r y  flow  r ip p le , P ig 3 , in d ic a te s  
th a t  the p red icted  o s c i l l a t io n  fo llo w in g  the reverse  flow  has a
significant effect on the magnitude of the haxmonic components 
compared to those obtained from the traditional modelling approach 
which neglects the mass of fluid in the relief groove. The 
amplitude of all of the ten harmonics shown is increased and 
clearly this has important implications regarding the system 
pressure levels and hence vibration and air-borne noise.
4. EXPERIMENTAL INVESTIGATIONS
In order to assess the accuracy of the computer model a test 
programme was undertaken with the aim of determining the delivery 
flow ripple of a piston pump over a range of speeds and pressures.
The measurement of flow ripple directly is extremely difficult. 
Even if hot film anemometry or LDA equipment is available, it is 
almost impossible to measure the flow ripple close to the 
portplate Itself. Measurement of the flow ripple at the pump 
discharge flange is unsatisfactory since wave propagation effects 
in the circuit will modify the signal. To overcome this problem, 
test procedures have been developed Which enable the pump flow 
ripple to be inferred from pressure ripple measurements in 
specially designed hydraulic circuits (9,10).
In this study an instrument developed at the University of Bath 
termed the 'hydraulic trombone* was used to determine the delivery 
flow ripple from the test pump. The test circuit is described by 
Ming 1153. In brief it consists of a pipe of approximately the 
same diameter as the pump discharge port which is connected 
directly to the pump. Inside this rigid pipe is a hollow piston 
attached to a sliding section of smaller pipe terminated with a 
needle valve which is used to control the mean delivery pressure. 
The sliding section allows the total length to be altered in up to 
nine steps, by about one metre. The pressure ripple along the 
pipe is measured by four flush mounted piezo-electric transducers 
at IS cm intervals in the wall of the pipe connected to the pump. 
All four pressure signals are recorded for the 9 different piston 
positions. The spectral characteristics of the pressure ripple
signals are then analysed in the manner described by Edge and Wing 
[91 in order to calculate the pump flow ripple spectrum. The 
time-domain flow ripple is synthesised by sunnation of the Fourier 
components.
Analysis of the test results also provides detailed information 
on the source impedance of the pump, which plays an important role 
in determining the pressure ripple levels in the circuit to which 
the pump is connected C73. (Hydraulic impedance is analogous to 
impedance in an a.c. electrical circuit with pressure fluctuations 
corresponding to alternating voltage and flow fluctuations 
corresponding to alternating current).
4.1 TEST POMP
The axial piston pump examined in this work, was a conventional 
seven cylinder swash plate unit with a continuous power capability 
of 104 kW at 3000 rev/min. The unit incorporated a 
uni-directional port plate with sloping, square cross-section 
relief grooves at the leading edge of the inlet and delivery 
ports. This pump is commonly used with an overcentre swash plate 
which can reverse the flow direction although a uni-directional 
mode was used for the tests reported here.
A 110 kW variable speed hydrostatic transmission was used to 
drive the pump. The use of an electro-hydraulic servo to control 
the transmission pump swash setting enabled the speed of the test 
pump to be controlled to within ±0.5% of the set value. The test 
pump was connected directly to the hydraulic trombone and mineral 
oil was used as the working fluid.
After running the system for sufficient time to ensure stable 
temperature conditions and the removal of any bubbles in the oil, 
the desired test pressure and speed conditions were selected. The 
piezo-electric pressure transducer signals were analysed using a 
computer-controlled Frequency Response Analyser) for this 
particular pump, ten harmonics were found to be sufficient to 
capture all the salient features of the waveforms. Subsequent
analysis of the results was performed using the canputer 
programmes developed try Wing f!53.
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(b )  P r e d i c t e d
F i g . 5 .  C o m p a r i s o n  o f  e x p e r i m e n t a l  and p r e d i c t e d  d e l i v e r y  
f l o w  r i p p l e  a t  850 r e v / m i n
5. COMPARISON OP TOE EXPERIMENTAL AND THEORETICAL DELIVERY PLOW 
RIPPLES
It was decided that the spectral components of the theoretical 
waveform should be limited to ten harmonics of the pumping 
frequency in order to be sensibly compared with the experimental 
results. Fourier Analysis of the theoretical waveform enabled the
higher harmonics to be removed and a filtered signal was then 
synthesised. (The overall effect was, however* small).
The experimental and theoretical delivery flow ripples are shown 
in figures 4a and 4b. These figures show excellent agreement 
between theory and experiment. Indeed* it is not easy to identify 
any major differences at either of the operating speeds. As was 
expected* the reverse flow spike at the start of the delivery 
phase is increased as the speed is raised.
The effect of load on the delivery flow ripple is shown in 
figures 5a and Sb._ Once again there is good agreement between 
theory and practice. As the load is raised the reverse flow spike 
at the start of the delivery phase increases in magnitude. The 
total flow necessary to compress or expand the fluid in the 
cylinder increases as the load is raised. Similar correspondance 
between theory and experiment was achieved at other pressures and 
speeds.
6. PUMP SOURCE IMPEDANCE
If low noise systems are to be designed it is important to reduce 
the pressure ripple to as low a level as possible. A reduction in 
the pump flow ripple gives a proportionate reduction in the 
pressure ripple. However at the same time the source impedance 
also plays an important role in governing pressure ripple 
generation in systems.
In the past* a number of lumped parameter models of source 
impedance have been proposed by researchers. These are discussed 
by Edge C163 who concluded that none is appropriate for modelling 
the complex characteristics exhibited by some axial piston pumps* 
particularly at high frequencies. A distributed parameter model 
was formulated by Edge and it was shown that in most cases the 
internal geometry of the pump can be treated as a single pipe of 
constant cross sectional area and length. However* at low pumping 
frequencies or for pumps with short discharge passageways* the 
source impedance can be satisfactorily represented by a lumped
parameter model
Z =
8 JWVp =  J -  /  - 9 0 *  cdVr, ------------
(3)
*h ich  i s  simply the impedance o f  the pump due t o  the compliance o f  
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The experimental and theoretical source impedance results for 
the test pump are presented in Pis 6 in terms of the amplitude and 
phase components as a function of frequency. Similar 
characteristics were obtained at other speeds and pressures. The 
experimental phase response is close to the theoretical value of 
90° at all frequencies (except for one data point at 750 Hz, 
which is considered a spurious result). The theoretical impedance 
amplitude is shown for two values of bulk, modulus (1.6 x 109 Mm'2 
and 1.0 x 109 NnT2). The higher figure corresponds to the 
manufacturer's recommended value for the oil used, and results in 
a predicted impedance which is higher than that measured over the 
majority of the frequency spectrum. Much closer agreement is 
achieved when an 'effective* bulk modulus of 1 x 109 Mm'2 is used 
in the theoretical predictions. This effect has been reported by 
many researchers. Some have suggested that the compliance of the 
casing may be partially responsible for an effective reduction in 
the bulk modulus of the fluid, whilst others believe that the 
internal geometry of the delivery manifold may have an effect on 
the source impedance. However, the studies of cylinder pressure 
transients reported by Darling (123 suggest that the effective 
bulk modulus of the oil within the cylinder of the pump was about 
109MHT2 which corresponds to the value necessary for satisfactory 
modelling of the source impedance characteristics. There is some 
evidence to suggest that dissolved air is released from the fluid 
in the cylinder of the pump, during the low pressure period at the 
start of the inlet phase and is passed into the delivery manifold. 
It is important to stress that this effect is local to the punp 
cylinder and discharge passageway. Examination of the pressure 
ripples in the 'trombone' indicates that the speed of sound in the 
fluid is typically within 1% of the value calculated using the 
manufacturer's bulk modulus data. If air release is responsible 
for this local reduction in bulk modulus in the cylinder and 
discharge passaageway, it must be rapidly redissolved back into 
solution. This is an important result, since many engineers use
an "effective" bulk modulus When analyzing hydraulic systems, and 
attempt to justify this by citing the possible presence of a small 
quantity of air bubbles. The results of these studies suggest 
this is, in many instances, erroneous.
7 . EFFECT OF FLUID PROPERTIES
The demand for fire resistant fluid systems has led to a great 
deal of development work being carried out on axial piston pumps 
suitable for use with low viscosity fluids. The increasing use of 
piston pumps in automobile anti-lock, braking systems presents 
further challenges.
Research to date has been mainly concerned with the pump bearing 
surfaces and lubricating mechanisms. Although these aspects of 
pump behaviour are of paramount importance, some consideration 
should be taken of the effect of fluid density, bulk modulus and 
viscosity on cylinder pressure and flow transients.
Generally, a fluid with a high density will have a high bulk 
modulus. Thus it is unrealistic to separate these intimately 
linked variables in a theoretical analysis. If the bulk modulus 
and density of the operating fluid are raised the port plate 
appears more restrictive to flow. In addition, the raised bulk 
modulus increases the rate of change of flew during the transition 
period at dead centre whilst the higher density increases the mass 
of the jet formed in the port plate region. Theoretical 
investigations demonstrated that a change from mineral oil to a 
phosphate ester with a bulk modulus of 23000 Bar and density close 
to that of water increased the cylinder pressure undershoot and 
overshoot by approximately 25X and reduced the flow ripple by 15%.
Fluid viscosity will have a significant influence on leakage 
from the cylinder. This in turn will effect the cylinder pressure 
and flow at dead centre. An experimental investigation of this 
effect was conducted with a fully instrumented axial piston pump 
using a standard port plate operating at a mid power condition. A 
change in fluid viscosity from 100 cSt to 20 cst reduced cylinder
pressure undershoot at TDC and overshoot at BDC by approximately 
25ft.
6. PORT PLA3E RELIEF GROOVE DESIGN
It has long been realised that relief grooves are beneficial to 
the operation of axial piston pimps. A well-designed groove 
provides for a progressive increase in the effective flew area 
during the earlier stages of port opening allowing the port to 
open early but restricts the initial port plate flow at the start 
of the inlet and delivery phases. Port plate relief grooves come 
in a wide variety of shapes although the most cosmonly used 
designs are those which are easily and Cheaply manufactured. 
Square, triangular and semi-circular cross section relief grooves 
with a small inclination are all used on cosnercially available 
units.
A number of aspects of groove design have been investigated 
theoretically but only the most general aspects concerning shape 
will be discussed here. Although this paper is primarily 
concerned with pump flow ripple it is unrealistic to separate 
cylinder pressure and flow. Both aspects will be considered here.
Ideally, a port plate should produce a low magnitude flow ripple 
and small cylinder pressure undershoots and overshoots. In 
addition, the flow ripple should be devoid of high frequency 
harmonic content which may interact with the hydraulic circuit and 
cause structure-borne and airborne noise.
A port plate relief groove area profile which increases rapidly 
at its start but then remains more or less constant will produce a 
large magnitude reverse flow spiXe and a significant oscillation 
in flow following port plate pressure equalization (Pig 7a). This 
will not only generate a great deal of fluid borne noise but will 
also lead to large cylinder pressure undershoots and overshoots at 
the start of the inlet and delivery phases C13,14J. A square 
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(b )  T r i a n g u l a r - s e c t i o n  s l o p i n g  g r o o v e
F i g . 7 .  E f f e c t  o f  g r o o v e  p r o f i l e  on  f l o w  a t  s t a r t  o f  
d e l i v e r y  p h a s e  ( 1 5 0 0  r e v / m i n ,  10 0  b a r  d e l i v e r y  p r e s s u r e ,  
30 b a r  i n l e t  p r e s s u r e )
If the relief groove is restrictive at its start and the flow 
area increases at a low rate initially the reverse flow spike will 
be limited in magnitude. If the groove area then increases 
rapidly the reverse flow transient will be rounded 
(point A, Fig 7b), the rate of change of flow at the port plate
pressure equalization point will be low and the associated 
momentum pressure loss will be small. This leads to a small 
oscillation in flow (point B, Pis 7b), a reduced cylinder pressure 
undershoot and overshoot and little high frequency harmonic 
content in the inlet and delivery flow ripple. A port plate which 
exhibits this behaviour is a sharply sloping triangular groove cut 
with a highly acute milling cutter. Unfortunately, this type of 
groove profile is costly and difficult to manufacture. However, 
an alternative to this is to use a combination of groove profiles. 
A port plate which used relief grooves with a dual profile was 
investigated both experimentally and theoretically and was shown 
to produce a relative low level of fluid borne noise and small 
cylinder pressure undershoots and overshoots.
9. CONCLUSIONS
An experimental and theoretical study of the delivery flow ripple 
from an axial piston pump has been carried out. Zt has been shown 
that the classical orifice/compressible volume model of the port 
plate and cylinder is inaccurate. A revised model which includes 
fluid momentum effects at the start of the inlet and delivery 
phases of the pumping cycle is shown to be a significant 
improvement. Close agreement between the experimental and 
predicted pump delivery flow ripple is obtained for a range of 
operating conditions. Portplate relief groove profile and fluid 
properties are shown to have a significant effect on delivery flow 
ripple. A relief groove which is initially restrictive and then 
opens up rapidly is shown to produce relatively low fluid borne 
noise.
Investigations of the source impedance of the test pump has 
shown that the effective bulX modulus of the fluid in the pump 
discharge passageway is significantly lower them that in the 
delivery line. It is suggested that this is due to the local 
presence of air bubbles in the fluid as a result of dissolved air 
being released during the induction.
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ABSTRACT
T h i s  p a p e r  e x a m in e s  t h e  b e n e f i t s  o f  v a r y i n g  p i s t o n  
|Ajmp p o r t p l a t c  t i m in g  w i t h  t h e  a im  o f  r e d u c i n g  pum p 
f lo w  r i p p l e  a n d  h e n c e  r e d u c i n g  s y s t e m  n o i s e  a n d  
v i b r a t i o n .  An e x j x ? r im e n ta i  i n v e s t i g a t i o n  h a s  b e e n  
u n d c r ta K .c n  t o  e s t a b l i s h  t h e  e f f e c t  o f  p o r t p l a t e  
t i m i n g  o n  i n l e t  a n d  d e l i v e r y  p r e s s u r e  r i p p l e  
l e v e l s .
F rw n  t h e  r e s u l t s  o f  t h e  e x p e r i m e n t a l  s t u d y ,  a  
m i c r o p r o c e s s o r  b a s e d  c o n t r o l  s y s t e m  f o r  a u t o m a t i c  
c o n t r o l  o f  p o r t p l a t e  t i m i n g  i s  p r o p o s e d .  T h i s  h a s  
t h e  p o t e n t i a l  t o  r e d u c e  s i g n i f i c a n t l y  t h e  s y s t e m  
p r e s s u r e  r i p p l e  l e v e l s .  I t  i s  a l s o  sh o w n  t h a t  
i d e a l  t i m i n g  f o r  m inim um  d e l i v e r y  l i n e  r i p p l o  i n  
n o t  a lw a y s  a c h i e v a b l e  i n  p r a c t i c e  s i n c e  t h i s  may 
r e s u l t  i n  c a v i t a t i o n  o c c u r r i n g  d u r i n g  t h e  i n l e t  
s t r o k e .  An a l t e r n a t i v e  s c h e m e  t o  o v e rc o m e  t h i s  
p r o b le m  i s  d e s c r i b e d .
INTRODUCTION
T h e r e  i s  a  g ro w in g  c o n c e r n  a b o u t  n o i s e  c r e a t e d  b y  
h y d r a u l i c  s y s t e m s .  E x p o s u r e  t o  h i g h  n o i s e  l e v e l s  
c a n  l e a d  t o  o p e r a t o r  f a t i g u e  an ti r e d u c e d  
p e r f o r m a n c e ,  a n d  p r o l o n g e d  e x p o s u r e  may r e s u l t  i n  
p e r m a n e n t  im p a ir m e n t  o f  h e a r i n g .
M uch o f  t h e  n o i s e  i n  h y d r a u l i c  s y s t e m s ,  e x c l u d i n g  
t h a t  p r o d u c e d  by  t h e  p r im e  m o v e r ,  i s  c r e a t e d  b y  t h e  
d i s c o n t i n u o u s  a c t i o n  o f  t h e  pum p. A l l  p o s i t i v e  
d i s p l a c e m e n t  m a c h in e s  c o n t a i n  a  f i n i t e  n u m b e r o f  
g e a r s ,  v a n e s  o r  p i s t o n s  a n d  t h e  c y c l i c  l o a d i n g  
a s s o c i a t e d  w i t h  t h e s e  m o v in g  e l e m e n t s  l e a d s  t o  
v i b r a t i o n  o f  t h e  pum p c a s i n g  a n d  h e n c e ,  a i r - b o r n e  
n o i s e .  T h i s  s o u r c e  o f  n o i s e  c a n  b e  m in im i s e d  b y  
c a r e f u l  d e s i g n  o f  t h e  pum p ( p a r t i c u l a r l y  t h e  pump 
c a s i n g )  a n d  t h e  u s e  o f  a p p r o p r i a t e  m o u n t in g s  a n d  
d r i v e s h a f t  c o u p l i n g s .  H o w e v e r , t h e  u n s t e a d y  f lo w  
c r e a t e d  b y  t h e  f i n i t e  n u m b e r o f  pum p e l e m e n t s  i s  
a l s o  a n o t h e r  m a jo r  s o u r c e  o f  n o i s e .  T h i s  
f l u c t u a t i n g  f lo w  i n t e r a c t s  w i t h  t h e  h y d r a u l i c  
c i r c u i t  t o  c r e a t e  a  c o m p le x  s t a n d i n g  w av e  i n  w h ic h  
t h e  p r e s s u r e  n i p p l e  w a v e fo rm  v a r i e s  b e tw e e n  o n e  
l o c a t i o n  a n d  a n o t h e r .  T h e  p r e s s u r e  r i p p l e  ( o r  
f l u i d - b o r n e  n o i s e )  i n  t h e  s y s t e m  c r e a t e s  v i b r a t i o n  
o f  t h e  p ip e w o r k  a n d  a t t a c h e d  c o m p o n e n ts  a n d  t h i s  i s  
t h e  m a jo r  s o u r c e  o f  a i r - b o r n e  n o i s e  f o r  a l l  b u t  
v e r y  c o m p a c t  s y s t e m s .
As a  r e s u l t  o f  r e c e n t  r e s e a r c h ,  m uch o f  w h ic h  h a s  
b e e n  c a r r i e d  o u t  a t  B a th  F l u i d  P o w e r C e n t r e  1 1 .  2 ,  
3 ) ,  t h e  f a c t o r s  i n f l u e n c i n g  t h e  g e n e r a t i o n  a n d  
t r a n s m i s s i o n  o f  p r e s s u r e  r i p p l e s  i n  h y d r a u l i c  
s y s t e m s  i s  now w e l l  u n d e r s t o o d .  C o n s e q u e n t ly  i t  i n  
now p o s s i b l e  t o  i n v e s t i g a t e  m e th o d s  o f  r e d u c i n g  
p r e s s u r e  r i p p l e  a t  t h e  d e s i g n  s t a g e . b o t h  a t  t h e  
s o u r c e  a n d  i n  t h e  c i r c u i t .  T h e  b e n e f i t s  t o  b o  
g a i n e d  a r e  n o t  o n l y  c o n c e r n e d  w i t h  n o i s e i  a  
r e d u c t i o n  o f  p r e s s u r e  r i p p l e  l e v e l s  c a n  h e l p  t o
e x t e n d  t h e  l a t i g u e  l i f e  o f  c o m p o n e n ts  1 6 )  a n d  h e n c e  
r e s u l t  i n  m o re  r e l i a b l e  s y s t e m s .  M o r e o v e r ,  
p r e s s u r e  r i p p l e  in d u c e d  v i b r a t i o n  c a n .  o v e r  a  l o n g  
p e r i o d  o f  t i m e ,  a f f e c t  t h e  s e a l i n g  o f  c o u p l i n g s  a n d  
lo w  p r e s s u r e  r i p p l e  s y s t e m s  m ay b e  l e s s  p r o n e  t o  
l e a k a g e .
REDUCTION OF PRESSURE R IPPL E
I d e a l l y ,  p r e s s u r e  r i p p l e  s h o u l d  b e  r e d u c e d  t o  a s  
low  a  l e v e l  a s  p o s s i b l e  a t  t h e  s o u r c e .  I n  m o s t 
s y s t e m s  t h i s  w o u ld  b e  t h e  pum p , b u t  m o t o r s  a r e  a l s o  
g e n e r a t o r s  o f  f l u i d - b o r n e  n o i s e .  P r e s s u r e  r i p p l o  
r e d u c t i o n  c a n  b e  a c h i e v e d  e i t h e r  p a s s i v e l y  o r  
a c t i v e l y .  P a s s i v e  m e th o d s  e i t h e r  i n v o l v e
d i s s i p a t i o n  o f  t h e  e n e r g y  i n  t h e  p r e s s u r e  
f l u c t u a t i o n s  151 o r  a t t e m p t  t o  r e f l e c t  t h e  p r e s s u r e  
w a v e  b a c k  t o  t h e  s o u r c e  1 6 ) .  T h e  e f f e c t i v e n e s s  o f  
t h e s e  d e v i c e s  i s  h i g h l y  s y s t e m  d e p e n d e n t .  A c t i v e  
m e th o d s  i n v o l v e  t h e  u s e  o f  som e d e v i c e  o r  s y s t e m  
w h ic h  d i r e c t l y  s x x l i f i o s  t h e  m e c h a n is m  o f  f lo w  
r i p p l e  g e n e r a t i o n .  R d b e l  1 7 )  p r o p o s e d  t h e  u s e  o f  
a n  c l c c t r o h y d r a u l i c  s e r v o v a l v e  t o  c o n t r o l  f lo w  
i n t o ,  o r  o u t  o f  t h e  c i r c u i t ,  a t  a  p o i n t  c l o s e  t o  
t h e  pum p o u t l e t .  A p r e s s u r e  t r a n s d u c e r  w o u ld  
m o n i t o r  t h e  p r e s s u r e  r i p p l e  i n  t h e  c i r c u i t  a n d  a  
c l o s e d  l o o p  c o n t r o l  s y s t e m  w o u ld  c o n t r o l  t h e  
s e r v o v a l v e .  T h i s  s y s t e m ,  w h ic h  i s  l i m i t e d  t o  t h e  
s u p p r e s s i o n  o f  lo w  f r e q u e n c y  h a r m o n i c s ,  i s  
e x p e n s i v e  a n d  p r o b a b l y  i m p r a c t i c a l  f o r  m ost 
i n d u s t r i a l  a n d  m o b i l e  a p p l i c a t i o n s .
E d g e  a n d  L ip s c o m b o  181 d e v e l o p e d  a  
s p e c i a l l y - d e s i g n e d  f l u i d - b o r n e  n o i s e  c a n c e l l a t i o n  
m e c h a n is m  f o r  a n  e x t e r n a l  g e a r  pum p . T h i s  c o n s i s t s  
o f  a  m u l t i - l o b e d  c a m , m o u n te d  o n  t h e  m a in  s h a f t ,  
w h ic h  d r i v e s  a  r a d i a l  p i s t o n  a s s e m b l y  i n  s u c h  a  
m a n n e r  t h a t  t h e  f lo w  f l u c t a t i o n s  c r e a t e d  a r e .  v e r y  
n e a r l y  e q u a l  a n d  o p p o s i t e  t o  t h o s e  p r o d u c e d  b y  t h e  
p um p . T h i s  w a s  f o u n d  t o  b e  h i g h l y  e f f e c t i v e  i n  
r e d u c i n g  p r e s s u r e  r i p p l e  l e v e l s  b o t h  a t  t h e  
d e l i v e r y  a n d  i n l e t .  Up t o  f o u r  h a r m o n ic s  o f  
p u m p in g  f r e q u e n c y  w e r e  v i r t u a l l y  e l i m i n a t e d  a n d  i n  
o n e  s y s t e m  t o  w h ic h  t h e  pum p w a s  c o n n e c t e d  t h e  
a i r - b o r n e  n o i s e  l e v e l  w a s  r e d u c e d  b y  lO dB  c o m p a r e d  
t o  t h a t  g e n e r a t e d  b y  a n  u n m o d i f i e d  p um p . T h e  
s u c c e s s  o f  t h i s  s c h e m e  r e l i e d  o n  r e l a t i v e l y  s i m p l e  
cam  g e o m e t r y i  f o r  w e l l - d e s i g n e d  g e a r  p u m p s , t h e  
f l o w  r i p p l e  w a v e fo rm  i s  r e l a t i v e l y  s m o o th  a n d  i s  
d o m i n a t e d  b y  t h e  low  f r e q u e n c y  h a r m o n ic s  o f  p u m p in g  
f r e q u e n c y .  I n  a d d i t i o n ,  t h e  f l o w  r i p p l e  i s
l a r g e l y  i n d e p e n d e n t  o f  m ean  s y s t e m  p r e s s u r e .  E d g e  
a n d  L ip s c o m b e  s u g g e s t e d  t h a t ,  i n  p r i n c i p l e ,  t h e  
m e c h a n is m  c o u l d  b e  e m p lo y e d  t o  r e d u c e  t h e  p r e s s u r e  
r i p p l e  g e n e r a t e d  b y  o t h e r  t y p e s  o f  pum p . T h e  
c o m p le x  f lo w  r i p p l e  w a v e f o rm  p r o d u c e d  b y  p i s t o n  
p u m p s  w o u ld ,  h o w e v e r ,  p r e s e n t  p a r t i c u l a r  p r o b le m s !  
i t  c o u l d  b e  d i f f i c u l t  t o  a c h i e v e  s a t i s f a c t o r y  cam  
f o l l o w i n g  a c t i o n  b y  t h e  m e c h a n is m  p i s t o n s  a n d  
c o n t a c t  s t r e s s  l e v e l s  c o u l d  b e  h i g h .  I n  a d d i t i o n  
t h e  f lo w  r i p p l e  c r e a t e d  b y  m o s t  p i s t o n  p um ps i s
-779-
h i g h l y  d e p e n d e n t  o n  w ean  p r e s s u r e .  H en ce  t t i e  cam  
w o u ld  n e e d  t o  b e  d e s i g n e d  t o  a c h i e v e  c a n c e l l a t i o n  
a t  som e n o m in a l  o p e r a t i n g  c o n d i t i o n  w i t h  acm e 
d e g r a d a t i o n  i n  p e r f o r m a n c e  a t  o t h e r  c o n d i t i o n u .  
A l t e r n a t i v e l y ,  a  t h r e e  d im e n u io n a l  cam  w o u ld  tv? 
r e q u i r e d  i n  w li i c h  a  d e l i v e r y  p r e s s u f o  s i g n a l  w o u ld  
b e  u s e d  t o  m ove t h e  cam  a x i a l l y .  M h l l s t  t h i u  m ig h t  
b e  f e a s i b l e ,  o t l i c r  m e th o d s  o f  r e d u c i n g  p i u t o n  pump 
r i p p l e  a l B o  n e e d  t o  b e  i n v e s t i g a t e d .
PISTON POMP PLOW RIPPLE
I n  o r d e r  t o  d c v i t i c  a l t e r n a t i v e  m e th o d s  o f  r e d u c i n g  
p i s t o n  pum p f lo w  r i p p l e ,  i t  1b e s s e n t i a l  t o  h a v e  a  
c l e a r  u n d e r s t a n d i n g  o f  t h e  f lo w  g e n e r a t i n g  
m e c h a n is m . C o n s i d e r ,  a s  a n  e x a m p le ,  a n  a x i a l  
p i u t o n  s w a s h  p l a t e  pum p. P i g . l .  T h e  K id n e y  s l o t s  
i n  t h e  p o r t p l a t e  c o s m u n c ia t c  w i t h  t h e  i n l e t  a n d  
d e l i v e r y  p o r t s  a n d  c o n t r o l  t h e  t i m i n g  o f  t h e  














(b) Otuvew FLOW R1FPLC
IG .2  DELIVERY PLOW CHARACTER! STD tS  AT 1 5 0 0  REV/MIN
I n  a l m o s t  a l l  c a s e s ,  t h e  d e l i v e r y  p o r t  i s  a r r a n g e d  
t o  o p e n  e a r l y .  T h e  p r e s s u r e  i n  t h e  c y l i n d e r  i s  
m uch  l e s s  t h a n  t h e  d e l i v e r y  p r e s s u r e  a n d .  a s  t h e  
p o r t  o p e n s ,  t h e r e  i s  a  r a p i d  r e v e r s a l  o f  f l o w ,  f ro m  
t h e  d e l i v e r y  p o r t ,  b a c k  i n t o  t h e  c y l i n d e r .
T h e  r e s u l t  o f  a  c o m p u te r  s i m u l a t i o n  o f  t h i s  
b e h a v i o u r  i s  sh o w n  i n  P i t . 2 a .  T h i s  sh o w s  t t i e  f lo w  
f ro m  a  s i n g l e  c y l i n d e r  d u r i n g  d e l i v e r y *  t h e  s h o r t  
d u r a t i o n  p u l s e ,  l a b e l l e d  ' A ' . i s  c l e a r l y  
i d e n t i f i a b l e .  T h e  o s c i l l a t i o n  i n  f l e w ,  f o l l o w i n g  
t h e  p u l s e ,  i s  d u e  t o  f l u i d  i n e r t i a  e f f e c t s  a n d  
d i s c u s s e d  i n  g r e a t e r  d e t a i l  b y  E d g e  a n d  D a r l i n g  
191.
T h e  r e s u l t a n t  f lo w  r i p p l e  p r o d u c e d  b y  t h e  s im u la t io n  
o f  t h e  f lo w  f ro m  a l l  c y l i n d e r s  i s  sh o w n  i n  P i g . 2 b .  
T h i s  w a v e f o rm  i s  r i c h  i n  h a r m o n ic  c o m p o n e n ts ,  
e x t e n d i n g  b e y o n d  2 k l lz .
T h e  s e v e r i t y  o f  t h e  r e v e r s e  f lo w  p u l s e  c a n  b e  
r e d u c e d  b y  m a c h in i n g  a  r e l i e f  g r o o v e  ( a l s o  Known a s  
a  s i l e n c i n g  g r o o v e )  a t  t h e  b e g i n n i n g  o f  t h e  
p o r t p l a t e  K id n e y  s l o t .  A w e l l - d e s i g n e d  g r o o v e  i s  
i n i t i a l l y  r e s t r i c t i v e  t h e r e b y  l i m i t i n g  t h e  r a t e  a t  
w h ic h  U*o f l u i d  f l o w s  f ro m  t h e  d e l i v e r y  p o r t  b a c k  
i n t o  t h e  c y l i n d e r .  A s t h e  c y l i n d e r  b l o c k  r o t a t e s ,  
t h e  g r o o v e  u l io u ld  t h e n  o p e n  u p  q u i t e  r a p i d l y  w i t h  
t h e  a im  o f  a v o i d i n g  t h e  p r e s s u r e  i n  t h e  c y l i n d e r  
r i s i n g  t o o  f a r  a b o v e  d e l i v e r y  p r e s s u r e .  T h e  
m a g n i tu d e  o f  t h e  r e s u l t a n t  r e v e r s e  f lo w  p u l s e  i s  
r e d u c e d  a s  a  c o n s e q u e n c e .  T h i u  a p p r o a c h  t o  t h e  
p r o b le m  i s  w e l l  Known a n d  a l m o s t  u n i v e r s a l l y  
a d o p t e d .  H o w e v e r . g r o o v e  d e s i g n  m u s t  a l w a y s  b e  a  
c o m p ro m is e  a n d  a  g r o o v e  w li ic h  p r o v i d e s  s a t i s f a c t o r y  
p e r f o r m a n c e  a t  o n e  o p e r a t i n g  c o n d i t i o n  w i l l  b e  
e i t l i e r  t o o  r e s t r i c t i v e  o r  i n s u f f i c i e n t l y  
r e s t r i c t i v e  a t  o t h e r  c o n d i t i o n s .
I n l e t  P o r t
T im in g  e f f e c t s  a l s o  a f f e c t  t h e  f lo w  r i p p l e  
g e n e r a t e d  a t  t h e  pum p i n l e t .  I n  t h i s  c a s e ,  i f  t h e  
i n l e t  p o r t  o p e n s  a t  t h e  c o m p l e t i o n  o f  t h e  d e l i v e r y  
s t r o k e  (w h e n  t h e  p i s t o n  i s  a t  t o p - d e a d - c e n t r e ) t h e  
p r e s s u r e  i n  t h e  c y l i n d e r  w i l l  b e  c o n s i d e r a b l y  
h i g h e r  t h a n  t h e  i n l e t  p r e s s u r e .  T h i s  r e s u l t s  i n  a  
r e v e r s e  f lo w  f ro m  t h e  c y l i n d e r  i n t o  t h e  i n l e t  p o r t .  
A g a in  s im u l a t i o n  o f  t h e  f l o w s  f r o m  a l l  c y l i n d e r s  
r e s u l t s  i n  a  c o m p le x  w a v e f o rm  r i c h  i n  h a r m o n ic  
c o m p o n e n ts .  T h i s  c r e a t e s  p r e s s u r e  r i p p l e s  i n  t h e  
i n l e t  l i n e .  S h o u ld  t h e  pum p b e  b o o s t e d ,  i n l e t  l i n e  
p r e s s u r e  r i p p l e  l e v e l s  c a n  b e  s u b s t a n t i a l  t l O J .  I f  
t h e  o p e n in g  o f  t h e  i n l e t  p o r t  i s  d e l a y e d  f ro m  
p i s t o n  t o p - d e a d - c e n t r e .  t h e  f l u i d  i n  t h e  c y l i n d e r  
i s  d e c o m p r e s s e d i  ' i d e a l *  t i m i n g  o c c u r s  w h en  t h e  
p r e s s u r e  i n  t h e  c y l i n d e r  m a tc h e s  t h e  i n l e t  
p r e s s u r e .  I f  t h e  p o r t  o p e n i n g  i s  t o o  l a t e ,  t h e  
p r e s s u r e  i n  t h e  c y l i n d e r  c a n  f a l l  t o  t h e  f l u i d  
v a p o u r  p r e s s u r e  a n d  c a v i t a t i o n  o c c u r s .  M o st pum p 
m a n u f a c t u r e r s  A r r a n g e  f o r  t h e  p o r t  t o  o p e n  e a r l y .
I f  a  pam p i n c o r p o r a t e s  a n  o v e r - c e n t r e  s w a s h  p l a t e ,  
t h e  i n l e t  a n d  d e l i v e r y  p o r t s  c a n  c h a n g e s  r o l e s .  
T h i s  r e q u i r e s  g r o o v e s  t o  b e  p r o v i d e d  a t  t h e  s t a r t  
o f  b o t h  K id n e y  s l o t B .  T h e  p r e s e n c e  o f  g r o o v e s  a t  
t h e  b e g i n n i n g  o f  t h e  i n l e t  p o r t  c a n  h e l p  t o  l i m i t  
t h e  r e v e r s e  f lo w  f r o m  t h e  c y l i n d e r  i n t o  t h e  
c h a r i e r .  H o w e v e r , t h e  g r o o v e  s h o u l d  n o t  b e  t o o
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r e s t r i c t i v e .  o t h e r w i s e  c a v i t a t i o n  c a n  o c c u r .
F o r  b i - d i r e c t i o n a l  pum ps w i t h  a n  o v e r c e n t r o  s w a s h ,  
g r o o v e s  a r e  r e q u i r e d  a t  e a c h  e n d  o f  b o t h  k id n e y  
B l o t s .
VARIABLE TIMIWC
I n  r e c o g n i t i o n  o f  t h e  p r o b le m s  a s s o c i a t e d  w i t h  
r e d u c i n g  p i s t o n  pump f lo w  r i p p l e .  Borne d e s ig n e r ! ?  
h a v e  p r o p o s e d  a  v a r i a b l e  t i m i n g  a r r a n g e m e n t  i n  
W h ich  t h e  p o r t p l a t e  i s  r o t a t e d  t h r o u g h  a  s m a l l  
a n g l e  s o  a s  t o  d e l a y  t h e  p o i n t  i n  t h e  p u m p in g  c y c l e  
a t  w h ic h  t h e  d e l i v e r y  p o r t  b e g l n a  t o  o p e n .
I n  o n e  e a r l y  sc h e m e  i t  w as  p r o p o s e d  t h a t  a  s p r i n g -  
lo a d e d  c y l i n d e r ,  c o n n e c t e d  t o  t h e  d e l i v e r y  p o r t ,  
w o u ld  a d j u s t  t h e  p o r t p l a t e  p o s i t i o n  s o  t h a t  t h e  
p o i n t  o f  p o r t  o p e n i n g  w o u ld  b e  d e l a y e d  b y  a n  am o u n t 
d e p e n d e n t  o n  t h e  m ean  p r e s s u r e .
I n  o r d e r  t o  I n v e s t i g a t e  t h e  b e n e f i t s  a n d  p ro b le m ?  
a s s o c i a t e d  w i t h  v a r i a b l e  p o r t p l a t e  t i m in g  a n  
e x p e r i m e n t a l  s t u d y  w as  u n d e r t a k e n .
TEST CIRCU IT
T h e  t e s t  pum p , a  u n i d i r e c t i o n a l . n i n e  c y l i n d e r  
a x i a l  p i s t o n  s w a s h  p l a t e  m a c h in e  o f  1 2 3 c m V r e v .  w as  
d r i v e n  b y  a n  e l e c t r i c  m o to r  a t  a  n o m i n a l l y  c o n s t a n t  
s p e e d  o f  1 5 0 0  r e v / m i n .  T h e  pum p w as lo a d e d  w i t h  
r e s t r i c t o r  v a l v e  w liic h  w as m o u n te d  0 .3 m  fro m  t h e  
pum p o u t l e t .  A r e l i e f  v a l v e  w as a l s o  m o u n te d  i n  
t h e  d e l i v e r y  l i n e  f o r  s a f e t y  p u r p o s e s  b u t  w as s e t  
t o  o p e r a t e  a t  a  p r e s s u r e  w e l l  a b o v e  t h e  t e s t  
p r e s s u r e .  T h iu  w a s  s im p l y  t o  a v o i d  t h e  p o s s i b i l i t y  
o f  t h e  r e l i e f  v a l v e  a c t i n g  a s  a  s e c o n d a r y  s o u r c e  o f  
f l u i d - b o r n e  n o i s e  d u e  t o  p o p p e t  v a l v e  i n s t a b i l i t y .  
T h e  f lo w  f ro m  t h e  l o a d i n g  v a l v e  w a s  r e t u r n e d  ( v i a  a  
f i l t e r ,  h e a t  e x c h a n g e r  a n d  p o s i t i v e  d i s p l a c e m e n t  
f l o w m e t e r )  t o  t h e  pump i n l e t  t o  fo rm  a  c l o s e d  
c i r c u i t .  A s m a l l  p i s t o n  pum p w i t h  a  f lo w  c a p a c i t y  
o f  1 2 .2  V m i n  w as  u s e d  t o  b o o s t  t h e  i n l e t  l i n e  t o  a  
p r e s s u r e  o f  5 b a r .  C a s in g  d r a i n  l e a k i n g  w as  
r e t u r n e d  d i r e c t l y  t o  t h e  r e s e r v o i r .
S u b - m i n i a t u r e  f a s t - r e s p o n s e  p i e z o e l e c t r i c  p r e s s u r e  
t r a n s d u c e r s  w e re  m o u n te d  c l o s e  t o  t h e  i n l e t  a n d
d e l i v e r y  p o r t s .  T h e  t r a n s d u c e r  s i g n a l s  w e r e  
c o n d i t i o n e d  b y  c h a r g e  a m p l i f i e r s  a n d  d i s p l a y e d  o n  a  
d i g i t a l  s t o r a g e  o s c i l l o s c o p e .  A s p e c t r u m  a n a l y s e r  
w a s  u s e d  t o  fo e a q u re  t h e  s p e c t r a l  c o m p o n e n ts  o f  t h e  
p r e s s u r e  r i p p l e  s i g n a l s .
T h e  pum p s w a sh  p l a t e  waB c o n t r o l l e d  b y  a  c lo s e ? )  
l o o p  e l e c t r o h y d r a u l i c  p o s i t i o n  c o n t r o l  
s e r v o m e c h a n is m  s u p p l i e d  f ro m  a  s e p a r a t e  pump a t  a  
p r e s s u r e  o f  30 b a r .  T h e  t e s t  pum p w as a n
e x p e r i m e n t a l  u n i t  i n  w h ic h  t h e  p o r t p l a t e  w as  f r e e  
t o  r o t a t e  a n d  c o u l d  b e  a d j u s t e d  b y  m e an s  o f  a  g e a r  
d r i v e  m e c h a n is m . A p i n i o n  g e a r ,  w li ic h  w as  m o u n te d  
o n  a  s h a f t  p a s s i n g  t h r o u g h  t h e  c a s i n g  o f  t h e  pum p, 
e n g a g e d  w i t h  g e a r  t e e t h  m a c h in e d  o n  t h e  p e r i p h e r y  
o f  t h e  p o r t p l a t e .  T h e  p i n i o n  w a s  r o t a t e d  b y  a  
s i m p l e  l e v e r  a r r a n g e m e n t  w h ic h  c o u l d  b e  l o c k e d  a t  
a n y  d e s i r e d  p o s i t i o n .  T h e  g e a r  r a t i o  w as  S i i  a n d
e n a b l e d  t h e  p o r t p l a t e  t o  b e  p o s i t i o n e d  t o  a n
a c c u r a c y  o f  1 0 .2 5  d e g r e e s .
T h e  p o r t p l a t e  w as  o f  c o n v e n t i o n a l  d e s i g n  a n d  
c o n t a i n e d  t r i a n g u l a r  c r o s s - s e c t i o n  g r o o v e s  
e x t e n d i n g  o v e r  1 5 "  o f  t l i e  p o r t  a t  t h e  s t a r t  o f  b o t h  
d e l i v e r y  a n d  i n l e t  p o r t s .  T h e  c y l i n d e r  p o r t  w i d t h  
e x a c t l y  m a tc h e d  t h e  ’d e a d  s p a c e '  b e tw e e n  t h e  p o r t s  
s o  t h a t  a  g r o o v e  w as  e x p o s e d  im m e d i a te l y  a f t e r  a  
p o r t  c l o s e d .
TEST PROGRAMME
A t e s t  p ro g ra m m e  w as  u n d e r t a k e n  t o  e x a m in e  t h e  
e f f e c t  o f  p o r t p l a t e  p o s i t i o n  o n  b o t h  i n l e t  a n d  
d e l i v e r y  p r e s s u r e  r i p p l e s  o v e r  a  r a n g e  o f  m ean
d e l i v e r y  p r e s s u r e s  a n d  s w a s h p l a t e  a n g l e s .  P i g . 3
s h o w s  a  t y p i c a l  s e t  o f  r e s u l t s ,  o b t a i n e d  a t  a
d e l i v e r y  p r e s s u r e  o f  1 0 0  b a r  a n d  a t  f u l l  s w a s h  f o r
a  r a n g e  o f  p o r t p l a t e  p o s i t i o n s .
DELKf IN 
P o  RTPLM fc
 ^ OntMtKJG
i l v W M W n *
tm w Y m »
? I W Y W W Y Y  *
(a )  d e l iv e r y
® I  \ aj[ u [ aA jjL A j L J u j [  o
*  9
® -H  h -4 -4 4 m 6
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F I G .3 EFFECT OF PORTPLATE POSITION OF PRESSURE 
RIPPLE LEVELS ( 1 5 0 0  R EV /K IH i 1 0 0  BAR)
T h o  c o m p le x  w a v e fo rm s  s h a p e  I s  d u e  t o  t h e  
I n t e r a c t i o n  o f  t h e  pum p f lo w  r i p p l e  w i t h  t h e  
a c o u s t i c  im p e d a n c e  o f  t h e  c i r c u i t .  A s t h e  
p o r t p l a t e  w as  r e t a r d e d  f ro m  n e u t r a l  p o s i t i o n  t o  IS *  
t h e  p e a k - t o - p e a k  l e v e l s  o f  b o t h  d e l i v e r y  a n d  i n l e t  
p r e s s u r e  r i p p l e  s i g n a l s  r e d u c e d  b y  &5X a n d  1 5 *  
r e s p e c t i v e l y .  T h e  h a r m o n ic  c o n t e n t  o f  t h e s e  
s i g n a l s  a l s o  r e d u c e d ,  m o s t  s i g n i f i c a n t l y  a t  t h e  
lo w e r  h a r m o n i c s .  S i n c e  t h e  d e l i v e r y  p o r t  r e l i e f  
g r o o v e  b e g i n s  t o  o p e n  i i r m e d i a t e l y  a f t e r  t h e  i n l e t  
g r o o v e  c l o s e s ,  n o  p r e c o m p r e s s i o n  o f  t h e  c y l i n d e r  
c o n t e n t s  t a k e s  p l a c e .  T h e  r i p p l e  r e d u c t i o n  i s  
o b t a i n e d  s o l e l y  a s  a  r e s u l t  o f  t h e  g ro o v e  s t a r t i n g  
t o  o p e n  l a t e r  I n  t h e  d e l i v e r y  s t r o k e  j b e c a u s e  t h o  
p i s t o n  v e l o c i t y  I s  h i g h e r  a t  t h i s  p o i n t ,  t h o  
c y l i n d e r  f lo w  i s  i n c r e a s e d ,  a n d  t h e  g r o o v e  a p p e a r s  
m o re  r e s t r i c t i v e .  D u r in g  t e s t i n g  i t  w a s  n o t i c e d  
t h a t  t h e  r e d u c t i o n  i n  f l u i d - b o r n e  n o i s e  w a s  
a c c o m p a n ie d  try a  r e d u c t i o n  i n  a i r - b o r n e  n o i s e .  
S i n c e  t h e  t e s t  c i r c u i t  waB r e l a t i v e l y  c o m p a c t ,  t h e
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contribution of pipework vibration to the overall 
noise level was probably small. Consequently the 
reduction in air-borne noise must bo lartclv 
attributed to reduced vibration of the pump casing 
and mountin|8.
The pump volumetric efficiency was also found to 
decrease as the portplate was retarded. This is to 
be expected. In retarding the portplate. the inlet 
port remains open durlnt the early part of tho 
delivery stroke. Consequently, some fluid will be 
returned to the inlet line as each piston commences 
the delivery phase of the pumping cycle. Closure 
of the delivery port also takes place later in tho 
cycle and there is the possibility of flow passing 
from the delivery port back into this cylinder 
after the piston reaches top-dead-centre. At 
100 bar and full swash, the mean flew decreased by 
2.5* at 15* retardation. This loss of volumetric 
efficiency clearly limits the extent to which tho 
portplate can be retarded. Moreover, the later 
opening of the inlet port can lead to low cylinder 
pressures and cavitation. This can be seen in 
Pig.3b, where the inlet ripple waveform at 15'* 
portplate retardation shows lack of periodicity. 
Studies by 'Edge and Freitas (101 on unboosted 
suction lines have indicated that air. dissolved in 
the oil, 1b released in the form of bubbles and 
this leads to unsteady inlet pressure ripple 
waveforms.
Tests at other conditions revealed similar 
behaviour. In most cases, the reduction in 
delivery pressure ripple that could be achieved was 
constrained by loss of volumetric efficiency and by 
cavitation at the inlet.
A NOVEL MECHANISM FOR PORTPLATE CONTROL
As previously mentioned. early schemes for 
automatic control of portplate position suggested 
the use of a hydromechanical system controlled by 
delivery pressure. Since the portplate position 
necessary for low pressure ripple will be dependent 
on swash angle and speed, as well as delivery 
pressure, the hydromechanical scheme is rather 
limited in its capabilities.
A more effective solution could be devised by 
driving the portplate with an electric stepping 
motor using either an open loop or closed loop 
control strategy to minimise pressure ripple. For 
the open loop system, speed, swash plate angle and 
mean pressure would need to be measured. Ttm 
slapping motor would drive the portplate to a 
position Which results in the lowest pressure 
ripple according to data previously obtained from 
an experimental test programme. Thiu approach 
would be most conveniently achieved by using a 
microprocessor programmed with a look-up table, as 
the motor controller. In the closed loop scheme, 
the pressure ripple would be measured by a pressure 
transducer, mounted close to the pump outlet. This 
transducer signal would be filtered to obtain the 
r.m.s. of the waveform (or the r.m.s. of tho 
particularly troublesome harmonic) and the motor 
controller would then position the portplate such 
that the filtered signal is a minimum. Tho
controller could be a hard-wired electronic circuit 
or again might be a microprocessor. In the latter 
case, a hill climbing strategy could be employed lo 
locate the portplate position necessary for minimum 
tipple. The main difficulty with the closed lo o p  
system in that the portplate could be retarded to 
such an extent that cavitation occurred during the 
start of induction but would be undetected by the 
controller. It might be possible to monitor the 
inlet pressure ripple waveform as a means of 
detecting incipient cavitation.
In either of the schemes. the use of n 
microprocessor would probably be cost effective 
only if it was also employed in other tasks. For 
example there is growing interest in the use of 
digital controllers in the control of hydraulic 
8ervcmechaniHms (11,121. If a microprocessor is 
used for tho control of other functions, tho 
monitoring of pressure ripple level could be 
undertaken as a background task to the main control 
program.
ALTERNATIVE METHODS OF REDUCING PRESSURE RIPPLE
Tho principal problem associated with rotation of 
the portplate is lack of independent control of 
inlet and delivery timing. Superior gains would be? 
achieved by closing the inlet port exactly at 
piston bottom dead centre and retarding the opening 
of tho delivery port until the pressure in the 
cylinder matches the delivery pressure. This can 
be considered as 'optimum* timing. Simiarly. the 
delivery port should close at piston 
top-dead-ccnlro and tlie inlet should open when ttio 
cylinder pressure falls lo the inlet pressure. 
Under tliese ideal conditions, there would be no 
need for relief grooves at the beginning of the 
porta.
There are considerable difficulties in achieving 
ideal timing in practice, but it is useful to 
examine the potential benefits before addressing 
Die practical problems.
Tticorclical considerations
A theoretical analysis of the compression and 
dcctxnprossion phases of Die pumping cycle is given 
in Appendix I. From this analysis it is possible 
to predict optimum timing for as a function of 
pressure and swash plate angle. Using data 
relating to Die test pump, optimum conditions were 
determined for a pump speed of 1500 rcv/mln and arc 
shdwn in Fig.4.
Ideal delivery port timing requires the portplato 
to be retarded with increasing mean delivery 
pressure. Fig.4a. As the swat/h angle is reduced, 
tho unswept volume in tlie cylinder increases. 
Hence the volume of fluid which must be compressed 
is increased and this, taken together with 
reduction in swept volume, requires tlie portplato 
to be retarded even further. For optimum timing at 
150 bar, for example, the opening of Die delivery 
port sliould be retarded by only 10s at full swash. 
Retardation needs to be increased to 62* When the 
pump is operating at 10* of lull capacity. The 
compression phase takes 26.5* of the piston utroko.
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P I C .C  OPTIMUM TIM INC POR SPEED OF 1 5 0 0  REV/MIM
An e x a m p le  o f  t h e  f lo w  r i p p l e  w a v e fo rm  t h a t  w o u ld  
b e  p r o d u c e d  w i t h  o p tim u m  t i m i n t  1b sh o w n  i n  F i g . 5 .  
I n  c o m p a r i s o n  w i t h  F i t .  2 b .  t h e  m a g n i tu d e  o f  t h e  
■ l t n a l  i s  r e d u c e d  b y  4 8 *  a n d  t h e  h i g h  f r e q u e n c y  





P I G .5  DELIVERY PLOW RIPPLE AT 1 5 0 0  REV/MIN WITtl 
•ID E A L ' TIMING
C o n d i t i o n s  f o r  o p tim u m  i n l e t  t i m i n t  a r e  sh o w n  i n  
P i g . 4 b .  A t a  g i v e n  d e l i v e r y  p r e s s u r e  a n d
s w a s h p l a t e  a n g l e ,  t h e  o p tim u m  p o r t  o p e n i n g  f o r  t h o  
I n l e t  I s  a l w a y s  l e s s  t h a n  t h a t  f o r  d e l i v e r y !  t h e  
v o lu m e  o f  f l u i d  I n  t h e  c y l i n d e r  a t  t o p - d e a d - c e n t r e  
I s  lesB t h a n  a t  b o t t o m - d e a d - c e n t r e  a n d  h e n c e  l e s s  
t i m e  i s  r e q u i r e d  f o r  d e c o n y > r e s s io n  t h a n  
c c m p r e s a l o n .
P r a c t i c a l  C o n s i d e r a t i o n s
T h e  b e n e f i t s  o f  v a r i a b l e  p o r t  t i m i n g  c a n  o n l y  b e  
a c h i e v e d  w i t h  a  c a r e f u l l y  d e s i g n e d  m e c h a n is m . I f  
t h e  pump i s  t o  o p e r a t e - b i d i r e c t i o n a l l y  a n d  i s  
p r o v i d e d  w i t h  a n  o v e r - c e n t r e  sw a 9 h  c o n t r o l  t h e n  
v a r i a b l e  t i m i n g  m e c h a n is m s  w i l l  b e  r e q u i r e d  a t  b o t h  
e n d s  o f  e a c h  p o r t .  T h i s  I n c r e a s e s  t h e  m e c h a n ic a l  
c o m p l e x i t y  q u i t e  c o n s i d e r a b l y .  W h i l s t .  i n
p r i n c i p l e ,  a  c o n t i n u o u s l y  v a r i a b l e  m e c h a n is m  f o r  
a d j u s t a b l e  p o r t p l a t e  m ig h t  b e  d e v i s e d ,  n o  
c o e m e r c l a l  s y s t e m  a p p e a r s  t o  h a v e  b e e n  d e v e lo p e d .
I n  a n  a t t e m p t  t o  s i m p l i f y  m a t t e r s .  I l e l g e s t a d  e t  a l  
1131  o u t l i n e d  a  s c h e m e  i n  w h ic h  t h e  d e l i v e r y  p o r t  
o p e n e d  r e l a t i v e l y  l a t e r  i n  t h e  e y e l e t  a  n o n - r e t u r n  
v a l v e  m o u n te d  b e tw e e n  t h e  p o r t p l a t e  l a n d  a n d  t h e  
d e l i v e r y  c h a m b e r ,  a l l o w e d  t h e  f l u i d  t o  b e  d e l i v e r e d  
w h en  t l i e  p r e s s u r e  i n  t h e  c y l i n d e r  r e a c h e d  d e l i v e r y  
p r e s s u r e .  P r e l i m i n a r y  t e s t s  o f  s u c h  a  s y s t e m  w e r e  
c l a i m e d  t o  r e s u l t  i n  a  c o n s i d e r a b l e  r e d u c t i o n  i n  
n o i s e ,  b u t  n o  r e s u l t s  w e r e  p r e s e n t e d .  I t  i s  w o r th  
n o t i n g  t h o  v a l v e  i s  r e q u i r e d  t o  o p e r a t e  a t  p u m p in g  
f r e q u e n c y  a n d  i n  a  n i n e  p i u t o n  pum p a t  1 5 0 0  
r e v / m i n .  i t  w o u ld  c o m p le t e  a l m o s t  o n e  m i l l i o n  
c y c l e s  i n  a n  h o u r .  T h e r e  i s .  t h e r e f o r e ,  som e d o u b t  
a b o u t  t l i e  p o t e n t i a l  l i f e  o f  t h i s  a r r a n g e m e n t .
T lie  p r e s e n t  a u t h o r s  p r o p o s e ,  a s  a  c o m p ro m is e ,  a  
s y s t e m  i n  w h ic h  t h e  m a in  d e l i v e r y  p o r t  o p e n 3  
r e l a t i v e l y  l a t e ,  b u t  i s  p r e c e d e d  by  a  s e r i e s  o f  
p a s s a g e w a y s  w h ic h  c o m m u n ic a te  w i t h  t h e  d e l i v e r y  
c h a m b e r . S o l e n o i d  d r i v e n  v a l v e s  w o u ld  c o n t r o l  t h e  
f l e w  th r o u g h  t h e s e  p a s s a g e w a y s ,  p r o b a b l y  i n  a  
d i s c r e t e  f a s h i o n .  When o p e r a t i n g  a t  le w  m ean  
p r e s s u r e ,  a l l  t h e  ix i s s a g e w a y s  w o u ld  r e m a in  o p e n .  x 
A s t l i e  d e l i v e r y  p r e s s u t e  i s  i n c r e a s e d ,  som e o f  t l i e  
p a s s a g e w a y s  w o u ld  b e  c l o s e d t  a t  le w  s w a sh  a n g l e s ,  
a n d  h i g h  p r e s s u r e s ,  a l l  p a s s a g e w a y s  w o u ld  b e  
c l o s e d .  I n  p r a c t i c e ,  tw o  p a s s a g e w a y s  m ig h t  b o  
s u f f i c i e n t .
T h e  s o l e n o i d s  c o u l d  b e  r e a d i l y  c o n t r o l l e d  u s i n g  t h o  
m e th o d s  p r e v i o u s l y  p r o p o s e d  f o r  t h e  r o t a t i n g  
p o r t p l a t e  s c h e m e : a n  e l e c t r o n i c  c o n t r o l l e r  w o u ld
e n e r g i s e  t h o  a p p r o p r i a t e  v a l v e s  e i t h e r  a c c o r d i n g  t o  
o p e r a t i o n  c o n d i t i o n s  u s i n g  som e p r e d e f i n e d  s c h e d u l e  
o r  b y  m o n i t o r i n g  p r e s s u r e  f l u c t u a t i o n s  i n  t h e  l i n e .  
T h i s  a p p r o a c h  c o u l d  b o  r e a d i l y  e x t e n d e d  t o  b o t h  
e n d s  o f  t h e  tw o  K id n e y  s l o t s  i f  r e q u i r e d  a n d  c o u l d  
a l s o  b e  a p p l i e d  t o  p i s t o n  m o t o r s .  A l th o u g h  t h i s  
s y u te m  i s  o n l y  n e a r o p t i m u m ,  i t  B h o u ld  b e  p o s s i b l e  
t o  r e d u c e  t h e  p r e o s u r c  r i p p l e  b y  a  s i g n i f i c a n t  
a m o u n t .
CONCLUSIONS
An e x p e r i m e n t a l  s t u d y  h a s  show n  t h a t  p i s t o n  pum p 
p r e s s u r e  r i p p l e  c a n  b e  s i g n i f i c a n t l y  r e d u c e d  b y  
a l t e r i n g  p o r t p l a t e  t i m i n g .  A s a  r e s u l t  o f  t h i s  
s t u d y ,  a  n o v e l  m i c r o p r o c e s s o r - b a s e d  s y s t e m  f o r  
c o n t r o l l i n g  t h e  a n g u l a r  p o s i t i o n  o f  t h e  p o r t p l a t e  
i s  p r o p o s e d .  T h e  s u c c e s s  o f  t h i s  a r r a n g e m e n t  i s ,  
h o w e v e r .  l i m i t e d  a s  a  r e s u l t  o f  c a v i t a t i o n  
o c c u r r i n g  d u r i n g  t h e  i n l e t  s t r o k e .
T h e o r e t i c a l  i n v e s t i g a t i o n s  i n d i c a t e  t h a t  a  g r e a t e r  
r e d u c t i o n  i n  pump f le w  r i p l e  c o u l d  b e  o b t a i n e d  b y
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exercising Independent control of the start of the 
inlet and delivery ports. However, to obtain 
'ideal* timing over a wide range of pressures, 
speeds and swash angles. requires a 
continuouBly-variable timing mechanism. At the 
present time, it is unlikely that a cost-effective 
solution to this problem can be developed. To 
overcome this difficulty a system in which tho 
timing is controlled in discrete, rather than 
contlnous, manner is proposed. This could provide 
near-optimum timing over a range of operating 
conditions.
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Secant isen*ropic bulk modulus of fluid
Piuton displacement from b.d.c.
K I-O.ikJgo rood 1C lent
L Piston stoke at lull swash angle
N Non dimensional coefficient
P cylinder pressure
P,l Delivery pteusuro
0 Flow due to piuton motion
t Time
Vfj Volume of fluid in cylinder at b.d.c.
V.j Swept volume at full swash angle
V^ Volume of fluid in cylinder at t.d.c
Vu Volume of fluid in cylinder at zero swash
angle
x Fraction of maximum displacement
O Shaft angle
u Angular velocity of cylinder block
Assumpt ions
(1) Tlie inlet port closes when piuton is at 
bottom dead centre (b.d.c)i (2) Tlie delivery port 
closes wlien piuton is at top dead centre (t.d.c): 
(3) Leakage flow is laminar: (4) inlet port is at 
atmospheric pressure.
Compression phase
The displacement of the piuton is
AcJO xLuA
ur»d the flow is 0 * - ~~z— sinuT (1 )dt ?
lot t > 0. Since the cylinder comtiunicatcs with 
the inlet port before b.d.c. 0 « 0 for t < 0.
During compression
V» V * b dP s0 * ;--  t KP where V * V I ---
It dt b u s
Substituting for Q in Equation (1) gives
V XV u
b UP  ___ xLuA . B --—  I KP = — — s i  nut — — — smut
D dt 2 2




2V.. i i? r  • ■*)
sinut — cosut 4 e
( 2 )
*S tVb
Since u = 0/t. the prcuuurc as a function of shaft 
angle (measured frun b.d.c.) is
P(0) r Dx
[777] I""NsinO — cosO 4 e O )
where N =
KD
'Idea:’ precompreuuion takes place when P(9) - Pd. 
Decompression Phase
For the case of decompression, with 0 measured from 
t.d.c.
P(9)
■  ** k]i»2 * j  f
-N91NsinO - c o s e  4  e J
V x
where V » V - -■jf- t u 2
and N ■
V
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Simulation of the pressure ripple characteristics of 
hydraulic circuits
D  N  Johnston, BSc, PhD and K A Edge, BSc, PhD, CEng, MIMechE 
Department of Mechanical Engineering, University of Bath
The pressure ripple in a hydraulic circuit is commonly a major source of noise. A computer program has been written to simulate the 
pressure ripple characteristics of hydraulic circuits and to aid in the design of low noise circuits. Mathematical models of flexible hose 
and of pump flow ripple and source impedance have been developed. Validation tests on various circuits show that the program produces 
good correlation with experimental measurements.
A simple silencer consisting of an asymmetric pipe loop, known as a Quincke tube, was analysed. Its performance was shown to be 
limited, providing attenuation over very narrow bandwidths.
NOTATION
A internal cross-sectional area of pipe
b gear width
effective bulk modulus





n exponent of valve characteristic
N modal ratio for hose
P pressure ripple
P i N pressure ripple at inlet of component
P m „ . mean pressure
P OUT pressure ripple at outlet of component
G flow ripple
G in flow ripple at inlet of component
Qma: mean flowrate
G out flow ripple at outlet of component
Gs source flow ripple
r gear pitch circle radius
Ry valve resistance
U harmonic displacement of fluid in hose
V lumped volume
Vc cylinder volume
w harmonic axial displacement of hose wall
X position along pipe
z number of pumping elements
Z s source impedance
Z v valve impedance
Z 0 pipe characteristic impedance
y wave propagation coefficient
mean pressure rise across pump or pressure 
drop across valve
»p gear pressure angle
P density of fluid
w angular frequency
a shaft angular velocity
1 INTRODUCTION
Any positive displacement pump produces a character­
istic source flow ripple which is superimposed upon the 
mean flowrate and is dependent only upon the pump 
and its operating conditions. This source flow ripple
The MS was received on 27 September 1988 and was accepted foe publication on 
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interacts with the circuit to cause a pressure ripple. 
Pressure ripple or fluid-borne noise is often a major 
cause of vibration and air-borne noise in a hydraulic 
system. The pressure ripple levels in a circuit are 
strongly dependent upon the dimensions of the circuit 
and the characteristics of the individual components. A 
circuit may have a number of resonant frequencies, and 
if one or more of these coincides with an excitation fre­
quency, such as a harmonic of the pump flow ripple, 
very high pressure ripple levels can be generated. Obvi­
ously such a condition needs to be avoided if possible. 
By careful selection of pipe lengths, for example, it may 
be possible to avoid such resonances.
In order to aid in the selection of suitable component 
dimensions at the design stage, it is necessary to be able 
to predict the resonant characteristics of the circuit, and 
this requires detailed knowledge of the characteristics of 
each component. For a complex circuit including 
branches and changes in section the equations describ­
ing the system can become extremely complicated. A 
computer program called PRASP (Pressure Ripple 
Automatic Simulation Package) has been developed to 
simulate the pressure ripple characteristics of hydraulic 
circuits of arbitrary complexity.
2 MODE OF OPERATION OF THE SIMULATION 
PACKAGE
The operation of the program is best visualized by 
means of a simple example. Consider the circuit shown 
in Fig. la  consisting of a pump, a length of rigid pipe 
and a restrictor valve. Using standard impedance nota­
tion (1, 2 \  the pump is represented by a flow ripple in 
parallel with a source impedance (Fig. lb). The source 
impedance is a function of the pump discharge passage­
way, which can be considered to be equivalent to a 
length of pipe with a closed end (3).
The program is constructed in a modular form, so 
that a complete simulation proceeds through a series of 
discrete stages, as described below.
2.1 Generation of circuit configuration
PRASP contains a set of models each of which rep­
resents mathematically a fundamental component. The 
circuit to be simulated is broken down into a number of 
separate blocks, each of which can be described by a 
single model. Thus the simple system shown in Fig. la
CO5488 ©  IMechE 1989 0954-4062 89 $2.00 4- .05 Proc limn Mech Engrs Vol 203


















Fig. 1 (a) Simple hydraulic circuit
(b) Impedance representation of simple circuit
(c) Block diagram representation of simple circuit
can be represented as shown in Fig. lc. Each block has 
either one or two ports (inlet port and/or outlet port), 
and each port has two state variables, these being pres­
sure and flowrate.
Block <1> represents the source flow ripple of the 
pump. Blocks <2> and <3) are a pipe and a closed end 
respectively, and together represent the source imped­
ance of the pump. Block <4> represents the pipe and 
block <5> the restrictor valve.
The blocks are connected together to form the circuit 
by Minks’. In this case there are three links, designated 
by (i), (ii) and (iii). The linking configuration is entered 
interactively by the user. At a link, the pressure state 
variables of each block are equivalent. The flow state 
variables are related by the continuity equation 
XGin =  X g  OUT-
22  Definition of component parameters
Each component has a number of parameters associ­
ated with it. Thus, for example, for pipe <2) it is neces­
sary to define the length and internal diameter, and the 
fluid density, viscosity and effective bulk modulus.
23  Sweep definition
Normally the equations defining the circuit are solved 
at a number of discrete frequencies. The sweep fre­
quencies may be defined as a harmonic series, or they 
may be spaced in an arithmetic or geometric series
between a minimum and a maximum frequency. Alter­
natively, the simulation may be performed at a constant 
frequency and one or more component parameters, 
such as pipe length or mean flowrate through a valve, 
may be swept. This mode is useful in determining the 
optimum circuit dimensions for a pressure ripple har­
monic of known frequency.
2A Generation and solution of simultaneous equations
At each step of the sweep, the following procedure is 
carried out Firstly, the equations describing each model 
are formulated by a call to the relevant model sub­
routine.. Single-port models generate one equation, 
while two-port models generate two equations.
Block <1>, a flow ripple source, is represented by the 
equation
Gout “  Gs (^)
Here Qs is not a state variable, but is a constant input 
value to the system, which is entered by the user.
Blocks <2) and <4), rigid pipe models, are each rep­
resented by the following equations, which are obtained 
from the pipe transmission matrix (4):
--Pin +  Pout cosh yI +  Qout^o sinh yl *  0 (2)
p
-G in  +  - f 21 «nh yl +  COUT cosh yl 
£>o
(3)
Block <3), a closed-end model, is represented by the 
equation
Gin  ■= 0 (4)
Block <5), a simple single-port restrictor valve 
model, is represented by the equation
— Pin +  Gin Zy m 0 (5)
where Z v is the valve impedance. In practice this may 
be a complex function of frequency, depending on the 
type and complexity of the valve. However, it has been 
found (4, 5) that the impedance of a valve can com­
monly be approximated by a resistance, which is a func­
tion of its steady state characteristic, in parallel with a 
capacitance, due to the volume contained in the valve 
upstream of the orifice. Thus,
^  * v
where




and n is the exponent of the steady state characteristic 
at the operating point, normally having a value of 
between 1.0 flow Reynolds number) and 2.0 (high Rey­
nolds number).
In order to complete the circuit description, a flow 
continuity equation is required for link (i). Thus
Gout<i > — Gin<2> — Gin<«> “  0 W
The model equations need to be solved simulta­
neously, yielding the values of all the state variables. In 
order to solve these equations they are first arranged as 
a single global matrix equation of the form
SY «  T  (9)
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where Y is a column matrix containing the state vari­
ables to be evaluated, T  is a column matrix containing 
the input values [the right-hand sides of equations (1) to 
(S) and (8)] and S contains the coefficients of the state 
variables. Thus, each of the equations generated by the 
models is represented by one row in matrices S and T. 
All the elements of S, Y and T  may be complex. This 
matrix equation is solved by a process of Gaussian 
elimination with partial pivoting. The resultant state 
variables are stored in a file, and this process is repeated 
for each stage of the sweep.
US Graphical processing of results
The data obtained by the solution of the matrix equa­
tion need to be postprocessed in order that they can be 
presented in a useful form. A number of different 
graphical formats are available in PRASP, including 
Bode plots of amplitude and phase, and inverse 
Fourier-transformed waveform plots. Any of the state 
variables can be plotted individually. Alternatively, the 
ratio of any pair of state variables can be plotted. Thus, 
for example, the entry impedance of the loading circuit 
of the pump can be examined by plotting the ratio of 
Pro, block <4>, to QIN, block <4>.
3 FORMULATION OF A COMPREHENSIVE MODEL 
FOR FLEXIBLE HOSE
The wave-propagation characteristics of flexible hoses 
differ from those of rigid pipes. They generally have a 
lower wall stiffness which tends to reduce significantly 
the effective bulk modulus of the fluid, and hence the 
wave speed. Together with fluid wave propagation, 
there is the secondary effect of wave propagation in the 
hose wall, which is coupled to the fluid wave. The net 
effect of this is that two distinct fluid wave speeds occur, 
and these considerably complicate the analysis of the 
hose behaviour.
The general wave equations for a flexible hose, rep­
resenting the fluid pressure and the axial motion of the 
fluid and hose wall, were formulated by Longmore and 
Tuc (6), and are reproduced below:
U(x) -  k, e " ” * +  k2 c1,x +  k3 e"w* +  k4 c” x (10)
W ( x ) ^ N l {k t e~yix +  k2 e"*)
+  * 2(k3 e ' ” * +  k4 e»x) (11)
P(x) «  Aj<a{Z01(kt c ' " ‘  -  k2 e"*)
4 - Z 02(k3 e ' TiX — k4 ew*)} (12)
where
U(jc) =  harmonic axial displacement of fluid at 
position x
W(x) =  harmonic axial displacement of hose wall
P(x) =  harmonic pressure ripple in fluid
Two modes of wave propagation exist in the hose, 
represented by the propagation constants and y2. 
The values of k2, k2, k3 and k4 are dependent on the 
boundary conditions. N , and N 2 are known as the 
‘modal ratios’ and specify the relative amounts of wall 
and fluid motion associated with each wave.
In order that the transmission matrix can be derived 
relating the pressure and flow (or fluid displacement), it 
is necessary to apply boundary conditions to the hose
e  IMechE 1989
wall displacement. In this analysis, it is assumed that 
the hose is rigidly mounted at each end, so that 
WTO) *  0 and W(I) «  0.
The impedance matrix relates the pressure and flow 
by the equation:
[ m l  r*,., *,.aTg<of| 
l m r h 2A *„ J L g (o J
where 
G(x) *  AjwU(x)
(13)
(14)
By application of the boundary conditions to the 
wave equations, it can be shown (4) that the terms of 
the impedance matrix are
*i.i -  ” *2.2 -
(N 2/N i)Z0i coth (y,f) — Zq2 coth (y2f) 
N J N l -  1
*2.1 "  '” *1.2 *




In order to model a hose it is necessary to obtain 
values of the properties N j/N ,, Z 01, Z 02, y, and y2, all 
of which may be complex and frequency dependent. 
Longmore and Tuc (6) assumed that
1. The value of N 2/N t is independent of frequency.
2. The wave propagation coefficients y ( can be rep­
resented in the form
Vi -  («<+yA)a> (17)
where at and &  are independent of frequency and 
represent the attenuation and speed of sound proper­
ties within the hose.








Therefore, in order to model a flexible hose, the 
parameters N 2/N lt  * „  f i lt a2 and f i2 are required, as 
well as the internal cross-sectional area A and fluid 
density p. These parameters are dependent upon the 
type of hose and its diameter and are difficult to deter­
mine (6). They may be determined experimentally from 
analysis of pressure ripple measurements in a length of 
hose under controlled conditions. End fittings for the 
hose are taken into account by modelling them as short 
lengths of rigid pipe.
4 MODELLING OF PUMP FLOW RIPPLE 
CHARACTERISTICS
At any particular harmonic frequency, the pressure 
ripple at any point in a circuit is directly proportional 
to the source flow ripple, Qs. The resonant character­
istics of the system are independent of the values of Qs. 
Thus the accuracy of a circuit simulation is not as sensi­
tive to Qs as it is to, for example, the length of a pipe or
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the source impedance Zs, small changes of which can 
cause large variations in the resonant characteristics. In 
many situations an approximation to Qs, based upon a 
simple mathematical model, should be adequate.
4.1 External gear pump flow ripple model
The ideal form of the source flow ripple from an exter­
nal gear pump is well documented (7). The harmonic 
values can be shown to be given by
*  *H
(20)
where K -  bd r2 cos2 0p for a pump with involute gear 
teeth and K  % bOr2 for a pump with cycloidal gear 
teeth.
Thus the harmonic amplitude is inversely proportion­
al to the square of the harmonic number. This means 
that the ideal flow ripple from a gear pump consists of a 
strong first harmonic and rapidly diminishing higher 
harmonics. In the simulation of a gear pump, then, it is 
unlikely to be necessary to consider more than five har­
monics.
4.2 Axial piston pump flow ripple model
The flow ripple from an axial piston pump generally 
consists of two main components. Generally the domin­
ant component is a narrow pulse caused by the 
dynamic effect of fluid flowing backwards into a cylin­
der as it opens to the high-pressure port, compressing 
the fluid in the cylinder and equalizing the pressure. 
Depending upon the design of the discharge port, the 
pulse can be very sudden and rich in high-frequency 
harmonics, and its form is very difficult to predict. It is 
strongly dependent upon the operating conditions of 
the pump. A secondary kinematic effect is caused by the 
geometric motion of the pistons, and this is simple to 
model analytically.
A comprehensive dynamic model for simulating the 
flow ripple from an axial piston pump was developed by 
Darling (8). This model was found to give good results, 
but required detailed information about the internal 
geometry of the pump, information which might not be 
available to the user.
However, a simple empirical piston pump flow ripple 
model can be formulated by inspection of the general 
form of the harmonic amplitude and phase spectra. 
Figure 2 shows a typical spectrum of the flow ripple 
from an axial piston pump obtained using the pro­
cedure described by Edge and Johnston (5). The ampli­
tude spectrum can be approximated to a triangular 
envelope, and the phase of each harmonic approx­
imated to 180°. Thus the following model is obtained:
CsOh) -  - ( K ,  -  K 2 i„), for 1 ^  »„ <  K J K 2 (21)
where and K 2 define the harmonic amplitudes and 
the maximum frequency, and are dependent upon the 
pump type and the operating conditions. They can be 
determined provided that the following parameters are 
known:
(a) the total compressibility flow into a cylinder,
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Fig. 2 Measured and simulated axial piston pump flow 
ripple amplitude and phase spectra
(b) the maximum significant harmonic frequency or the 
number of significant harmonics.
Parameter (a) can be predicted if the cylinder volume 
is known at BDC and the effective bulk modulus within 
the cylinder can be estimated. Parameter (b) is more dif­
ficult to determine. Unless detailed flow ripple measure­
ments are already available, it can only be estimated 
empirically, either by inspection of experimental pres­
sure ripple measurements in a circuit containing the 
pump or by using information gained from experience 
of the characteristics of pumps of fundamentally similar 
design. It must be stressed that this model is only 
intended to provide a guide as to the flow ripple charac­
teristics of the pump, and is unlikely to be as accurate 
as simulation results using the model developed by 
Darling (8) or experimental results using for example, 
the ‘secondary source’ method (5).
It is shown by Johnston (4) that the overall modelled 
flow ripple, in which the compressibility effects are mod­
elled by the triangular amplitude spectrum and kine­
matic effects are modelled analytically and 
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(22)
(23)
This model is compared to an experimentally mea­
sured flow ripple for an axial piston pump in Fig 3, at a
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Fig. 3 Measured and simulated axial piston pump flow 
ripple waveform
pressure of 100 bar. The cutoff frequency/.^ was esti­
mated from pressure ripple measurements to be 3.5 kHz. 
There is reasonably good agreement between the model 
and experimental results, although the model is unable 
to simulate the overshoot and oscillation characteristics 
displayed by the experimental results.
Several other forms of positive displacement pump 
and motor, including vane pumps and plunger pumps 
with self-acting valves, appear to produce flow ripples 
consisting of a geometric or kinematic component and a 
dynamic, pressure-dependent component. Consider­
ation is being given to the application of similar model­
ling techniques to these types of pumps.
5 SIM ULATIO N OF PUMP SOURCE IMPEDANCE  
CHARACTERISTICS
By applying distributed parameter models to the source 
impedance results, it is possible to evaluate the ‘effective 
length’ and ‘effective volume’ of the pump discharge 
passageway. The effective length is a function of the 
measured first anti-resonant frequency of the source 
impedance, and the effective volume is a function of the 
measured capacitive impedance at low frequency. Effec­
tive lengths and volumes were compared with physically 
measured lengths and volumes for several pumps by 
Edge (3). Very large discrepancies were reported in 
some cases. It was found that the effective volumes were 
between 5 and 300 per cent greater than the measured 
volumes. Similarly, the effective lengths were between 20 
and 200 per cent greater than the measured lengths. 
Possible reasons for these discrepancies are considered 
to be:
1. The difficulty in measuring the discharge volume and 
length.
2. Local reduction in the effective bulk modulus due to 
compliance of the casing and moving parts and/or 
due to cavitation or air release. This would tend to 
increase the effective length and volume.
3. The complex geometry of the discharge passageway. 
Any changes in the characteristic impedance along
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Fig. 4 Measured and simulated axial piston pump source 
impedance
its length, due either to changes in the cross-sectional 
area or changes in the effective bulk modulus, could 
have a significant effect on the anti-resonant fre­
quency, and hence the effective length.
Simulations were performed on the source impedance 
characteristics of various pumps and compared with 
experimental results obtained using the ‘secondary 
source’ method (1). The internal dimensions of the dis­
charge passageways were measured. It was necessary to 
make some simplifications to the geometry for the simu­
lations to be viable without being overcomplex.
5.1 Source impedance simulation of an axial piston pomp
The simulated frequency characteristics are compared 
with measured results in Fig. 4. A reasonable correla­
tion between experiment and theory is obtained, the 
magnitude of the simulated impedance being about 
2 dB (25 per cent) less than the experimental results. 
Thus in this case the effective volume is less than the 
measured volume. Unfortunately in this case the anti­
resonant frequency was too high for an estimate of the 
effective length to be made.
5L2 Source impedance simulation of a gear pump
Figure 5 shows the comparison between experiment and 
simulation. To achieve good agreement, it was neces­
sary to reduce the effective bulk modulus to 4 x  10* N / 
m2, about 25 per cent of that of the fluid itself. A similar 
adjustment was necessary in the simulation of another 
gear pump. This could be caused in practice by compli­
ance of the gear bearings or thrust plates, or by local­
ized air release.
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Fig. 5 Measured and simulated external gear pump source 
impedance
The discharge passageway of the gear pump has a 
small-diameter discharge port and large-diameter inter­
nal chamber. This geometry is similar to that of a 
Helmholz resonator, and will cause an anti-resonance at 
a lower frequency than that of a similar length of 
uniform cross-section. This, together with the reduced 
bulk modulus, many explain why Edge (3) found the 
effective length for gear pumps to be much greater than 
the measured length.
The above simulations highlight the difficulty in the 
prediction of the source impedance characteristics from 
measurement of the pump dimensions. The prediction 
of the effective bulk modulus within the pump appears 
to be the main problem; a 4 : 1 ratio between the effec­
tive bulk moduli was observed in the above simulations 
on different pumps.
6 VALIDATIO N OF SIM ULATION RESULTS
In order to assess the validity of simulations performed 
using the PRASP package, comparisons were made 
between experimental pressure ripple measurements 
and corresponding simulation results on a number of 
different hydraulic circuits. Only representative results 
are included here.
Figure 6 shows a comparison between an experimen­
tal pressure ripple and the equivalent simulated pres­
sure ripple in a typical hydraulic circuit. The source 
flow ripple model in the simulation was evaluated using 
the empirical model described in Section 4.2. There is 
good agreement between the experimental and simu­
lated waveforms and spectra although the simulated 
pressure ripple is of a lower magnitude than the experi­
mental one. This is mainly due to discrepancies between 
the experimental and modelled source flow ripple. In 
both experimental and simulated amplitude spectra, it is
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apparent that there is a minimum at the second harmo­
nic and maxima at the fourth and seventh harmonics. 
This indicates that the simulations provide good predic­
tions of the resonant characteristics of the circuit.
7 FLUID-BORNE NOISE ATTENUATORS
A wide range of proprietary fluid-borne noise attenu­
ators (silencers, pulsation dampers) is available. These, 
when used correctly, can be highly effective in reducing 
the fluid-borne noise in a circuit, reductions of 20- 
40 dB being typical (9). It is possible to construct fluid- 
borne noise attenuators from standard hydraulic 
components. While these may be less effective than 
purpose-built attenuators, they can form an inexpensive 
and practical solution.
7.1 The Quincke tube
The Quincke tube (10) is a simple form of silencer which 
was developed in the early part of the nineteenth 
century. It consists of two pipes of different length con­
nected together in parallel to form a loop, as shown in 
Fig. 7. In its standard form the two pipes have equal 
diameters, and the cross-sectional area of each is equal 




Fig. 7 Schematic diagram of Quincke tube
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flow velocity is unchanged. This forms a simple, light­
weight and inexpensive pulsation damper which can be 
constructed from standard components. The behaviour 
of it is quite complex, but it is known to be capable of 
providing narrow-band attenuation in two distinct 
ways:
1. Attenuation when w(/, -  l2)/c =  (2n — lbr, where n is 
an integer. This is equivalent to the behaviour of a 
closed-ended branch line of length (/, — /j)/2. The 
effect can be explained simply by interference 
between the waves in each pipe as they recombine at 
the outlet of the loop. This could be utilized to cancel 
odd components of a harmonic series, but the even 
components would not be cancelled out.
2. Attenuation when w (l, +  l 2)/c =  2nn, provided that 
oKij -  /2)/c #  2mn at that frequency, where m and n 
are independent integers. The reason for this effect is 
not obvious, and is related to the fact that the waves 
travel about the circuit in a very complex manner. 
This feature, which does not occur with a simple side 
branch, could have most potential in practice, as it 
could cancel every component in a harmonic series.
Because of its closed-loop configuration, the Quincke 
tube is very difficult to analyse using standard imped­
ance techniques. However, it is ideally suited to analysis 
using the transfer matrix approach, and hence to the 
PRASP program.
A common measure of silencer performance is the 
'transmission loss' (9), which is defined as
^  . /incident pressure wave at inlet\
TL =  20 log,0(   — :— ;—  ----— —  (24)\  pressure npple at outlet /
The transmission loss of a silencer varies according to 
the behaviour of the circuit to which it is connected. 
The ‘characteristic’ transmission loss, however, is the 
transmission loss where the silencer is connected to a 
pipe of a particular characteristic impedance Z 0 at its 
inlet, and to a pipe at its oulet of the same characteristic 
impedance, with a reflectionless termination. This is a 
unique property of a silencer. The PRASP program has 
the facility to calculate the characteristic transmission 
loss of a silencer, which may consist of one block or a 
number of blocks linked together.
The simulated characteristic transmission loss of a 
typical Quincke tube is shown in Fig. 8a, where the 
lengths of the two pipes are 0.90 and 0.38 m respec­
tively. Attenuation bands corresponding to condition 1 
above are apparent at about 1.2 and 3.7 kHz, and 
bands corresponding to condition 2 are apparent at 1, 
2, 3 and 4 kHz.
The performance of the silencer in practice will be 
dependent upon the characteristics of the system in 
which it is inserted, and in some cases may be signifi­
cantly worse than that predicted by the characteristic 
transmission loss. A number of alternative measures of 
silencer performance in a circuit may be used, including 
the ‘insertion loss’ (9) and the pressure ripple ratio 
between the inlet and outlet. The pressure ratio is an 
easily measured quantity and generally provides a 
useful measure of the silencer performance in situ. It is 
not, however, directly related to the energy transmission 
through the silencer, because of standing wave effects, 
and should therefore be used with caution.
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Fig. 8 Simulated Quincke tube (a) characteristic transmis­
sion loss and (b) pressure ratio
In order to assess the performance of the Quincke 
tube, simulations were performed under different load 
conditions, and the pressure ratio between the outlet 
and inlet of the Quincke tube calculated. Figure 8b 
shows the pressure ratio | P 0 ut / ^ i n I f o r  the case of a 
non-reflective termination, a partially reflective termina­
tion and a fully reflective termination (a closed end). It 
can be seen that, for the non-reflective termination, the 
form of this curve is similar to that of the transmission 
loss, in that attenuation occurs at the same frequencies, 
although at some frequencies (about l.S and 3.5 kHz) 
the pressure ratio exceeds unity. It can be seen, 
however, that the attenuation bands are very narrow, 
particularly those at 2 and 3 kHz. Therefore, the device 
would need to be tuned very accurately for it to work 
efficiently in practice, and its performance would be 
affected strongly by pump speed variation or changes in 
the fluid properties. For the partially reflective termina­
tion the attenuation bands at 1, 2 and 3 kHz have 
become narrower and for the fully reflective termination 
they have disappeared altogether. However, the troughs 
at 1.2 and 3.7 kHz are still well defined.
The above simulations show that the attenuation 
properties of the Quincke tube where cof/, +  l2)/c -* 2nn 
are strongly dependent upon the system characteristics. 
The rejection bandwidth tends to be extremely narrow 
and varies with the load impedance, so that in practice 
it would be very difficult to make use of this attenuation 
property.
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Where tu(/, — /2)/c-*(2n  — l)w, the Quincke tube 
appears to provide good attenuation with a reasonably 
broad bandwidth, irrespective of the load condition. 
However, a simple side branch would also provide this 
characteristic and would ■ probably be a simpler and 
more compact solution.
The above simulations show that the characteristic 
transmission loss may be misleading in certain condi­
tions, as it only pertains to the special case of a non- 
reflective termination. In a different circuit the actual 
attenuation performance may be significantly worse. 
However, with this reservation, the characteristic trans­
mission loss forms a useful rating of the overall per­
formance of a silencer.
8 CONCLUSIONS
A computer-based simulation package for predicting 
the pressure ripple characteristics of hydraulic circuits 
was developed. This package is able to simulate circuits 
of a high degree of complexity. An empirical model for 
the flow ripple from an axial piston pump was devel­
oped for use with this package. The validity of the simu­
lation package is investigated by comparison with 
experimental pressure ripple measurements in a range 
of simple circuits, and good correlation is achieved.
The simulation package has been applied to investi­
gate the effectiveness of a simple asymmetric pipe loop, 
known as a Quincke tube, as a pulsation damper. It is 
shown that such a device might be effective but could be
difficult to apply in practice, as very careful tuning 
would be required.
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The ‘secondary source’ method for the measurement 
of pump pressure ripple characteristics 
Part 1: description of method
K A Edge, BSc, PhD, CEng, MIMcchE end D  N  Jobf  oa, BSc, PhD 
Fluid Power Centre, Department of Mechanical Engineering, University of Bath
The difficulties involved in measuring a pump fluid-borne noise rating are discussed. A new test method is described for measuring the 
source flow ripple and source impedance of positive displacement hydraulic pumps. This is called the 'secondary source' method, and is 
based on the analysis of the wave propagation characteristics in a circuit which includes the prnnp under test and an additional source 
of fluid-borne noise.
NOTATION
A internal cross-sectional area of pipe
Beit ’effective* bulk modulus of fluid in pipe
d internal diameter of pipe
F forward travelling pressure wave at x *> 0
C reverse travelling pressure wave at x — 0
j V - 1
/ length of pipe
Ns wave shear number
Pa pressure ripple harmonic at position x
Qm flow ripple harmonic at position x
V volume of fluid
X distance along pipe from pump exit
z , source impedance
Z T termination impedance
Zo characteristic impedance
7 wave propagation coefficient
V kinematic viscosity
P fluid density
Ps source reflection coefficient
Pt termination reflection coefficient
to angular frequency
1 INTRODUCTION
All positive displacement pumps produce a flow fluctua­
tion which is superimposed upon the mean flow rate. 
This flow ripple has a periodic waveform due to the 
cyclic nature of a pump’s operation, and different 
classes of pump have different characteristic flow ripple 
waveforms. The flow ripple produced by a pump is 
influenced by the pumping mechanism and the fluid 
properties, and is, in general, independent of the 
dynamic characteristics of the circuit to which the pump 
is connected The flow ripple interacts with the charac­
teristics of the connected circuit in a complex manner to 
produce a pressure ripple, also known as fluid-borne 
noise. Pressure ripple in hydraulic systems is a major 
source of vibration, which can lead to fatigue failure of 
components and cause air-borne noise. In order to 
reduce vibration levels and produce quieter and more 
reliable systems, it is important to be able to measure 
the fluid-borne noise-generating capability of pumps.
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This is a difficult task since the pressure ripple levels 
generated in a circuit depend upon the characteristics of 
the circuit in addition to the pump characteristics (1-3). 
Pipe lengths have a particularly strong effect on the 
pressure ripple as resonances and anti-resonances can 
occur. Standing waves in pipes cause variations in pres­
sure ripple at different points in the circuit For these 
reasons, a direct measure of the pressure ripple at a 
single location in a circuit does not provide an adequate 
representation of the fluid-borne noise-generating 
potential of a pump; the same pump connected to two 
different circuits could generate widely different pressure 
ripple levels. The flow ripple of a pump, however, is 
generally recognized to be virtually independent of the 
characteristics of the connected circuit, and is thus suit­
able as a pump fluid-borne noise rating.
A large amount of work has been undertaken in the 
past (4-9) in order to devise a means for evaluating a 
pump pressure ripple rating which is a function of the 
pump alone, and not of the circuit in which the mea­
surements are made. The current British Standard 
method (8) takes as its fluid-borne noise rating the t o il s . 
pressure ripple that would be generated with the pump 
discharging into a load of infinite acoustic impedance, 
termed the ’blocked acoustic pressure’. However, the 
blocked acoustic pressure tends to be unrepresentative 
of the pressure ripple that would be generated in a real 
circuit, and is overly dominated by the impedance char­
acteristics of the pump. Furthermore, the blocked 
acoustic pressure does not fully describe the pump char­
acteristics, so that it is not possible, using the informa­
tion obtained from this method, to predict the pressure 
ripple levels in a practical circuit Finally, the current 
British Standard is unsuitable for testing very high 
impedance pumps.
2 ANALYSIS OF FLUID-BORNE NOISE IN  A PIPE
Using impedance notation (3), a harmonic of the pres­
sure ripple and flow ripple at a position x in a uniform, 
rigid pipe at a frequency <o can be described by the 
equations
Ps -  Fe_TZ +  GcJX (1)
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The Fc~7X term in these equations represents a wave 
travelling in the direction of increasing x along the pipe. 
Similarly, the Ge7M term represents a wave travelling in 
the opposite direction. The ‘characteristic impedance* of 
the pipe, Z 0, is the complex ratio of the pressure wave 
to the flow wave. It is defined by the equation
J ip B .„)
(3)
The wave propagation coefficient y is defined by
r - M / ( t r - V  H»
F  and G depend upon the boundary conditions, 7 rep­
resents the velocity and attenuation of the wave as it is 
propagated along the line and { is a complex coefficient 
that represents viscosity effects (10). For laminar flow, it 
can be defined by the equation
(5)
where K t and K 2 represent the variation of the effective 
density and effective viscosity of the fluid due to varia­
tion of the velocity profile of the wave with frequency 
(11). They are functions of the "wave shear number* JVS, 
where
" • - i M (6)
The theoretical equations defining K t and K 3 are rather 
complex and involve Bessel functions (11). However, in 
most hydraulic fluid-borne noise situations, the fre­
quency and viscosity are such that the wave shear 
number exceeds 10. In this region, K t and K2 can be 
defined with sufficient accuracy by the asymptotic 
approximations
K , ,+£
K 2 -  0.425 +  0.175NS
(7)
(8)
Although, strictly speaking, equations (5), (7) and (8) are 
only applicable to laminar flow, they also apply to turb­
ulent flow over a limited range of Reynolds number 
(12).
Consider the simple system shown in Fig. la, which 
consists of a pump (the source), a rigid pipe and a load 
valve (the termination). This can be represented using 
impedance notation as in Fig. lb. The pump acts as a 
source of fluid-borne noise and produces a source flow 
ripple, Qs. It is assumed that the flow ripple is gener­
ated at the exit of the pump (a more precise model is 
described in Section 3.9).
The boundary condition at the load (x — I) is defined 
by the impedance relationship
Z
Zt ~ q, (9)
The boundary condition at the source (x =  0) relates to 
the source flow ripple of the pump and the loading 
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(b) Representation using impedance notation
Fig. 1 Simple circuit and impedance representation 
Thus,
Co - G i - t *
*s
(10)
Applying these boundary conditions to equations (1) 
and (2) enables the F and G coefficients to be expressed 
by the equations
QgZyZp 1
Z ,  +  Z„ 1
e ,z ,z .
Zs +  Zo 1 — PsPr* 2yi
(ID
(12)
where ps and Pt are the ‘source reflection coefficient’ 
and ‘termination reflection coefficient* respectively and 
represent the complex ratio of the reflected pressure 
wave to the incident pressure wave. They are related to 
the ‘source impedance’ of the pump, Zs, and the ‘termi­
nation impedance’, ZT, by the equations
Ps
Pt
Z s - Z 0 
Zs +  Z 0
Z t - Z 0
Zt  +  Z 0
(13)
(14)
By substituting for F and G in equations (1) and (2), the 
following expressions can be derived to define the pres­
sure ripple Px and flow ripple Qx at any point x along 
the pipe:
,  Q , Z , Z a e - "  +  p7 c - ’,1— > 
Zs +  Z 0 1 ~  Ps P t e 2rl 
, feZ s  c - ’« - p r e - « 2,-*> 
Z s +  Z 0 1 — PsPtc 2ft
(15)
(16)
2.1 Evaluation of the standing wave characteristics in a 
P«P«
Because of the complex nature of the standing wave 
within a pipe, it is not sufficient simply to measure the 
pressure or flow ripple at one point More information 
is required in order to obtain a complete definition of 
the wave characteristics.
Part A: Journal of Power and Energy O  IMechE 1990
THE 'SECONDARY SOURCE* METHOD FOR THE MEASUREMENT OF RIFFLE CHARACTERISTICS: FART I 35
At any frequency, the pressure and flow ripple at any 
point along a pipe can be defined by equations (1) and 
(2). In order to define the standing wave characteristics 
in the pipe, it is necessary to know both of the complex 
coefficients F  and G, which represent the pressure waves 
travelling in either direction. These coefficients are not 
directly measurable; at any point in the pipe the mea­
sured pressure or flow ripple is the sum of the two pres­
sure or flow waves. The amplitudes and relative phases 
of the two waves can be inferred, however, provided 
that at least two separate pressure ripple harmonic mea­
surements, including phase information, have been 
taken at different points along the pipe.
Having measured the complex pressure ripple Pt and 
P2 at two points x t and x2, then F  and G can be found 




P ,e ™ - /» ,c ™
P te~™x — P2c~yat
g " H*l -Jtj) _  g»<.xi- x j )
Hence, from equations (11), (12), (17) and (18),
n  F  P,em - P t t m
Therefore it is possible to calculate the termination 
reflection coefficient, and hence the termination imped­
ance, by measuring pressure ripple at two points along 
a pipe. If  Ps and Zs were known, it would be possible to 
calculate the source flow ripple by manipulation of 
equation (12). However, Ps or Zs cannot be calculated 
by this method, no matter how many pressure trans­
ducers are used. The physical reason is that the effect of 
reflections at the source is to produce waves that travel 
in the same direction as the original wave from the 
source. These waves are indistinguishable from each 
other as they travel at the same velocity, so ps cannot 
be calculated, no matter how well the standing wave 
form is defined.
More information is necessary to measure the source 
impedance and reflection coefficient. The technique used 
in the 'hydraulic trombone’ and related methods (9) is 
to alter the circuit dimensions or configuration physi­
cally during the course of a test. In theory, by changing 
the entry impedance of the system, it is possible to cal­
culate pg and Z s. However, the calculation can be very 
prone to error in practice. This was countered in the 
hydraulic trombone technique by recording data for a 
large number of line lengths, which was tedious and 
could still be highly error-prone under certain condi­
tions.
In order to overcome the problems of methods such 
as the hydraulic trombone technique, an alternative 
method has been developed, termed the ’secondary 
source’ method (13,14).
3 THE ’SECONDARY SOURCE* METHOD
The basis of the technique is the use of a second source 
of fluid-borne noise, situated at the termination of the 
simple system in Fig. 1. Provided that the frequencies of 
the harmonic components of the pressure ripple from 
the two sources are different, the pressure ripple pro­
duced by either source can be examined in isolation. 
Considering the pressure wave from the secondary 
source, the termination becomes the source impedance 
of the pump under test The pressure ripple at any point 
due to the secondary source alone is given by the equa­
tion
QM Z TZ 0 e -« , -«> +  pse -« ,+»> 
Z t +  Z 0 l - P r P s e - 2W
(20)
where Qs2 is the flow ripple of the secondary source. By 
analysis of the standing wave characteristics of the pres­
sure ripple from the secondary source alone, it is pos­
sible to calculate the source reflection coefficient pg, and 
hence the source impedance Z ,. Using this information, 
it then becomes possible to evaluate the source flow 
ripple Qg by measurement of the pressure ripple from 
the test pump, using the equation
Q*
F ^  +  Z o X l - p , ^ - 2* )  
Z .Z 0 (21)
This forms the basis of the ’secondary source’ technique 
for the measurement of the fluid-borne noise character­
istics of positive displacement pumps. The technique 
can be split into two distinct sections:
(a) measurement of the source impedance;
(b) measurement of the source flow ripple.
3.1 Som e impedance measurement
In order to measure Zs and p*. it is necessary to 
examine the pressure ripple generated by the secondary 
source. It is essential that this can be isolated from any 
pressure ripple from the pump under test This condi­
tion can be achieved by ensuring that the harmonic fre­
quencies of the two sources are different The 
data-acquisition system must have sufficient frequency 
selectivity to be capable of rejecting the harmonic com­
ponents produced by the test pump.
The experimental values of Zs thus obtained will be 
at frequencies that do not correspond to the harmonic 
frequencies of the pump under test In order to evaluate 
the source flow ripple it is necessary to estimate the 
source impedance at those frequencies. This is achieved 
by application of a suitable mathematical model to the 
experimental results, minimizing the ’sum of squares* 
error between the results and the model The modelling 
procedure has the effect of reducing the effect of experi­
mental error on the source impedance measurements. It 
is important, however, that the form of the model pro­
vides an adequate representation of the source imped­
ance in order that good correlation between it and the 
experimental points may be obtained. The development 
of a suitable model is described in Section 3.8.
3u2 The secondary fhrid borer noise sonrec
The pressure ripple produced by this source must satisfy
the following criteria:
1. It must have stable harmonic frequencies to permit 
accurate measurement.
2. It must contain measurable harmonics over a broad 
frequency band covering the band of pressure ripple 
generated by the pump under test
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The following types of secondary sources have been 
considered.
32.1 Electromagnetic vibrator and piston mechanism
The benefit of this arrangement is the high degree of 
control over the input signal It is possible to apply a 
sinusoidal input which could be swept over a frequency 
band. Alternatively, a random or pseudo-random 
binary sequence may be applied. However, the neces­
sary hardware can be complex and expensive, and the 
frequency response of the system may be somewhat 
limited.
3 2 2  Positive displacement pump
A ‘noisy’ pump can be employed as a pressure ripple 
source. This has the advantage of simplicity. The pump 
must generate a broad harmonic spectrum; an axial 
piston unit is ideal in this respect
32 J  Pulse generator
A rotary valve can be constructed which provides a 
bleed-off from the high-pressure line during a small 
section of its revolution. When driven at a constant 
speed, this produces a flow ripple consisting of a train of 
negative pulses of very short duration. Provided the 
duration of the pulses is very short compared to the 
cyclic period, the spectrum of such a signal contains a 
very large number of significant harmonics. Although 
the flow ripple would not be particularly controllable, 
this is a simple and effective solution.
Tests have been performed successfully at Bath Uni­
versity Fluid Power Centre using both an axial piston 
pump and a rotary valve as the secondary source.
mally the case, resistive losses are negligible, it becomes 
impossible to identify the values of F  and C at that har­
monic This is because the relationship between the two 
measured pressure ripples can be satisfied by an infinite 
number of combinations of values of F and G. At this 
condition the pressure ripple at either transducer is 
equal in amplitude and in phase or anti-phase with that 
at the other transducer.
I I  however, the distance between the transducers is 
dose to, but not equal to, an integer multiple of half a 
wavelength, F  and G can be evaluated, but small errors 
in the measured pressures will be magnified to give 
large errors in F and G. This condition may be difficult 
or impossible to avoid when considering a range of test 
conditions over the broad frequency band involved. The 
problem may be solved by measuring pressure at more 
than two points, with different spacing between each 
pair of transducers. The use of more than two trans­
ducers has the added advantage of smoothing out the 
effect of random or calibration error in the experimental 
results. Hence improved accuracy should be obtainable 
with several transducers. The standing wave coefficients 
F  and G can be calculated so that the sum of squares 
error between the experimental data and the mathe­
matical model [equation (1)] is minimized. A suitable 
method for calculating F and G is derived in the Appen­
dix.
The use of three or more transducers has the added 
advantage that it enables the calculation of the speed of 
sound in the fluid directly from pressure ripple measure­
ments. This procedure is described by Johnston (13).
3^ 4 Description of hydraulic circuit
Figure 2 shows a schematic diagram of the hydraulic 
circuit employed for the ‘secondary source* method.
33  Optimization of pressure transducer positioning
The longitudinal positioning of the pressure transducers 
is critical to the analysis of the standing wave, and 
hence to the calculation of py, ps, Zs and Q$. In order 
to produce good results the configuration needs to be 
designed so that the prediction of the above four vari­
ables is as insensitive as possible to errors in pressure 
measurements. Under certain conditions, small experi­
mental errors can lead to large errors in the results, in 
which case the equations are said to be ill-conditioned. 
This situation needs to be avoided whenever possible.
If  the distance between the two pressure transducers 
corresponds exactly with an integer multiple of half the 
wavelength of a particular harmonic and i l  as is nor­
3.4.1 Measurement section
The pump under test feeds directly into a straight length 
of rigid pipe. Along the length of this pipe were 
mounted three pressure transducers, fitted so that their 
diaphragms were flush with the inside wall of the pipe. 
This length of pipe and its fitting with the pump under 
test formed the part of the system where the standing 
wave was analysed; it was therefore crucial that there 
were no flow obstructions, side branches or pockets that 
could affect the results, particularly at the pump-pipe 
union. Care was taken to prevent the formation of 
pockets of trapped air.
The loading circuit and the secondary source are 
mounted at the other end of the measurement section.
Test pump







Fig. 2 Hydraulic circuit for 'secondary source* technique
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Loading is effected using a simple restrictor valve. A 
relief valve is fitted for safety purposes with the cracking 
pressure set well above the normal operating pressure 
to prevent any stray mechanical oscillations or insta­
bility which could adversely affect the results. A pres­
sure gauge is also fitted via a ‘snubber’ valve to damp 
out any oscillations.
A toothed disc with the number of teeth equal to the 
number of pumping elements is fitted to the pump shaft 
and the secondary source shaft. In conjunction with 
magnetic proximity detectors, these provide a pulse 
signal at a reference frequency equal to the pumping 
frequency of the pump and the fundamental frequency 
of the secondary source.
33  Instrumentation
Harmonic analysis of the pressure ripple signals has 
been performed successfully using either a digital fre­
quency response analyser (FRA), a digital spectrum 
analyser (DSA) or a microcomputer with high-speed 
analog inputs and Fourier transform software. The 
FRA and the DSA were operated under remote control 
from a microcomputer.
The accuracy of the ‘secondary source* method is 
dependent on the amplitude and phase accuracy of the 
pressure ripple measurements. It has been found that 
the most reliable measurements can be obtained when 
the pressure ripples from all three transducers are 
sampled simultaneously. The sampling of the pressure 
ripple signals is triggered by the pulse signal obtained 
from the magnetic pick-offs on the pump shafts. This 
also provides a suitable reference for the phase measure­
ments.
3.6 Data acquisition for source impedance calculation
In order to determine the source impedance of the 
pump under test, pressure ripple from the secondary 
source must be considered.
The system is first run under the required operating 
conditions for at least half an hour, by which time the 
fluid temperature should have stabilized and any 
trapped air should have been flushed out. Harmonic 
measurements of the pressure ripple from the secondary 
source are then recorded for the required number of 
harmonics.
3.7 Data acquisition for flow ripple calculation
For flow ripple evaluation the secondary source is shut 
off and harmonic measurements of the pressure ripple 
from the test pump are recorded. Normally between 10 
to 16 harmonics are sufficient to characterize the wave­
form. Since only harmonics of the pumping frequency 
are considered in the analysis, any differences between 
the flow ripple characteristics of individual pumping ele­
ments are ignored and the measured flow ripple is the 
‘average’ over a complete pump revolution. Differences 
between the pumping elements manifest themselves as 
harmonics occurring at multiples of the shaft frequency. 
Although these harmonics are generally small they 
could be analysed in the same way. Thus it is possible 
to measure the differences in flow ripple between indi­
vidual pumping elements. In this way a faulty pumping 
element could be shown up.
3J  Modelling the source impedance characteristics of a 
positive displacement pomp or motor
For the purpose of fluid-borne noise analysis, a positive 
displacement pump or motor is normally modelled as a 
source flow ripple in parallel with a source impedance, 
this being the hydraulic equivalent of Norton’s model as 
used in electrical engineering to model current sources. 
Both the source flow ripple and the source impedance 
have a strong effect upon the pressure ripple generated 
in a system, with the pressure ripple at a particular har­
monic frequency being directly proportional to the 
source flow ripple.
The ‘secondary source’ test method requires that an 
accurate model for Z s should be developed in order that 
Qs can be determined precisely over a wide bandwidth. 
The source impedance may be dependent upon a 
number of factors, including:
(a) the geometry of the discharge passageway;
(b) the fluid properties (density, bulk modulus and 
viscosity);
(c) the pump leakage;
(d) the compliance of the pump casing;
(e) air release and/or cavitation effects in the fluid;
(f) frictional effects in the fluid.
It  was shown by Edge (15) and Davidson (16) that the 
main factor affecting the source impedance at the lower 
frequencies is the compressibility or the fluid contained 
within the pump. Thus, Zs may be considered as a 
capacitance, that is
Edge and Davidson both found that the effective con­
tained volume, inferred from the source impedance, 
tended to be significantly greater than the volume which 
could be physically measured by filling the pump dis­
charge port with oil and measuring its capacity. This 
may be due to pump casing compliance or the presence 
of air or vapour bubbles in the fluid, all of which would 
tend to reduce the effective bulk modulus of the oil. 
Such effects tend to be unpredictable, so any attempt to 
evaluate the source impedance theoretically by mea­
surement of the volume could be highly inaccurate.
This simple capacitive model may be sufficient for 
pumps with negligible high-frequency flow ripple com­
ponents, such as some gear pumps. At higher fre­
quencies, however, the inertance of the fluid in the 
discharge passageway becomes significant, and the 
lumped parameter approximation becomes no longer 
valid, so it is necessary to take distributed parameter 
effects into account (15). The inertial effect is strongly 
dependent upon the cross-sectional area of the passage­
way. In a real case, this cross-sectional area is not con­
stant but there may be several changes in section along 
the length. In order to obtain a viable model it is neces­
sary to simplify this, and it is proposed that the dis­
charge passageway should be considered as an 
equivalent length of uniform cross-section.
Since the discharge passageway of a pump is not a 
uniform pipe, but contains bends and changes in
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section, frictional losses are likely to be higher than 
those of an equivalent uniform pipe. Distributed viscous 
losses are thus taken into account.
The following assumptions were made in this model:
1. The viscous resistance is constant along the length of 
the passageway (that is uniformly distributed 
friction).
2. The viscous resistance is independent of frequency. 
In the case of laminar flow in a uniform rigid pipe, 
the resistance coefficient is in fact strongly dependent 
on frequency. However, in this case the passageway 
is not uniform and the relationship between fre­
quency and resistance is not known.
3. The speed of sound, c0, is independent of frequency.
4. Pump leakage effects are insignificant.













and /p, Ap and Zap are the effective length, cross- 
sectional area and characteristic impedance respectively 
of the pump discharge passageway; a represents viscous 
damping effects. Figure 3 shows a typical Bode plot of 











Fig. 3 Source impedance model
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effects in the model has the effect of providing ‘damping’ 
and rounding off the resonant and anti-resonant points. 
At low frequency, provided that a is small,






Hence, at low frequency the model tends towards a 
simple capacitance.
The values of l j c 0, alp and pcJA? may be evaluated 
using an iterative method in order to minimize the sum 
of squared errors between experimental source imped­
ance measurements and the modelled values (13).
3.9 Referral of the source flow ripple within the pump
It is generally assumed that the fluid-borne noise char­
acteristics of a positive displacement pump or motor 
can be modelled as a flow ripple in parallel with an 
impedance. Using this representation, the flow ripple is 
implicitly assumed to be generated at the outlet of the 
pump. This is not an accurate model of a real pump, in 
which the flow ripple-generating mechanism is situated 
some distance inside the pump discharge passageway. 
The exact position of the source will vary with the type 
of pump, and in practice the flow ripple may be produc­
ed over a finite region rather than a single point For 
example, in a gear pump the flow ripple is produced 
mainly in the tooth meshing region, which is a line 
extending across the width of the gears. Similarly, for an 
axial piston pump, the principal component of the flow 
ripple is generated at one end of the discharge port of 
the port-plate, but components are also generated 
within the cylinders. If, however, the region of flow 
ripple generation is small then Qs can be considered to 
emanate from a single point. In most cases it is suffi­
ciently accurate to assume that the flow ripple is gener­
ated at the inner end of the discharge passageway.
Consider, then, the two pump models shown in Fig.
4. Figure 4a is the standard representation, while Fig. 









(b) Flow npple referred within the pump
Fig. 4 Referral of source flow ripple inside pump
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ripple, Q*, occurs at the inner end of the discharge pas­
sageway. It is assumed that the discharge passageway is 
represented as in the source impedance model, that is as 
a uniform pipe with friction, with leakage effects 
ignored.






be predicted, provided that the circuit impedance char­
acteristics are known. Furthermore, because the source 
flow ripple is the true forcing function* of the system, it 
is more suitable as a fluid-borne noise rating than the 
blocked acoustic pressure. Finally, the method does not 
impose constraints on the range of source impedance 
that can be measured. Because of these superior fea­
tures, the secondary source method has been proposed 
as part of a new British Standard method for the rating 




and ZE is the entry impedance of the circuit For the 
modified model, it can be shown (13) that
Gs » sinh y/p +  Q0 cosh ylp (29)
®p
Since Pq ** Z^Qo*
Qs -  Go c^osh y/p + ^  sinh yl^ j
Substituting (27) and (28) into (30),
Qs *  Qs cosh y/p (31)
Thus there is a direct relationship between the flow 
ripple modelled at the pump exit and that at the end of 
the discharge passageway. The factor cosh ylp is depen­
dent on the ‘equivalent length’ of the passageway, and 
this can be determined directly from the distributed 
parameter mathematical model of the source imped­
ance. Therefore it is possible to refer the flow ripple 
within the pump without any knowledge of its internal 
dimensions, provided that a distributed parameter 
model can be applied to Zs. The source impedance is 
the same for both flow ripple representations.
It must be concluded that a more realistic representa­
tion of the flow ripple can be achieved if it is referred 
inside the pump in the above manner. If, however, the 
pump does not generate significant high-frequency flow 
ripple harmonics, as for example in the case of a gear 
pump, then the referral will have little effect on the flow 
ripple.
4 CONCLUSIONS
The ‘secondary source* method has been developed for 
the evaluation of the pressure ripple characteristics of 
hydraulic pumps. This is based on the analysis of the 
wave propagation characteristics of pressure ripple in a 
pipe in order to calculate the source flow ripple and 
source impedance of the pump. The method involves 
mathematical modelling of the source impedance char­
acteristics of the pump, and a simple distributed param­
eter model is described.
Some measurements obtained using the ‘secondary 
source’ method are presented in Part 2 of this paper.
The ‘secondary source’ method evaluates the source 
impedance and source flow ripple of the pump. It thus 
has an advantage over the current British Standard test 
method in that the pump fluid-borne noise character­
istics are described completely. As a consequence, the 
pressure ripple generated by the pump in a circuit can
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APPENDIX
Algorithm used for the analysis of the pressure standing 
wave
As described in Section 3.3, it is necessary to fit a math­
ematical function to experimental pressure ripple data 
in order to estimate the form of the pressure standing
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wave, for any particular harmonic frequency. It  is 
known (Section 12) that the standing wave can be 
described by the general equation
PJix)-  F t~ yx +  G tyx (32)
The complex variables F  and G need to be determined 
such that the sum of the squares of the absolute error 
between the experimental values PJ[x) and the modelled 
values PJix) for all the data points is at a minimum; that 
is for pressure ripple measured at three transducers, it is 
required to minimise £ , where
E -  f u - W - A W I *
-  i  {p m  -  (33)
ft-1
where P, and P, denote the complex conjugates of P% 
and P, respectively.
It  is necessary to find the values of F  and G at which 
£  is at a minimum. At this point the derivatives of £  
with respect to the real and imaginary parts of F  and G 
will be zero. Putting
F - C j + j c j  (34)
G - c ,+ jc 4 (35)
then
PJix)— CiC-7* + jc 2c~yx +  c3eyx +  jc4 t yx (36)
and
dE
























The above equation can be expressed in matrix form as
(46)
5i.a 5l.S *1.4^ h \ AAh.2 52.3 52.4 h
si.i S3.3 *3.4 cW h
*4. 2 *4.3 *4.4/VJ \ul
where
or




This matrix equation can be solved in order to evaluate 
C using a standard Gaussian elimination routine. F  and 
G can then be found using equations (34) and (35).
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The ‘secondary source’ method for the measurement 
of pump pressure ripple characteristics 
Part 2: experimental results
K A Edge, BSc, PhD, CEng, MIMechE and D  N  Johnston, BSc, PhD 
Fluid Power Centre, Department of Mechanical Engineering. University of Bath
Tests, using the ‘secondary source' method, have been performed to measure the fluid-borne noise characteristics of several hydraulic 
pumps. This method has proved to give very repeatable measurements of source flow ripple and soiree impedance, and the results show 
good qualitative agreement with theoretical models. Results are verified by using them to predict the pressure ripple in a typical 




q„Mx maximum instantaneous flowrate
r gear pitch circle radius
z number of teeth per gear
6p pressure angle of gear
rotation of gears 
Q angular velocity of gears
1 INTRODUCTION
The ‘secondary source’ method, as described in Part 1 
of this paper, has been applied to the experimental 
testing of the fluid-borne noise characteristics of a 
number of different positive displacement pumps. A 
wide range of pump types has been tested in order to 
assess the performance of the test technique over a 
range of conditions. These included axial piston pumps, 
external gear pumps and a vane pump. In all cases the 
source flow ripple is referred inside the pump, as 
described in Section 3.9 of Part 1 of this paper. A much 
larger number of tests on various pumps has been per­
formed than it is possible to present in this paper (1), so 
only representative results are included. The details of 
these pumps are listed in Table 1.
2 EXPERIMENTAL SOURCE IMPEDANCE 
RESULTS
2.1 Pump ‘B’— fixed capacity axial piston pomp
Tests were performed on this pump with a wide range 
of shaft speeds and mean pressures. The pump was fed 
from a boosted supply, with an inlet pressure of approx-




A Axial piston, variable swash 0-32.8
B Axial piston, fixed capacity 68
C External gear pumps 14.8
D External gear pumps 82
E Balanced vane pump 81
The M S was received on 31 July 1989 and was accepted fa r publication on 
21 November 1989.
imately 10 bar. Axial piston pump ‘A’ was used as the 
secondary source.
A representative source impedance result at a mean 
pressure of 100 bar and a pump speed of 1900 r/min is 
presented in Fig. 1. A least-squares curve fit, based on a 
distributed parameter model with friction as defined by 
equation (23), Section 3.8 of Part 1, is superimposed 
upon the results.
As can be seen, the experimental results show reason­
ably good correlation with the model, particularly at 
low frequencies. Below about 1 kHz the impedance is of 
a capacitive nature, and there is little deviation from the 
model. An anti-resonance, at which the amplitude of the 
impedance reaches a minimum and the phase switches 
from —90° to +90°, is apparent It was found that the 
frequency of this anti-resonance shows some variation 
between the individual test conditions, varying horn
too















Fig. 1 Measured source impedance, pump ‘B’
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(b) Pump A' as secondary source
Fig. 2 Measured source impedance, pump ‘D’
approximately 1.4 kHz with the pump running at 1900 
r/min to 2.1 kHz with the pump stationary. The reason 
for this variation is not known, but it is believed that at 
the higher pump speeds cavitation occurs at some point 
during the pumping cycle, and as a result bubbles of air 
or vapour are present in the oil in the discharge pass­
ageway. These bubbles reduce the effective bulk 
modulus locally and increase the effective length of the 
discharge passageway.
Correlation between the experimental points and the
Pmrt A: Journal of Power and Energy
model is less good at high frequencies than at low fre­
quencies. This may be due to experimental error, which 
is expected to be more pronounced at high frequencies. 
However, it may also be due to the assumptions made 
in the model, in that the complex geometry of the dis­
charge passageway of the pump, while not being signifi­
cant at low frequency, will have an effect on the 
measured impedance at high frequency.
12 Pnmps ‘D ’— external gear pomps
Impedance tests were performed on two gear pumps, 
which differed only in the geometry of the relief grooves 
on the thrust plates. A representative source impedance 
plot, using a rotary valve as the secondary source, is 
shown in Fig. 2a. It can be seen that the data points 
show very little scatter. A corresponding source imped­
ance plot, for which axial piston pump ‘A’ was used as 
the secondary source, is shown in Fig 2b. The overall 
correlation between the results obtained using the two 
different sources is very good. A marked peak in the 
phase response, with a corresponding trough and peak 
in the amplitude response, is apparent in Fig 2a 
between 1 and 1.5 kHz. This effect can also be seen on 
the results obtained using pump ‘A’ as the secondary 
source (F ig  2b), although it is less clear because of the 
wider spacing between the data points. This effect 
cannot be taken into account by the simple distributed 
parameter model, and may be caused by complexity of 
the geometry of the discharge passageway or possibly 
by mechanical vibration of the internal parts, such as 
the gears or the thrust plates.
No significant differences were observed between the 
source impedance results for the two pumps. This is as 
expected since the different relief groove geometry is 
unlikely to affect the source impedance.
3 SOURCE FLOW RIPPLE RESULTS
3.1 Theoretical source flow ripple from an axial piston 
pump
Axial piston pumps tend to produce a flow ripple 
similar to that shown in Fig 3. The predominant
o
Time
Fig 3 Typical axial piston pump source flow ripple
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feature of the flow ripple is the sharp reverse flow which 
occurs each time a cylinder is exposed to the high- 
pressure port (2, 3). This reverse flow is caused by the 
compressibility of the fluid. When the piston is on the 
suction stroke, the oil in the cylinder will be approx­
imately at the inlet line pressure, which for an 
unboosted pump will be close to atmospheric pressure. 
As the cylinder rotates past bottom dead centre, the 
suction port closes and the discharge port opens. The 
resultant pressure imbalance causes a reverse flow into 
the cylinder of short duration but sufficient to compress 
the fluid and equalize the pressures. The inertia of the 
fluid in the vicinity of the port-plate and the compress­
ibility of the fluid in the cylinder may cause a mass- 
spring-damper effect and oscillations in the flow ripple 
waveform. The magnitude of the backflow is strongly 
dependent upon the working pressure; the degree of 
compression is proportional to the mean pressure differ­
ence between the outlet and inlet. A similar effect will 
occur in reverse as the cylinder passes top dead centre 
and opens to the inlet port, causing fluid-borne noise in 
the inlet line.
The backflow produced by some axial piston pumps 
can be quite large and can lead to severe system noise. 
Furthermore, such a flow ripple will have a broad har­
monic spectrum with perhaps between 10 and IS signifi­
cant harmonics.
A secondary effect on the source flow ripple is caused 
by the sinusoidal motion of the pistons. For a pump 
with an odd number of cylinders this will appear as the 
small amplitude flow ripple, occurring twice per 
pumping cycle, as shown in Fig. 3. This effect is inde­
pendent of pressure.
3J2 Pump ‘A’— axial piston pump
Experimental tests were performed on this pump with a 
wide range of load pressures and swash settings. Some 
typical source flow ripple waveforms, at full swash with 
load pressures between 30 and 200 bar, are presented in 
Fig. 4. These results conform well to the form that 
would be expected from an axial piston pump as 
described in Section 3.1, the predominant feature being 
the sharp backflow which occurs once per pumping 
cycle. The amplitude of this backflow increases with the 
load pressure. This is to be expected, as the volume of 
additional fluid necessary to compress the fluid within 
the cylinder is proportional to the pressure difference 
across the pump.
An oscillation is apparent in the flow ripple after the 
backflow spike, which is due to fluid inertia effects. It is 
possible to discern the ripple due to the piston motion 
which is periodic at twice the pumping frequency, as 
described in Section 3.1. It is apparent that this is a 
small effect and can only be seen clearly at low load 
pressures, as it is masked by the effect of the backflow at 
higher pressures.
A typical harmonic spectrum is shown in Fig. 5a. It 
can be seen that the source flow ripple of this pump 
consists of a large number of significant harmonics. The 
corresponding phase spectrum relative to the reference 
on the pump shaft is shown in Fig. 5b. The phase spec­
trum here appears to be rather complex. However, it 
should be realized that the phase of each harmonic is 












Fig. 4 Measured source flow ripple, pump ‘A’
ence. By judicious selection of the reference point, the 
phase can be transformed to that shown in Fig. 5c. It 
can be seen that the phase lies close to 180° for all but 
the highest harmonics. This was apparent with other 
test conditions and with a different axial piston pump 
(pump ‘B’).
3.3 Pump ‘B’— axial piston pump
Tests were performed on this pump over a range of 
mean load pressures and shaft speeds. Flow ripple 
waveforms are shown in Fig. 6 for a range of load pres­
sures at a speed of 1500 r/min. It can be seen that the 
source flow ripple of this pump is fundamentally similar 
to that of pump ‘A’ and shows all the characteristic fea­
tures of axial piston pumps, these being a small ampli­
tude ripple due to the piston motion (apparent at low 
mean pressures), a sharp backflow and an oscillation 
after the backflow. The oscillation is rather more severe 
for this pump than for pump ‘A’.
3.4 Theoretical source flow ripple from external gear 
pumps
The idealized form of the source flow ripple from an 
external gear pump is well known (4-8). It is generally 
assumed to be independent of pressure and to be purely 
a function of kinematic effects due to the changing 
geometry of the meshing of the gears as they rotate. 
Fluid compression, although it does take place between 
the inlet and outlet ports, normally tends to be less 
sudden as it is spread over a large angle of gear rotation 
and is therefore not as significant as for axial piston 
pumps.
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Harmonic







(c) Phase spectrum with adjusted reference
Fig. 5 Measured source flow ripple spectrum, pump ‘A’
The idealized source flow ripple of an external gear 
pump takes the form of a train of inverted parabolic 
waves, and can be described by the equation
flWO -  <?««, ~  W 2 for - n /z  <  \l> <  n/z
where, for involute gear teeth,
K  =  M ir2 cos2 6p
and, for cycloidal gear teeth,




The spectrum of this flow ripple consists of a very 
strong fundamental at the pumping frequency, and few 
significant higher harmonics. In practice, the flow ripple 
may be significantly worse due to poor design, and may 
be pressure dependent.
3.5 Pumps ‘C —external gear pumps
Using the ‘secondary source' method, several pumps 
with minor differences in design were tested as part of a




















Fig. 6 Measured source flow ripple, pump ‘B’
project to assess the effect of a number of modifications 
on the source flow ripple, in order to develop a low- 
noise pump. Findings from this project were described 
in detail by Molton (8).
A representative measured flow ripple waveform and 
amplitude spectrum at 1500 r/min and 90 bar is shown 
in Fig. 7. The theoretical waveform, predicted using
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(b) Amplitude spectrum
Fig. 7 Measured source flow ripple, pump ‘C
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Fig. 8 Measured source flow ripple, pump ‘E’
equations (1) and (2), is also shown. It can be seen that 
there is reasonable correlation between the experimen­
tal result and the theoretical model, particularly in 
terms of the peak-to-peak values, although there is 
some distortion of the experimental waveform. The 
experimental harmonic amplitude spectrum exhibits a 
dominant fundamental component with higher harmo­
nics decaying rapidly and smoothly with frequency.
1 6  Pump ‘E’— balanced vane pump
Measured source flow ripple waveforms are presented 
in Fig. 8 for this pump when running at a speed of 1500 
r/min, for a range of load pressures.
The waveforms show a number of features, the most 
striking being the narrow negative pulse, the amplitude 
of which increases with the load pressure. This pulse is 
caused by the sudden compression of the fluid being 
pumped as it comes into contact with the high-pressure
Time
I0 " 3 s
Fig. 16 Experimental and simulated pressure ripple
port This effect is very similar to that which occurs in 
axial piston pumps due to compression of the fluid in 
the cylinders.
4 VERIFICATION OF RESULTS AND  
LIM ITATIO NS OF TECHNIQUE
In order to assess the validity of source flow ripple and 
source impedance measurements, they were used to 
predict the pressure ripple in a number of different 
hydraulic circuits. These predictions were compared 
with experimental measurements for the same circuits. 
The pressure ripple simulations were performed using a 
computer package that was developed at Bath Uni­
versity Fluid Power Centre for the simulation of the 
fluid-borne noise characteristics of hydraulic circuits (9).
One such circuit is shown in Fig. 9. The measured 
and simulated pressure ripple waveforms at one loca­
tion are shown in Fig. 10. There is very good agreement 
between the experimental and simulated waveforms. 
Similar agreement was observed at other locations and 
operating conditions and for different circuits.
Further confidence in the results may be obtained 
from the fact that successive ‘secondary source’ tests on 
the same pump under the same operating conditions 
generally yield very similar results. Results, in particular 
for axial piston pumps, are qualitatively very similar to 
what would be expected from theory. The secondary 
source technique has been applied successfully to 
several types of positive displacement pump. It should 





Fig. 9 Circuit for verification of results
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any type of positive displacement pump, with the fol­
lowing provisos:
1. The pump should generate a regular pressure ripple 
waveform and the pump speed should not fluctuate 
significantly.
2. The source impedance should be of a form that cor­
responds reasonably closely to either of the two 
source impedance models over the frequency range 
of interest This may not be the case if the pump con­
tains inbuilt pressure compensation or a flow or 
pressure control valve, although it may be possible 
to disable these for the purpose of the test
The technique is unsuited to the testing of rotodynamic 
pumps or other pumps with direct fluid communication 
between the suction and discharge ports.
5 CONCLUSIONS
A wide range of tests were performed on several differ­
ent pumps, and the test technique was found to be suc­
cessful Tests could be performed quickly; a typical 
experimental test took between 5 and 15 minutes, 
excluding time taken in setting up and ‘warming up* the 
apparatus, and the computer-based data reduction took 
5 minutes or less. Accurate and repeatable results were 
obtained, and the test was versatile and successful under 
most conditions. Two different types of secondary 
source were employed, these being an axial piston pump 
and a simple rotary valve arranged to provide an inter­
mittent bleed flow. The axial piston pump was found to 
be successful as it produced a broad band of stable pres­
sure ripple. The rotary valve was also effective, but the 
frequency range of the pressure ripple produced by it 
was limited to below 1-1J  kHz, with accurate measure­
ment being very difficult above this frequency.
Source flow ripple results for axial piston pumps, 
obtained using the secondary source technique, conform 
well to the form expected from such pumps, displaying 
the characteristic reverse flow spike followed by a
damped oscillation. From tests on external gear pumps, 
the source flow ripple is shown to be strongly depen­
dent upon the geometry of the relief grooves.
Validation tests have shown tbit the ‘secondary 
source’ method can produce results to which a high 
degree of confidence can be attributed. Furthermore, 
the ‘secondary source* test method is not limited to the 
measurement of pump characteristics. It could also be 
used for the measurement of the characteristics of posi­
tive displacement hydraulic motors, and has been 
adapted for the measurement of the impedance charac­
teristics of components such as valves and accumulators
OX
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3The impedance characteristics of fluid power 
components: restrictor and flow control valves
D  N  Johnston, BSc, PhD and K A Edge, BSc, PhD, CEng, FIMechE 
Fluid Power Centre, University of Bath
Impedance characteristics of hydraulic components have a significant effect on pressure ripple levels in hydraulic circuits. These 
pressure ripples lead to vibration of pipework and associated fittings and are a source of unreliability and noise. This paper describes an 
experimental investigation of restrictor and flow control waves using a specially designed circuit. For a restrictor valve, if was found 
that the impedance characteristics were influenced by fluid compressibility, fluid inertia, vahe vibration and downstream impedance 
effects. When these effects were taken into account, the valve could be modelled as a simple orifice.
The impedance characteristics of a flow control valve were found to be more complex and wave propagation within the vahe fluid 
passageway had a dominant effect on behaviour.
NOTATION
A internal cross-sectional area of pipe
A t, A 2 internal cross-sectional areas of flow control
valve passageways 
A, area of orifice
B bulk modulus
CQ flow coefficient
F forward travelling pressure wave
G reverse travelling pressure wave
J \ /~ l
k pressure-flow coefficient for valve
/ pipe length
lp . length of flow control valve passageway
L , inductance
n exponent
N r Reynolds number
P  pressure ripple
P i pressure ripple at transducer location 1
P 2 pressure ripple at transducer location 2
Pi pressure ripple at valve inlet
Pe pressure ripple at valve outlet
Q flow ripple
Q mean flowrate
Q-, flow ripple at valve inlet
Q, flow ripple at valve inlet due to pressure
ripple
R, valve resistance coefficient
U velocity
V volume of fluid in valve passageway
x distance from source
x, distance from source to transducer location
1
x2 distance from source to transducer location
2
Z c impedance of closed valve
Z m mechanical impedance
Z v valve impedance
Z 0 pipe characteristic impedance
Z 01, Z 02 characteristic impedances for flow control 
valve passageways
The MS was received on 29 March 1990 and was accepted fo r publication an 2 
November 1990.
y wave propagation coefficient
AP mean pressure differential across valve
P density of fluid
Pt termination reflection coefficient
QJ angular frequency
1 INTRODUCTION
In recent years there has been a growing awareness of 
the hazards of industrial noise. Prolonged exposure to 
excessive noise levels can lead to premature deafness, 
and the associated structural vibration can be a cause of 
machine failure due to fatigue or components being 
shaken loose.
Hydraulic circuits often tend to produce severe noise. 
Broadly speaking, in the study of hydraulic system 
noise, three distinct areas can be defined, commonly 
known as ‘airborne noise’ (ABN), ‘structure-borne noise’ 
(SBNty and ‘fluid-borne noise’ (FUN). As its name 
implies, ABN is that noise which is propagated through 
the air and detected by the ear. SBN takes the form of 
mechanical vibration of the circuit components, such as 
pipes, and also of associated components such as panels 
to which the vibrations can be transmitted. SBN tends 
to be the direct cause of ABN. FBN is perhaps the least 
tangible and takes the form of pressure fluctuations or 
*pressure ripple’ in the fluid. Although it is not directly 
damaging, it is a major cause of SBN, and hence ABN. 
Furthermore, FBN can be propagated great distances 
along hydraulic pipes. Thus, in a typical factory ring 
main system, noise from the pump can be transmitted 
via FBN to remote parts of the factory. Hydraulic 
system noise can also be important in a number of 
other areas, notably in transport and mobile machinery.
The relationships between FBN, SBN and ABN are 
extremely complex. Transmission from fluid-borne to 
structure-borne noise is dependent upon a large number 
of factors, including the type and spacing of pipe 
mounts, the number of bends and the lengths of pipe 
and flexible hose. Similarly, the transmission from SBN 
to ABN depends on a number of factors, including the 
overall acoustic characteristics of the environment in 
which the system is situated. However, any steps which
100290 O  IMechE 1991 0939-631S/9I S2.00-f.03 Proc lnsfB Mech Eagre Vol 203
4 D  N JOHNSTON A N D  K A EDGE
can be made to reduce the FBN levels in a system 
should produce a consequent improvement in the SBN 
and ABN.
The main sources of FBN in a hydraulic system tend 
to be pumps and motors. The flow ripple generated by 
positive displacement machines tends to have a periodic 
waveform due to the cyclic nature of their operation; 
different classes of machine have different characteristic 
flow ripple waveforms (1-4). This flow ripple interacts 
with the characteristics of the connected hydraulic 
system to produce complex standing waves. The pres­
sure ripple waveforms can vary significantly from one 
location in the pipeline to another and are not only 
dependent on the characteristics of the pump or motor 
but are significantly affected by the reflection character­
istics of valves and other components. The mathemati­
cal analysis of this behaviour is now well understood (5) 
and, provided the FBN characteristics of components 
are available, it is possible to predict hydraulic circuit 
pressure ripples at the design stage (6). Methods for 
measuring the characteristics of pumps have been devel­
oped (7, 8) which has resulted in a British Standard test 
procedure (9). However, little work appears to have 
been published on the impedance characteristics of 
valves. In this paper, and in a companion paper (10), 
some recent theoretical and experimental investigations 
of restrictors, flow control valves and relief valves are 
described.
2 MATHEMATICAL BACKGROUND
The generation and transmission of pressure ripples in 
hydraulic circuits can be conveniently modelled in the 
frequency domain using equations obtained from a sol­
ution of the wave equations (5). With such an approach, 
valves are assumed to be purely passive devices, charac­
terized by an impedance Z ,. This impedance is the ratio 
of the fluctuating component of pressure to the fluctuat­
ing component of flowrate and is analogous to electri­
cal impedance in a.c. electrical circuits.
In reference (5) it is shown that any harmonic com­
ponent of the pressure ripple at a distance x along a
hydraulic line can be described by the equation
P, -  F  exp(-yx) +  G exp(yx) (1)
where F  exp(-yx) represents the wave travelling in the 
positive direction of x and G exp(yx) represents the 
wave travelling in the negative direction.
When an hydraulic valve is subjected to a pressure 
wave, part of the incident energy is reflected back to the 
source of the wave (usually the pump) and the remain­
der is transmitted through the valve. The complex ratio 
of the incident pressure wave to the reflected pressure 
wave is often termed the termination reflection coeffi­
cient, pT, given by
P i *  J  exp(2y/) (2)
When the valve terminates a pipeline of characteristic 
impedance Z 0, the reflection coefficient is
P T
Z T- Z C
(3)z, + z0
where both Z„ and Z 0 are complex and, in general, fre­
quency dependent.
An illustration of how the reflection coefficient can 
affect the pressure ripple levels in a pipeline is given in 
Fig. 1. This shows the variation of pressure ripple levels 
at different points in a simple pump-pipe-valve system 
when excited by a single harmonic component of arbi­
trary amplitude. When pT *  0 there is no reflected wave 
(there is a pure travelling wave in the circuit) and the 
pressure amplitude is constant along the line. At the 
other extreme, with pT *  1. a Purc standing wave is 
formed with large pressure ripple amplitudes at the 
'anti-nodes' and zero pressure ripple amplitude at the 
‘nodes’. With intermediate values of pT, for example 
with pT = 0.5, a partial standing wave is formed.
3 EXPERIMENTAL TECHNIQUES
One possible approach to the experimental determi­
nation of the reflection coefficient of valves and other 
fluid power components involves the measurement of 
the harmonic components of pressure ripples at two
cT -  l + JO
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locations in a simple pump-pipe-valve circuit By 
taking the ratio of a pressure ripple harmonic from the 
two locations and manipulating equations (1) and (2), 
the reflection coefficient is obtained from:
Pr
fcxp [-r(*2  ~  x,)] -  P2/P t) 
I  exp[y(x2 -  x,)] -  P2/P l J
exp[2y(/-x)] (4)
and hence the valve impedance from equation (3),
(5)
However, with this technique care must be exercised 
in selecting pressure transducer spacing. For example, if 
the spacing between the transducers is approximately 
equal to an integer multiple of a half wavelength, large 
errors will be incurred in the calculation of pT.
The alternative approach, which is used here, involves 
the measurement at more than two points with different 
spacing between each pair of transducers. A least- 
squares curve fit of equation (1) can be applied to the 
experimental data in order to calculate F and G, and 
hence pT. This has the added advantage of smoothing 
out the effect of small random errors in the data. This is 
identical to the approach used by the present authors 
for the calculation of pump impedance, and the curve 
fitting technique is described in detail in (7).
4 RESTRICTOR VALVES
The restrictor (or needle) valve is most commonly used 
in fluid power systems as a means of flow control For 
example, speed control of cylinders and motors is often 
accomplished by means of flow control using a meter-in 
or meter-out arrangement
In previous work on the fluid-borne noise character­
istics of restrictor valves (11), it has been assumed that 
the impedance can be modelled as a simple resistance, 
derived from the steady state characteristics.
The general pressure-flow characteristic for a 
restrictor can be given by the equation
A P ~ k f r  (6)
where AP is the steady state pressure drop across the 
valve, and Q is the mean flowrate.
For small perturbations about the mean condition 
the resistance is given by the equation
* A f) n A P
Q
(7)
For laminar flow and low Reynolds number the 
restrictor would have a linear pressure-flow character­
istic, in which case the exponent n « 1.0. For fully 
developed turbulent flow and high Reynolds number 
the restrictor would have a parabolic pressure-flow 
characteristic, with an exponent n ■= 2.0. In general the 
characteristic of a restrictor valve will have an exponent 
between 1.0 and 2.0.
Some experimental impedance measurements were 
performed on a restrictor valve by Wing (12). It was 
found that the correlation between the experimental 
results and the simple model above was poor; the 
results exhibited significant variation of the amplitude 
and phase of the impedance with frequency.
In order to identify the reasons for the deviations 
from the model and to develop a more comprehensive 
model for such a valve, an extensive test programme has 
been undertaken.
4.1 Experimental trHwiqar
A circuit diagram for the test system is shown in Fig. 2. 
The valve under test was a needle valve which was 
mounted at the end of a rigid pipe 22 m long. The fluid- 
borne noise was generated by a variable capacity axial 
piston pump that was known to produce a broad har­
monic frequency spectrum extending to 3 kHz. Pressure 
ripple was measured at three locations in the line, as 
shown. The pressure transducers were spaced unequally, 
typically 0.7 and 1.0 m apart, though different spacings 
were also tried without significant effect on the results. 
The principal requirement is that the ratio between the 
spacings should not be described by small integers (for 
example 1:2 or 3:4). A length of flexible hose was situ­
ated downstream of the valve, followed by a loading 
valve and a positive displacement flowmeter.
Fourier analysis was performed on the pressure ripple 
measurements to determine the harmonic amplitudes 
and phases. The subsequent analysis was then per­
formed on each harmonic individually, resulting in a 
frequency spectrum of the amplitude and phase of valve 
impedance.
42 Experimental results
The first set of tests were conducted with the loading 
valve removed from the circuiL The mean operating 
pressure was determined by the test valve opening and 
the pump flowrate. For most tests the relief valve 
cracking pressure was set well above the operating pres­
sure. However, for investigations with the test valve 
closed, the relief valve was used to set the test pressure.
The impedance at the valve connecting port was 






Fig. 2 Schematic diagram of test circuit
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typical results are presented in Fig. 3. There are signifi­
cant deviations from the idealized resistance model 
described above in terms of both amplitude and phase. 
For the case of zero mean flow (closed valve, Fig. 3a) 
the impedance seems to be close to that of a pure capac­
itance, with the amplitude reducing at a rate of 20 dB/ 
decade and the phase about —90°. With flow through 
the valve, as in Fig. 3b, the impedance characteristics 
tend towards a constant amplitude and zero phase at 
low frequency with a capacitive effect predominant at 
higher frequency. The capacitive effect can be explained 
by the volume of fluid contained in the upstream 
chamber of the valve; there was a significant volume of 
fluid between the connecting port and the restrictor 
itself. This would tend to act in parallel with the valve 
resistance, giving an impedance characterized by a first- 
order transfer function.
Substituting equation (9) into (10),
Z , Rr1 )<o (8)
It  is possible to remove the effects of the capacitive 
component of the valve impedance by shifting the point 
at which the impedance is measured inside the valve, 
such that the effective volume is zero. Impedance results 
measured at this point have been found to be closer to 
the simple resistance model, but there are still discrep­
ancies. These may be attributed to a number of possible 
factors, other than experimental error, as follows:
1. Longitudinal mechanical vibration of the valve and 
pipe. This may cause a ‘piston' action on the fluid. 
This w ill act in parallel with the valve impedance and 
have most effect if the valve resistance is high.
2. The entry impedance of the system downstream of 
the valve. This will tend to act in series with the valve 
impedance and be most significant when the valve 
resistance is low.
3. The orifice itself may not act as a pure resistance but 
may also exhibit an inductive effect due to the high 
fluid velocity at that point
Factors 1 and 2 are not properties of the valve, but are 
dependent upon the connected system. In order to 
isolate the impedance of the valve alone these effects 
need to be removed.
A more comprehensive valve impedance model was 
developed to take the above effects into account. The 
following assumptions were made.
1. Dimensions are small so that wave propagation 
effects within the valve passageways can be ignored.
2. The body of the valve vibrates as a rigid unit.
3. The orifice area is insignificant compared with the 
pipe cross-sectional area.
Considering continuity upstream of the orifice, 
Q ,= ) ^ j - p , +  Q, +  a v  (9)
The impedance of the valve, Z v, is given by 
P — P
Z v =  - L7r—2 (10)
Z . 1 - P J P i
Qi/Pi -  ja iV /B  -  AU/P, (11)
Thus the effect of the entry impedance downstream of 
the valve can be taken into account by measuring the 
pressure ripple at the valve outlet.
A number of ways are possible for isolating the effect 
of vibration:
1. By mounting the valve rigidly on a large mass. This 
should have the effect of making any vibration insig­
nificant
2. By measuring the vibration of the valve using an 
accelerometer. It is then a simple matter to integrate 
the acceleration signal to obtain the velocity U  in 
equation (11).
3. By measuring the impedance of the valve when it is 
shut, Z e. If  it is assumed that the vibration is a func­
tion of the upstream pressure F, alone (this is not 
strictly true; it may also be dependent on the down­
stream pressure. P ., as well as any other vibration 
elsewhere in the system), we can then define a 
‘mechanical impedance’ Z m where
A
AU (12)
If  the valve is shut, then Z y *  oo. Hence, from equa­
tion (11)
1 j  o jV  1
z r ~ B + z .
(13)
The value of Z e can then be substituted into equa­
tion (11) in order to find the valve impedance at any 
other condition
Z . 1 -  PJPt
Q J P i+ V Z '
(14)
Method (3) was found to work well in practice. There 
was a significant improvement in the uniformity of the 
results and the resistance value predicted by the turbu­
lent flow model Ry *= 2AP/Q was quite close to the 
experimental results, except at the higher frequencies 
where some phase advance was apparent. This is due to 
the inertia of the fluid in the restrictor.
42.1 Variation o f resistance with mean pressure drop 
and flowrate
Further tests were carried out in order to investigate the 
behaviour of the restrictor valve impedance in detail 
over a wide range of conditions. In particular, the 
behaviour of the impedance at very low mean flowrates 
and pressure drops was studied; under these conditions 
the magnitude of the pressure ripple and flow ripple 
could become significant compared with the mean pres­
sure drop and flowrate, and the non-linear character­
istics of the valve could be important.
For this investigation the experimental tests were 
carried out with the loading valve in the circuit as 
shown in Fig. 2. The mean pressure upstream of the 
valve under test was maintained at a constant value 
using the relief valve. The flow through and the pressure 
drop across the valve were then varied by adjusting the 
loading valve. By this means it was possible to produce
Part I : Journal of Systems and Control Engineering O IMechE 1991
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the condition of zero mean flow and pressure drop, 
while maintaining the system pressure. Mean pressures 
were measured both upstream and downstream of the 
valve. The impedance analysis procedure was as 
described above, with the pressure ripple being mea­
sured downstream of the valve in order that the entry 
impedance of the system downstream could be taken 
into account. The effects of vibration and contained 
volume were allowed for by substitution into equation 
(14) of the impedance of the valve when shut. The tests 
were repeated for a range of different valve openings.
Typical impedance results are shown in Fig. 4. An 
inductive effect is apparent, with a phase advance and 
increase in amplitude at high frequencies. Superimposed
upon the experimental points is a mathematical model 
of the form:
Z , =  K, +  jtuL* (15)
This model is intended to represent the resistive and 
inductive components of the impedance of the 
restriction. The parameters R, and L , were determined 
by means of a least-squares curve fitting procedure. 
Similar characteristics were obtained at other condi­
tions. It was found that the resistance varied with the 
mean flow and pressure drop, being highest at high 
mean flowrates. The modelled value of inductance was 
virtually independent of the mean flow, but its effect
c IMechE 1991 Proc Instn Mech Engrs Vol 205
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Impedance characteristics for restrictor valve, allow­
ing for downstream impedance effects
for a valve lift of 0.11 mm, there was little variation in 
the resistance with mean flow. As the valve opening was 
increased the variation of Ry with g became more 
marked but in no case was the resistance proportional 
to the mean flow. A typical example, corresponding to a 
valve lift of 0.18 mm, is shown in Fig. 5.
Two possible reasons for this deviation from the 
simple model of equation (18) were considered:
1. At low mean flowrates the magnitude of the flow 
ripple may be significant compared with Q. In such a 
situation the linearization of equation (17) may be 
invalid and the instantaneous resistance might 
change significantly due to the flow fluctuations. This 
effect would tend to increase the measured resistance 
at low values of Q. However, further analysis showed 
that because of the low magnitude of the flow ripple 
through the valve, this effect would not be sufficiently 
great to explain the observed discrepancies. Tests 
were performed, with zero mean flow, at different 
mean inlet pressures, in order to vary the pump flow 
ripple amplitude and hence the flow ripple amplitude 
through the valve. This was found not to have a sig­
nificant effect on the measured valve resistance. 
Therefore, this explanation can be discounted from 
being a major source of the discrepancy.
1  At low mean flowrates the Reynolds number 
through the valve is low. In such a situation the 
value of CQ shows significant variation with Nt  as 
the flow regime in the valve changes from turbulent 
to laminar (13, 14). For low the steady state 
pressure-flow characteristic would be linear, so that 
Ry would be finite at the zero mean flow condition.
was most noticeable where the resistance was low. The 
inductance is a function of the fluid density and valve 
geometry; thus it would not be expected to change with 
the mean flowrate or pressure drop. Furthermore, it 
was found that the inductance did not change signifi­
cantly for different valve openings.
The resistance Rv is often assumed to be a function of 
the steady state characteristic of the valve, which is 
described by the equation
or
A P
2 C lA l
(16)
(17)
Differentiating equation (17) and linearizing for small 






This assumes that CQ is constant and independent of 
the mean flow. Thus the resistance Ry would be 
expected to be proportional to Q for a particular orifice 
area Ay.
Experimental resistance values Ry, obtained by 
applying the model equation (13) to the experimental 
results, were examined over the range of mean flow con­
ditions tested at different openings. It was found that,
Correlation between steady state characteristics 
and dynamic resistance
In order to investigate the validity of the assumption 
that the dynamic resistance of the valve is equal to the 
rate of change of mean pressure drop with respect to the 
mean flowrate, the steady state characteristics of the
0 0.05 0.10 0.15 0.20 0.25 0.30
Flow
Us
Fif. 5 Effect of flowrate on valve resistance
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Fig. 6 Correlation between steady state restrictor valve char­
acteristic and dynamic resistance
valve were also measured. If the assumption is true, it 
follows that:
AP (19)
This integral was evaluated from the measured 
dynamic resistance characteristics, using the trapezoidal 
method (because of experimental scatter, it is more 
accurate to integrate the resistance characteristics in 
order to predict the steady state characteristics than to 
differentiate the steady state characteristics to predict
the resistance). Figure 6 shows the result of the calcu­
lation together with the steady state characteristics, for 
a valve opening of 0.18 mm. There is reasonably close 
correlation between the measured and predicted charac­
teristics, though the prediction from the dynamic resist­
ance is consistently higher by approximately 10 per 
cent. Similar results were obtained for other valve open­
ings. It can be concluded therefore that the postulation 
that Ry «  d(AP)/dQ is valid.
5 PRESSURE-COMPENSATED FLOW 
CONTROL VALVE
A test programme was also conducted on a pressure- 
compensated flow control valve with a working range of 
0-1.85 L/s. The impedance was measured for a range of 
mean pressure drops and flowrates in a similar way to 
the tests on the restrictor valve.
Figure 7 shows a simplified schematic diagram of the 
valve. It is much more complex than the restrictor valve 
tested previously, and it is likely that its impedance 
characteristics will be more complex. No attempt was 
made to allow for the effects of the system downstream 
of the valve. Similarly, no allowance was made for the 
vibration of the valve. However, as it was relatively 
large and of significant mass, vibration effects were 
unlikely to be significant.
A typical impedance characteristic is presented in Fig. 
8. These characteristics bear a close resemblance to the 
typical source impedance of a pump (6). The authors 
have modelled pump source impedance by representing 
it by the impedance of an equivalent closed-ended pas­
sageway of uniform cross-section (7). However, because 
of considerable non-uniformities in the cross-section of 
the passageway of the valve, this simple model was 




Fig. 7 Schematic diagram of pressure-compensated flow control valve
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Fig. 8 Impedance characteristics of pressure-compensated 
flow control valve (100 bar. 0.17 L/s)
results. A more complex model was applied, in which 
the passageway was assumed to consist of two sections 
of equal length but different cross-sectional area. The 
impedance of this model is given by the equation.
7 = ________________   (20)
* tanh{y/p/2-F tanh_ ,[r tanh(y/p/2)]}
where
r *  Z 02/Z 0j *  A J A 2
A least-squares curve fitting technique was used to 
evaluate appropriate values for /p, A, and A2. Figure 8 
shows an example of this model applied to the experi­
mental results; the closeness of fit in this case is very 
good over the whole frequency range. The model is, 
however, complex and is therefore difficult to apply.
The least-squares curve fitting technique suggests an 
effective passageway length and volume considerably in 
excess of the actual values. This is consistent with the 
authors’ measurements of the source impedance of 
pumps (6). Such discrepancies may be caused by com­
pliance of the internal parts of the device or by trapped 
air in the passageways.
6 CONCLUSIONS
The impedance characteristics of valves play a signifi­
cant part in determining the pressure ripple levels in 
hydraulic circuits and hence influence noise and vibra­
tion. In order that circuit designers can predict pressure 
ripple levels at the design stage, and hence take mea­
sures to produce quieter and more reliable systems, it is 
necessary to have detailed knowledge of valve imped­
ance characteristics. In this paper a test procedure for 
the measurement of valve impedance has been 
described. The results of tests on a simple restrictor 
valve and a pressure compensated flow control valve 
have shown that the modelling of such valves as simple 
resistances is over-simplistic. For a simple restrictor 
valve, fluid compressibility and inertia, valve vibration 
and the characteristics of the circuit downstream of the 
valve were all found to have an influence. However, if 
these effects are accounted for, the net valve impedance 
shows good correlation with a simple resistive model.
In the case of the pressure-compensated flow control 
valve, wave propagation effects within the passageways 
dominate the impedance characteristics.
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The impedance characteristics of fluid power 
components: relief valves and accumulators
K A Edge, BSc, PhD, CEng, FIMechE, and D N Johnston, BSc, PhD 
Fluid Power Centre, University of Bath
This paper describes an experimental and theoretical investigation of the impedance characteristics of various relief valves and an 
accumulator. The test programme involved the measurement of pressure ripples at three locations in a specially designed test circuit. 
From these measurements, the impedance of a component was evaluated as a function of frequency.
The experimental results are compared with mathematical models. For a single-stage relief valve, a simple orifice model has been found 
to be adequate. For two-stage valves, a much more complex model was considered. This was found to predict the basic trends but was 
not accurate.
Tests on an accumulator yielded results which correlated well with a relatively simple mathematical model. However, it is difficult to 
quantify the model parameters. It is concluded that for the more complex components used in hydraulic systems it is necessary to 
measure the impedance characteristics rather than predict them. There is a need to adopt a standard test procedure for this purpose.
I INTRODUCTION
In  a companion paper (1), the results of a study of the 
impedance characteristics of restrictor and pressure- 
compensated flow control values were presented and 
discussed. It  was shown that the valve impedance plays 
an important role in determining pressure ripple levels 
in hydraulic circuits and this, in turn, influences the 
degree of noise and vibration. To reduce noise levels 
and improve system reliability, it is important to have a 
detailed knowledge of component impedances. This 
papei extends the study presented in (1) by examining 
the characteristics of single-stage and two-stage relief 
valves and accumulators. The results of an extensive 
series of experimental tests are presented and mathe­
matical models for the components are proposed and 
assessed.
2 EXPERIMENTAL TEST SYSTEM
The measurement of hydraulic component impedance is 
not a straightforward task due to the complex inter­
action between the source of fluid-borne noise (usually 
the pump) and the circuit W ork by present authors (1) 
and other researchers (2, 3) has made it possible to 
establish component impedances by measuring pressure 
ripple levels at different locations in specially designed 
circuits. For the work reported here, tests were per­
formed by measuring the harmonic components of the 
pressure ripple at three locations in the circuit shown in 
Fig. 1. As described in (1), for each harmonic com­
ponent the use of a least-square curve fitting technique 
enables the reflection coefficient of the test component 
to be determined, which in turn allows the component 
impedance to be calculated. By analysing each pressure 
ripple harmonic in this way, the amplitude and phase 
spectra of the component impedance are produced.
When conducting tests on valves, it was sometimes 
necessary to take the impedance of the circuit down­
stream of the valve into account. This necessitated mea­
suring the pressure ripple immediately downstream of 
the valve. The method employed is described in (1). In
The MS was received an 29 March 1990 and was accepted Jar publication an 2 
November 1990.
this investigation two different fluid-borne noise sources 
were utilized. For the majority of the tests, a seven- 
piston variable capacity swash plate piston pump was 
employed with the test component mounted at the end 
of a 22  m line of 20 mm internal diameter pipe. The 
pump was driven at a nominally constant speed of 1500 
r/min and produced pressure ripple harmonics of typi­
cally 0.01-0.1 bar r.m.s. amplitude for about 20 harmo­
nics of pumping frequency, as shown by Johnston (4). 
For tests on accumulators, the full system flow passed 
through a relief valve mounted close to the pump 
outlet; the relief valve setting controlled the mean test 
pressure. When measuring the impedance of a relief 
valve, the pump relief valve was set to operate well 
above the test pressure and acted simply as a safety 
valve.
In  other tests a specially constructed pulse generator 
was employed (5) with the mean flow through the valve 
being provided by a low-pressure ripple pump. The 
pulse generator was designed to produce a flow ripple 
waveform with a frequency spectrum rich in harmonic 
components. The fundamental frequency was 25 Hz and 
stable pressure ripple harmonics of about 0.01-0.1 bar 
m i l s ,  amplitude were produced at up to 40 harmonics 
of the fundamental (4).
2.1 Components tested
Tests were performed on three relief valves and a 
bladder-type nitrogen-filled accumulator of 1.14 L  
capacity. Valve 1 was a single-stage cartridge relief valve 
with an operating pressure range of 0.5-50 bar and 
maximum flow rating of 3.33 L/s. Valves 2 and 3 were 
pilot operated poppet-types with flow ranges of 3.33 
and 10 L/s respectively. Tests were performed over a 
range of pressures and flowrates.
3 VALVE 1: SINGLE-STAGE CARTRIDGE 
RELIEF VALVE
Tests on this valve were performed using the piston 
pump as the fluid-borne noise source. Initially the 
overall impedance at the valve entry port was evalu-
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F i g .  1 Schematic diagram of lest circuit
ated, without taking downstream impedance effects into 
account. Typical variations of impedance with fre­
quency are shown in Fig. 2. The results presented corre­
spond to a mean flow of 0.8 L/s and mean pressure 10 
and 40 bar respectively. There is a significant frequency 
dependence in the results, most noticeably at the low 
mean pressure condition (Fig. 2a). Further investiga­
tions revealed that the downstream impedance was of a 
similar order of magnitude to the overall impedance at
low mean pressures and hence had a significant effect 
on the results.
The equivalent results, after making due allowance 
for the effects of contained volume, vibration and the 
downstream circuit using the method described in (1) 
are plotted in Fig. 3. It can be seen that the removal of 
these effects greatly simplifies the form of the results, so 
that they correspond very closely to those obtained 
from the tests on a restrictor valve (1). Resistive effects
z




















(a) lObar. 0.8 L/s <b) 30 bar. 0.8 L/s 
F i g .  2 Impedance characteristics of a single-stage relief valve.
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Fig. 3 Impedance characteristics for valve 1 allowing for 
vibration, contained volume and downstream imped­
ance
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are apparent at low frequencies while at the higher fre­
quencies, fluid inertia effects become important, 
resulting in an increase in impedance amplitude and a 
positive phase shift, with increasing frequency. The 
resistive component can be modelled by treating the 
valve as a simple restrictor. From (1), valve impedance 
can be calculated from
Z ' ~ n -Q
provided that the pressure ripple amplitude is suffi­
ciently small for this linearized equation to be valid. 
The characteristic for a square-law restrictor (n = 2) is 
superimposed on the figure; there is good agreement 
with experimental results in the low-frequency region, 
where resistive effects dominate.
These results indicate that, when considering fluid- 
borne noise, the behaviour of this valve is very similar 
to that of a simple restrictor. This implies that there is 
insignificant oscillation of the internal parts, so that, at 
the frequencies considered, the value is acting as a fixed 
orifice. This is probably due to stick-slip friction effects 
between the valve spool and the casing preventing oscil­
lation; the pressure perturbations are likely to be too 
small to overcome this friction.
4 VALVE 2: TWO-STAGE CARTRIDGE 
RELIEF VALVE
A diagrammatic representation of this valve is shown in 





Fig. 4 Schematic diagram for two-stage relief valve (valve 2)
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pump as a fluid-borne noise source. Under certain con­
ditions the vaive was found to be unstable, with severe 
oscillations occurring at about ISO Hz. The instability 
was strongly audible, and was apparent on the mea­
sured pressure ripple waveforms.
Some typical measured impedance characteristics, 
with contained volume and downstream effects taken 
into account, are shown in Fig. S. In Fig. 5a the valve 
was at a stable condition. The amplitude results show 
fair correlation with the resistance model over most of 
the frequency range. However, the phase shows large 
deviations from this model. In all cases the phase lies 
between -9 0 °  and +90°.
In Fig. 5b the valve was in an unstable state. The 
impedance amplitude in this case shows considerable 
deviation from the simple model and the phase shows a 
significant advance at low frequencies. At certain har­
monics (175 and 2100 Hz) the phase lies well outside the 
range of —90° and +90°, implying that the resistance 
of the value at these harmonics is negative. This effect 
was observed under several other test conditions not 
presented here, and so is unlikely to be due to experi­
mental error. It may instead be related to the instability.
Relief valve instability can actually be induced as a 
result of distributed parameter effects with hydraulic 
circuits, and conditions for instability have been exam­
ined by Green (6). He performed a small-signal analysis 
of a relief valve and used the Nyquist stability criterion 
to determine conditions for instability to occur.
5 VALVE 3: TWO-STAGE RELIEF VALVE
The valve is shown diagrammatically in Fig. 6. Tests 
were performed initially using the pulse generator as the 
fluid-borne noise source and subsequently using the 
pump. Some representative experimental impedance 
results for this valve are presented in Fig. 7a and 7b 
corresponding to mean flowrates of 0.47 L/s and 0.8 L/s 
respectively. Both tests were conducted at a mean pres­
sure of 75 bar. Consideration of Fig. 7a shows that the 
correlation between the results for the two different 
sources is good, being within about 1 dB and 3° in most 
cases. The overall correlation is equally good for the 
case of the higher mean flowrate (Fig. 7b). However, at 
certain harmonics there are deviations between the two 
sets of results, most noticeably in the amplitude plot of 
Fig. 7b between 500 and 700 Hz where differences of 5 
dB are apparent. These deviations may be caused by 
non-linear characteristics of the valve, such as Coulomb 
friction or stick-slip friction, so that the valve exhibits a 
different impedance characteristic in response to differ­
ent excitation amplitudes.
Below 100 Hz, the results show a large degree of 
variation with frequency. This may be a characteristic of 
the valve, but it may also be due to the long wave­
lengths at these frequencies which may cause difflculty 
in the accurate measurement of the impedance.
At all frequencies the correlation between the mea­
sured impedance results and the simple square-law 
resistive model is very poor, both in terms of amplitude 
and phase.
Comparison with the results of tests on the two-stage 
cartridge relief valve (Fig. 5) yields little correlation 
between the two. The only observable similarity is the 
phase advance at frequencies below 1 kHz. Both sets of
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Fig. 5 Impedance characteristics for two-stage relief valve 
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results show that the fluid-borne noise characteristics of 
two-stage relief valves, and presumably of many other 
types of pilot-operated devices, cannot be represented 
adequately by a simple resistive model.
6 MATHEMATICAL MODELLING OF 
TWO-STAGE RELIEF VALVES
In order to obtain a more realistic model of the imped­
ance characteristics of a two-stage relief valve, it is 
necessary to take into account the detailed internal 
structure of the valve and to consider the dynamic 
behaviour of the main stage and pilot stage com­
ponents. Consideration of flow continuity and force 
balance at the pertinent points within the valve enables 
a number of differential equations to be derived. By lin­
earization of these equations and transformation into 
the frequency domain they can be solved simulta­
neously and the valve impedance obtained. Full details 
are given in Appendix 1.
6.1 Simulation results for valve 2
Simulation results are compared with the corresponding 
experimental results in Fig. 8. For the low-pressure con­
dition (Fig. 8a) the theoretical impedance amplitude 
shows reasonably close correlation with the experimen­
tal results, but the phase characteristics are less well 
predicted. At the higher pressure condition (Fig. 8b) the 
correlation between theory and experimental results is 
poor. There is a clear anti-resonance in the impedance
O  IMechE 1991
amplitude which, experimentally, was found to occur at 
2 kHz; the predicted value is 3.5 kHz. As the valve was 
unstable at this condition, there is potentially a strong 
valve-circuit interaction taking place which is not con­
sidered in the theory. This may account for the poor 
correlation for this particular tesL
62 Simulation results for valve 3
Simulated valve impedance characteristics are com­
pared with experimental results in Fig. 9. Qualitatively, 
the experimental results and the simulations show 
similar features. At low frequencies, the impedance 
increases with frequency with a phase advance, and 
there is a resonance at about 1 kH z above which the 
amplitude falls and the phase becomes negative. Quan­
titatively, however, the correlation is less good.
63 Discussion
It can be seen from the above results that, even with the 
detailed dynamic valve model described, it has not been 
possible to obtain good correlation between experiment 
and theory. The experimental results seem to exhibit a 
more complicated frequency response, in particular at 
low frequency. It  is thought that this discrepancy may 
be due to discontinuities such as stick-slip friction or 
Coulomb friction on the poppets. Further work will be 
necessary in order to analyse the dynamic character­
istics of pilot-operated relief valves in greater detail, in 
which it would be desirable to record the experimental
Proc lotto Med) Eagrs Voi 205
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Fig. 7 Impedance characteristics for two-stage relief valve (valve 3)
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pressures in the internal chambers of the valve, as well 
as the movement of the poppets.
7 EXPERIMENTAL TESTS ON AN ACCUMULATOR
The accumulator was mounted horizontally on the end 
of the standing wave measurement pipe. A small- 
diameter bleed valve was situated in parallel with the 
accumulator: this had the double purpose of permitting 
the bleed-off of any trapped air, and of allowing a small 
mean flow in the pipe, necessary for the control of the 
temperature of the oil. Provided that the bleed flow and 
the side branch volume are small, the effect on the mea­
sured impedance is insignificant.
The fluid-borne noise source was situated at the other 
end of the pipe. Tests were performed using both a 
piston pump and the pulse generator as sources. Pres­
sure ripple was measured at three points, in the form of 
transfer function measurements. The impedance was 
referred to the end face of the accumulator neck.
7.1 Results
In itially, impedance tests were performed with the 
system pressure below the precharge pressure, so that 
the poppet valve in the accumulator was closed. It  was 
found that the impedance corresponded roughly to that 
of a compressible volume, which is simply due to the oil 
contained within the neck.
When the mean pressure is raised above the pre­
charge pressure, the accumulator becomes functional 
and there is a sudden change in its characteristics. 
During the tests this was accompanied by a distinct 
change in the tone of the airborne noise emanating from 
the system.
Typical experimental impedance results obtained for 
different mean pressures are shown in Fig. 10. In both 
cases the mean pressure exceeded the precharge pres­
sure. A theoretical analysis of accumulator impedance is 
given in Appendix 2 and a least-squares curve fit in the 
form of equation (38) is superimposed upon the results. 
Capacitive effects, dominant at low frequencies, and 
inductive effects, dominant at the high frequencies, are 
clearly visible. At high frequencies the impedance tends 
towards the same characteristics in both cases. This was 
also found to be true for other precharge pressures and 
implies that the inductance is independent of operating 
conditions, as would be expected from theory (see 
Appendix 2). The measured inductance is approximately 
twice that predicted from the dimensions of the accu­
mulator neck.
Figure 10a shows good correlation between results 
obtained using the two different sources of fluid-borne 
noise. This implies that the impedance is relatively unaf­
fected by the amplitude or waveform of the pressure 
ripple, and that the accumulator exhibits linear behav­
iour around the operating point. Above 2.S kHz there 
appears to be some discrepancy between the experimen­
tal points and inductance model: this is almost certainly 
due to distributed parameter effects. The capacitance, 
however, is strongly dependent upon the operating con­
ditions. A theoretical capacitive impedance character­
istic, based upon equation (42), is also superimposed 
upon the experimental results as a dotted line. It  can be
Part I : Journal of Systems and Control Engineering
seen that the model fitted to the experimental imped­
ance points shows very good correlation with this theo­
retical characteristic.
Figure 11 shows a graph of the square of the mea­
sured natural frequencies of the accum ulator,/*, as a 
function of P2/P p (see Appendix 2 for notation), in 
which the natural frequency was obtained from the 
curve fit to the experimental results. It can be seen that 
the relationship is a straight line passing through the 
origin. This is as it would be expected from theory.
It can therefore be concluded that the model 
described in Appendix 2 provides a very good represen­
tation of an accumulator. For the size of accumulator 
tested, the capacitive effects are significant only at fre­
quencies which lie below the range normally considered 
in fluid-borne noise analysis. Therefore, the impedance 
characteristics can be modelled as a pure inductance. A 
major difficulty, however, lies in the estimation of the 
value of this inductance. This is probably best obtained 
empirically from experimental results, because of the 
difficulty of its theoretical prediction. The resistance is a 
minor effect and under most circumstances may be 
ignored.
8 CONCLUSIONS
The impedance characteristics of relief valves and accu­
mulators have been examined experimentally and theo­
retically.
The single-stage relief valve which was tested 
exhibited characteristics similar to those of a restrictor 
valve; namely, resistive at the lower frequencies and 
inductive at higher frequencies. This suggests that the 
valve tested had insignificant oscillation of the internal 
parts and behaved as a simple orifice. Tests performed 
on two-stage relief valves produced significantly differ­
ent behaviour. A cartridge relief valve was found, under 
some conditions, to be unstable. This resulted in imped­
ance characteristics of a highly complex nature which 
deviated considerably from a simple resistive model. 
Even when tested in a stable condition, the valve char­
acteristics were significantly different from the simple 
model.
A mathematical model for two-stage relief valve 
impedance has been developed and compared with the 
measured impedance characteristics. The model predicts 
the general trends of variation of impedance with fre­
quency, but quantitatively, the predictions are less satis­
factory. This is considered to be due to frictional effects, 
which were neglected.
It is now possible to predict pressure ripple levels in 
hydraulic circuits at the design stage (7). The accuracy 
of the predictions is strongly dependent on the imped­
ance characteristics of components. Until improved 
models can be developed, it will be necessary to perform 
careful tests on relief valves in order to obtain their 
characteristics to the required accuracy. At present 
there is no recognized standard procedure to evaluate 
the impedance characteristics although the method 
described in this paper could readily form an extension 
to BS6335 (8) on which the test circuit is based.
A study of the impedance characteristics of an accu­
mulator revealed dominantly capacitive effects at low 
frequencies and inductive effects at high frequencies. For
o  IMechE 1991
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the component tested, the capacitive effects are insignifi­
cant over the range of frequencies normally of interest 
in noise investigations.
A mathematical model of the accumulator provides 
good correlation with experimental results, but it is dif­
ficult to estimate the parameters which influence the 
inductance. Again, experimental evaluation appears to 
be necessary.
o 100 200 300 400 500 600
P/P.
bar
Fig. 11 Effect of working pressure and precharge pressure on 
natural frequency
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APPENDIX 1 








area of main stage poppet seat 
area of pilot stage poppet seat 
area of orifice
area of chamber at rear of main stage poppet 
fluid bulk modulus
effective damping coefficient of main stage poppet 
effective damping coefficient of pilot stage poppet 
C ,C 2C ,C 4 valve coefficients 
CQ flow coefficient for valve 
flow coefficient for orifice 
diameter of main stage poppet seat 
diameter of orifice
precompression of spring with poppet closed 
effective main stage spring stiffness including flow 
force effects
effective pilot stage spring stiffness including flow 
force effects
main stage spring stiffness 
pilot stage spring stiffness 
length of orifice connecting inlet to pilot stage 
poppet
length of orifice downstream of main stage poppet 
main stage poppet mass plus one third of spring 
mass
pilot stage poppet mass plus one third of spring 
mass
p2 pressure in chamber upstream of pilot stage
p3 pressure in chamber behind main stage poppet
pe cracking pressure of valve
Pi inlet pressure
pa outlet pressure











q, flow through main stage poppet
q2 flow through pilot stage poppet
q3 flow through orifice downstream of main stage 
poppet
q, flow at valve entry port
qL flow through orifice
t time
Vi volume of fluid in entry chamber
V2 volume of fluid in chamber upstream of pilot stage
V3 volume of fluid in main stage poppet chamber
x main stage poppet lift
y  pilot stage poppet lift
0 . main stage poppet angle
02 pilot stage poppet angle
A absolute viscosity of fluid
p  density of fluid
to frequency
The internal configurations of the two two-stage relief 
valves were different, so it was necessary to develop a 
slightly different set of equations for each valve. TTiis 
Appendix presents the analysis for valve 3. The 
approach for valve 2 is very similar (4) and is not pre­
sented here.
The analysis follows the approach of Wang (9) with 
modifications to account for fluid inertia effects.
The following assumptions are made in the formula­
tion of the model:
1. Perturbations are assumed to be small so that the 
orifice characteristics can be linearized around the 
mean point
2. Discontinuous effects, such as stick-slip friction and 
Coulomb friction, are ignored.
3. Fluid inertia effects are ignored, except in long ‘capil­
lary’ orifices.
4. Cavitation and air release effects are ignored, so that 
the effective bulk modulus of the fluid inside the 
valve is assumed to be constant
In the following analysis, the absolute values of the 
state variables are represented by lower case characters 
(x, Pi, etc). The Fourier transformed variables for small 
perturbations about the mean condition are represented 
by upper case characters {X, Pit  etc) and the mean 
values at the operating point are represented thus: X, 
P,,etc.
(a) Main stage force balance
dJx dx
mi +  &i "Z  +  “  P\AX -  p3 Ap -  F jdt (1)
where
*  * .i +  CQndi{pi -  p j  sin 20, 
(b) Flow continuity equation at inlet 
V\dpi dx
b  i t  “ * “ *< a,
where





THE IMPEDANCE CHARACTERISTICS OF FLUID POWER
The steady state flowrate qL is given by the equation
Cq |/4j (5)
where the flow coefficient Cq i is a function of the Rey­
nolds number through the orifice, and of the length- 
diameter ratio of the orifice.
In the dynamic analysis, however, the fluid inertia in 
the long orifice must also be considered. This can be 
represented by an inductive term, such that
P i -P i
W l______  Pl 3
2 C ^ A \ +  Ay dt (6)
(c) Flow continuity equation at rear end of main stage 
poppet
F 3 dp3 dx 
B dr *  * dt ”  q* (7)
The mean value of q3 is zero, so laminar flow is 
assumed through the long orifice. Considering fluid 
inertia in the orifice, the pressure drop is described by 
the equation
P i - P i
128/d* 4pi4. dq3
iu £ +  ndl dt
(d) Flow continuity equation for pilot stage
h - ^ E l - a  + a a A Q
where
q2 =  nCQd2y sin ei ^ P*p
(e) Force balance equation for pilot stage
d2y dy 
” •1 jp r +  bi ^  +  kiy  *  (Pi -  P* -  P M i
where






It is assumed here that the outlet pressure p. is zero 
since the valve discharges to tank.
In order to solve the above equations, it is necessary 
to linearize them for small perturbations about the 
operating point. Applying the Fourier transformation 
d/dt =  jco the dynamic equations become:
From equation (1)
( — m,to2 +  hijcu +  kJX  *  P,(A, — CQndtX  sin 20t)
(13)
From equation (3)
Alja > X -Q i +  Ql +  CL - 0  (14)
From equation (6)
(15)
COMPONENTS: RELIEF VALVES AND ACCUMULATORS
From equation (4)
Qi "  CtX  +  C2P,
C 2 ‘ ^ ~ * c 9 d , x « « e I { P , p } - ' li 
From equation (7)






' • - ' ■ - P S *  (2o»
From equation (9)
y
' j jto P i - Q l +  Qi - Q i -  Ajjo>y 
From equation (10)
C2-c ,y  + c4j>2
1/2






(—m2coa +  b2 ja> +  k2)Y — P2(A2 — CQnd2 f  sin 202)
(25)
The steady state values of the variables need to be 
determined before the above equations can be solved. 
These values can be calculated from equations (1) to 
(12) by ignoring dynamic terms (those containing d/dt 
or d2/dt2). Thus, in the steady state, from equation (4)
tX  sinQi  *  itC pd 
from equation (3)
Qi m Qi — Qx.
from equation (1) 
k i X - P i A i  -  P3Ap 
$ 3 * 0  hence P2 *  P2 
from equation (3)
r







where Cqi is a function of the Reynolds number 
through the orifice, and hence of the flowrate QL.
From equations (9) and (10)




An iterative method was used for the solution of the 
steady state simultaneous equations (26) to (31). The
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dynamic equations (13) to (23) were then solved simulta­
neously using the method of Gaussian elimination, and 
the impedance calculated as the ratio PJQX. This was 
performed for a range of frequencies. The damping 
factors for the main and pilot stages h, and b2 could 
not be measured easily and were neglected in the simu­
lations. The upstream volume Vl was assumed to be 
zero, to correspond to the experimental results where 
the impedance was referred inside the valve.
APPENDIX 2 
Theoretical model of an accumulator
Notation
B fluid bulk modulus 
C, capacitance 








Z a accumulator impedance
y ratio of specific heats for nitrogen
a) frequency
The compressibility of the oil contained in the accumu­
lator is neglected since the oil stiffness is very much 
greater than that of the nitrogen contained in the 
bladder. The stiffness of the rubber bladder is also 
neglected.
For small, rapid pressure changes about a mean, 
adiabatic conditions can be assumed, in which case
pvy -  PP1 (32)
where P is the mean pressure, and V is the volume of 
the gaain the bladder at that pressure. For small per­
turbations about the mean condition.
dv V 
8p ~  yP
(33)
The mean volume 9  can be calculated from the pre­
charge conditions. Assuming an isothermal (slow) com­
pression from the precharge condition to the mean 
condition,
PP =  PpVf 
Therefore
(34)
The accumulator impedance is given by the equation








Therefore the capacitance of the accumulator will be 
dependent on the precharge pressure Pp and the 
working pressure P.
At higher frequencies, the inertia of the fluid con­
tained within the neck of the accumulator will become 
significant. Ignoring wave propagation effects, this can 
be considered to act in series with the capacitance. Thus 
the impedance can be defined by the equation
Z- - Jd b +R‘ +J“ L-
where
C .




Ra is a resistance term which may be present due to 
any energy losses in the accumulator, such as viscous 
losses in the neck or hysteresis in the rubber bladder. 
The inductance La is due to the inertia of the fluid in the 
neck and may be difficult to measure because of the 
complexity of the flow passageway. It should, however, 
be virtually independent of operating conditions, being 
a function solely of the accumulator geometry and fluid 
density.
The impedance will thus exhibit an anti-resonance at 
which its amplitude will be at a minimum. The natural 




4* 2 Lt PpVp
(40)
(41)
Provided that La and y are constant, there should be a 
linear relationship between / *  and P2/Pp. Below the 
natural frequency, the impedance will be approximately 
modelled by the equation










The impedance amplitude will have a gradient of —20 
dB/decade and a phase of —90°. Above the natural fre­
quency, the impedance amplitude will be asymptotic to 
a line with a gradient of + 20 dB/decade and will have a 
phase of +90°.
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In-situ measurement of the wavespeed and bulk 
modulus in hydraulic lines
D  N  Johnston, BSc, PhD and K A Edge, BSc, PhD, CEng, FIMechE 
School of Mechanical Engineering, University of Bath
The dynamic performance of a hydraulic system is dependent on the fluid bulk modulus, which can be effected by several factors 
including air release and pipe compliance. A technique is described for the in situ measurement of the sped of sound from which the 
bulk modulus may be evaluated. It  entails analysis of pressure ripple recorded at three locations in the hydraulic line. Measured 




pipe internal cross-sectional area
B. effective bulk modulus
B bulk modulus of fluid
c wave phase velocity
Co speed of sound in fluid
d pipe diameter
& mean of internal and external pipe diameters
E sum of squares of error e
sum of squares of error at confidence limit
Young modulus for pipe material
F pressure wave travelling in direction of increas­
G
ing X
pressure wave travelling in direction of decreas­
H it
ing X
transfer function Pt/P 2
Hsi transfer function PJP 2
N , Reynolds number
N. wave shear number
Pn pressure ripple at distance x
Pi pressure ripple at transducer 1
Pi pressure ripple at transducer 2
Ps pressure ripple at transducer 3
Q flow ripple
R steady laminar flow resistance (pressure drop per
Bell
unit length per unit flow) 
effective resistance
t pipe wall thickness
X distance along pipe
*1 transducer spacing interval
*2 transducer spacing interval
a wave attenuation coefficient (dimensions of 17 *)
P statistical confidence criterion




Poisson ratio for pipe material
c wave profile factor
p density of fluid
Pm effective density of fluid
0) frequency
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1 INTRODUCTION
The accurate modelling and simulation of the dynamics 
of hydraulic systems require precise information on the 
bulk modulus of elasticity of the fluid. This is equally 
important for the prediction of system transients and 
for the prediction of pressure ripples created by the 
unsteady flow generated by positive displacement 
pumps.
Equations for the calculation of oil bulk modulus are 
well established (IX and a typical value for, say, the isen­
tropic secant bulk modulus of mineral oil at 20°C is 1.8 
GPa. However, the ‘assumed’ value used by researchers 
in the field often deviates considerably from this. An 
arbitrary sample of recently published papers involving 
modelling or simulation of hydraulic systems reveals the 
following ‘assumed’ values for the oil bulk modulus: 
0.69 GPa (2X 1.0 GPa (3X 1.1 GPa (4X 136 GPa (5X 147 
GPa (6) and 1.58 GPa (7X
The usual justification for assuming a low value of 
‘effective’ bulk modulus is to take into account the pipe­
line or component compliances and entrained air. 
However, little work appears to have been published on 
the in situ measurement of the effective fluid bulk 
modulus in fluid power circuits to justify the lower 
values adopted by many workers.
This paper reports on the determination of the effec­
tive bulk modulus and the fluid bulk modulus in a 
hydraulic pipe by establishing the speed of sound in a 
working hydraulic system. The technique involves the 
measurement of the pressure ripples generated by the 
pump and takes into account the complex standing 
wave patterns normally encountered in such systems (8).
2 MEASUREMENT OF FLUID BULK MODULUS
Experimental methods of the determination of bulk 
modulus involve pressure-volume-temperature methods: 
(9, 10) or, provided that the density is known, they 
necessitate the measurement of the speed of sound; from 
this, the effective bulk modulus can be calculated from 
the well known relation
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Precision measurements of the speed of sound can be 
performed using acoustic interferometry (11), but such 
techniques are unsuitable for in situ measurements in 
hydraulic circuits. Stecki and Davis (12) developed a 
method which involved the measurement of the time 
taken for a pulse to travel between two pressure trans­
ducers in a line. The pipeline was completely sealed and 
pressurized to the required level, and the pulse was pro­
duced by striking a piston sharply with a hammer. Diffi­
culties were encountered when measuring propagation 
delays at mean pressures below 25 bar, which were 
believed to be due to air release.
Another method for speed of sound measurement was 
reported by Bolleter (13) who adapted a procedure orig­
inally developed by Margolis and Brown (14). It 
involved the measurement of pressure fluctuations at 
three locations spaced equally along a pipeline through 
which a mean flow may be passing. Bolleter was con­
cerned with a low-pressure centrifugal pump system, 
but the procedure should be equally suited to high- 
pressure hydraulic systems and has therefore been 
adopted for the work reported in this paper.
3 THEORY
Using impedance notation (8), a harmonic of the pres­
sure ripple at a position x in an uniform rigid pipe at a 
frequency co can be derived from the wave equations 
(see the Appendix):
P ,»=F exp (-yx) +  Gexp(yx) (2)
where F  exp(—yx) describes the wave travelling in the 
direction of increasing x and G exp(yx) represents the 
wave travelling in the opposite direction. Now consider 
three equi-spaced pressure transducers mounted in a 
section of the pipe. Without loss of generality, the 
second pressure transducer position can be taken as the 
datum x =  0, whereupon
Px =  F  exp(yx,) +  G expf-yx,)
P2 -  F  +  G 
and
J*3 “  F  exp(—y x j +  G exp(yx,)
where x , is the distance between each pair of trans­
ducers. Denoting the transfer functions PJP2 an<* 
P3/P 2 by H l2 and H 32, respectively, the following ratio 
can be defined:
H|2 +  H 32 Pl + P 3 
2 =  2 P2
(F +  G) exp(yx,) +  (F +  G) exp(-yx,)
2(F +  G)
=  cosh(yxj) (3)
Now, the wave propagation coefficient y can be 
expressed as a complex number a +  j<o(c, where the real 
part describes the attenuation of a wave and the ima­
ginary part determines the rate of propagation (see
Appendix). Hence
[K K I
=  cos^ co cosh(oX |)
—j  sin^ cu sinh(ax,) (4)
In the study by Margolis and Brown (14), transducer 
spacings of 28.2 m were employed. However, Bolleter 
(13) adopted a transducer spacing of 0.625 m, which is 
much more appropriate for studies of fluid power and 
similar systems. For the typical case of a rigid pipe. 
20 mm in diameter, for x t =  0.625 m with mineral oil at 
30°C and for frequencies >  100 Hz, it is found that 
oxj <  0.05. Hence cos^axj »  1 and
R'{^ r^ }—K ) (5>
which is a more general version of the equation derived 
by Bolleter. This is accurate to within 1 per cent for 
ax i <  0.14. The phase velocity c of the wave is related 
to the speed of sound by the wave shear number Nt (see 
the Appendix), but, in his study, Bolleter assumed that 
the phase velocity was identical to the speed of sound. 
From measurements of the transfer functions H l2 and 
H 32 over a wide frequency span, a least-squares-error 
curve fit of a cosine function can be used to establish 
the speed of sound. Bolleter claimed an accuracy of 
within about 1 per cent The relation between the speed 
of sound and the bulk modulus [equation (1)] enables 
B, to be evaluated, and hence, by taking into account 
the compliance of the pipe, the fluid bulk modulus can 
be established.
It may not always be convenient to conduct an 
experiment with equi-spaced transducers and, indeed, 
there may be circumstances where equi-spaced trans­
ducers are undesirable. For example, test methods have 
been established for the evaluation of the fluid-borne 
noise characteristics of positive displacement pumps (15, 
16) and other hydraulic components (17,18) which 
involve the measurement of pressure ripple at three 
locations in a circuit In these test methods, if the 
spacing between the transducers is equal and, for a 
given frequency, approximately the same as an integer 
multiple of half a wavelength, then large errors occur in 
the calculations (15). Consequently there is a need to 
extend the approach already described to accommodate 
the more general case where the pressure tranducers are 
not equally spaced.
Consider the configuration where the distances 
between the transducers 1 and 2 and transducers 2 and 
3 are x, and x2, respectively. Again, taking transducer 
location 2 as the datum x =  0,
P1 -  F  exp(yxj) +  G expf-yXi)
P2 =  F +  G
P3 =  F  exp(—yx2) +  G exp(yx2)
Considering transducers 1 and 2,
F  exp(yx1) +  G exp(-yx,)
" t a  “  r  . r:
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and hence
F _ cxp(—y x , ) - t f 12 
G m H u - e x p i y x J  
Similarly, considering transducers 2 and 3, 




(7)H 32 -  e x p f-y x j
Equating equations (6) and (7) and expressing the result 
in terms of hyperbolic functions yields the expression
H 12 sinh(yxj) +  H 32 sinh(yx,) — sinh[y(xi -f x2)] =  0
(8)
In practice, because of experimental error, the left-hand 
side of equation (8) will not equal zero. Hence, in order 
to evaluate the speed of sound c0> it is necessary to 
minimize the sum-of-squares error £, where, for n data 
points,
£  =  £  | e |2 *  £  «£ (9)
where e is the complex conjugate of e and, for the ith 
harmonic,
e =  H l2 sinh(yx2) +  H 32 sin^yxj
-  sinhCyfx, +  x2)] (10) 
Substituting for y from equation (20) gives
fi - j H  12 sin(cax2 C/c0) + jH 22 sin(o>x,C/c0)
-  j  sin[cu(X| +  x 2K/c0] (11)
When c0 is such that the error £  is a minimum, then the 
derivative of £  with respect to c0 is zero, that is
dE/dc0 =  0.
The effective bulk modulus can then be calculated 
using equation (1), since the density may be measured 
accurately, or obtained from data sheets. The fluid bulk 
modulus can then be calculated using equation (27).
Since equation (11) is non-linear with respect to c0, 
the point of minimum error must be found iteratively. 
An initial value of c0 for the iteration can be obtained 





  r  [H l2 x 2 cos(gm c2 : / c0)
oc0 c o
+  H 32x , cos(a)x,C/c0)
-  (xt +  x2) cos(cu(X| +  x 2K /c0)]
Using the Newton-Raphson iterative method,
~  C0,old ~





d2E ~  [  de d i \  " /_  d2e \
fco ~  i? i \dc0 d c j  +  *  V  del)  (M a
2 Re I  (■§)
is normally small and can be neglected, as the exact 
value of d2E/dcl does not affect the converged solution. 
Thus
c 0.m w  *  C0,old ~
i  ( P - f )lm 1 \dc0 oc0J
(15)
Confidence limits for c0 can be determined, although, 
because of the non-linearity of equation (11), the pro­
cedure is not statistically precise and these can only be 
an estimation (19). The approximate 100(1 — P) per cent 
confidence limits can be defined such that the error £e is 
given by the equation
(16)
where £  is the minimum sum-of-squares error and F(p, 
n — p, 1 — p) is the £-distribution for p parameters and 
n degrees of freedom. The limits of c0 can be determined 
to give an error £c by a similar iterative method to that 
described above, where
£ c — £
C° “«w =  C° *“  + dE/dc0 ~  C° e
<-i (17)
4 EXPERIMENTAL INVESTIGATIONS
Tests have been conducted to establish the effectiveness 
of the procedures previously described. The hydraulic 
circuit employed is shown in Fig. 1. For the majority of 
the work, a variable-capacity swash-plate piston pump 
of 32.8 cm3 per revolution was used to supply the 
system (although tests were also performed with gear 
and vane pumps). The pump was driven at a constant 
speed of nominally 1470 r/min by a three-phase electric 
motor rated at 25 kW.
The circuit consisted of approximately 2 m of straight 
tungum alloy pipe of 20 mm internal diameter terminat­
ed by a restrictor valve which was used to set the mean 
test pressure. Care was taken to ensure that there were 
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Fig. 1 Experimental apparatus
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(b) Transfer-function measurements 
Fig. 2 Typical least-squares curve fits
could affect the measurements. Along the length of the 
pipe, three flush-mounted piezo-electric pressure trans­
ducers were located as shown in Fig. 1.
The speed of sound was evaluated using measure­
ments solely at the harmonics of the pumping fre­
quency. Consequently the work reported here differs 
from the approach of Margolis and Brown (14) who 
used sinusoidal pressure waves, and from the work of 
Bolleter (13) who used the broad-band fluid-borne noise 
generated by a centrifugal pump. However, the tech­
nique would be applicable to both of these cases. The 
variation of the phase velocity with frequency was 
assumed from equation (32) and the overall speed of 
sound was calculated, whereas Margolis and Brown (14) 
measured the speed of sound at each frequency indepen­
dently.
Harmonic analysis was performed using a digital 
frequency-response analyser, making either sequential 
or simultaneous pressure ripple measurements; for tests 
where single-channel pressure readings were taken, 
rather than transfer functions, the phase was measured 
with reference to a toothed wheel mounted on the pump 
driveshaft. The piston pump provided pressure ripple 
signals which were rich in harmonic components (20) 
and enabled frequencies up to 3 kHz to be examined. 
Peak-to-peak pressure levels at the measurement points 
varied with the mean system pressure largely owing to 
the variation of the pump flow ripple with pressure. 
However, the signal levels did not exceed 10 per cent of 
the mean pressure, and therefore the assumed linear 
theory should be valid.
Tests were initially performed with equi-spaced tran- 
ducers, with a spacing of 0.7 m. Before any measure­
ments were taken, the system was run for 20 min to 
achieve a steady operating temperature and to re­
move any free air from the circuit Typical plots of 
Rc { (H l2 +  H 32)/2} and cos(cux,/c) against o jx J c are 
shown in Fig. 2. These correspond to results obtained 
for a mineral oil at 30°C. Experimental points in Fig. 2a 
show considerable scatter; in this case single-channel 
pressure-ripple measurements were recorded. Scatter is 
much reduced in Fig. 2b, where the pressure ripple was
recorded in the form of transfer functions between two 
points. This is because any small fluctuations in pump 
speed or random variations in the pump flow ripple 
manifest themselves in both signals simultaneously and 
are therefore cancelled out. For this reason, in all sub­
sequent tests, the speed of sound was evaluated using 
transfer-function measurements.
It can be seen from Fig. 2b that there is excellent 
correlation between the experimental points, given by 
Re{(H12 +  H 32)/2} and the modelled curve cos(cux1/c). 
It is therefore possible to evaluate the speed of sound 
accurately using this method, provided that the range of 
coxl /c is broad enough to define the cosine curve with 
adequate precision. The effective bulk modulus was 
determined using equation (1) and the fluid bulk 
modulus was determined using equation (27). The 
resultant value of the fluid bulk modulus obtained from 
the least-squares curve fit of the cosine curve was within 
1 per cent of the manufacturer's quoted value of isentro- 
pic tangent bulk modulus, with 90 per cent confidence 
limits of approximately ± 3  per cent. The results also 
indicate that the periodic flow ripple waveform gener­
ated by a positive displacement pump provides a suit­
able excitation signal.
Tests were then performed using three non-equi- 
spaced transducers, the spacings being 0.7 and 1.0 m. 
Because the speed of sound and hence the fluid bulk 
modulus were evaluated by an implicit iterative pro­
cedure, it is not possible to present the results in the 
form of a c o s ( g j x , / c )  curve. Figure 3 shows the mea­
sured fluid bulk modulus for four mean pressures and 
for temperatures of 40°C and 80°C. The tests at 100 bar 
were repeated at the end of the experiment to establish 
repeatability. All measured points show close agreement 
with the oil manufacturer’s quoted values which are 
shown by the solid lines on the figure; the variations 
with temperature and pressure can be clearly seen.
Further tests were conducted on other test rigs with 
different pumps. Both equi-spaced and non-equi-spaced 
arrangements were employed. The results are sum­
marized in Fig. 4, which presents the percentage differ­
ence between the predicted isentropic tangent bulk
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Fig. 3 Measured and manufacturer’s quoted bulk modulus
modulus values [obtained from reference (1)] and the 
experimentally determined values as a function of mean 
pressure. It can be seen that the experimental points are 
scattered evenly on either side of the zero-error line (the 
errors have a mean of —0.5 per cent and a standard 
deviation of 1.7 per cent). At low mean pressure, there 
appears to be a trend in which the experimental bulk 
modulus is reduced in relation to the predicted value. 
This may well be due to entrained air, which would be 
expected to have the greatest effect at low pressure (21). 
The scatter in the experimental results is partially due 
to experimental error and partially due to changes in 
the operating conditions between tests.
5 CONCLUSIONS
A method has been developed for the evaluation of the 
effective bulk modulus of the fluid in a rigid hydraulic 
line. This is based on the evaluation of the speed of
sound in the fluid and involves the measurement of a 
pressure ripple at three locations along the length of the 
line. The technique can thus be applied to a hydraulic 
system under working conditions.
Tests have been performed using this technique in a 
high-pressure line using the pressure ripple generated by 
a positive displacement pump as the excitation. The 
measured bulk modulus is generally within 5 per cent of 
the isentropic tangent bulk modulus predicted from the 
fluid manufacturer's data, after taking pipe wall compli­
ance into account. This indicates that the assumption of 
isentropic conditions is valid. At low pressure, some 
reduction in the measured values occurs, possibly owing 
to air release.
The ‘secondary source’ method for measuring pump 
fluid-borne noise characteristics requires an accurate 
knowledge of the effective bulk modulus. The method 
presented here forms an integral part of the ‘secondary 
source’ technique.
to r—











Fig. 4 Summary of differences between measured and manufacturer's quoted 
bulk modulus
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APPENDIX
The application of plane wave theory in the study of 
pressure fluctuations in hydraulic systems is well estab­
lished (14-18). However, many researchers fail to 
explain or account for the non-uniformity of the fluid 
velocity profile across the pipe, notable exceptions being 
Foster and Parker (22) and Lallement (23). This non­
uniformity results in considerable variations with fre­
quency of the wave attenuation characteristics (24) and, 
to a lesser extent, wavespeed. This Appendix sum­
marizes the necessary modification to basic plane wave 
theory which takes these factors into account 
For a wave propagating in a pipe of uniform cross- 
section, we have
d2Q






where y is the wave propagation coefficient. For sinus­
oidal excitation at a frequency <u, in laminar flow, the 
wave propagation coefficient is given by
y ^ j o i y f p i W ^  (20)
where
C [" N J 312 M N J 3'2)J (21)
This term gives rise to variations in the effective phase 
velocity and resistance with frequency. J0 and Jx are 
Bessel functions of the first kind of order 0 and 1 respec­
tively and Nt is the non-dimensional ‘wave shear 
number’, which may be considered as a function of the 
ratio of inertial forces to viscous forces:
(22)
As the Bessel functions tend to be difficult to evalu­
ate, Foster and Parker (22) derived a simplified expres­
sion for f:
_  / £eff ^  ^ c f A
V P )<0p )
1/2
(23)
In this expression the non-uniformity of the velocity 
profile is accounted for by the introduction of an 
’apparent’ resistance coefficient R,„ , and an ’apparent’ 
density pttf. These are both functions of the wave shear 
number. In most hydraulic fluid-borne noise situations, 
the frequency, viscosity and pipe diameter are such that
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the wave shear number exceeds 10. In this region, the 
effective density and resistance can be defined accu­
rately by the asymptotic approximations:
P m
Rt{{ .  (0.425 +  0.175NJR
(24)
(25)
where R is the pressure drop per unit length of pipe per 





At high values of the wave shear number, inertial 
forces predominate over viscous forces. This has the 
effect of ‘flattening’ the velocity profile, increasing the 
shear near the pipe walls and hence increasing the 
resistance.
The wave profile factor (  is generally close to unity 
and tends to +1 as N, -* oo. For example, if 
d ** 20 mm, i7 *  30 cSt, and to =  300 rad/s, then N, =  
32, and C =  1.022-0.023;.
In equation (20), B, is the effective bulk modulus of 
the fluid, which takes account of the compliance of the 
pipe wall,
Bt =  B■ /H M (27)
c, is a factor that is a function of the longitudinal 
stresses and strains in the pipe, which, in the steady 
state, are dependent on the way in which the pipe is 
anchored (23). The effect of these is difficult to predict, 
particularly in the case of a pressure ripple where the 
instantaneous pressure varies along the length of the 
pipe. However, this effect is small, and it is assumed 
here that longitudinal stresses can be ignored, in which 
case
2r(l +  p j , 1
i  2 + t (28)
This is not an important effect in practice; for a typical 
hydraulic pipe, an incorrect value of c, will give errors 
in the predicted value of B of less than 0.5 per cent. 
Wave propagation within the material of the pipe wall 
is ignored in this analysis. It is normally considered 
that, in the case of rigid pipe, such effects have minimal 
influence on the wave propagation properties of the 
fluid. For a flexible hose, however, such effects tend to 
be important; there is a strong and complex interaction 
between waves propagating in the fluid and in the hose 
walls (25).
The solution of equations (18) and (19) for pressure is
Px -  F  exp(—yx) +  G exp(yx) (29)
where F and G depend on boundary conditions and y 
represents the manner in which the wave is propagated.
From equations (20) and (23), y can be expressed as a 
complex number
co
y * « + ; -  
C
where




The real part of y determines the attenuation of a pro­
pagating wave and is generally small, and the imaginary 
part relates to the rate of propagation. The parameter c 





For negligible friction (N , -» oo), the phase velocity c 
becomes equal to the speed of sound c0.
The above analysis is applicable to laminar flow. 
However, Margolis and Brown (14) showed that it is 
also applicable to turbulent flow for a limited range of 
Reynolds number provided that Nt is relatively large, 
that is provided that N R <  300 N , .
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ABSTRACT
The noise levels generated by a variable capacity axial 
piston pump and a fixed capacity axial piston motor have 
been measured using Sound Intensify techniques; no 
special acoustic test environment was employed. The 
experimental procedures followed, as closely as possible, 
draft International Standard ISO/D IS 9614-4. Because the 
machines were mounted on existing test stands it was 
found difficult to comply completely with the requirements 
laid down in the draft. Standard.
Typical test results are presented showing that pump 
overall Sound Pressure levels increase significantly with 
increasing delivery pressure. The effect of discharge pipe 
length on pump noise levels is relatively small. From the 
motor noise tests, it was found that variations in speed were 
much more important than load.
The work has highlighted the need for the development 
of Sound Intensity procedures specifically concerned with 
fluid power pumps and motors.
AT THE PRESENT TIME, the only International 
Standard test procedures available for hydraulic pump and 
motor noise measurement are based on the measurement 
of Sound Power (1,2,3)* Alt of these procedures require the 
pump (or motor) to be located in an anechoic or semi- 
anechoic chamber with the prime mover (or load) situated 
outside. The cost of such facilities is very high and hence 
few manufacturers of hydraulic equipment are able to 
employ the ISO standards. Consequently, there is a need 
for alternative and simpler procedures.
A standard method for the measurement of machinery 
Sound Power levels using Sound Intensity is described in 
draft ISO Standard. ISQ/DIS 9614-1 (4). Sound Intensity 
measurement techniques allow noise investigations to be 
undertaken without the need for a special test environment
(5). This paper reports an examination of the suitability of
* Numbers in parentheses designate references at end of 
paper
this draft Standard for noise measurements on hydraulic 
machinery. Tests have been undertaken to determine the 
Sound Power levels generated by a variable displacement 
axial piston pump and a fixed displacement axial piston 
motor. In both cases the units were already installed in the 
laboratory as part of existing test rigs.
BACKGROUND
Any machine which vibrates will radiate acoustical 
energy (Sound Power) and this results in pressure 
variations in the atmosphere (Sound Pressure). The Sound 
Pressure (defined as the mean square pressure level at a 
point) depends, inter alia, on the nature of the noise source, 
the distance from the source and the operating 
environment However, the Sound Power is largely 
insensitive to the operating environment and therefore 
provides a unique description of the noise source. There 
are various methods of establishing the Sound Power level 
of a machine, the most common involving the measurement 
of Sound Pressure under strictly controlled conditions (such 
as an anechoic or reverberant chamber). A series of 
International Standards (ISO 3470 to 3477) are concerned 
with this approach. However, these methods are expensive 
to employ and steps need to be taken to ensure that 
interconnecting components associated with the noise 
source (such as a prime mover) do not interfere with the 
measurement Procedures specifically developed for the 
measurement of the Sound Power levels of hydraulic 
machinery are embodied in ISO 4412-1 to 4412-3. These 
are based on ISO 3740 to 3477 and suffer from the same 
shortcomings.
As a result of research over the past fifteen years, an 
alternative approach to that described above is available 
and is based on Sound Intensify measurements. The Sound 
Intensify at a given point in a specified direction is defined 
as the average Sound Power passing through a unit area 
perpendicular to the specified direction at that point. A 
space integral of this quantify, over a surface enclosing the 
noise source, is the Sound Power. Any source(s) of noise 
external to the surface have no influence on the result,
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provided that the sound from the external source(s) is 
steady. As a consequence, Sound Intensity is independent 
of the characteristics of the environment and consequently 
noise measurements can be performed in situ.
Intensity can be measured using either two microphones 
separated by a small distance (typically 12 mm) or a 
microphone and a particle velocity transducer; the former 
approach is more common. Two methods are available for 
estimating the space integral. In the first method, a 
hypothetical surface, completely enclosing the noise source 
but excluding external noise sources, is divided into a series 
of contiguous segments. Measurements of noise intensity 
are performed at the centre of each segment. By multiplying 
the measured intensity by the segment area, the partial 
Sound Power is obtained. The total Sound Power is the 
sum of the partial Sound Powers. Inevitably, some error is 
introduced by this sampling of the sound field. In the 
second method the intensity probe is swept over each 
segment of the measurement surface whilst the analsyer 
continuously integrates the signal. Again some error is 
introduced due to nonuniformities in the sound field.
DRAFT INTERNATIONAL STANDARD
Recently, a draft International Standard, ISO/DIS 9614-1 
(4) was drawn up which specifies methods for determining 
Sound Power levels using the Sound Intensity method; the 
measurement procedures are based on the discrete 
sampling technique. Three grades of accuracy are defined 
in the draft: Class 1 for precision measurement; Class 2 for 
engineering; Class 3 for survey.
FIELD INDICATORS - The draft Standard identifies four 
"field indicators" which have to be evaluated in order to 
assess if the required grade of accuracy is met. These 
indicators are used to establish two criteria. "Criterion 1" is 
concerned with the adequacy of the measurement 
equipment; "Criterion 2’ is concerned with the adequacy of 
the chosen array of measurement positions. Should the 
criteria not be met, the draft Standard provides 
recommendations for changes to the test procedure. Gade
(6) provides a useful review of the physical significance of 
these parameters. It should be noted that the suitability of 
some of the field indicators is still a matter of debate (7,8).
INSTRUMENTATION
A Bruel and Kjaer Real Time Frequency Analyser Type 
2133 with a Sound Intensity probe was used for the test 
programme. Beside displaying Sound Intensity and Sound 
Pressure levels, the frequency analyser has the capability 
of calculating the field indicators and the overall Sound 
Power level. The Sound Intensity probe employs two 
microphones in a face-to-face configuration. The choice of 
the spacer between the microphones and the microphone 
size is mainly governed by the frequency range of interest. 
According to the draft Standard for one-third octave , 
A-weighted Sound Intensity data, the lower frequency limit 
is normally 50 Hz. Below this frequency, the prescribed
uncertainties of +/-1 dB will not be achieved. ISO 4412-1 
proposes a frequency range of 125 Hz to 8 kHz for the 
measurement of pump and motor noise.
For this investigation, 0.5 inch microphones (B & K type 
4181) with a 12 mm spacer were selected, providing a 
frequency range of 125 Hz to 5 kHz with a measurement 
accuracy of +/-1 dB. The probe was calibrated using B & K 
Sound Intensity Calibrator type 3541.
EXPERIMENTAL INVESTIGATIONS
Ideally, the test programme would have included a 
series of tests on the pump and motor using ISO 4412-1 
and 4412-2 for comparison with results from the Sound 
Intensity tests. Unfortunately, the very nature of the ISO 
4412 test procedures necessitates special (and artificial) 
mounting requirements which will almost certainly modify 
the characteristics of the noise generated. Consequently, it 
is very doubtful if meaningful comparisons could be made 
between the different test methods.
The experimental procedures closely followed ISO DIS 
9614-1. As this is only a general procedure, not specifically 
directed at the testing of hydraulic machines, supplementary 
procedures were adopted from (1,2).
AXIAL PISTON PUMP TESTS
The first set of tests was performed on a variable swash 
plate axial piston pump of 32.8 cm3/rev maximum 
displacement This was part of an existing laboratory test rig 
and no modifications were made to the arrangement for 
noise testing. The pump was driven by an electric motor 
with a nominal speed of 1500 rev/min; the corresponding 
pumping frequency was 175 Hz. A simple variable restrictor 
valve, mounted at the end of 1.1 m of straight rigid pipe, 
was used to load the pump. Both the pump and the electric 
motor were mounted on a reservoir.
The measurement surface took the form of a simple 
parallelepiped shape which, together with one face of the 
reservoir, completely enclosed the pump under test. This 
measurement surface was divided into ten contiguous 
segments. The average distance between the surface and 
the pump was about 0.2 m instead of 0.5 m as suggested 
in the draft Standard. This deviation was necessitated by 
space limitations around the pump. The shorter distance, in 
theory, is advantageous as it improves the signal to noise 
ratio. Distances less than 0.15 m are to be avoided, 
however, because of the complexity of sound near-fields. 
The inclusion of the reservoir as part of the measurement 
surface is not strictly in accordance with the draft Standard, 
which states that any physical boundary should be "an 
acoustically rigid" surface; this may not have been the case. 
However, in order to comply with this requirement, it would 
have been necessary to remount the pump on a different 
prime mover, thereby loosing the advantage of performing 
tests in situ.
The background noise, apart from that produced by the 
motor, valves etc., was kept to a minimum during testing.
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MICROPHONE MOUNTING - Ideally the intensity probe 
should be mounted on a stand or tripod. This avoids the 
increase in the noise threshold due to vibration of the 
movable mass of the microphone diaphragm when the 
probe is hand held. However, tests can be conducted more 
rapidly with a hand-held probe. To examine the importance 
of this effect, some preliminary tests were performed on the 
pump using firstly a tripod and then hand-holding the probe. 
The only noticeable difference occurred at frequencies 
below 78 Hz which was less than the frequency of interest. 
Consequently, the probe was hand-held for all the tests 
reported here.
SPECTRUM MEASUREMENTS - Experimental testing 
was facilitated through the use of the multispectrum 
capability of the B & K Analyser. At each pump test 
condition. 10 Sound Intensity and RMS Sound Pressure 
spectra (corresponding to the 10 segments of the 
measurement surface) were obtained over the frequency 
range 50 Hz to 5 kHz; these were stored in the memory of 
the spectrum analyser and subsequently manipulated to 
evaluate the required characteristics.
FIELD INDICATORS - The field indicators must be 
established at the initial stage of a Sound Intensity 
measurement. The results discussed here are for the pump 
operating at a delivery pressure of 50 bar.
The Surface Pressure Intensity indicator, F,. is the level 
difference between the averaged pressure values and the 
unsigned Sound Intensity values; the Global Extraneous 
Noise indicator, F3, is the level difference between the 
averaged pressure and intensity values. The difference 
between these, F3-F2, is a measure of the presence of 
strongly directional extraneous noise; the draft requires that 
F3-F2 should be less than 3dB. It was found that the 
requirement could not be met at the one-third octave bands 
centred on 63 Hz, 125 Hz, 158 Hz and 315 Hz; this was 
most probably due to noise from the electric motor. Strictly, 
measures should have been taken to shield the 
measurement surface from the extraneous noise source(s). 
However, the deviations from the 3dB requirement were 
considered to be sufficiently small not to justify this 
procedure; indeed, because of the configuration of the test 
rig, it would have been very difficult to shield the motor in a 
manner which leave sufficient space to allow access for the 
probe.
Criterion 1 requires that the ‘Dynamic Capability* of the 
measurement system, L, is greater than F2. To establish L* 
it is necessary to determine the "Residual Pressure-lntensity 
Index*, defined as the difference between the measured 
Sound Pressure level and Sound Intensity level when the 
probe microphones are both exposed to the same 
broadband sound field (this requires the use of a specially- 
designed calibrator). The "Dynamic Capability* of the 
system is then obtained by subtracting a bias factor 
(according to the Class of accuracy required) from the 
residual pressure-intensity index. It was found that, for the 
Engineering Class of accuracy, Criterion 1 could be met for 
frequencies above 316 Hz.
The Field Non-Uniformity Indicator, F4, is defined as the 
ratio between the standard deviation and the mean value 
for the intensity measurements. The F4 indicator was used 
to assess Criterion 2 which relates to the adequacy of the 
number of measurement positions. It was found that the 
criterion was fulfilled by using 10 measurement positions 
except at the lower frequency region; at 125 Hz for 
example, 175 segments are required. Criterion 2 is 
recognised as being very conservative, particularly in the 
presence of strong background noise (6).
The Sound Temporal Variability indicator, F5, detects the 
presence of temporal variability by estimating the 
normalized standard deviation of the Sound Intensity 
measured M times at the same measurement position. The 
averaging time used was 8 seconds and M was taken as 
10. According to the Draft Standard, the temporal variability 
indicator should be less than 0.6 for the measurement to be 
accepted. The F5 indicator met the requirements for all 
cases except for tests on the unloaded pump where the F5 
was greater than 0.6 at 63 Hz.
PUMP NOISE TESTS - A typical one-third octave 
Sound Power level spectrum, corresponding to a delivery 
pressure of 50 bar, is shown in Fig 1. Sound Power levels 
appear roughly uniform over the frequency range of interest. 
The black columns are associated with the measurement of 
negative intensities - accuracy at these frequencies is likely 
to be poor. From the spectrum the overall A-weighted 
Sound Power level was found to be 77.0 dBA. The negative 
intensity components were not sufficiently strong to have a 
significant effect on the accuracy of the overall noise level.
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Fig. 1. Sound Power level spectrum for piston pump. 
Load pressure: 50 bar.
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Fig 2 Variation of overall A-weighted Sound Power level with 
pump delivery pressure and discharge pipe length.
EFFECT OF LOAD PRESSURE AND DELIVERY PIPE 
LENGTH - Tests were performed to examine the effect of 
delivery pressure on the noise characteristics on the pump. 
Although full spectral characteristics were established, only 
the overall Sound Power levels are discussed here. As the 
load was increased, there was a significant increase in 
Sound Power rising from 68.4 dBA for the unloaded 
condition to 88 dBA at a delivery pressure of 150 bar. The 
Health and Safety Noise at Work Regulations in the UK, 
and the Occupational Safety and Health Agency 
Regulations in the USA, both specify a 90 dBA limit for an 
8-hour day exposure. The Sound Pressure level obtained at 
150 bar is very close to this limit.
According to (1). when undertaking noise measurements 
attempts should be made to minimise the effect of standing 
waves in the pipeline which could influence the results. At 
least 15.0 m of flexible hose between the pump discharge 
port and the loading valve is recommended. As part of this 
study, the rigid pipe was replaced, in turn, by three different 
lengths of 25.4 mm diameter flexible hose: 4.0 m, 8.0 m 
and 15.0 m.
Fig 2 summarizes the effect of both load pressure and 
length of discharge pipes on the A-weighted Sound Power 
levels of the pump. The results show that the Sound Power 
levels are influenced by the line length, but the effect is 
small. Indeed, the results obtained with 1.1 m of rigid pipe 
are almost identical to those obtained with 15 m of hose.
BACKGROUND NOISE - An examination of the effect 
of background noise (in addition to that generated by the 
electric motor, pipework and loading valve) was 
accomplished by operating a hydrostatic transmission as 
the measurement was in progress. A typical variation in 
Sound Power level for different levels of background noise 
is illustrated in Fig 3. This corresponds to the test pump 
operating at 100 bar with added background noise levels of
0.0 dB, 84.5 dB, and 87.0 dB (Sound Pressure levels). The
results indicate that background noise from the 
neighbouring installations only affected the measurement at 
the lower end of the frequency range, most noticeably 
around 80 Hz. Sound Power levels for the rest of the 
spectra were not significantly influenced by the background 
noise.
AXIAL PISTON MOTOR TESTS
Test were also performed on a 4.54 cm3/rev fixed 
capacity axial piston motor using procedures very similar 
those described above. The motor was used to drive an 
external gear pump which, in turn, was loaded by a 
restrictor valve which enabled the load torque to be 
controlled. For a load pump pressure of 125 bar, the 
corresponding load torque was approximately 3.4 Nm.
A pressure-compensated flow control valve regulated 
the inlet flow into the motor from a ring main supply and 
hence allowed the motor speed to be adjusted. As with the 
pump, the motor installation formed part of an existing test 
rig which was located in the laboratory. It should be 
recognized that the load pump and control valves could 
interfere with the noise measurements.
A parallelepiped measurement surface was again 
adopted although the dimensions were different. The 
average distance between the surface of the motor and the 
measuring segments was 0.2 m with the exception of two 
segments where a boundary did not allow the probe access 
beyond 0.125 m. A rigid panel was included as one face of 
the measurement surface.
EFFECT OF LOAD AND SPEED - In this series of tests, 
attention was given to the effect of load pump pressure and 
speed on the noise levels. The motor speed was varied 
over a range from 725 rev/min to 2500 rev/min, with the 
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Fig 3 Effect of extraneous noise on pump Sound Power level 
spectra. Load Pressure: 100 bar, pipe length: 8.0m.
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Fig 4 Sound Power level spectrum for piston motor.
Speed: 1000 rev/min; Load*pump pressure: 50 bar
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Fig. 5 Variation of overall A-weighted sound power level 
with motor speed and load-pump delivery pressure.
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to 208 Hz. At each speed condition, the load pump 
pressure was Increased in four steps from zero to 125 bar. 
Fig 4 illustrates a typical Sound Power spectrum for a 
speed of 1000 rev/min and a load pump pressure of 50 bar. 
As with the pump, the black column relates to a negative 
intensity and again the accuracy here is likely to be low.
Fig 5 shows the overall A-weighted Sound Pressure 
levels for all test cases. Regardless of the load, the Sound 
Power level increases substantially with speed. This 
increase is most significant when the motor is unloaded.
The variation of load pressure did not have a significant 
effect on the level of noise generated. Moderate increases 
with increasing load can be seen at 750 rev/min, whilst at 
2500 rev/min the noise levels are virtually independent of 
load.
CONCLUSIONS
The Sound Intensity method has been used to establish 
the Sound Power levels of an axial piston pump, and an 
axial piston motor, in situ. Tests have been conducted, as 
far as possible, in accordance with to draft International 
Standard ISO/DIS 9614-1. This avoids the need for an 
expensive test environment
It was found that it was difficult to meet ail the 
requirements laid down in the draft Due to physical 
constraints of the test rig, it was not possible to maintain an 
average distance between the unit under test and the 
measurement surface of at least 0.5 m. The best that could 
be achieved was 0.2 m. In addition, requirements relating 
to the Field Indicators specified in the draft Standard could 
not be met for the lower part of the frequency spectrum. 
This suggests that it will not be easy to conduct tests on 
pumps and motors already mounted on power packs or 
arbitrary test stands. Consequently, there is a need for test 
procedures to be developed specifically concerned with 
pump and motor noise measurement using intensity 
techniques.
For the tests on the pump, it was found that the load 
pressure had a significant effect on the overall Sound 
Power level. However, for the motor, the effects of speed 
were much more significant than load. Tests using different 
lengths of pipeline between the pump and the loading valve 
indicated that line length does not have an important effect 
on noise levels generated by the pump itself. The ability to 
conduct tests in arbitrary environments and in the presence 
of high levels of background noise was confirmed.
At the present time, Sound Intensity instrumentation 
costs are still high, which may be a deterrent to their use. 
However, there are developments in hand to develop lower 
cost instrumentation (9,10) and consequently the use of 
Intensity methods to pump and motor noise measurement 
is likely to be of increasing importance. This will be a tool 
for the development of lower noise machines as well as a 
means of establishing compliance with noise regulations.
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A novel method for evaluating the source flow 
ripple and source impedance of positive 
displacement hydraulic pumps is described. The 
method is based on the measurement and frequency 
domain analysis of pressure standing waves in a 
pipe, and uses a secondary source of pressure ripple 
for excitation of the pump under test The method is 
convenient, accurate and versatile and forms the 
basis of a new British Standard for measurement of 
a pump fluid-borne noise rating. Representative 
results are presented for an oil hydraulic pump and 
for a plunger pump for water-based fluid.
NOTATION
A internal cross-sectional area of pipe 
Beff effective bulk modulus of fluid in pipe











internal diameter of pipe 
diameter of pump discharge port 
forward travelling (incident) wave at x=0 
reverse travelling (reflected) wave at x*0
V-1
length of pipe
length of pump discharge passageway 
wave shear number 
instantaneous measured pressure
PA rms pressure ripple in anechoic line
Pt complex harmonic of pressure ripple at 
position x 
Qs source flow ripple at pump exit
Os source flow ripple referred inside pump
Qt flow ripple from secondary source
Vp volume of pump discharge passageway
x distance along pipe from pump exit
Zs source impedance
ZT termination impedance
Zc pipe characteristic impedance 
Z^  characteristic impedance of pipe of same 
diameter as pump discharge port 
Zgp characteristic impedance of pump discharge 
passageway 




ps source reflection coefficient 
pr  termination reflection coefficient 
to angular frequency
<% angular frequency of fundamental component
INTRODUCTION
It is well known that noise can be a serious 
problem with hydraulic systems, and there is a 
considerable need for design techniques to minimise 
noise levels. This is particularly so in certain critical 
applications such as power steering systems for 
automobiles and hydrostatic transmissions for 
construction vehicles.
The noise levels generated by hydraulic 
systems are influenced in a complex manner by 
numerous factors, and the various noise generation
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and transmission mechanisms are not completely 
understood. Broadly speaking, hydraulic system 
noise can be classified according to three categories: 
pressure ripple or fluid-borne noise (FBN), 
component vibration or structure-borne noise (SBN) 
and air-borne noise (ABN). Air-borne noise arises as 
a result of component vibration. Air-borne and 
structure-borne noise are the most readily apparent 
forms of noise, but they are caused to a large extent 
by fluid-bome noise. The transfer function 
relationships between FBN and SBN, and between 
SBN and ABN, are extremely complex and are not 
well understood.
Because FBN causes SBN and ABN, a 
reduction in the FBN levels in a circuit can be 
expected to reduce the overall noise levels of that 
circuit. Fluid-bome noise is itself caused by a number 
of factors. Generally its prime source in a fluid power 
system is the inherent fluctuation in flowrate (‘source 
flow ripple*) caused by pumps and motors, although 
fluid-bome noise can also be caused by cavitation 
and valve instability. Only fluid-bome noise caused 
by pump source flow ripple will be considered in this 
paper, although this work is equally applicable to 
motor noise. Source flow ripple tends to be periodic 
with a fundamental frequency equal to the pumping 
frequency (shaft rotational frequency times number 
of pumping elements) though some pumps also 
exhibit harmonics of the shaft rotational frequency. A 
particular type of pump tends to exhibit a particular 
source flow ripple waveform or ‘signature* and 
different types will produce source flow ripple with 
different characteristics. Such a pump will, under the 
same operating conditions, produce virtually the 
same source flow ripple in any circuit in which it is 
connected. The resultant pressure ripple is, however, 
very strongly dependent upon the characteristics of 
the circuit as well as the pump itself. Many hydraulic 
circuits tend to be highly resonant and, if a resonant 
mode is excited, very high pressure ripple levels can 
result.
The designer of a hydraulic circuit may 
frequently need to take great care in order to 
maintain noise at an acceptable level. This can be 
achieved in many ways, such as by using resilient 
isolators and dampers to minimise vibration, or by 
using flexible hose, accumulators or silencers to 
reduce fluid-bome noise. Considerable improvements 
can often be made by selecting pumps with low
'Numbers in parentheses designate references at 
end of paper.
noise characteristics. It is generally true that pumps 
with a sm al source flow ripple will operate more 
quietly than ones with a greater flow ripple.
There is a d ear need for a technique for rating 
the fluid-bome noise characteristics of pumps, in 
order that the d ro it designer can compare the  
relative merits of different designs and predtet the  
fluid-bome noise levels which will be generated in a  
drcuit as a result of the pump. In-situ measurement 
of pressure ripple in a drcuit is not suitable for a 
rating, because the pressure ripple is strongly 
dependent on the characteristics of the drcuit and on 
the measurement location in that drcuit A rating 
which is dependent on the pump in isolation is 
required. Clearly the source flow ripple can be used 
as such a rating although certain other quantities can 
also be used.
Several researchers have proposed pump 
fluid-bome noise ratings based on measured 
pressure ripple in various standard delivery drcuits. 
These have induded:
(a) a  restrictor valve located as dose to the pump 
discharge as possible. Unruh (1)* and Szeriag
(2) proposed that correction factors should be 
applied to the results to compensate for the 
effect of the loacfing drcuit. However, the effect 
of the loading drcuit cannot be predicted 
accurately.
(b) a pipe of very small diameter connected to the 
pump discharge (3). The aim of this is to make 
the impedance of the discharge drcuit very 
high, in which case the pressure ripple 
becomes equal to the product of the source 
flow ripple and source impedance, which is 
known as the *blocked acoustic pressure*. 
However, certain complications arise in 
obtaining a suffidently high drcuit impedance, 
and in some cases this could not be achieved. 
Furthermore, it is doubtful whether the blocked 
acoustic pressure is a good pump noise rating 
as it is a rather artificial and possibly 
misleading quantity, and it over-emphasises 
the lower harmonics.
(c) a pipe with a reflectionless termination (4). 
Provided that the pipe is chosen to match the 
impedance of the pump discharge 
passageway, then the pressure ripple will be 
directly proportional to the source flow ripple. 
Furthermore it can be argued that pressure 
ripple is more meaningful than source flow 
ripple for a fluid-bome noise rating. However,
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this technique suffers from the following 
disadvantages:
a truly reflectionless Kne is extremely 
difficult to achieve. Specially designed 
anechoic valves are avaflable (5), but 
they must be tuned very carefully and 
the bandwidth over which they are 
anechoic is limited. Alternatively, very 
long lengths of pipe and/or hose may be 
used, but this is expensive and often 
impractical.
» it is difficult to obtain good matching 
between the impedance of the pipe and 
the pump discharge port. Incorrect 
matching can result in spurious 
reflections.
THE SECONDARY SOURCE TECHNIQUE
This method has recently been adopted by the 
British Standards Institution (6) for measurement of 
pump fluid-bome noise characteristics. It is described 
in detail by Johnston (7) and Edge and Johnston (8), 
and enables the flow ripple and the source 
impedance of a pump to be measured in terms of 
harmonic spectra. These two quantities are sufficient 
to describe the fluid-bome noise characteristics of the 
pump completely; it is thus possible to predict 
pressure ripple levels in a circuit incorporating the 
pump, provided that the characteristics of the circuit 
components are known (7). This is not possible 
using, for example, the 'high impedance pipe' 
technique, as the pump characteristics are not 
completely described by the blocked acoustic 
pressure.
The method is based on the measurement of 
harmonics of pressure ripple at various points along 
the length of the pipe connected to the port of the 
pump, and makes use in the analysis of the 
variations in pressure ripple which occur with 
distance. Using the analysis described in the 
Appendix, the pressure ripple in the pipe can be 
represented as two waves travelling in opposite 
directions. The reflection coefficient at the 
termination, and hence the termination impedance, 
can then be determined according to the complex 
ratio of the two waves. However, in order to 
determine the pump flow ripple, the source 
impedance of that device must first be calculated. 
The technique described in this paper uses a 
secondary source of pressure ripple, located at the
opposite end of the pipe from the pump under tes t 










Figure 1 Hydraulic circuit cfiagram for secondary 
source technique
Provided that the pressure ripple from the secondary 
source can be measured in isolation from that from 
the pump under test, the source impedance can be 
calculated. It is then possible to calculate the flow 
ripple.
The secondary source of fluid-bome noise 
must satisfy certain criteria in order that accurate 
results can be obtained. It must produce stable 
harmonic pressure ripple components over a  broad 
frequency band spanning the band of pressure ripple 
generated by the pump under tes t The harmonics 
must occur at frequencies which differ from those 
produced by the pump under test, in order that the 
pressure ripple from the test pump does not interfere 
with the measurement.
The authors have successfully used an axial 
piston pump as a secondary source. Any pump 
which produces a broad, stable harmonic spectrum 
would be suitable; axial piston pumps are ideal in this 
respect The authors have also constructed a rotary 
valve which provides a bleed-off from the high- 
pressure line during a small fraction of its revolution. 
This was found to produce a large number of 
pressure ripple harmonics and was effective as a 
secondary source. An alternative secondary source 
could be an electromagnetic vibrator and piston 
arrangement.
DATA ACQUISITION
The analysis of the data is performed in the 
frequency domain, and it is therefore necessary to 
record the amplitudes and phases of the pressure 
ripple harmonics from three pressure transducers. A 
pulse signal was obtained from the shafts of the 
pump and secondary source using magnetic or 
optical sensors, to provide a frequency and phase 
reference for the pressure measurements.
4Data acquisition is performed using a Personal 
Computer with a high speed analog interface card. 
This provides a self-contained data acquisition and 
analysis system and eliminates the need for a  costly 
multi-channel digital spectrum analyzer or frequency 
response analyzer. The pressure ripple from the 
three transducers are measured simultaneously, 
together with the pulse signal, thus minimising the 
influence of fluctuations in operating conditions.
The data acquisition software performs the 
following operations:
(1) the data acquisition parameters (sample rate, 
calibration factors etc.) are set up interactively;
(2) the pressure ripple from the three transducers 
together with the shaft trigger signal are 
sampled. The sample burst needs to be 
sufficiently long to span several pump cycles. 
The raw data are then stored for subsequent 
analysisr
(3) the stored trigger signal is analyzed to 
determine the exact pump frequency and 
phase reference points;
(4) the stored pressure ripple signals from each 
pump cycle are ensemble averaged;
(5) The ensemble averaged pressure ripple data 
are analyzed to calculate the complex 
harmonic values, where, for the k  ^ harmonic 
and for n samples,
-  -  £  P, exp(-y o ^ k i  A/) 0 )n m
When acquiring data for evaluation of the 
source impedance, pressure ripple from the test 
pump can potentially interfere with the measurements 
and it is essential that the duration of the sample 
burst is sufficient to provide enough discrimination 
between adjacent frequency components.
When acquiring data for evaluation of the 
source flow ripple, samples are recorded over an 
integer number of pump revolutions. This ensures 
that variations between pumping cycles over a 
complete revolution are cancelled out, and also 
ensures that there is no interference between the 
harmonics.
Provided that the sample rate is high enough 
and the sample burst long enough, an anti-aliasing 
filter is unnecessary. The authors have generally 
used sample rates between 10 kHz and 30 kHz.
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DATA REDUCTION
The mathematical basis of the data reduction 
used for calculating the source impedance and 
source flow ripple from the pressure ripple data is 
described in the Appendix. Data reduction and 
plotting of results may be carried out on the same 
Personal Computer used for data acquisition.
The accuracy of the results is strongly 
dependent on the value of the speed of sound q> 
used in the analysis in calculating y (A2) and Zq (A7). 
The speed of sound depends on the effective fluid 
bulk modulus, which is not always known accurately 
and may be affected by air content A technique has 
been developed for calculation of the speed of sound 
in a  pipe based on pressure ripple measurements at 
three locations, as described by Johnston and Edge
(9). This is implemented in the data reduction 
software as an integral part of the secondary source 
technique, and means that the user does not need to 
specify an accurate value of bulk modulus in order to 
perform a test.
A different analysis procedure is performed 
dependng on whether the pressure ripple data are 
for source impedance evaluation (harmonics 
generated by the secondary source) or for source 
flow ripple evaluation. In both cases, a least squares 
curve fitting technique is used to evaluate the 
pressure waves F  and G in Eq (A1). For source 
impedance evaluation, Eq (A12) is used.
In order to evaluate the source flow ripple from 
the appropriate pressure ripple data, Eq (A13) needs 
to be applied, in which case it is necessary that the 
source impedance is known at the harmonic 
frequencies of the source flow ripple from the test 
pump. This presents a problem; in order to avoid 
interference between signals from the two sources, 
source impedance measurements are normally taken 
at different frequencies to the source flow ripple 
harmonics. Two approaches may be taken to 
evaluate the source impedance at the required 
frequencies, and these will be discussed in the 
following section.
DETERMINATION OF THE SOURCE IMPEDANCE 
CHARACTERISTICS
It was shown by Edge (10) and Davidson (11) 
that, at low frequencies, the source impedance of a 
positive displacement pump is dependent on the 
compressibility of the volume of fluid contained in the 
pump discharge passageway. At higher frequencies 
fluid inertia and distributed parameter effects become 
important. It was observed independently by Edge
9 1 1 7 6 1 5
and Davidson that the measured source impedance 
suggested a larger volume than that of the discharge 
passageway, and this could be attributed to pump 
compliance or reduced fluid stiffness due to air 
release. This means that the source impedance of a 
pump is impossible to predict accurately on the basis 
of the pump dimensions, and must be measured.
Edge (10), Edge and Wing (3) and Johnston
(7) showed that, for most pumps, the source 
impedance can be represented as a short length of 
pipe with a closed end. Ignoring viscous friction, this 
model is defined by the equation
z  -
5 j  tan(o) LfJcJ
(2 )
Using an iterative least squares curve fitting 
technique as described in BS6335 (6), the effective 
values of Z&  and Lp can be determined. Figure 2 
shows measured source impedance results for an 
axial piston pump, together with a distributed 
parameter mathematical model. It can be seen that 
there is good correlation between experiment and 
model. At low frequency the impedance is capacitive, 
whereas at higher frequencies distributed parameter 















Source impedance results: distributed 
parameter model
For many pumps, the source flow ripple 
predominantly consists of a small number of 
significant harmonics over a relatively low frequency 
range. In such cases it is often sufficient to consider 
the source impedance as a lumped volume, defined 
by the equation
B EFF
J ®> v ,
(3)
The effective volume VP may be determined in 
order to give the least squares error. Figure 3 shows 
measured source impedance results for an external 
gear pump, together with a lumped parameter model.
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Source impedance results: lumped 
parameter model
The measured source impedance of a pump is 
generally of a form which can be approximated with 
reasonable accuracy by one of the two mathematical 
models above. In exceptional circumstances, 
however, the source impedance may not correlate 
well. In such cases, various approaches may be 
followed, as described below.
In some cases a mathematical model different 
to those described above may be appropriate. For 
example, a high leakage flow rate in the pump may 
affect the source impedance characteristics. The 
model may be modified to accommodate this, as 
described by Johnston (7).
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Many pumps, particular examples being pumps 
used for automobile power steering, have integral 
flow or pressure control valves. These valves can 
have a strong effect on the source impedance. The 
best results are obtained with the secondary source 
technique if the valve is removed or disabled so that 
there is unrestricted access between the pumping 
elements and the discharge. It should be noted that 
the actual source flow rippte of the pump is due to 
the action of the pumping mechanism and will not be 
affected significantly by this modification, although 
the accuracy of the measurements should be 
improved.
If a  model cannot be applied to the source 
impedance results, an alternative approach is to use 
linear interpolation between the measured points. 
Care must be taken when using this approach, as 
the measured source impedance spectra can show 
significant scatter, with erroneous points occurring 
due to interference between pressure ripple 
harmonics of similar frequency from either source. By 
applying the mathematical modelling approach 
above, such errors are effectively averaged out.
The source impedance is a passive 
characteristic and the authors have found that it is 
relatively independent of operating conditions. 
However, differences have been observed between 
the source impedance of a pump when stationary 
and when operational. Therefore, for the secondary 
source technique, the source impedance should be 
measured with the pump running.
The analysis described represents the source 
flow ripple Qs at the pump discharge port. While this 
is a valid mathematical representation of the pump, 
the resultant source flow ripple waveform may be 
somewhat distorted, particularly at frequencies dose 
to the anti-resonant frequency of the source 
impedance. In practice the source flow ripple is 
generated at the pumping elements, some distance 
within the pump. It is possible to refer the source flow 
ripple inside the pump by an effective distance based 
on the source !r..pedance distributed parameter 
model, using the equation
q ;  -  Qs cos(o) LjcQ W
The derivation of this equation is described by 
Edge and Johnston (8). It is only applicable when the 
distributed parameter source impedance model is 
used, and referral of the source flow ripple inside the 
pump in this way does indeed improve the results 
considerably when there are significant high 
frequency harmonic components (7). The problem 
does not arise if the lumped parameter model is
used. If linear interpolation is used, Eq (4) can be 
applied provided that the effective length LP can be 
estimated.
FLUID-BORNE NOISE RATING
The secondary source method provides source 
flow ripple results in the form of harmonic spectra, 
and source impedance results in the form of 
harmonic spectra or parametric data describing the 
mathematical model. Given these results, one can 
reconstruct the waveform of the source flow ripple in 
the tim e domain, and this can provide very useful 
information about the performance of the pump. 
Furthermore, if the impedance characteristics of a  
drcuit are known, it is possible to precfict pressure 
ripple levels generated in that drcuit by the pump. 
However, in most cases the drcuit designer simply 
requires a figure of merit to signify the noise levels of 
the pump: harmonic spectra of source flow ripple and 
source impedance may be of little or no interest. 
W hereas the root-mean-square value of the source 
flow ripple could be calculated for this purpose, it is 
difficult to relate a quantity with the units of flow rate 
to noise levels. A pressure quantity is naturally more 
meaningful. The rms blocked acoustic pressure could 
be calculated from the results, but the authors 
consider that this is not a realistic quantity for a noise 
rating, for the reasons described previously. A better 
rating is considered to be the rms pressure ripple 
which would be produced by the pump if if were to 
discharge into a reflectionless pipe of the same 
internal diameter as the pump delivery port This 
would be representative of the pressure ripple levels 
experienced in practice with a non-resonant drcuit. 
It may be caJculked using the following equation: for 
most pumps the rms level can be represented 
suffidentiy accurately by the sum of the first ten 
harmonics.
/ \
210 o s z t
*-1
V /
where Z *  -  ^ £ 5 . (6)
*  d ?
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MEASURED SOURCE FLOW RIPPLE RESULTS
The secondary source method has been 
applied to a wide range of different pumps; results 
have also been presented by Johnston (7) and Edge 
and Johnston (12). Figure 4 shows a harmonic 
amplitude spectrum of source flow ripple for an axial 
piston pump at 100 bar load pressure. Source flow 
ripple waveforms* calculated from the measured 
harmonic amplitude and phase spectra* are shown in 
Figure 5 for load pressures of 50 bar and 100 bar. 
The theoretical source flow ripple for axial piston 
pumps has been investigated by various researchers 
(13,14), and these measurements correspond well 
with theory. The dominant reverse flow spike is 
caused by the rapid compression of the contents of 
a cylinder as it opens to the delivery port. The 
magnitude of this spike is approximately proportional 
to load pressure. Oscillations appear following this 
spike, caused by the fluid compliance in the cylinder 
and the fluid inertia in the vicinity of the port-plate. A 
small low-frequency ripple is also apparent; this is 
due to the motion of the pistons and is independent 
of pressure, though it is most noticeable at lower 
pressure. The amplitude spectrum exhibits a large 
number of significant harmonics. This is typical of 
axial piston pumps and is especially true for this 
particular pump because the port plate does not have 
any silencing grooves. The source flow ripple could 
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Figure 5 Measured axial piston pump source flow 
ripple waveforms
Most positive displacement pumps produce 
pressure ripple predominantly at harmonics of the 
pumping frequency and it is generally sufficient to 
consider these when measuring a noise rating for the 
pump. However, some intermediate harmonics 
frequently occur at multiples of the shaft rotational 
frequency, due to variations between the individual 
pumping elements. These components can be 
measured using the secondary source technique. 
Typical results are shown in Figure 6 for the same 
pump as in Figures 4-5. The amplitude spectrum, 
Figure 6(a) dearly shows the intermediate harmonics 
which are generally relatively small (for clarity only 
harmonics below 1000 Hz are shown). The 
waveform, Figure 6(b), shows small differences 
between individual pumping cydes which may be 
caused by uneven wear or manufacturing tolerances. 
There is a distinct variation in the amplitude of the 
reverse flow spikes. Such variations between cydes, 
or the amplitude of the intermediate harmonics, could 
usefully be monitored for failure detection or 
diagnosis.
The secondary source technique has been 
applied to a redprocating plunger pump used with 
95:5 water:oil emulsions. Results are presented in 
Figure 7, for various mean pressures. The variation 
in flow ripple with pressure is due to changes in 
valve timing due to differing amounts of fluid 
compression.
CONCLUSIONS
A new method has been developed for the 
measurement of fluid-bome noise characteristics of 
positive displacement hydraulic pumps. It is based on 
harmonic measurement and analysis of the pressure 
ripple standing waves in a pipe. A secondary source 
of pressure ripple is used to exdte the pump under
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Figure 6 Measured axial piston pump source flow 









Figure 7 Measured plunger pump source flow 
ripple waveforms
test in order that the source impedance may be 
measured; the source flow ripple can then be 
determined. The method has been adopted as part 
of British Standard no. 6335 for measurement of 
pump pressure ripple characteristics. It can also be 
applied to measurement of motor characteristics, as
30
-H me
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well as the impedance characteristics of hydraulic 
valves and other components (7).
The test method is implemented using a 
Personal Computer with an analog interface card. 
Thus the data acquisition, data reduction and 
graphical plotting of results may be performed using 
one computer. This provides a very convenient, cost 
effective and rapid test procedure; measurements 
may be acquired, analyzed and plotted within the 
space of five minutes.
While the harmonic spectra of the source flow 
ripple and source impedance completely describe the 
pressure ripple characteristics, the system designer 
generally requires a simple figure of merit for the 
pump. It is proposed that the most suitable quantity 
for this figure of merit is the rms pressure ripple 
which would be generated at the pump discharge if 
it were, in effect, connected to an infinitely long pipe 
of the same internal (fiameter as the pump discharge 
port.
The test method has been applied to a wide 
range of different hydraulic pumps, and some results 
are presented in this paper for an axial piston pump 
and a plunger pump working with oilrwater emulsion. 
The test method is generally accurate and can be
0.15 j.
-0.15
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applied to a  wide range of types of pump/motor and
test conditions, with the following provisos:
(a) the pump or motor should not incorporate any 
pressure or flow controlling valves in the 
discharge line, or such valves should be 
disabled so that discharge flow is unrestricted 
and no bypass flow path is open. There should 
be no direct fluid communication between the 
discharge port and suction or any other port;
(b) the pump or motor should generate a  regular 
pressure ripple waveform, and cavitation 
should be avoided. The speed should not vary 
significantly;
(c) the secondary source should be able to 
generate stable pressure ripple harmonics over 
a frequency range which spans that of the test 
pump.
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APPENDIX
ANALYSIS O F PRESSURE RIPPLE DATA TO  
PROVIDE SO URCE FLOW  RIPPLE AND SOURCE  
IM PEDANCE
The generalised equation describing the 
harmonic values of the pressure ripple Px in a pipe is
px -  Fe^x + Ge'* (A1)
where F  is the forward travelling pressure wave and 
G is the reverse travelling pressure wave, y is the 
complex wave propagation coefficient, given by the 
equation
1 -  — % (A2)
1 0 9 1 1 7 6 1
The complex coefficient 2; represents viscous effects 
in conjunction with the effect of non-planar 
wavefronts (7). The following expression can be 
derived for % (15), where J0 and J1 are Bessel
functions of 
respectively.
the first kind of order 0 and 1
* - 1 -
Ns j  3/2 J0(NS j  **)
(A3)
N$ is the *wave shear number*, defined by the 
equation




Generally, however, when considering fluid-bome 
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Eq (A1) is applicable to the circuit shown in 
Figure 1 both for pressure ripple from the test pump 
and from the secondary source. Provided that the 
components of pressure ripple from the two sources 
are at different frequencies, they can be considered 
in isolation. The secondary source technique makes 
use of three unequally spaced transducers. F an d  G  
are determined by a  curve fitting technique in order 
that the sum of squares of the error between the  
measured pressure ripple and the right-hand side of 
Eq (A1) is minimised.
The impedance diagram of the sam e circuit is 
shown in Figure 8. Considering a  harmonic of the 
pressure ripple from the test pump, it can be shown 
that the equation below applies (8).
P . -
Os Zs Zs 0 *  + pT
Zs + 1 Ps Pr ® -2yL
(A6)
where the pipe characteristic im pedance, Zq, is given 
by the equation
(A7)
Thus the pressure waves F  and G  are given by the  
equation
Q s Z s Z ,
F  - 1
Zs + Zq 1 "  Ps Pr ®
(A4) G -
ZsZo p j  Q-2yL
Zq 1 -  Ps Pr e -2yi.
(A8)
(A9)
The term ination reflection coefficient pr  and 
termination impedance ZT can be determined from 
the ratio between F an d  G  by the equation
pT -  Z j ' h  -
7 Zr + Z, F
(A10)
The following equation can be derived from Eq (A8) 
and Eq (A10) for the source flow ripple Q£
F{ZS + ZJ  G(ZS -  2 y
Z S Z q Zs Zo
(A11)
In order to determ ine Qs using Eq (A11), the source 
impedance Zs must be known. A similar equation to 
(A6) can be derived for pressure ripple from the 
secondary source, as follows:
p , -
Or Z T Zs ps e-*1- ' *  *  e-*L- *  
Z T *  Zs '  1 -  ps pT 0 -2TL
(A12)
The source reflection coefficient, ps, and hence 
source impedance can be determined from the 
ratio between F an d  G using the equation
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1 . SUMMARY
Pressure relief grooves are commonly employed on piston pump portplates 
to control fluid transients at the start of the delivery phase of the 
pumping cycle and also at the start of the suction phase. In the case 
of the suction port the designer is attempting to release the 
compression energy stored in a cylinder in a controlled manner, before 
connecting the cylinder to the suction port for filling. However, fluid 
momentum effects cause the cylinder pressure to decompress to a level 
below the pump inlet pressure, and cavitation may then occur in the 
cylinder. This is because the suction manifold is essentially a 
const ant-pres sure sink of flow and does nothing to counteract the 
momentum effects. By connecting the cylinder to a smaller, enclosed, 
volume of fluid the high-pressure energy can be released in a more 
controlled way, since inertial flows into a closed volume cause its 
pressure to increase, opposing and thus gradually reducing the flow. In 
this way the energy is distributed between the cylinder and the 
expansion volume, and when the cylinder opens onto the suction port 
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CYL refers to the cylinder
PEV refers to the Pre-Expansion Volume
3. INTRODUCTION
It is becoming more important to develop piston pumps that can be
operated at higher speeds. This not only achieves greater power
densities but also enables a pump to be driven directly by an engine 
without the need for reduction gearing. Whilst there are many small 
piston pumps on the market which are capable of operating at high 
engine speeds, there are very few large capacity machines.
The principal problem when operating at high speed is the occurrence 
of cavitation during the suction stroke. Cavitation leads to the 
erosion of metallic surfaces in the vicinity of bubble collapse and 
reduced volumetric efficiency due to incomplete filling of cylinders. 
There have been a number of researchers who have investigated pumping 
dynamics [1], [2], [3], but little work has been reported on the
problems of suction performance, notable exceptions being [4], [5].
A programme of work at Bath University Fluid Power Centre is being 
undertaken to study the performance of piston pumps at high speeds, 
with particular reference to pumping dynamics and the prediction of 
in-cylinder cavitation [6]. Careful design of the relief-groove at the 
start of the suction port can help reduce cavitation, but at high 
speeds it is necessary to employ high boost pressures if in-cylinder 
cavitation is to be avoided. This is undesirable, particularly in 
transmission applications where the energy required to drive the boost 
system is clearly an undesirable loss.
This paper discusses an alternative approach to the use of a
relief-groove.
4. BACKGROUND
For a given boost and delivery pressure the maximum speed at which a 
pump may operate free from in-cylinder cavitation is governed to a 
large extent by the fluid momentum effects associated with the 
relief-groove at the start of the suction port of the portplate [3].
Typically as the cylinder passes from the delivery port to the suction
port the fluid in the cylinder, which is initially at the delivery 
pressure, must decompress to below the suction pressure before fluid 
can be drawn into the cylinder. Fluid momentum effects cause the
cylinder pressure to fall significantly below the suction pressure. If 
the suction pressure is too low then the cylinder pressure may.
transiently, fall below the vapour pressure, leading to cavitation with 
its attendant problems of noise and erosion damage.
Similar behaviour exists on the delivery side of the pump, although 
here the cylinder is initially at the suction pressure and must be 
pressurised before the fluid is pumped into the delivery manifold. In 
this case the problem is one of fluid borne noise, since the flow pulse 
that occurs as the pressures equalise is transmitted through the fluid 
to the system components as pressure pulsations and noise.
In experimental studies undertaken by Helgestad [7] pressure 
pulsations within the cylinder were reduced by connecting the cylinder 
to a non-return valve in the portplate, instead of a relief-groove, and 
connecting the valve outlet to the suction or delivery port as 
appropriate. In the case of the delivery port the idea is to compress 
the fluid in the cylinder, using the piston motion, to a level close to 
the delivery pressure before allowing the cylinder to open onto the 
delivery port. The non-return valve ensures that the cylinder pressure 
does not exceed the delivery pressure. The decompression phase works in 
a similar manner. In the development of this scheme the non-return 
valves were first connected together and then an additional fluid 
volume was included which was found to give better control over the 
rate of pressure change in the cylinder. This scheme is only likely to 
present problems in the life expectancy of the non-return valves, which 
must cycle at the pumping frequency.
In a similar attempt to reduce fluid borne noise levels Pettersson, 
Weddfelt and Palmberg [8] [9][10] have also removed the relief-groove 
and replaced it with a fixed fluid volume, connected to the portplate 
through a small-bore drilling, but without valves. It has been shown 
that part of the pressure equalisation process may be performed by this 
'Pre-Compression Filter Volume' (PCFV). If the PCFV is initially 
charged to the delivery pressure it will discharge into the cylinder as 
the cylinder port passes over the PCFV port. The cylinder port then 
passes over the delivery port, but with the cylinder pressure already 
increased. As a result the magnitude of the reverse flow pulse is 
reduced and so fluid borne noise is reduced. The PCFV port is 
positioned in such a way that the PCFV then recharges itself from the 
delivery port, the flowpath being provided by the cylinder port, which 
is specially shaped to recharge the PCFV in a gradual manner.
5. THE PRE-EXPANSION VOLUME (PEV)
In the work to be described here it is proposed to eliminate the 
relief-groove at the start of the suction port and replace it with a 
Pre-Expansion Volume (PEV) into which the cylinder will discharge, thus
reducing the cylinder pressure be£ore the cylinder port reaches the 
suction port. The objective is to reduce or eliminate in-cylinder 
cavitation. However, the size of the PEV and its connecting passageway 
are important and so a simulation study has been carried out to examine 
the factors governing the operation and design of the PEV.
5.1. THE PRE-EXPANSION VOLUME MODEL
It has been shown [10] that the PCFV should be modelled as an inertial 
orifice between the compressible cylinder volume and the compressible 
PCFV volume. The PEV has been modelled in the same way.
For the fluid volume
dP pE v  _  B Q pev  
d t  Vp kv
For the connecting passageway the pressure differential has been 
assumed to comprise an orifice pressure loss and an inertial pressure 
loss
ft* - - - § ( ^ J f  %  <2>
The areas A and A<, are very different. The area A<, is the constant 
cross-sectional area of the column of fluid in the PEV passage, but the 
area A is the area of the variable orifice formed by the intersection 
between the cylinder port and the PEV port. The geometry of the PEV is 
shown in Figure 1.
The bulk modulus B is determined by the cavitation model, which is 
the delayed air-release model described in [6].
The results presented here only consider the PEV behaviour for a single 
cylinder. For a nine cylinder pump the PEV cycle repeats every 40° of 
rotation. However, for the largest PEV design considered here the PEV 
is only exposed to each cylinder for 37.8° of rotation, ensuring that 
consecutive cylinders are isolated. The PEV pressure variations 
presented here must be repeated at 40° intervals to obtain 
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Figure 1 The PEV Geometry
6. THE SIMULATION RESULTS
A simulation study has been undertaken, based on a real pump which has 
been tested at speeds up to 4800rev/min and powers in excess of 200kW.
Initial simulations were carried out to determine typical trends. It 
was found that the PEV was relatively insensitive to the boost and 
delivery pressures and so a condition of 20bar boost and lOObar 
delivery was taken as the minimum steady-running condition likely to be 
encountered in a working system. The fluid temperature was set at 55°C, 
although the modelling equations above do not include any strongly 
temperature dependent terms and so this parameter is not considered to 
be important to the simulation study.
Figure 2 shows the performance of a single cylinder using a 
conventional portplate, with a relief-groove, with 20bar boost and 
lOObar delivery at speeds of 1000 and 4000rev/min. It is apparent that
at lOOOrev/min the cylinder functions satisfactorily, but at the speed 
of 4000rev/min there is serious cavitation in the cylinder. There is 
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Figure 2 Pump Performance w ith  a Conventional Portplate
The primary objective of using a PEV on the suction stroke is to 
reduce the occurrence of cavitation. However, if a particular size of 
PEV reduces both cavitation and fluid borne noise then clearly this 
size is to be favoured.
The length of the PEV passageway was initially fixed at the thickness 
of the portplate, 12.7mm. An initial passageway diameter of 7.5mm was 
chosen as this is slightly smaller than the diameter of the cylinder 
port and so is the maximum that is likely to be used. The location of 
the PEV passageway was always set so that the cylinder port opened onto 
the PEV at the instant it left the delivery port (ie 03-0!+29.2°) .
Helgestad [7] uses a fixed fluid volume between 1 and 3 times the 
mean cylinder volume and it is suggested [10] that a suitable volume 
for the PCFV is 2-3 times the cylinder volume at bottom-dead-centre. 
This rule-of-thumb was applied to the PEV, but for top-dead-centre. At 
TDC the cylinder volume is approximately 10cm3, and so an initial PEV 
volume of 25cm3 was chosen. The computer model for the cylinder is based 
on the work presented in [3] and [6], again using a delayed air-release 
model.
Figure 3a shows the results of a simulation using the original 
portplate timing, the suction port opening at 0S«2O6.4° after BDC, at 
4000rev/min. Interestingly the suction flow shows none of the reverse 
flow pulse that is associated with fluid borne noise, but the cylinder 
and PEV both clearly cavitate. Now the cavitation occurs when the 
piston is at a position 02-192° after BDC. The leading edge of the 
cylinder port is 14.6° in advance of this, at 03-2O6.6°, barely past the 
start of the suction port. In an attempt to avoid this cavitation the 
start of the suction port was thus advanced by 5°, to a new position of 
05-2O1.6o after BDC.
Figure 3b shows the results of a simulation with the new suction port 
timing. The results are clearly much improved. The cylinder pressure 
only falls a few bar below the boost pressure, the PEV does not 
cavitate and successfully recharges to its initial pressure before the 
next cylinder arrives, and the suction flow does not show a significant 
amount of fluid borne noise.
At a reduced speed of lOOOrev/min this PEV design gives the results 
shown in Figure 3c. At this lower speed it is apparent that the 
cylinder fluid has satisfactorily decompressed into the PEV and a new 
mean pressure has been established.
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If the PEV has volume VPEV and is initially at pressure pPEVr and the 
cylinder has a volume VCYL and is initially at pressure p,^, then 
neglecting leakage the final pressure can be estimated from
^  _ PpEV^PEV+ PcYL ^ CYL
p   V — T v ---------VPSV CYL
In this case the predicted final pressure is 42bar. The pressures 
oscillate about this value due to the momentum effects in the PEV 
passageway, although the pressures start to decrease slightly due to 
the decompression effect of the piston motion. When the cylinder port 
reaches the suction port, at an angle of 02«187°, the decompression is 
more rapid. The suction flowrate is again relatively free from fluid 
borne noise.
The effect of changing the PEV volume was examined. With an increased 
volume it was found that more oscillatory behaviour was observed at the 
lower speeds, which would lead to more fluid borne noise. With a 
smaller volume there was a tendency for cavitation to occur in the PEV.
Reducing the diameter of the passageway between the cylinder and the 
PEV served only to increase the amplitude of the oscillations 
experienced in the PEV, leading to greater noise and, in extreme cases, 
cavitation within the PEV.
Increasing the length of the passageway only serves to increase the 
fluid inertia in the passageway, and leads to higher oscillation 
amplitudes and more fluid borne noise.
It has been shown above that for the pump considered here a PEV with 
volume 25cm3, connected to the cylinder with a 7.5mm diameter 
passageway, 12.7mm long, gives very good performance at the speeds of 
1000 and 4000rev/min.
6.1. OTHER OPERATING CONDITIONS
The PEV design described above may be applied to other speed and 
pressure conditions. Typical results are shown in Figure 4.
At the lOOOrev/min speed with 300bar delivery the results of Figure 
4a were obtained. Increasing the pressure has increased the reverse 
flow pulse and the general level of fluid borne noise on the suction 
flow, but cavitation is still avoided.
At a speed of 2500rev/min with 200bar delivery the results of Figure 
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Figure 4 PEV Performance at D ifferent Operating Conditions
At 4000rev/min and 300bar delivery the results of Figure 4c are 
given. The performance is again very good, although slight cavitation 
occurs in the PEV.
Finally at 5500rev/min and lOObar delivery the predicted performance 
is shown in Figure 4d. Perhaps surprisingly the PEV still gives 
acceptable results, although there is a tendency for the P E V  to 
cavitate at higher delivery pressures. It does suggest however that the 
P E V  can give good performance at very high speeds.
The suction flow ripple from the pump is important since it indicates 
the level of fluid borne noise. Figure 5 shows the predicted flow 
ripple for 1000 and 4000rev/min with the original relief-groove design 
and with the P E V .  At the lower speed, Figure 5a, the P E V  serves to 
reduce fluid borne noise significantly, and the magnitude and duration 
of the reverse flow pulse are reduced. At the higher speed, Figure 5b, 
it is difficult to compare the flow ripple, but the P E V  does not appear 
to have worsened the flow ripple.
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6.2. REVERSE OPERATION
With the PEV described above the pump is expected to turn in a fixed 
direction. However, if the pump is reversed, over-swashed, or both, the 
operation will differ. Simulations suggest that the pump performance 
will not be impaired in these cases. Ensuring that the PEV is separated 
from the delivery port by the width of the cylinder port prevents 
serious problems from arising.
7. CONCLUSIONS
It has been shown that the Pre-Compression Filter Volume (PCFV) as 
examined by Pettersson, Weddfelt and Palmberg [10] to reduce noise on 
the delivery of a piston pump has a counterpart in the Pre-Expansion 
Volume (PEV), which may be used to limit the occurrence of cavitation 
at the start of the suction phase of an axial piston pump. For the pump 
considered here the cylinder has a dead-volume of 10cm3 at TDC, and a 
PEV of about 2.5 times this volume seems adequate. This compares well 
with the suggested volume of 2-3 times the cylinder volume for the 
PCFV.
Perhaps the major advantage of the PEV is that it does not require 
the shape of the cylinder port to be modified from the traditional 
'kidney' design, and the portplate design is kept simple. However, 
space must be found behind the portplate for a cavity. •
The analysis above does have some limitations however. Firstly the 
possibility of momentum effects occurring as the cylinder opens onto 
the suction port have been neglected, since the amount of fluid 
involved is, at the present time, indeterminate. However, should 
momentum effects prove to be a problem it is still feasible to include 
a relief-groove at the start of the suction port. Secondly the 
pressures that are generated in the cylinder at the start of the 
suction phase are considerably higher than those which would occur with 
a relief-groove, and may have implications for the mechanical design of 
the pump, in particular with regard to the cylinder-barrel force 
balance. However, high-speed operation provides a means of 
significantly increasing the power density of axial piston pumps and 
the benefits should outweigh any design problems considerably.
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A B S T R A C T
The design of quiet power steering vane pumps 
requires accurate experimental and analytical tools to 
assess fluidborne noise. Measurement of vane pump 
fluidborne noise-generating potential must minimize 
hydraulic circuit effects. The difficulties of distinguishing 
between pump and hydraulic circuit effects is discussed. 
A technique called the '‘secondary source" method for 
measuring positive displacement pump flow ripple is 
described. The technique allows evaluation of the pump 
discharge impedance and flow ripple based on the 
analysis of the wave propagation characteristics in a 
special test circuit This test method is used to vafidate a 
computer model of the vane pump flow ripple at the 
rotating group discharge. The model computes the vane 
chamber pressure histories which are used to obtain net 
discharge flow ripple. Geometric definition is kept 
flexible in the model so that compression and leakage 
can be evaluated for any vane pump design. The flow 
ripple is predicted and compared with measurements for 
two pumps, showing good agreement.
IN T R O D U C TIO N
Power steering noise is a complex combination of 
pump and system fluidborne, structurebome, and 
airborne noise. Steering noise can be present in several 
modes of driving; straight-ahead (no steering input), 
parking (engine at idle speed), low-speed maneuvering, 
etc. Thus, control of steering system noise necessitates 
analysis at many operating conditions (pressure, speed, 
temperature, etc.). Reduction of steering system noise 
involves reducing pump flow ripple (the source), 
controlling the transmission of pressure ripple in the 
hydraulic circuit, and controlling the transmission of 
airborne and structurebome noise. This work reports on 
efforts to understand more thoroughly the production of 
pump flow ripple.
A positive displacement pump generates steady 
and unsteady flow components based on the shaft
speed, rotating group geometry, flow passage design, 
and system pressure. Of concern here is the unsteady 
flow, commonly referred to as flow ripple. Once the flow 
ripple is known, then a knowledge of the hydraulic 
system impedance will allow the calculation of pressure 
ripple, which is the usual measure of fluidborne noise. 
The advantage of using flow ripple as a characterization 
of the noise-generating capabflttes of the pump is that it 
is independent of hydraulic circuit effects, described by 
their impedance (Edge, et al [1]). The approach taken in 
this work is to confine attention to the flow ripple 
generated at the discharge of the rotating group, which 
encompasses the rotor, vane, cam, and end plates (see 
Figure 1).
The direct measurement of flow ripple in hydraulic 
systems necessitates the use of high bandwidth 
instrumentation such as hot-film anemometry or laser- 
doppler anemometry. Even if such equipment is 
available, flow fluctuations can only be established dose 
to the pump discharge port, rather than at the point of 
generation. Consequently, most researchers in this field 
have chosen to infer pump flow ripple from  
measurements of pressure fluctuations in specially 
designed drcuits [1-3]. In this study the "secondary 
source" method has been employed [1] to establish 
pump flow ripple.
Several authors have presented theoretical 
models of vane pump fluidborne noise. Hattori, et al [4] 
modeled vane chambers as compressible or 
incompressible flows, depending on the position of the 
chamber relative to the discharge port. Their results 
were compared with measured rms pressure ripple at the 
fundamental pumping frequency to obtain a qualitative 
assessment of the prediction. A similar approach was 
taken by Kojima and Shinada [5], but their predictions 
were compared with measured pressure ripple spectra. 
Seet, et al [6] employed an analysis which does not 
necessarily fix regions of compressible flow (i.e., one 
formulation applies for all regions). Their comparison of 
predicted and measured fluidbome noise relied on 
estimates of the circuit impedance to derive flow ripple.
The paper describes an anafytcal approach similar 
to that of Seet, et al [6], but includes the effects of fluid 
inertia and vane bounce. The predictions are in terms of 
rotating group (source) flow ripple, which can be directly 
compared to measurements of flow ripple using the 
'secondary source’ method.
DESCRIPTION OF VANE PUMP FLOW RIPPLE
The flow ripple is a combination of three categories 
of waveforms.
1) Kinem atic flow  ripple, which is a function of 
the rotating group geometry.
2) Com pression flow ripple, which is a result of 
compression or decompression of a trapped 
fluid volume.
3) Leakage flow  ripp le, which is a result of 
pressure differentials across leakage paths.
These generalized waveforms are typical of all positive 
displacement pumps. The way in which they are 
developed in a vane pump is descrtoed next
High Pressure Ofl
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Figure 1. Power steering vane pump.
Figure 1 illustrates the operation of the balanced 
vane pump. The figure illustrates a cross section of the 
vane pump rotating group, which consists of the rotor, 
vanes, cam ring, and plates (which incorporate the intake 
and discharge ports). As the vanes pass the intake 
ports, the volume of fluid between two vanes (referred to 
herein as the "fluid chamber") increases, thereby 
drawing in fluid. Next, the fluid chamber reaches the end 
of the intake ports and enters the preoompression zone, 
so named because the fluid is typically compressed over 
this region which is closed off from both the intake and 
discharge ports. While within the precompression zone 
the fluid chamber pressure rises according to the extent 
of volume reduction (as well as the degree of leakage). If 
this pressure does not match the discharge pressure 
once the fluid chamber opens to the discharge port, a
flow pulse is generated, lasting until the pressures 
equalize. This pulse is referred to above as the 
compression ripple. As the compression ripple 
subsides, the flow rate is dictated by the rate of change 
of the fluid chamber volume, which is a function of the 
cam geometry. This is referred to above as the kinematic 
ripple. The resuttng flow in this region has a mean value 
plus an unsteady flow induced by the cam shape, vane 
spacing, and vane and ring thickness. Leakage ripple is 
driven by pressure differentials across leakage paths 
throughout the pumping cycle. Some examples of 
leakage paths are vane-length and vane-slot clearances.
MEASUREMENT OF FLUIDBORNE NOISE
Because of the complex standing wave effects 
which occur in all hydraulic systems [1], the pressure 
ripple at one location in the pipework can differ 
significantly from that at another. From a knowledge of 
the solution of the wave equations, il is possible to infer 
pump flow ripple through analysis of pressure ripple 
measurements made at different points in the circuit. 
Unfortunately, this approach does not lend itself to in- 









Figure 2. Hydraulic circuit cSagram for secondary source 
technique.
The test system required for the "secondary 
source" method of determining pump flow ripple [1] is 
shown in Figure 2. The pump is directly driven by a 
variable speed electric motor and discharges into a 
straight length of tubing, 1.4 meters long, terminated by 
an adjustable screw-down restrictor valve in parallel with a 
safety relief valve. The relief valve is set to refieve at 10% 
above the maximum test pressure, thereby ensuring that 
any potential valve instability does not interfere with the 
measurements. A "secondary source" of pressure ripple 
is also located at the end of the line. A variety of 
sources' may be used [1], but for this study a specially- 
designed rotary valve is employed. This device is driven 
by a variable speed electric motor and. for a given speed, 
produces a train of periodic short-duration pressure 
pulses. The spectral content of the waveform extends 
beyond 3 kHz.
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Three piezo-electric pressure transducers are 
mounted in the discharge fine, at the location shown in 
Figure 2. These transducers are connected, via 
integrated circuit piezo-electric amplifiers, to a multi­
channel high-speed data acquisition system which is 
interlaced to a PC host The PC is programmed in a high- 
level language to transform the sampled signals into 
frequency spectra. All subsequent analysis is performed 
in the frequency domain.
The test is a two-stage procedure. Firstly, the 
pump impedance (also known as the "source 
impedance") has to be established. Source impedance 
is a measure of the ability of a pump to partially reflect a 
pressure wave back into the circuit. It is defined as the 
complex ratio of pressure ripple to flow ripple at the pump 
discharge port, and is a function erf frequency. In order to 
determ ine the source im pedance, the harmonic 
components of the pressure fluctuations generated by 
the "secondary source" are measured at three 
transducer locations. It is important that the test pump is 
running at the desired operating conditions during this 
part of the test procedure and that the frequency 
content of the "secondary source" is distinguishable 
from the harmonic components generated by the test 
pump.
Analysis of the pressure ripple data allows the 
source impedance to be evaluated and plotted as a 
function of frequency. A broad range of harmonics can 
be covered by repeating the test for different "secondary 
source" motor speeds. Once the source impedance has 
been established, the "secondary source" is shut down 
and the pressure fluctuations due to the test pump alone 
are measured. In order to determine the pump flow 
ripple, it is necessary to know the source impedance at 
each of the harmonic frequencies generated by the 
pump. This may be achieved by fitting a mathematical 
model to the experimental data. In this work a multiple 
lum ped-param eter model comprising capacitive, 
inductive, and resistive terms has been employed. The 
equation for impedance takes the form
°>n3 <0*3 _JO
“V
j a k 2 <»/i2 *o;2
where the following are adjustable parameters:
*1 Overal compressibility term,
k 2 Leakage term,
<°nv 0>ra Anti-resonant frequencies,
®»2 Resonant frequency,
£l. *2- £> Damping factors, and
a> Frequency of interest.
It is not yet possible to determine the adjustable 
parameters in terms of fluid properties and the physical 
and geometrical characteristics of the pump discharge 
passageway: hence the need for experim ental 
measurements and curve fitting. The impedance at 
harmonics of pumping frequency can be obtained by
substitution, numerically, of the frequency of interest in 
equation (1).
Subsequent analysis of the pressure ripple data 
allows the pump flow ripple to be calculated, firstly in the 
form of harmonics spectra and subsequently as a time- 
domain waveform, synthesized from the spectra. The 
flow ripple is established at the rotating group rather than 
at the discharge port through a variant of the "referraT 
technique discussed by Edge and Johnston [1]. Some 
typical source impedance and flow ripple results are 
presented and discussed later.
PREDICTION OF FLUIDBORNE NOISE
Consider a fluid chamber, the cross section of 
which is shown in Figure 3. The control volume used in 
the mathematical analysis is bounded by the rotor 
diameter, the exposed inside surface of the leading vane' 
(that is, the vane "leading” the motion of the chamber in 
the direction of rotation), the cam contour, the exposed 
inside surface of the trailing vane, and the thickness of 
the cam ring (not shown Figure 3). The figure shows the 
various posstrfe flows across the control volume surface. 
These flows include:
Q„ Inlet flow at intake ports,
Qou, Outlet flow at discharge ports,
Q*  Leakage over the vane tip due to 
manufacturing tolerances, referred to as 
"vane tip leakage",
Leakage over the vane tip during vane 
bounce, referred to as "vane-alienation 
leakage".
O * Leakage along the vane ends, referred to as
"vane length leakage",
O ,* Leakage through the vane slots, referred to
as "vane slot leakage", and 
Qt Leakage at the rotor sides, referred to as
"rotor leakage”.
Applying the continuity equation to the control 
volume in Figure 3 yields the governing equation for fluid 
chamber pressure.
<2)
B0 is the effective fluid bulk modulus, p  is the fluid 
chamber pressure, O, is total leakage, where
= + + + (3)
V is the fluid chamber volume, and t is time.
The orifice flow equation is used to determine Qn 
and Qg*.
0  = C0A ^ ^ s g n (A p ) (4)
C0 is the orifice flow coefficient, and A is the orifice area. 
For intake flows, the differential pressure, Ap is given as 
* P = P - P *  (5)
where p„ is the mean intake pressure. Similarly, for 
discharge flows, Apis given as
*P  = P~Poot (6)





Figure 3. Vane chamber flows.
All leakages are modeled as two-dimensional, 
laminar, incompressible flow. Figure 4 shows a view of 
the vane tip clearance. Using the Cartesian coordinate 
system shown, we have the following boundary 
conditions.
w = 0 
(4vane surface) = 0
u(cam surface) = cxc (7)
du du _ Q 
dt dx
u and v are the x and y direction velocities. o> is the 
rotational speed of the vanes, and re is the radius to the 
cam. Integration of the Navier-Stokes equations and 
application of (7) yields the following expression for < V
W * ( P —Pm) <orclyhA 
12 ptv 2
The second term in equation (8) is added when 
accounting for the trailing vane, and subtracted for the 
leading vane, p  is the fluid chamber pressure, and pM is 
the adjacent (leading or trailing) fluid chamber pressure. 
ht  is the vane tip clearance, /, the vane length, / ,  the 
vane thickness, and p the fluid viscosity.
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Figure 4. Vane tip leakage geometry.
Equations (2-6) and (8-12) are combined to yield a 
system of non-Knear differential equations for each fluid 
chamber's pressure. In addition to equation (2), we must 
consider the effects of fluid inertia and vane bounce.
Edge, et al [7,8] found that fluid inertia effects 
within a piston pump’s port plate metering groove could 
result in substantial cylinder pressure oscillations. For 
example, it was found that as the cylinder approached 
the discharge port while traversing through the metering 
groove, the cylinder pressure overshot discharge 
pressure, and then oscillated about discharge pressure 
in a transient manner. To take account for this posstole 
phenomena in the vane pump, this type of analysis has 
been included in the simulation. Figure 5 shows an 
example of this pressure oscillation for vane pumps.
The differential equation for fluid inertia through 
the metering groove is
(Ap G’ )
dQ { P 2C0V J  
dt " r* dx 
a(x )
(13)
O is the flow through the metering groove, a is the 
metering groove orifice area (which varies through the 
metering groove), A is the metering groove orifice area 
at x„ x, is the position of the vane, x7 is the position at 
the end of the fluid jet, and Ap is given by equation (6).
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Vane bounce at the cam surface can occur if the 
force balance on the vane is such that there is a net 
downward (radially in) force on the vane. The gap 
between the vane tip and the cam surface forms a 
leakage path which tends to relieve the chamber 
pressure. When this occurs the vane motion exhibits an 
oscillation between contact and non-contact with the 
cam surface. Thus, it is necessary to model the dynamic 
forces acting on the vane simultaneously with chamber 
pressures. The following assumptions are made in the 
analysis.
• Constant rotational speed.
• Inclination of the cam surface relative to the vane is 
negligible.
• Negligble Coriolis force.
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Figure 5. Simulated pressure oscillation at beginning of 
discharge.
Figure 6 shows the force diagram for the vane. 
The tangential force balance, moment balance about the 
vane center of gravity, and the radial force balance are as
follows.
Fm - F „ + F , - F . - n F . - 0 (14)
(15)
(16)
-c dr‘ + m a> *r-m a> 2r*  -  Fe = 0 
r is the radius from the shaft centerline to the vane 
center of gravity, r' and r" are the vane radial velocity 
and acceleration, respectively. cd is the net viscous 
damping coefficient for the vane, n, is the vane-tip/cam 
riction coefficient, fi, is the vane-slot reaction force 
‘riction coefficient, and m is the vane mass. F^ is the 
jpstream (the trailing vane chamber) pressure force, and
is the downstream pressure force. F*. is the bottom 
reaction force exerted at the vane bottom within the vane 
slot, and F, is the top reaction force exerted at the top of 
the vane slot. F ^  is the under-vane pressure force, F*, 
is the upstream vane-tip pressure force, and F^ is the 
downstream vane-tip pressure force. It is assumed that 
the under-vane pressure is constant and equal to 
discharge pressure. Fc is the force exerted at the vane- 
tip/cam interface.
[ v '+ M '-O  t f r > r «
[o ifrsr.
If the vane is not in contact with the cam, Fe is zero. ke 
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Figure 6. Vane force diagram.
A computer program called PULSE was developed 
to numerically solve the system of differential equations 
(2), (13). and (16). Since equation (16) is second-order, 
the numerical integration requires that an additional 
differential equation be added to the set. The technique 
most commonly employed is to use the two-equation 
set,
v' = rM, (18)
r ' = v, (19)
where v is the vane velocity.
The simulation proceeds by first setting up the 
fluid chamber volume and port area histories. Initial 
pressures are set such that all fluid chambers within a 
discharge port are set to discharge pressure, and the 
remaining fluid chambers are set to intake pressure. A 
numerical integration package called DASSL (PetzokJ
[9]) was used. This package was designed to solve 
differential-algebraic equations (OAEs) of index one 
(Brenan, et al [10]). The advantage of using this package
is that the integration is relatively invisWe to the user.
Integration step sizes are automatically adjusted to meet 
a user-specified relative error tolerance. The algorithm is
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especialty robust when solving stiff systems, which are 
typically characterized by the existence of significantly 
different time constants throughout the simulation. 
Thus. OASSL is welt suited for this problem since the 
system of equations are quite stiff in localized regions of 
the solution.
Once the pressures are computed, the discharge 
and intake flows are obtained by the use of equation (4), 
and then summed for all fluid chambers to obtain net 
rotating group flow. Added to the discharge flow 
summation is the flow induced by the oscillating under­
vane volumes, which is mathematically treated the same 
as the fluid chamber discharge flow. Thus the intake and 








where N, is the number of fluid chambers, and Q„ is the 
under-vane flow.
COMPARISON OF MEASUREMENTS AND 
PREDICTIONS
Two pumps are examined in this section. The 
pumps differ only by their vane thickness. Vane 
thickness is chosen based on many design 
considerations such as cam strength and wear, rotor 
strength, manufacturability, noise, and cost. Pump A has 
a vane thickness of 1.3 mm. and Pump B has a vane 
thickness of 1.9 mm. The flow ripple from these two 
pumps were measured using the "secondary source” 
method and predicted with PULSE. The pumps were 
analyzed at 1500 RPM and 6.9 and 69 bar. These 
conditions are representative of straight-ahead and 
parking maneuvers, respectively.
Figure 7 shows the measured source impedance 
of Pump A, determined at 69 bar. Very similar 
characteristics were obtained for 6.9 bar and for Pump B. 
At frequencies up to the 20th order of shaft frequency, 
the impedance is dominantly capacitive with the modulus 
falling & 20 dB/decade and phase close to -90 degrees: 
this represents the compliance of the fluid in the pump 
discharge passageway. Above the 20th order of shaft 
frequency, fluid inertia effects become more 
pronounced with impedance exhibiting an inductive 
characteristic: the phase switches to +90 degrees and 
the modulus increases, at roughly 20 dB/decade. 
Higher order effects can be observed above the 70th 
order of shaft frequency and considerable scatter occurs 
around the 150th order; the latter reflects the limit of 
accuracy of the method being reached at very high 
frequencies. The mathematical model captures all the 







10* 10 ' 10* 10’








Ordors ot Shalt Frequency
Figure 7. Measured source impedance and fit with 
mathematical model (69 bar, 1500 RPM).
An important parameter in the calculation of flow 
ripple is the effective bulk modulus, B,. The compliance 
of the fluid and the pump components causes B, to be 
lower than the static value of the fluid alone. Trial runs of 
PULSE with various values for B, were conducted and 
compared with measurement. It was found that a value of 
B, = 1 GPa provided a good fit with measured data and 
this value was used for all the simulations presented in 
this paper.
Since measurements are performed in the 
frequency domain, and PULSE performs the simulation 
of flow ripple in the time domain, a frequency analysis is 
performed on the predicted waveform and the waveform 
is regenerated with 10 harmonic components of 
pumping frequency (which is the limit of the test 
method). This technique makes it easier to compare the 
measured and predicted waveforms.
272
Figures 8 and 9 show the results ot the 
measurements and predictions for Pump A at 6.9 bar and 
69 bar, respectively. As Figure 8 shows, the 6.9 bar 
condition shows good agreement over most of the 
waveform. There is a distinct difference between the 
measured and predicted compression pulses. Recal the 
compression pulse is formed as the fluid chamber moves 
through the precompression zone. The predicted 
compression pulse is too high in amplitude, suggesting 
the true effective buk modulus is lower than that used in 
the simulation and/or that there is additional leakage not 
accounted for in the simulation. The remaining portion of 
the waveform is dominated by incompressible kinematic 
effects (i.e., the fluid chamber and under-vane chamber 







0 10 20 30 5040
Angular Position of Rutd Chamber, degrees
Figure 8. Comparison of measured and predicted flow 
ripple (6.9 bar, 1500 RPM, Pump A).
As Figure 9 shows, more differences between 
predicted and measured results are apparent at the 69 
bar condition for Pump A. The compression pulse 
amplitude is again predicted too high, and apparently too 
narrow. This could be due to the discharge flow 
coefficient varying as the vane passes over the metering 
groove. (The simulation holds the flow coefficient 
constant at Co = 0.6.) The kinematic behavior is 
accurately predicted. Finally, there is a strong leakage 
pulse in the measured waveform which is developed 
prior to the compression pulse. The simulations show 
that this leakage pulse is due to vane bounce at the end 
of the discharge port. As the vane moves through the 
discharge port, there is a slight differential pressure force 
causing the vane to alienate from the cam surface. Once 
the vane reaches the end of the discharge port, a 
leakage path from high (discharge port) to low (intake 
port) exists at the vane tip. The vane snaps dosed once 
the vane is within the intake dwell, which terminates the 
leakage pulse. Note that the leakage pulse is higher in 
amplitude in the measurement than in the prediction.
The results for Pump B are shown in Figures 10 
and 11 for 6.9 and 69 bar, respectively. The results 
show similar trends as for Pump A. The compression 
pulse amplitude is too high at 6.9 bar, while the kinematic 
ripple is accurately predicted (Figure 10). The 69 bar 
condition shows good agreement between theory and 
experiment for the compression pulse (Figure 11), 
although the predicted pulse is again too narrow. The 
predicted kinematic ripple at 69 bar is of the correct 
amplitude, but appears to be shifted in time. Also the 
measured leakage pulse is again higher in amplitude 
than the prediction. As with Pump A, this leakage pulse 
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Figure 9. Comparison of measured and predicted flow 
ripple (69 bar, 1500 RPM, Pump A).
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Figure 10. Comparison of measured and predicted flow 
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Figure 11. Comparison of measured and predicted flow 
ripple (69 bar, 1500 RPM, Pump B).
Finally, Figure 12 shows the predicted and 
measured difference between Pump A and Pump B at 
the 69 bar condition. The figure shows the ratio of Pump 
A and Pump B harmonic amplitude in dB. While both the 
predicted and measured differences show the thin-vane 
pump to have higher levels of flow ripple over most of the 
spectrum than the thick*vane pump, the measured 
differences are much more pronounced. This is felt to 
be due to the predicted leakage pulse being too low in 
amplitude and the predicted compression pulse being 
too narrow. Nonetheless, it is encouraging to find the 
simulation to give accurate assessment of trends in the 
spectrum of fluidborne noise.
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Figure 12. Comparison of measured and predicted 
differences between Pump A and Pump B 
(69 bar. 1500 RPM).
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CONCLUSION
In this study, the ’secondary source’ test method 
has been employed to measure the fluidborne noise 
characteristics of two vane pump designs. The method 
requires the measurement of pressure ripple at three 
locations in a special test circuit and provides detailed 
information on the pump (source) impedance and flow 
ripple. The impedance characteristics were found to be 
very similar for both pump designs and not significantly 
affected by delivery pressure.
A multiple-lumped-parameter model of source 
impedance was found to match the shape of the 
measured characteristics closely, compliance of the fluid 
in the discharge passageway is dominant at low 
frequencies with more complex behavior being exhibited 
at higher frequencies.
The flow ripple was synthesized as a time domain 
waveform from frequency spectra. Significant variations 
in waveform shape were observed for the two different 
pump designs. Over most of the frequency spectrum, 
the thin-vane pump produces larger flow ripple than the 
thick-vane pump. In both cases delivery pressure had a 
strong effect on the flow ripple.
The theory was shown to be capable of predicting 
various components of the waveform, including the 
compression pulse, kinematic ripple, and a leakage pulse 
due to vane bounce at the end of the discharge port. 
While the comparisons of theory and experiment have 
highlighted areas for future improvement, the 
simulations were shown to provide accurate trends in 
differences between different pump designs.
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ABSTRACT
The p rinc ipa l elements necessary fo r assessment o f 
the noise generating potentia l o f  a hyd rau lic  c ircu it are 
presented. I t  is proposed th a t the estim ation  o f noise 
a t the design stage requires m athem atica l models o f 
the flu id-borne noise source, its  coupling to  the c ir­
cu it spatia l layout, the resulting s truc tu ra l oscilla tions, 
and the conversion o f mechanical energy in to  airborne 
noise. A pprop ria te  models and too ls fo r the above as­
pects are reviewed. Some p re lim ina ry  work has been 
undertaken in the s im u lation o f wave coupling in  s im ­
ple 2-D and 3-D liqu id -filled  pipe systems. Results are 
found to  agree well w ith  previously published measure­
ments. The paper concludes w ith  proposals fo r an ex­
pe rt system which incorporates the in d iv idu a l models 
o f the noise generating process. Such a system would 
aid designers in  configuring qu ie t hyd rau lic  circuits.
1 INTRODUCTION
Noise and v ib ra tio n  are well known problems in  hy­
drau lic  systems. Experience te lls us th a t these two 
quantities can be altered s ign ificantly  by, say, chang­
ing the length o f a connecting pipe section or changing 
the pipe m ounting  locations. Despite th is  seemingly 
a ttrac tive  means o f using c ircu it re-configuration to  re­
duce noise and v ib ra tion , p u ttin g  i t  in to  practice usu­
a lly  relies heavily on human experience.
To study the problem more system atica lly, we may 
consider the noise generation process. Noise in hy­
drau lic  systems originates m a in ly  from  the mechanical
v ib ra tio n  and the cyclic pressure pulsations produced 
by active components like pum ps and m otors. The fo r­
mer can be usefully m in im ised through the use o f  a 
short length o f flexib le hose between the pum p and the 
c ircu it. The la tte r noise source, or the so called flu id ­
borne noise, however, propagates th rough the hyd rau lic  
pipes to  a ll components. The subsequent level o f  struc­
tu ra l v ib ra tion  depends p rinc ip a lly  upon the wave cou­
p ling  between the flu id  and the pipe w a ll. Acoustic 
energy is thereby generated producing a irborne noise.
In  recent years, successful models fo r d iffe rent stages 
o f energy transfo rm ation from  flu id -borne  to  a irborne 
noise, as described in  the previous paragraph, have been 
developed. T h is  paper includes a review o f  the models 
and a plan to  incorporate and extend these separate 
elements in to  a single noise assessment package.
2 FLOW RIPPLE AND SOURCE IM PEDANCE
Since pumps and m otors are the m a jo r source o f noise 
and v ib ra tion  in  hydrau lic  c ircu its , i t  is im p o rta n t to  be 
able to  iden tify  the ir characteristics accurately. T h is  in ­
volves the descriptions o f the flow  ripp le  and the source 
impedance in  the frequency dom ain. B o th  o f these are, 
in general, characteristics o f the pum ping  (o r m o to r­
ing) mechanism and the flu id  properties, and are in ­
dependent o f the c ircu it to  which the pum ps and m o­
tors are connected. As a result, i t  should be possible 
to  construct generic flow ripp le  models and impedance 
characteristics fo r different k inds o f pum ps and m otors. 
T h is  in fo rm ation  can then be used as a database for
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b)
Figure 1: Simple hydraulic circuit and impedance rep­
resentation (Edge and Johnston, 1990a)
the prediction of subsequent noise generation. Such in­
formation is not yet widely available. This is due to 
the fact that only recently, convenient and meaningful 
ways of measuring these quantities have been developed 
(Edge and Johnston, 1990a; Edge and Johnston, 1990b; 
Kojima and Shinada, 1984).
Consider the simple circuit shown in Fig. la, which 
consists of a pump as the flow ripple generator, a pipe 
of characteristic impedance Z0 and a load valve of 
impedance Z t - This can be represented by the nota­
tion in Fig. lb  where Zs is the pump source impedance. 
Provided that short rigid hydraulic piping is used, wall 
effects are negligible and the ripple pressure at any dis­
tance x from the pump can be shown (Edge and Tilley,
1983) by plane wave theory to be given by:
P r  =
Q sZs Zo e -T * +  p r e - * 71- * )  
(Zs  +  Z0) l  — pspre~2yl (1)
where Qs is the source ripple flow rate, j  is the wave 
propagation coefficient and ps, p r  are source and ter­
mination reflection coefficients respectively.
In eqn. 1, Z0 and 7  can be calculated using known 
fluid properties, leaving four unknowns Q s , Zs, ps and 
pr to be determined. By measuring the transfer func­
tion between two pressures P i, P2 at suitably chosen 





e- 7*i ( 2 )
Moreover, from the definition of the reflection coeffi­
cient, it can be shown (Edge and Tilley, 1983) that:
PS =
Pr =
Z S - Z o 
Z s  +  Z q  
Zt  — Z0 
Z t  +
(3)
(4)
Therefore, if  either ps or Zs is known, the other can be 
found from eqn. 3 and it would be possible to calculate 
Qs from eqn. 1. However, ps or Zs  cannot be cal­
culated by this method, no matter how may pressure 
measurements are made. Edge and Johnston (1990a) 
explained that ps can not be deduced from pressure 
measurements as the original wave from the source is 
indistinguishable from the waves reflected at the source. 
To resolve the problem, Edge and Johnston (1990a) pro­
pose the use of a ‘secondary source’ of pressure ripple 
which is placed at the termination of the pipe shown in 
Fig. 1. By examining the pressure ripple produced by 
the secondary source, it is possible to find the reflection 
coefficient ps and hence Zs  and Qs- In practice, pres­
sure measurements at three locations in the pipe are 
made and least squares error minimisation is applied to 
eqn. 1 to establish the best fit.
Once Zs and Qs are obtained, it is possible to con­
struct theoretical models based upon the physical pump­
ing mechanism and system identification techniques. 
Some of the measurements using the ‘secondary source’ 
method were reported in Edge and Johnston (1990b) 
for various pump types. The results showed good agree­
ment with the theoretical models.
3 COMPONENT IMPEDANCE
All hydraulic components (valves, accumulators, etc.) 
present impedances to the propagation of flow ripple. 
Similarly, mechanical components in the circuit, such 
as the additional mass introduced by a component or a 
resilient mount, introduce impedances for waves trav­
elling in the structure. In fact, the two waves are very 
often coupled to each other. For example, an accumu­
lator will present the fluid with a second order damping 
effect (Edge and Johnston, 1991) while its own mass will 
create internal force discontinuities across the compo­
nent due to the added inertia. Sometimes it is necessary 
to be able to describe the dynamics across a component 
through fluid and structural quantities simultaneously 
(e.g. through a bend where the flow changes direction). 
This can be done using point matrices.
Matrix methods for harmonic responses are well de­
veloped in structural mechanics (Pestel and Leckie, 
1963). In hydraulic systems, it is important to cou­
ple these to the fluid dynamics of the system. This
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Figure 3: System sign conventions
Figure 2: Abrupt pipe bend through angle a
can be illustrated by the simple example of an abrupt 
pipe bend through angle a , as indicated in Fig. 2. The 
force and displacement quantities before and after the 
bend are related by the matrix shown in Appendix A  
(Kwong and Edge, 1993). In this case, the fluid pres­
sure and the structural shear forces, and also the fluid 
and pipe displacements are coupled.
Relating the fluid dynamics across a pipe bend is a 
straightforward application of the momentum and con­
tinuity equations. In some other components, how­
ever, the physics involved can be much more compli­
cated. In some cases, mathematical modelling may 
not be straightforward. Under such circumstances, the 
measurement techniques described in section 2 serve as 
a useful tool: from pressure measurements, the line ter­
mination reflection coefficient p j  can be found. Subse­
quently, the impedance Zt  of the load valve, as shown 
in Fig. 1, can be deduced from eqn. 4. Using the same 
principle, it is therefore possible to find the impedance 
of many types of hydraulic component by suitable con­
nection to a pressure ripple source. W ith the result­
ing experimental data, validation or construction of the 
impedance model is hence facilitated. This approach 
was used by Edge &  Johnston (1991) and Johnston & 
Edge (1991) to validate mathematical models for vari­
ous hydraulic components.
4 WAVE COUPLING IN PIPES
The concept of point matrices can be extended to 
cover a whole length of pipe by integrating along the ax­
ial direction to form a transfer matrix. Using the Tim ­
oshenko beam theory for pipe deflections and the sign
conventions in Fig. 3, the differential equations govern­
ing fluid and pipe movements can be categorised into 
four equation sets as shown in Appendix B. These basi­
cally correspond to those used by Wiggert et al. (1987) 
and Brown & Tentarelli (1988) with the exception of 
eqns. 17, 21 and 28. In eqns. 17 and 21, a shear co­
efficient K t , as discussed by Cowper (1966), is added 
to account for the fact that under pipe deflection, the 
shear stress and strain are not uniformly distributed 
over the cross section. In eqn. 28, the fluid continuity 
equation is derived with the axial wall strain taken into 
account. This gives rise to the difference in the third 
term of the equation as compared to that presented in 
Wiggert et al. (1978). Detailed derivation of all the 14 
equations is given in Kwong and Edge (1993).
By assuming small amplitude harmonic excitations, 
Fourier transforms can be applied to the time operator 
—► jw, the equation sets can be represented in matrix 
form as:
dBj





,B 2 = M s
Fy
V>s
Us ’ p  '
My
Fx , B \ =
Ft
VJ
Ip y . u*
( 6 )
and Ai is the square matrix form from the ith equation 
set.
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liquid-filled  




Figure 4: Two dimensional liquid-filled piping
For the above equation, if we integrate from, say, z0 
to ;/, the solution will be:
B iU= t l = ^ - ^ B i \ W c . (7)
Subsequent evaluation of the transfer matrix 
follows the method described in Brown (1967).
As a result, transfer matrices representing individ­
ual pipe sections can be multiplied by the component 
point matrices to relate the forces and displacements 
throughout the whole hydraulic circuit. When the flow 
ripple characteristic is specified according to section 2, 
the vibration level at any particular pipe location can 
be found in terms of a frequency spectrum by intro­
ducing the circuit boundary conditions. This approach 
has been employed by Brown and Tentarelli (1988) and 
Lesmez et al. (1990) in the analysis of the vibration level 
of a simple liquid-filled pipe with a 90° bend (Fig. 4). 
Both results were reported to match with close agree­
ment the experimental frequency response curve mea­
sured by Davidson and Smith (1969). Nevertheless, 
both analytical results were frequency limited to below 
500H z  due to quantisation errors, despite the experi­
mental data being collected up to 2,000H z. Further 
discussion of this study will be found in the next sec­
tion.
5 SIMULATIONS FOR 2-D AND 3-D PIPE CONFIG­
URATIONS
To demonstrate the power of using point and transfer 
matrices in analysing vibration problems in hydraulic 
systems, two simple piping configurations are studied.
The first system is the 2-D liquid-filled pipe (Fig. 4) 
mentioned in section 4. Experimental data is available 
from Davidson and Smith (1969). Here the flow rip­
ple is generated artificially at the fixed end of the pipe. 
In the analysis, the pipe is divided into five sections,
i.e. the two straight sections at pipe ends plus the bend 
which is simulated by three straight short sections with 
their flexural stiffness reduced by an ovalisation factor 
h (Vigness, 1943), as shown in eqns. 18 and 22 in Ap­
pendix B. Abrupt bends of angle 22.5° (see eqn. 14) 
are added in between any two sections to represent the 
total bend angle of 90°. As a result, we have a system 
of five transfer and four point matrices. The evalua­
tion of the transfer matrices, which involves the expan­
sion of matrix exponents, is also modified. In Brown & 
Tentarelli (1988) and Lesmez et al. (1990), the expan­
sion was achieved using Sylvester’s Theorem. This can 
be a highly cumbersome process when the matrix order 
is increased with the system complexity. We choose to 
incorporate our model into MATLAB, a matrix-based 
software package, where Pade approximation is used. 
This simplifies calculations through diagonalising the 
matrices before finding the exponents. Fluid and pipe 
responses at both ends due to the ripple pressure are 
calculated. The results are presented in Fig. 5 where 
good agreement with Davidson and Smith’s data can be 
observed throughout the whole frequency range from 50 
to 2,000H z. In fact, by taking advantage of the well- 
developed matrix operations in M ATLAB, the predic­
tion range has been extended beyond the 500H z  limit 
reported by Brown and Tentarelli (1988) and Lesmez 
et al. (1990) to 10,000/7; as indicated. The prediction 
at high frequencies is of limited value due to the fact 
that above 2,000H z, the pipe diameter of 0.1143m is 
no longer compact with respect to the fluid wavelength, 
and the 1-D wave propagation assumption becomes in­
valid. However, this pipe is relatively large in diame­
ter compared to most fluid power pipes and hence this 
ability to predict high frequency behaviour will be ad­
vantageous when considering fluid power systems. This 
is especially important in noise assessment, which con­
stitutes our ultimate goal, as an A-weighted spectrum 
will emphasise frequencies at around 1,000/7;.
The second system is another liquid-filled piping sys­
tem that involves three bends and four straight sections 
(Fig. 6). This rig was designed by Davidson and Sam- 
sury (1972) where pipe and fluid oscillations at the free 
end were measured up to 600/7;. At the mounted end 
of the pipe, structural impedance of the mounting block 
was also given. Here the fluid was stopped with a rub­
ber membrane that was claimed to simulate an open 
end. Excitation of the liquid was generated by a sound 
generator suspended above the unattached pipe end and 
acoustically coupled to the liquid through a rigid cone 
adapter. As a result of the three dimensional config-







................  ex p erim en t _  p red ic tio n
a) fixed end fluid velocity response
b) free end fluid velocity response
c) free end wall velocity in y-direction
d) free end wall velocity in z-direction
Figure 5: Comparison of analytical and experimental
system harmonic response (per unit fluid pressure forc­
ing at fixed end)
urations, all fourteen parameters described in eqn. 6 
have to be incorporated giving transfer matrices of size 
14 x 14 (cf. 8 x 8 in the 2-D case). In the literature, 
only one attem pt at predicting the result ing oscillations 
has been found (Hatfield ei al., 1983). In their study, 
the so called ‘component synthesis’ approach (Hatfield 
ei al., 1982) was used. The pipe system was first di­
vided into small sections. Fluid and structural wave 
propagations were then considered separately for each 
section by defining compliance matrices. Thereafter, 
coupling of the two was attained through application of 
the continuity and momentum equations to the whole 
pipe section. Despite the fact tha t component synthe­
sis has the advantage of avoiding the formulation of 
partial differential equations (Hatfield. 1983) and uses 
smaller size matrices, wave coupling is not accounted 





Figure 6: Three dimensional liquid-filled piping
Consequently, for high accuracy, the pipe system has to 
be divided into considerably many more sections than 
required when using point and transfer matrices, with 
which the solution is exact no m atter how many pipe 
sections are taken. Results for the mobilities (velocity 
responses per unit pressure force developed by the loud­
speaker source) are presented in Fig. 7 using 13 sections 
(i.e. 3 sections for each bend plus 4 straight sections) 
and with the mounting block impedance taken into ac­
count. This is compared to Hatfield’s (1983) data  us­
ing 28 sections (NB. damping of the mounting block is 
neglected in Hatfield, 1983). Both results are in gen­
eral seen to agree well with the measurement except 
at low frequencies where the mobilities predicted are 
smaller than measured. W hilst acknowledging the fact 
that a poor signal-to-noise ratio in the experiment was 
reported around low frequencies (Davidson and Sam- 
sury, 1972), we find that it is possible to increase the 
mobilities predicted here (see Fig. 8) by simply assign­
ing a stiffness to the rubber instead of taking the ‘open 
end’ assumption used by Hatfield (1983). In the range 
150 to 300H z, component synthesis seems to give lower 
mobilities than measured. However, this is believed to 
be a result of not having the structural damping of the 
support taken into account rather than of the method 
being used.
In spite of the good predictions found with the com­
ponent synthesis approach, it should be pointed out 
that in practical hydraulic systems, straight pipes are 
usually much longer than those in this example. A sig­
nificant number of sections would therefore be required 
using component synthesis for the analysis of a single 
straight pipe, when one transfer m atrix would be ad­
equate. The computational cost can therefore be re-











  proposed model
+  Hatfield, 1983.
a) fluid velocity response at K
b) pipe velocity response in z-direction a t K
Figure 7: Comparison of results for 3-D piping
duced considerably using transfer matrices, in addition 
to  the advantage tha t an exact solution to the differen­
tial equations governing the wave propagation can be 
obtained.
6 NOISE ASSESSMENT
W ithin a harmonic sound field tha t contains no sound 
source, the velocity potential <j> satisfies the Helmholtz 
equation (Dowling and Ffowcs Williams, 1983):
V 2<f> -I- k 2<j> =  0. ( 8 )
where k  is the wave number.
Applying Green’s second identity to the velocity po­
tential <f> and the Green’s function (Skudrzyk, 1971):
V> =
s- j k R
R
(9)
where r/> also satisfies Helmholtz equation and R is the 
distance between any two points P  and Q, we have:
By excluding any source and singular points for func­
tions t/' and 4> in volume V , it can be proved (Sevbert,
1984) that the above equation reduces to the so called 
Helmholtz Integral Equation:
L  t e m - m e K
experiment 
proposed model
a) fluid velocity response at K
b) pipe velocity response in z-direction a t K
Figure 8: Prediction of 3-D  piping mobilities by includ­
ing rubber stiffness
=  [ 4 i r  +  i s .  p )  ( n )
where 50 is the surface bounding the vibrating body, 
P  is the observer point and n is the outward normal to
S o .
In section 4, we mentioned how the structural vibra­
tion in response to flow ripples can be found. If we 
consider the oscillating hydraulic circuit as S0, the sur­
face velocity d<f>/dn is therefore known a priori. The
velocity potential <f> a t any point can hence be solved 
numerically according to eqn. 11. Once <f> is determined, 
the acoustic pressure P  can then be evaluated by ap­
plying the momentum equation:
d<j>
P  -  Po-fij- =  Poju<t>. ( 1 2 )
Moreover, the total acoustic energy radiated from the 
circuit W  can also be calculated from:
IV  =  I- f  R e f
2  J s .  i  0 "
dS. (13)
where the superscript * denotes a complex conjugate.
The above has been applied successfully by Seybert 
(1984) to cases like oscillating spheres and infinitely 
long cylinders using the Boundary Element Method 
(BEM) with isoparametric shape functions. His nu­
merical results were found to produce excellent agree­
ment with the analytical ones, except at certain fre­
quencies where the solutions are not unique. This non­
uniqueness is explained in Schenck (1968) as purely a
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mathematical problem arising from the use of an inte­
gral equation formulation and carries no physical mean­
ing. Various methods have been developed to overcome 
this problem. Two major approaches can be found in 
Schenck (1968) and Burton & Miller (1971). Follow­
ing these approaches, successful implementation with 
isoparametric shape functions can be found in Francis 
(1993).
Apart from geometries with which analytical solu­
tions exist, the same numerical scheme was also applied 
by Fyfe and Ismail (1989) to predict the total energy 
radiated from an oscillating finite cylinder. Here the 
numerical results were compared to the ones given by 
a distribution of dipoles along the cylinder axis which 
was chosen to satisfy the boundary conditions imposed 
by the cylinder surface. Again excellent agreement was 
found.
Despite the success of these investigations, sound was 
assumed to radiate into a free space. That is, reflections 
from walls are not taken into account. In 1988, Seybert 
and Soenarko described a ‘half space’ formulation of the 
Helmholtz Integral Equation by adding into the system 
an image of the source and a reflection coefficient of 
the plane. This formulation was verified by a uniformly 
pulsating sphere near a rigid plane. Furthermore, wave 
scattering by a rigid sphere near a rigid plane was also 
predicted. Both results were found to agree well with 
the approximate solutions obtained analytically.
When a body is axisymmetrical, as in the case of a 
cylindrical hydraulic pipe, the surface integral described 
in eqn. 11 can be further simplified. That is, by taking 
advantage of the body’s axisymmetrical properties, the 
3-D surface integral can be reduced to a 1-D line integral 
along the generator of the body and an integral over the 
angle of revolution. These are described in Seybert el 
al. (1986) and Soenarko (1993).
7 TOWARDS AN EXPERT SYSTEM
Having reviewed the different stages of noise analysis 
and demonstrated the applicability of some to hydraulic 
systems, a plan has been prepared to incorporate them 
into a single noise assessment package. This can be 
summarised by the flow diagram shown in Fig. 9. The 
hydraulic circuit layout can be specified by the user 
through a standard CAD drawing package. This will 
provide information for the proposed program to se­
lect, from a database, the appropriate mathematical 
models for the hydraulic components and pipe sections. 
According to the sizes of the component elements, the 
dimensions of the pipe sections, etc, the generic mathe­
matical models can be tailored to form point and trans­














Figure 9: Flow diagram for noise assessment package
multiplied together in the sequence in which the actual 
hydraulic circuit is connected. At this stage, frequency 
response characteristics of both the fluid and structure 
can be found as in section 5. This will give indica­
tions as to the pump or motor operating frequencies at 
which excessive noise occurs. By further identifying the 
flow ripple source characteristics (section 2) according 
to the pump (or motor) specifications, the structural vi­
bration at any position along the hydraulic circuit can 
be predicted. The surrounding sound field and the total 
energy radiated from the circuit can hence be estimated 
using the Boundary Element Method (section 6).
8 CONCLUSIONS
An approach to the design of quiet hydraulic systems 
has been presented. Appropriate mathematical models 
and tools, for each stage of the noise production mech­
anism are reviewed. These are to be incorporated into 
a single noise assessment software package.
The idea of using point and transfer matrices to es­
timate structural vibration caused by pump flow ripple 
is reviewed and revised. Two examples are taken to 
validate the proposed model which show satisfactory 
agreement. In the first example, the proposed new im­
plementation is found to have extended significantly the 
applicability of the method in terms of the limitations
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previously imposed by quantisation errors. In the sec­
ond example, our method is found to reduce computa­
tional effort while producing exact solutions of the wave 
equations.
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APPENDIX
A Matrix for a 2-D abrupt bend of angle a (with a positive as shown in Fig. 2)
u y + C a & G 0 0 0 0 0 0 u y -
U z + “ 5or C a 0 0 0 0 0 0
^ x + 0 0 1 0 0 0 0 0 ' I ’ x .
M x+ 0 0 0 1 0 0 0 0 M x
0 0 0 0 C a - S a " 4 / ( 1  - C a ) 0 Ft .
0 0 0 0 C a — A j S a 0 Fy.
P  + 0 0 0 0 0 0 1 0 P_
. V U  . C a  — 1 0 0 0 0 0 1 . VJ- .
(14)
where ca =  cosa, sQ =  sina, subscripts ’ and *+ ’ denote quantities just before and after the bend respectively.
B Equations governing wave propagation in hydraulic pipes
F —  force P — pressure
VJ —  unsteady fluid displacement u —  pipe wall displacement
M —  moment 4> —  mean angle of rotation
A —  area, square matrix I — second moment of area (m4)
J —  polar second moment of area G —  shear modulus
I \ —  bulk modulus E —  Young’s modulus
K t —  shear coefficient V —  Poisson’s ratio
h —  ovalization factor P —  density
+ —  direction of fluid flow eP — thickness of pipe wall
i'i —  inner radius of pipe
Torsion in the pipe wall:
Shear and bending in the y-z plane:
M t -  G J^ P - = 0  (15)
az
BM. B*4>,
Sz Pp dt2  ^ *
F* - T r f i r + * ' )  = °  <17>
u . -  =  0 (18)
~  ( P p A ? +  P / A l ) - Q j z L ~  0  ( 1 9 )
+ = 0  (20)
Shear and bending in the x-z plane:
= °  ( 2 1 )
i
h d: =  °  ( 2 2 )
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Axial stress, pressure and velocities:
= 0  (25)
£ + » ! ?  =° <»>
= ° <27>
w + K ' v % i + <l - » ' K ' j &  = °  <28>
where K * — K /[  1 +  2KR(1  — v7)/epE!\.
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Abstract
This paper is concerned w ith the experimental determ ination of the dynamic transfer 
matrices for a range of hydraulic silencers, using a test method originally developed for 
the assessment of car exhaust m ufflers and evaluation of in-duct acoustic properties. 
The suitability of the test procedure as a standard method of hydraulic silencer 
assessment is confirmed.
It  has been found from a wide range of tests that the m atrix parameters of various 
types of hydraulic silencers can be obtained w ith good repeatability and w ith sufficient 
accuracy for practical usage. The need for careful pressure transducer calibration and 
the use of a two-channel FFT w ith high resolution A /D  converters is highlighted. The 
silencer transmission loss can be calculated from experim entally-determ ined m atrix  
parameters, and thereby the effects of various factors on silencer performance can be 
established. Successful application of the measurement principle to silencers (and 
other hydraulic components) should provide considerable assistance in  m odelling and 
design, leading to quieter hydraulic systems as a result of less fluid-borne noise.
Nomenclature
[A] Transfer m atrix of the uniform  steel pipe [as described by Eq.(2)]
An Cross-sectional area of the neck
B Equivalent bulk modulus of the gas
c Acoustic velocity in the fluid in the reference pipe
cf Damping constant of the neck
Acoustic velocity in the pipe wall 
Diam eter of neck 
Pulsation frequency
Pressure transfer function of location (5) to location (4) las defined in E q .(l 1)J 
Insertion loss of the silencer 
Length of side branch
Effective length (with end correction) of the neck 
Length of extension pipe
Distance between measurement locations in  the reference pipe
Pressure pulsation
Flow pulsation
Inner radius of the pipe
Laplace operator
Transmission loss of the silencer
Transfer m atrix of the unknown system
Nondimensional form of T1.2 |=T i.2 /(pc/jiro2)]
Nondimensional form of 712.1 (=7^ ,l/(pc/jiro2))
Volume of the gas cavity
Impedance at location n of the reference pipelas defined in Eq.(12) and Eq.(13)]
Characteristic impedance of the reference pipe
Characteristic impedance of the silencer upstream pipe
Characteristic impedance of the silencer downstream pipe
Characteristic impedance of the closed-end side branch
Wave propagation coefficient of the reference pipe
Coefficient representing the viscous effect on wave propagation
► Transfer m atrices for the reference pipe sections [see Fig. 1)
Density of the fluid  
Kinem atic viscosity of the fluid
1. Introduction
A ll positive displacement pumps generate a flow ripple, which Interacts w ith the 
characteristics of the connected circuit to produce pressure ripple. Pressure ripple in  
hydraulic systems, which is also called fluid-borne noise or fluid-bom e vibration, may 
be a m ajor source of overall system noise levels as well as the'm ajor cause of the 
m echanical vibration of system components. Pressure ripple can be reduced by using 
hydraulic silencers, commonly of the Helmholz-resonator type, comprising a closed-end 
side branch and expansion chamber. A num ber of criteria for silencer performance 
have been proposed e.g. (1, 2). but a reliable and practical standard method for 
hydraulic silencer assessment has not yet been established. This is because the 
criteria are dependent not only on the wave transm ission characteristics of the silencer 
but also on those of other system components [31.
In  order to predict accurately the pressure pulsations generated In  a hydraulic  
system at the design stage, and to reduce th a n  sufficiently to produce a quieter 
system, it is necessary to understand and quantify the wave transm ission 
characteristics. To be more precise, it is necessary to establish the parameters of the 
dynamic transfer matrices of all the system components including the silencer, as well 
as the source characteristics of the pump. Once the m atrix parameters of the silencer 
are determined, the silencer transmission loss (which is defined as the ratio of the 
Incident and transm itted energies when there are no reflections in the outlet pipeline) 
can be readily calculated by using the appropriate wave propagation equations. 
Moreover, if  the wave transmission characteristics of the system components and the  
impedances (or reflection coefficients) of both the source and load are known, the 
insertion loss can also be established. This loss is the difference in  pressure levels 
measured at a point in  a system before and after silencer insertion and is the final 
measure of the effectiveness of a silencer. Unfortunately it is not necessarily easy to 
model theoretically the dynamic transfer m atrix of hydraulic silencers w ith sufficient 
accuracy, except for relatively simple designs such as a side branch w ith a closed end. 
Consequently a reliable and practical method to identify silencer m atrix parameters is 
required for cases when there is still no adequate theoretical representation or where 
theoretical postulations are to be verified.
One of the objectives of this paper is to examine the suitability of an existing 
test procedure originally developed for m easuring ln -duct acoustic properties, for 
adoption as a standard test method. A second objective is to understand and quantify
the wave transm ission properties of various types of hydraulic silencers w ith the aim  
of.creating quieter hydraulic systems. Experim ental studies on four different types of 
hydraulic silencers including closed-end side branches are reported.
2. Theory and principles of the method for measuring transfer 
m atrix
For a linear four-pole model of a hydraulic component the vectors describing 
pressure pulsation P  and flow pulsation Q  between any two points, denoted i and i+1, 
are related by a transfer m atrix (A) as follows
"Pi" "A l.i A i ,2" r p , * c
A2.1 A2,2_ Lq j + i .
. ( 1 )
W hen the unknown system is connected in  series w ith two (theoretically known) 
reference systems, such as the uniform steel (rigid) pipes depicted in  Fig. 1, the m atrix  
parameters of the unknown system can be established. The parameters for the 
unknown system are expressed in  terms of the m atrix parameters of the reference 
systems and the Fourier transforms of pulsating pressures (P I, P2, P5 and P6) at four 
different locations. Full details of the approach are given in  references [4 to 91.
Assuming two-dimensional and unsteady lam inar flow, the transfer m atrix for 






' ( 2 )
13(s) and Zc(s) are wave propagation coefficient and characteristic impedance of the 
corresponding pipe having inner radius r« and are defined respectively by







where £(s) is a complex coefficient that represents viscous effects and can be given 
approximately by the following equation
In  order to keep the pressure transducers away from possible disturbances 
arising in  the imm ediate vicinity of the unknown system, the m easurement locations 
(2> and (5) have been placed at some distance from locations, (5) and (4) .
The terms [y], [el, (Cl, and [5] in  F ig .l denote the transfer matrices for the 
individual elements comprising the two reference pipes, as described by Eq.(2). Terms 
[t|l and [k] denote the transfer matrices derived from m ultiplying the relevant m atrices 
as indicated in  F ig .l.
Reference pipe Reference pipe
Unknown
System
: [ T ]  i
Fig. 1 Illustration of measurement principle and its nomenclature
The four-pole equation for the unknown system placed between locations^3)and
(5)can be w ritten
-p i "7*1,1 T\, 2 ~PA
J&. 7*2,1 7*2,2 Q4
The pulsating pressures and flows appearing in E q .(l) and Eq.(6) are Fourier 
transformed quantities (complex numbers). An examination of Eq.(6) clearly indicates 
th a t two independent sets of data are necessary for the extraction of our unknown 
m atrix parameters T i . l to 712.2.
By m anipulating these m atrix equations algebraically, the m atrix param eters 
T 'i.i to 712.2 of the unknown system can be expressed as [101
...............................................................................................................................
Z a - Z ' 4
........................................................
Z 4 - Z ' 4
T : i ^ ( Z 4 / Z 3 ) / / 3 , 4 - ( Z / 4 / Z / 3 ) / / / 3 . 4
Z 4 - Z ' 4
T 2 1 r 7 { ( H i , 4 / Z 3 ) - ( H ' 3 A / Z ' 3 ) } Z 4 Z ' 4  (iQ )
Z 4 - Z ' 4
where
/ / .  / _ £ l ) -  ( 71 . 2771, 1 - y i , i r y i , 2 ) ( P i / P 2 )  +  7 ? i , 2  ^ 8 l , 2 (P 2 lP 5 )
J , \  7 4  J ( 5 l , 2 K - l , l - 5 l t lK’l ,2 ) ( / >6 / / >5)  +  K:i.2  7 1 ,2
JJ, f  _  ( 7 1 , 2771,1 - 7 1 , 1771, 2) ( P ' l / P ' 2) +  TJl, 2  y  8 l 2 ( P ' 2 / P ' 5 )  ^







- £ l , 2 ( P \ / P 2 )  +  (£ 1,271,1 +  71 .2£2,2) 
£ \ , \ ( P l / P 2)  -  (£ 2,171,2 +  £ l,lrU )
P ' 3 " ]  _  - £ l , 2 ( P ' \ I P ' 2 )  +  (£ 1,271,1 +  7 1 ,2£2,2) 
Q '3 j”  £ l,l( />/l / / >/2) - (£2 .171,2 +  £ 1,171,1) 
P4  ^  (8 l , 2Kl ,  1 ~  y i , 2^ 1,  l ) (P 6 /P 5 )  +  K - 1,2
Q4 J (8 \,2K2, \ - K 2,2 8 l l ) ( P 6 /P5)  +  K2,2
P*4^ _  (g l.21C l.l- K\,2Sl, l)(P'6/P'S)  +  JC1.2 
Q'  4 J (8 l ,2K2, l-K2,28l , \ ) (P'6lP '5)  +  K2,2
. ( 1 2 )
. ( 1 2 ) '
..(13)
.(13)'
Note that the prim e is used to denote the pulsating pressure response under 
a second arbitrary loading condition. Hence, it  can be seen that the m atrix parameters 
of the unknown system under test are determined from a total of six transfer functions 
[P1/ P 2 , P2 / P 5, P&/P5 and P ' i l P ' 2 , P,2fP's,  P 'e /P '5 ).
Once the m atrix parameters are determined, other wave propagation p-Dperties 
such as impedance, reflection factor, standing wave ratio, etc., can be readily 
calculated by using known relationships. Furtherm ore for the case of a hydraulic 
silencer, in addition to the above acoustic properties, the transmission loss can also 
be readily calculated using the following well-known equation (developed for use in  
electrical applications).
TL = 20 log 1 \ (  Zc, 2 




( Z c , l Z c , 2 )
1 / 2 T 1.2
+  ( Z c , l Z c . 2) l / 2 r 2 , l  +  f | ^ )  T 2 .2 [ .(14)
Note that the experimental technique for determination of the dynamic transfer 
matrix is capable of predicting the transmission loss for an anechoic termination even 
though the actual test set up did not have such a termination. Consequently there is 
no need to adopt new quantities, such as the "effective pulsation", for silencer 
assessment (11], (12].
3. Experimental Technique
3.1 Hydraulic Test Circuit and Instrum entation
The arrangement of the hydraulic test circuit and the instrumentaUon 
necessary for the experimental determination of matrix parameters is depicted in Fig. 2. 
The input pulsation signal is generated in the system by a special axial piston pump 
which contains a valve plate without relief grooves: this produces a wide band flow 
ripple. The average system pressure is set at the desired value by the loading valve. 
At the measurement locations piezo electric pressure transducers are fitted such that 
their diaphragms are flush with the inside wall of the pipe. Voltage signals from a pair 
of pressure transducers in a reference pipe are fed simultaneously into the A /D  
convertor of a two-channel FFT through high-pass filters and amplifiers.

















F ig .2  E x p e r im e n ta l ap p ara tus  an d  in s tru m e n tio n  fo r  the tra n s fe r  
fu n c tio n  tec h n iq u e  o f  m e a s u r in g  d y n a m ic  tra n s fe r m a trix  
o f  h y d ra u lic  c o m p o n e n ts
Two reference pipes (known systems) between, respectively, stations(T)and(3) 
and s ta tion s® and (6)form the measuring sections where the standing waves are 
analyzed. The first end condition is obtained by connecting an outlet pipe with a
loading valve (1) behind station (6) . Variation in the standing wave (necessary for 
obtaining a second independent set of data) is achieved by connecting the extension 
pipe term inated by loading valve (2) installed directly on the end of the original outlet 
pipe.
The distance between measurement locations in the reference pipe and also the 
length of extension pipe m ust be determined according to the following considerations. 
I f  either of the two dimensions is close to a h a lf wavelength, i.e. when Lm = n c /2 f  or Le 
= nc/2f, n = 1,2,3 .... Eq.(7) to Eq.(lO) become indefinite (0 /0 ) and independent of the 
length of the other pipe: the m atrix parameters of the unknown system cannot be 
evaluated. The length of the extension pipe should be chosen such that the variation  
of the standing wave in  the reference pipe (e.g., P l/P i)  caused by the change of end
condition is as large as possible over the frequency range of interest. Likewise, the 
distance between the measurement locations should be as long as possible in  order to 
create a large ratio between the pressures at the two locations (e.g. P2 /P 1). Hence, for 
the best arrangement the lengths of these pipes are to be as long as possible but in  a 
range of less than a h a lf wavelength at the maximum frequency of interest finax.
In  this study, the distance between measurement locations and the length of 
extension pipe were both determined to be 225 mm, which is around 70%  of the 
sm allest h a lf wavelength (c/2 /m ax=1380/(2  x  2000)=0.345 m), taking the frequency 
range of interest to be from around 200 Hz to 2 kHz.
3.2 Pressure Transducer Calibration and Measurement Accuracy
In  this experimental technique, the accuracy of the measured m atrix  
parameters is dominated by the detection accuracy of the pressure transducers (strictly 
the relative gain ratio and phase shift between the frequency characteristics of a pair 
of transducers including amplifiers and high-pass filters) and also the resolving power 
of the A /D  convertor of the FFT analyzer. When measuring the m atrix parameters of 
a hydraulic silencer, where substantial attenuation of the pressure pulsation can occur 
at certain frequencies, the am plitude of the signals can become very small compared 
to the mean pressure. Consequently the pressure transducer instrum entation m ust 
be calibrated as carefully as possible. For this study the calibration (i.e., adjustm ent 
of the scale factor of the amplifier) was performed w ith a five-figure digital m illivolt 
m eter in  a separate calibration device (using a standard test weight pressure meter) 
w ith channel (1) as the reference signal. By carefully selecting the transducers and
adjusting the am plifiers it  was possible to keep relative accuracy in am plitude well 
below 0.1%  (and in  phase below ± 0 .5  degree by carefully selecting a suitable 
com bination of am plifiers), over the frequency range of interest.
The FFT used in  th is work converts an analog voltage of ± IV  (corresponding 
to a pressure pulsation of ± 2MPa) into 16 b it digital signals. Hence, quantization in  
the A /D  convertor becomes 1 V /2 15=3 x  10'2 m V (= 6 x 10‘5 MPa). Thus, it can be 
seen th a t both the relative error between pressure transducers and resolving power of 
the in p u t u n it of the FFT are sufficiently small compared to the necessary detection 
accuracy and are not a serious problem, provided the effect of noise is small.
When substantial attenuation of the test signal occurs, the effects of electrical 
noise superimposed on the voltage signals from pressure transducers and flow 
turbulence noise in  the branch fitting at the silencer are no longer negligible. Hence 
an averaging operation becomes necessary to m inim ise the effects of noise.
The Fourier transformed pressure signals in the FFT are transferred to another 
com puter for post-processing including the averaging operation. This yields m atrix  
param eters, transmission loss and other acoustic characteristics as the final results.
3.3 Preliminary Examination of the Suitability of the Existing 
Experimental Technique
In  order to examine the suitability of the test procedure and its measurement 
accuracy, two kinds of closed-end side branches w ith different lengths were tested, 
Flg.3(a) (N o.l and No.2). The theoretical m atrix parameters for these can be readily 
derived from Eq.(2)
1 0 '  
tanh{/?(s)/} j
[ r ] = .05)
Zc,b
Figure 4 shows the plots of the real and im aginary parts of the m atrix parameters, T i. l 
to T i .2 and Figure 5 shows the transmission loss calculated from Eq.(14) using these 
experim ental data. There are typical of closed-end side branches. Fairly good 
agreement between the theoretical models and the experimental results are achieved 
in  the frequency range of 200 Hz to 2kHz. Further, the effect of resonance of the 
quarter wave length mode of longitudinal vibration of the pipe w all [fr = cs/4lb % 
5 2 0 0 /4  x  0.841 s? 1.55kHz), is also apparent in the measured m atrix parameters and 
transm ission losses.
■o
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Hence, the effects of secondary factors, such as a mechanical vibration, on the 
wave transmission characteristics also can be measured by this method. Furthermore, 
even though the averaging operation was not employed, the amount of scatter in the 
measured values is found to be acceptably small. These results suggest that the 
experimental technique should be capable of identifying the matrix parameters of other 
types of hydraulic silencers. Moreover, valuable data for assessing other acoustic 
properties such as the transmission loss, insertion loss. etc.. can be calculated with 
sufficient accuracy for practical use.
4. Test Results of the Hydraulic Silencers and Considerations
The following silencers were tested in order to demonstrate the feasibility of the 
test procedure and also to examine the suitability of the technique as a Standard test 
method.
1. Four kinds of metallic bellows Helmholz resonators with different dimensions 
as shown in Fig.3(b) and Table 1 (No. 3, No. 4, No. 5 and No. 6).
2. Metallic bellows type of accumulator with a baffle to direct flow into the
resonating chamber as shown in Fig.3(c) and Table 1 (No.7).
3. A rubber bag type of Helmholz resonator with holes positioned as shown in
Fig.3(d) (No. 8).
•  : Measured 
—  Theoretical




Gas volume: Vjg (cm) Diameter 
of fitting 
( inch)dn (mm) In (mm) 9.8 MPa 13.7MPa
No.3 10.6 48.2 7.01 5.03 1/2
No.4 10.6 46.9 12.1 8.66 1/2
No.5 21.0 23.0 42.6 30.5 3/4
No.6 24.0 24.0 42.6 30.5 3/4
No.7 ------ ------ 42.6 30.5 3/4
The following simplified analytical expression for the theoretical m atrix  
param eters of the Helmholz resonator silencers (No. 3 through No.6) w ill be used for 
comparions w ith experimental results.
[ 7 ]  =
1 0
An2 j • ( 1 6 )
pAnln • S2 +  C f  • S +  BAn2 /  Vg
Here, the boundaries between the silencer and two reference pipes (i.e., 
locations (3) and (4) in F ig .l) were chosen at the positions shown in Fig.3 in order 
to identify more clearly the characteristics of the silencer. In  this case even if  the 
system lim its are chosen in  the in let and outlet port ends of the silencer the values of 
transm ission losses are almost the same. More generally, the values of m atrix  
parameters m ay be strongly dependent on the position of boundaries chosen. 
Figures 6  and 7 show the plots of the real and im aginary parts of the m atrix  
param eters for silencers No.3 and No.6, respectively. These are typical of the results 
obtained for the types of silencers shown in Fig3(b). The experimental results are 
based on the data using 30 averages. A correction factor for the open end of the neck 
was selected in  the region of 0 to 4 d n /3  it by tria l and error (in order that the 
theoretical resonant frequency agrees w ith the experimental results). Figure 8 shows 
an example of the am ount of scatter in the measured m atrix parameters based on data 
obtained w ithout averaging. Figure 9 shows examples of the transmission losses of the 
silencers calculated from Eq.(14) using the measured m atrix parameters, along w ith  
the theoretical predictions for selected silencers obtained from Eq.(14) and Eq. (16). 
These results are very sim ilar to those obtained by Lau et al [13] who conducted, 
independently, transfer m atrix experiments on the same devices, using a different test 
method.
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and also agree In substance with the theoretical results (except for m inor 
discrepancies). However, w ithout averaging, the scatter becomes considerably greater 
(as shown in Fig 8) because the effects of noise are no longer negligible. The scatter 
is greatest at frequencies where high signal attenuation has occurred. The principal 
discrepancies between'theoretical and experim entally determined parameters are 
probably due to inadequacies in the m athem atical model and to a lesser extent by the 
use of incorrect model parameters. Experim entally-determ ined m atrix parameters can 
include the factors omitted or approximated in  the theoretical model. Clearly, 
experim ental results are superior to theoretical predictions based on inadequate 
(sim plified) theoretical representations.
In addition to the acoustic characteristics of silencers, one of the authors (EK) 
has successfully applied the method to identify the transfer matrices of components 
such as flexible hose, various types of control valves w ith moving parts, cylinders, etc., 
for which there are only lim ited theoretical representations.
The Insertion loss in a typical velocity control circuit. Fig. 10. was examined in  order 
to emphasize the usefulness of the experimental technique in  this type of application. 
Figures 11(a), 11(b) and 12(a), 12(b) show examples of comparisons between the 
experimental and predicted pressure ripple waveforms and their spectra w ith and 
w ithout the silencer. Good agreement is achieved between the experimental and 
predicted results for most harmonics up to around 2 kHz. To achieve this accuracy the 
m atrix parameters of other system components as well as the silencer m ust be known. 
The pump characteristics can be established using, for example, the "2 pressures/ 2 
systems" method [14] or the "secondary source" method (15).
The insertion loss can be readily predicted by using known relationships using 
for example "HYPULSIP" (16] or "PRASP* 117].
Finally, the following features regarding test duration are worth noting. The 
pressure transducer signals were Fourier-transform ed every complete pump shaft 
revolution, w ith transfer functions being evaluated at frequencies up to 2 kHz. The 
tim e taken to record, transform and average 30 pressure signals was only about ten 
seconds. Such a short duration ensured that a group of pressure signals to be 
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5. Conclusions
The main conclusions derived from this study can be summarised as follows.
(1) An existing test method originally developed for measuring in-duct acoustic
properties is equally suitable for the experimental determination of the transfer 
matrix for hydraulic system components. Through careful calibration of the 
pressure transducer instrumentation and the use of an FFT with a high 
resolution A /D  converter, good results can be achieved, even though the 
pressure pulsation levels are small compared to the mean pressure.
(2) Particular care has been taken when measuring the wave transmission
characteristics of hydraulic silencers, in which substantial attenuation of the 
pressure pulsation occurs. In such cases it is necessary to select higher 
amplifier gains in order to maintain good A /D  converter resolution. Close
m atching of frequency response characteristics of the pressure transducer 
channels is essential. In  addition there is a need to average several sets of 
pressure pulsation measurements (30 in this study) in  order to m inim ise the 
effects of noise.
(3) Through the use of a specially-modified axial piston pump as a pulsation  
source, a test duration of only ten seconds was achieved which further 
enhanced m easurement accuracy.
(4) Comparison of test results w ith m athem atical models of a closed-end side 
branch and various types of hydraulic silencers have confirmed that the m atrix  
param eters obtained by this test procedure are reliable and have sufficient 
accuracy for practical usage.
(5) Silencer transm ission loss can be readily calculated from the experim entally- 
determined m atrix parameters to an acceptable accuracy.
(6) The success achieved in applying the test technique and the high quality  
results obtained, indicate that the approach is well-suited as a standard test 
method for establishing the attenuation performance of hydraulic silencers. 
Test results w ill assist engineers in the modelling and design of silencers and 
hence should provide a means of designing quieter hydraulic systems.
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FLUID BORNE NOISE CHARACTERISTICS OF HYDRAULIC FILTERS 
AND SILENCERS
LAU K K, EDGE K A & JOHNSTON D N
Abstract
Pressure ripple in hydraulic circuits can be simulated quite accurately 
provided that the impedance characteristics of each component in the circuit are 
known. It is therefore important to develop mathematical models for the impedance 
of hydraulic components such that they can be used for pressure ripple simulations. 
Impedance characteristics of components are dependent on their geometry and 
sometimes experiments are required to help in the formulation of models. An 
experimental technique for measuring the impedance characteristics of components 
is outlined in this paper and the results of tests on a high pressure servo filter are 
presented and discussed. A theoretical model for the filter is proposed and found to 
give close agreement with measured data. The effects on the pressure ripple 
characteristics of fitting the filter into a simple circuit are examined by simulation.
Results of tests on two types of silencer are presented and compared with 
those obtained from independent tests conducted with a different test procedure. 
Close agreement is achieved.
1 Introduction
Software for the prediction of the pressure ripple characteristics of a hydraulic 
system is an essential tool for the designer if low noise systems are to be created at 
the design stage. However, to achieve accurate pressure ripple simulations, detailed
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information on the impedance characteristics of individual components in the system 
is needed [1].
The hydraulic impedance of a component is defined as the ratio of the 
pressure ripple harmonic to the flow ripple harmonic at a given frequency. It is 
highly dependent on its physical geometry as well as the system pressure and 
flowrate. A number of components, such as valves and pumps, can be conveniently 
represented by point impedances. However, because of dominant wave transmission 
effects, other types of components must be represented by a ‘two port’ model using 
a transfer matrix which relates the pressure and flow ripple harmonic amplitudes and 
phases at one port to those at the other port. Pipes and silencers fall into this latter 
category.
In this paper, the measured transfer matrix characteristics of a high pressure 
hydraulic filter component are investigated and an impedance model for the filter is 
developed. Computer simulations of filter performance are also discussed. In 
addition, the performance characteristics of two hydraulic silencers are also presented 
and compared with those obtained by Kojima and Edge [2] using a different test 
method.
2 Nomenclature
A Internal cross-sectional area of pipe
Be Effective bulk modulus of fluid in pipe
C Hydraulic capacitance
d  Internal diameter of pipe
Dir Insertion loss
Z)0 Characteristic transmission loss
Dtr Transmission loss
J f T
J0, J, Bessel functions of the first kind, order 0 and 1 
L Hydraulic inductance
Ns Wave shear number
Pv P2 Complex amplitude of pressure ripple at upstream and downstream end of 
component
PF Complex amplitude of pressure ripple wave travelling in forward direction
PR Complex amplitude of pressure ripple wave travelling in reverse direction
Px Complex amplitude of pressure ripple at distance jc along pipe
Q\' Qi Complex amplitude of flow ripple at upstream and downstream end of
component
Qx Complex amplitude of flow ripple at distance x  along pipe
R Hydraulic resistance
x  Distance along pipe
Zjj Element of impedance matrix Z
Z Impedance matrix
Z0 Characteristic impedance of pipe






Many hydraulic components can be represented by the two-port model shown 
in figure 1. The four variables P,, P2 and Q2 are the complex harmonic 
amplitudes of the pressure ripple and flow ripple and depend on the characteristics 
of the component and the system in which the component is connected. For a 
passive component that exhibits linear behaviour, they can be related to each other 
by a variety of transfer matrices [3].
Figure 1 A two port model
The transfer matrices are functions of the component in isolation and are 
independent of the connected circuit. One specific type of transfer matrix is the 
impedance matrix Z as defined by the equation
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For any passive component that exhibits linear behaviour, it can be shown that 
zi2 = z2 i [4]. In addition, for a component with end-to-end symmetry, zn = z22.
Two common measures of the performance of a silencer or attenuator are the 
transmission loss, D ^. and the insertion loss, Dm [5]. The transmission loss is the 
ratio of the fluid bome noise at the inlet to that at the outlet of the silencer. The 
insertion loss is the ratio of the fluid bome noise at some point in the circuit with no 
silencer fitted to that at the same position in the circuit with the silencer fitted.
Because of standing waves in the pipeline, the insertion loss and the 
transmission loss are strongly dependent on the positions at which the pressure 
ripple is measured. This problem can be avoided by using the ‘effective pulsation' 
5e{r [5] where
s„ - \p.P * |Z„ Q,V (2)
Neglecting pipe resistance, this quantity is constant along the length of a 
uniform pipe. The performance of silencers based on the effective pulsation is 
defined as
D D * 10 * loo^ IR  ’  TR ©10 < v ,(5 J,€(T'2
(3)
For the insertion loss, (6^), and (de(r)2 are the effective pulsations at the same 
location in the system before and after the installation of the silencer. For the 
transmission loss, (S^), and (Sej7)2 are the effective pulsations at a location in the 
inlet and outlet line respectively of the silencer.
The above silencer ratings can be determined from a transfer matrix provided 
that the characteristics of the rest of the circuit are known.
A rating that is independent of downstream conditions is the characteristic 
transmission loss (D0). This is defined as the ratio of the incident wave at the inlet 
to the transmitted wave at the outlet, when connected to a pipe of specified diameter 
at the inlet and an anechoic pipeline of the same diameter at the outlet [6]. Circuits
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approximating anechoic conditions can be very difficult to achieve, so direct 
measurement of D0 is difficult. However it can be calculated from an impedance 
matrix using the equation
The characteristic transmission loss is advantageous as a measure of silencer 
performance because the effects of circuit reflections and resonances are eliminated. 
In practice however, the silencer may exhibit somewhat different behaviour because 
of system dependence, and system reflections can substantially reduce the attenuation 
properties. The characteristic transmission loss is also dependent on the assumed 
diameter of the connected pipes.
4 Measurement of the matrix coefficients
The impedance matrix (and other transfer matrix representations) can be 
determined from a knowledge of the pressure ripple and flow ripple at both ends of 
the component. Although flow ripple cannot be measured directly, it can be 
determined from measurements of pressure ripple at two or more points along the 
length of a line that has known wave propagation characteristics [2], [7], [8] and [9]. 
The complex amplitudes of the pressure ripple and flow ripple at a position x  along 
a rigid pipeline can be described by the equations
(
A , ' 2 0  1ogl„ .1 (4)




r  = (7)
2 W . / 3/2)
y b ,£ (8)
j  <oA
d  co 
2nj v
(9)
The Bessel functions J0() and J,() can be accurately evaluated using the 
approximations given by Abramowitz and Stegun [10].
Pressure waves PF and PR can be determined using two pressure transducers, 
by applying equation (5) at both points. However, problems can occur if  the 
transducers are spaced at, or close to, multiples of a half wavelength. At half 
wavelength conditions the analysis becomes ill-conditioned and large errors can 
result. This problem can be avoided by using three or more pressure transducers with 
unequal distances between them, as described by Johnston et al [11]; typically a ratio 
of approximately 1.4 is used. The measured harmonic values of pressure ripple at the 
transducer locations can be used to determine PF and PR by using a regression 
technique to minimise the sum of squares error between the measured pressure 
ripples and those calculated by equation (5) [9]. The flow ripple and pressure ripple 
can then be determined at the connection with the component using equations (5) and
(6). The relative error between the measured and calculated pressure ripples provides 
a useful check on the accuracy of the measurements.
In addition, by using three pressure transducers in a measurement pipe it is
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p o s s ib le  to  e v a lu a te  th e  sp ee d  o f  s o u nd  in  th e  f lu id  [1 2 ] .  P ro v id e d  th a t th e  d e n s ity  









F ig u r e  2  S c h e m a tic  d ia g r a m  o f  te s t c ir c u it  fo r  c o m p o n e n t  t ra n s fe r  m a t r ix  m e a s u re m e n t
A  s c h e m a tic  d ia g r a m  o f  th e  te s t c irc u it  is  s h o w n  in  f ig u re  2 . E a c h  e n d  o f  th e  
c o m p o n e n t to  b e  te s te d  is  c o n n e c te d  to  a  r ig id  p ip e  w h ic h  h as  th re e  m in ia tu r e  p ie z o ­
e le c tr ic  p re s s u re  tra n s d u c e rs  p o s it io n e d  a lo n g  its  le n g th . M e a n  p re s s u re  is c o n tro lle d  
u s in g  a  re s tr ic to r  v a lv e .  P re s s u re  r ip p le  is p ro d u c e d  u s in g  a s p e c ia lly  d e s ig n e d  v a lv e  
w h ic h  ro ta te s  a t a  c o n s ta n t sp ee d  a n d  o pe ns fo r  v e ry  s h o rt p e r io d s  p ro d u c in g  a s e ries  
o f  s h arp  f lo w  p u lse s . T h e  p re s s u re  r ip p le  can  b e  d ire c te d  to  e ith e r  e n d  o f  th e  tes t 
c o m p o n e n t u s in g  b a ll v a lv e s  ‘ A ’ a n d  ‘ B \  A  t r ig g e r  s ig n a l is  o b ta in e d  f r o m  a  s e ns or  
on  th e  s h a ft o f  th e  v a lv e  to  p ro v id e  a  fre q u e n c y  m e a s u re m e n t a n d  p h a s e  re fe re n c e .  
H a r m o n ic  a n a ly s is  is  p e r fo rm e d  on  th e  s ix  p re s s u re  r ip p le  s ig n a ls  a t f re q u e n c ie s  
w h ic h  a re  m u lt ip le s  o f  th e  v a lv e  ro ta t io n a l sp eed . T h e  p re s s u re  r ip p le  p ro d u c e d  b y  
th e  ro ta ry  v a lv e  has a v e r y  b ro a d  h a rm o n ic  s p e c tru m , t y p ic a l ly  f r o m  a b o u t 2 0  H z  to  
3 k H z .
D a ta  a c q u is it io n , h a rm o n ic  a n a ly s is  an d  d a ta  p ro c e s s in g  a re  p e r fo rm e d  u s in g  
a p e rs o n a l c o m p u te r  w ith  a h ig h  sp eed  d a ta  a c q u is it io n  c a rd . B y  ta k in g  r e la t iv e ly
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long measurement bursts (typically 2 seconds with a sample rate of 50 kHz) good 
accuracy and harmonic rejection can be achieved. Standard 12 bit analogue-to-digital 
converters have been found to be sufficiently accurate.
The accuracy of the results depends on the accuracy of calibration of the 
pressure transducers and their amplifiers. Although absolute calibration levels are not 
important, the relative gains and phase shifts of each transducer and amplifier 
combination in relation to the others over the required frequency band are critical to 
the results, particularly at low frequencies. Kojima and Edge [2] have also drawn 
attention to the importance of this requirement. Best results are obtained by cross- 
calibrating the transducers against each other.
In general the measurement of Px, P2 and Q2 needs to be done at two
different test conditions in order to obtain four simultaneous equations from which 
the terms of the matrix can be determined. It is not sufficient simply to change the 
source amplitude as this does not change the relationships between P„ P2 and Q2. 
It is necessary either to change the termination impedance [2] or to connect the 
excitation source to the other end of the component [8]. It may be difficult to 
produce a sufficient change in the termination impedance over the whole frequency 
range of interest, and the termination impedance may have little effect on the 
characteristics if the component being tested produces a strong attenuation of the 
signals. A larger change can be achieved at all frequencies by switching the 
excitation source to the other end. The approach used by [8] is physically to reverse 
the connections to the component under test. This reversal may, however, disturb the 
behaviour of the component or the test conditions, resulting in inaccuracies. Results 
in this paper were obtained by using a pipe loop to connect the noise source to either 
end of the component, as shown in figure 2. This enables the excitation source to be 
switched to either end by opening either of the ball valves ‘A’ and ‘B \ whilst 
maintaining virtually the same mean flow in the same direction.
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The elements of the impedance matrix are determined as follows (values at 
the second condition are denoted by primes).
p1 Ql ~ Pi Q2
0, Qi - Qi Qr
0, Pi -  Qi P,
0, Qi -  Qi Q>
P2 Qi -  Pi Q>
0, Qi -  Qi Qi
0, Pi -  Qi P*
0, Qi - Qi Qi
( 10)
It should be noted that, for a component with a high attenuation, P2, £?->, P, ’ 
and Q j' will be small. To ensure that the measured signals are accurate, the pressure 
transducers and associated amplifiers must be calibrated with care. Furthermore, a 
large number of measurement cycles may also be needed to minimise the noise 
effects [2]. As P„ £?,, P2 ’ and Q2 ’ are all measured on the source end of the 
component, their amplitudes should remain significant, so that the denominator in 
equation (10) is non-zero even if P2, Q2, P, ’ and Qx ’ are all zero. Hence the matrix 
terms can still be determined.
If a component can be assumed to have end-to-end symmetry, it is only 
necessary to take measurements for one end condition as there are only two unknown 
values to be determined. The terms are given by the equations
P2 Q2 -  P, Qx
Z,, —————
Ql ~ Ql (ID
p , Q ,  ~ p 2 Q ,2 — Z  =  1 2
12 21 Ql ~ Ql
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Similar approaches have been used by Lecerf [8] and Kojima and Edge [2] 
although these researchers have used just two pressure transducers on each 
measurement pipe. The use of three transducers does provide a number of 
advantages, as described above.
5 Impedance characteristics of a high pressure filter
Tests have been performed on a high pressure hydraulic filter with 3 pm 
rating element in order to establish its impedance characteristics. The system mean 
pressure was 100 bar and the flowrate was 0.164 L/s; oil temperature was 40 *C ± 
2 *C. By using the test method described in the previous section, the impedance 
matrix of the filter has been measured; the matrix elements are presented as a 
function of frequency in figure 3. Since the internal geometry of the filter was not 
symmetrical, the matrix parameters zn and z22 are unequal.
From the test results, it is clear that parameters z12 and z2, are dominantly 
capacitive while the other two (zn and z22) are capacitive at the lower frequencies 
with inductance effects at the higher frequencies. The anti-resonance frequency for 
z,, is about 1000 Hz. For the parameter z22, the anti-resonance frequency is lower 
than that of zn and the trough is sharper. The results also show a resonance peak at 
lower frequency (about 100 bar). It is not clear why this should be present and may 
be due to the inaccuracy of the pressure transducer calibration which is most critical 
at the lower frequencies.
Tests have also been performed on the filter housing without the filter element 
inside. By comparing with the previous results obtained, it was found that the 
impedance results for the housing with and without the filter element were quite 
similar except that the anti-resonance peak for zn without the element was much 
sharper. The smoothing of the trough is because of the resistance of the filter 
element. The results of z,2 and z21 for the two tests were quite close to each other, 
indicating that the volume of the filter element does not have much effect on the 
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Figure 3 Impedance characteristics of a filter
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te s t w h ic h  d id  n o t h a v e  th e  f i l t e r  e le m e n t in s id e  w a s  s l ig h t ly  lo w e r  th a n  th a t  f o r  th e  
o n e  w ith  th e  e le m e n t. T h is  is  b eca u s e  th e  in te rn a l g e o m e tr y  o f  th e  f i l t e r  a s s e m b ly  is  
c h a n g e d  w h e n  a f i l t e r  e le m e n t is  f it te d . F ro m  th e  re s u lts  o f  fu r th e r  te s t in g , it  w a s  
fo u n d  th a t th e  im p e d a n c e  m a tr ix  o f  th e  f i l t e r  d id  n o t c h a n g e  w ith  th e  s y s te m  
p re s s u re .
T h e  c h a ra c te r is tic  tra n s m is s io n  loss o f  th e  f i l t e r  has  b e e n  e v a lu a te d  a n d  is  
s h o w n  in  f ig u re  4 . T h is  s h o w s  th a t th e  tra n s m is s io n  loss in c re a s e s  s lo w ly  w it h  
fre q u e n c y  a n d  u p  to  a b o u t 15 d B  a t 2 0 0 0  H z .  T h is  loss v a lu e  is m u c h  lo w e r  th a n  th a t  
o f  c o m m o n  h y d ra u lic  s ile n c e rs .
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F ig u re  4  C h a ra c te r is t ic  tra n s m is s io n  loss o f  f i l t e r
5 .1  I M P E D A N C E  M O D E L
F ig u re  5 s h o w s  th e  s im p lif ie d  a s s e m b ly  d ia g r a m  o f  th e  f i l t e r  te s te d . T h e  f lu id  
e n te rs  in  th e  f i l t e r  f ro m  th e  in le t  p o rt an d  th e n  d o w n  to  th e  c h a m b e r  th ro u g h  th e  g a p  
b e tw e e n  th e  h o u s in g  a n d  th e  f i l t e r  e le m e n t. A f t e r  p a s s in g  th ro u g h  th e  f i l t e r ,  th e  
c le a n e d  f lu id  tra v e ls  u p  th e  c e n tra l c o re  a n d  e x its  f r o m  th e  o u tle t  p o rt. F r o m  th e
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p h y s ic a l g e o m e tr y  o f  th e  f i l te r ,  a  m a th e m a tic a l m o d e l o f  th e  im p e d a n c e  
c h a ra c te r is tic s  ca n  b e  e s ta b lis h e d .
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Figure 6 Electrical analogue of the filter model
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By using a lumped parameter method [13], the inlet and outlet ports can be 
treated as two inductances, Z,, and L2 (assuming the resistance is very small). These 
inductance values were estimated by measuring the diameter and the length of the 
inlet and outlet ports along the centre line respectively. From estimates of the fluid 
volume before and after the element, the capacitances (C, and C2) were determined. 
Finally, from the manufacturer’s pressure drop-flowrate characteristic, the resistance 
(R) was evaluated. An electrical analogue lumped parameter model of the filter 
was then formed as shown in figure 6.
From the model, the coefficients of the impedance matrix were
1 -»• yoa RC2 -  c?L](C] * C2) -  j<dRL]C]C1
2,1 ”  y©  (C, *  C2) -  oiRCxC2
2 , = Z ■ --------------- !---------------- ( 12)
y©  (C, -  C2) -  09RC,C2
1 + y©  RC] -  cc?L2(C, *  C2) -  yca5/?L2C ]C,
222 " yea (C, + C2) -  «?RC]C2
It can be seen that if R is small, z]2 and z21 are dominantly capacitive while 
z u and Z22 are a combination of inductance and capacitance effects.
This filter model is compared with the test results in figure 3. The model 
shows very good agreement with the experimental data except that the anti-resonance 
trough of the zu model is much sharper than that from the measurement. A possible 
explanation for this discrepancy is that the model does not take account of restriction 
’X’ on figure 5. If a laminar resistance is added in series with I ,  in the model, the 
sharpness of the anti-resonance trough is much reduced as shown by the dotted line 
on figure 3. This result was obtained by assuming that the pressure drop across the 
gap was half of the total pressure drop of the filter assembly.
For parameter z22, it can be seen from figure 3 that the anti-resonance 
frequency of the model was slightly lower than that of the measurements. This is
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p ro b a b ly  d u e  to  a  s lig h t o v e r -e s t im a t io n  o f  th e  in d u c ta n c e  fo r  th e  o u t le t  p o rt.
5 .2  P R E S S U R E  R IP P L E  S I M U L A T I O N S
In  o rd e r  to  e x a m in e  h o w  a f i l t e r  w o u ld  a f fe c t  th e  p re s s u re  r ip p le  
c h a ra c te r is tic s  in  a h y d r a u l ic  s y s te m , s im u la t io n s  o f  a  s im p le  h y d ra u lic  s y s te m  w ith  
an d  w ith o u t  a f i l t e r  f it te d  h a v e  b een  c a rr ie d  o u t u s in g  th e  P R A S P  p re s s u re  r ip p le  
s im u la t io n  s o ftw a re  p a c k a g e  [1 ] ,  F ig u re  7  s h o w s  th e  tw o  s im p le  s im u la te d  c irc u its .  
In  th e  f irs t  c irc u it ,  a  p ip e  o f  2 0  m m  in s id e  d ia m e te r , 2 .9  m  lo n g  is c o n n e c te d  b e tw e e n  
a p u m p  a n d  a  re s tr ic to r  v a lv e  w ith  th e  f lo w  b e in g  re tu rn e d  to  a ta n k . In  th e  s e c o n d  
c irc u it ,  a  f i l t e r  w a s  f i t te d  b e tw e e n  th e  p u m p  a n d  th e  c o n tro l v a lv e  a t a d is ta n c e  o f  1 .2  
m  f r o m  th e  so u rce . T h e  m e a n  p re s s u re  a n d  th e  f lo w r a te  o f  th e  s im u la te d  c irc u its  w e r e  
1 0 0  b a r  a n d  0 .1 6 4  L /s  re s p e c t iv e ly . T h e  tra n s fe r  m a tr ix  in fo rm a t io n  o b ta in e d  f r o m  





Figure 7 Hydraulic circuits with and without a filter fitted for 
pressure ripple simulations
T h e  s im u la te d  p re s s u re  r ip p le  re s u lts  w e r e  u sed  to  c a lc u la te  th e  in s e rt io n  an d  
tra n s m is s io n  losses o f  th e  f i l t e r  u s in g  e q u a tio n s  ( 2 )  a n d  ( 3 )  fo r  d if fe r e n t  lo c a t io n s  
















F ig u re  8  S im u la te d  f i l t e r  p e r fo rm a n c e s
I t  can  b e  seen th a t b o th  o f  th ese  losses a re  p r a c t ic a l ly  in d e p e n d e n t o f  th e  
lo c a tio n s  w h e re  th e  p re s s u re  a n d  f lo w  rip p le s  a re  ta k e n  w h ic h  is in  a g re e m e n t w ith  
th e  c la im  o f  B a is  an d  T o e t  [ 5 ] .  T h e  in s e rtio n  loss s h o w s  th a t in s ta l l in g  a  f i l t e r  in to  
a  s y s te m  w o u ld  re d u c e  th e  d o w n s tre a m  p res su re  r ip p le  a m p litu d e  a t m o s t fre q u e n c ie s  
b u t a t s o m e  fre q u e n c ie s  th e  r ip p le  a m p litu d e  w o u ld  b e  in c re a s e d . C o m p a r in g  th e  
tra n s m is s io n  loss w ith  th e  c h a ra c te r is tic  tra n s m is s io n  loss, it  is  fo u n d  th a t th e  
tra n s m is s io n  loss is s ig n if ic a n t ly  lo w e r  th an  th e  c h a ra c te r is t ic  tra n s m is s io n  loss  at 
s e v e ra l fre q u e n c ie s  as th e  fo r m e r  is  a ffe c te d  b y  c irc u it  re so n a n c es .
6 Performance o f  hydraulic silencers
T w o  d if fe re n t  s iz e  H e lm h o lz  ty p e  h y d ra u lic  s ile n c e rs  h a v e  b e e n  te s te d  to
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e x a m in e  th e ir  p e r fo rm a n c e  c h a ra c te r is tic s  a n d  th e  re s u lts  c o m p a re d  w ith  th o s e  
o b ta in e d  b y  K o j im a  a n d  E d g e  [2 ] .  F u l l  d e ta ils  o f  th e  s ile n c e rs  a re  g iv e n  b y  K o j im a  
a n d  E d g e  [ 2 ] .  T h e  im p e d a n c e  m a tr ic e s  o f  th e  s ile n c e rs  w e re  o b ta in e d  b y  m e a s u r in g  
p re s s u re  r ip p le  a t s ix  p o in ts , th re e  on  th e  u p s tre a m  p ip e  an d  th re e  on  th e  d o w n s tre a m  
p ip e . S in c e  th e  s ile n c e rs  h a v e  p o r t - to -p o r t  s y m m e try , o n ly  o n e  en d  c o n d it io n  
m e a s u re m e n t is re q u ire d  as m e n tio n e d  in  s e c tio n  3 .
T h e  test c o n d it io n s  w e r e  1 3 7  b a r  s y s te m  p res su re  a n d  4 0  °C  ±  2  °C  o il  
te m p e ra tu re . F o r  s ile n c e r  1, p ip e s  w ith  1 0  m m  in te rn a l d ia m e te r  w e r e  used  fo r  th e  
tes t c irc u it .  S in c e  th e  p o r t  s izes  o f  th e  s ile n c e r  a re  1 /2 "  B S P , a d a p to rs  w ith  1 0  m m  
in te rn a l b o re  w e r e  used  to  c o n n e c t th e  p ip e s  to  th e  s ile n c e r. S i le n c e r  2  h a d  p o r t  
d ia m e te rs  o f  3 /4 "  N P T ,  so 2 0  m m  in te rn a l d ia m e te r  p ip e s  w e r e  u sed  w ith  1 7 .5  m m  
in te rn a l b o re  a d a p to rs . T e n  a v e ra g e s  o f  th e  m e a s u re m e n ts  w e re  ta k e n  fo r  e a c h  tes t 
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Figure 9 Characteristic transmission losses o f the silencers
T h e  c h a ra c te r is tic  tra n s m is s io n  loss fo r  e a ch  s ile n c e r  w a s  e s tim a te d  f r o m  th e  
m e a s u re d  tra n s fe r  m a tr ix  in fo rm a t io n  a s s u m in g  c o n n e c te d  p ip e  d ia m e te rs  o f  1 6 .3  m m  
a n d  19.6 m m  re s p e c tiv e ly . T h e  re su lts  a re  s h o w n  in  f ig u re  9. T h e  re s o n a n c e
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frequency of silencer 1 is about 300 Hz with a corresponding attenuation of 35 dB 
while for silencer 2, the resonance frequency is about 400 Hz and the attenuation is 
41 dB. There is a small second peak at about 1200 Hz for silencer 1 and at 1500 Hz 
for silencer 2. This might be due to the step change in the diameter at the connection 
with the silencers. The results obtained are very similar to those presented by Kojima 
and Edge [2] although different test methods were used.
7 Conclusions
An experimental method for measuring the impedance matrix of hydraulic 
components has been described and used to measure the impedance characteristics 
of a high pressure hydraulic servo filter and two types of silencer. The results of the 
filter tests showed that matrix coefficients zl2 and z2i were dominantly capacitive 
while zn and z22 were the combination of resistance, inductance and capacitance 
effects. A theoretical impedance model for the filter was also developed which can 
be used to represent the filter component for pressure ripple simulations. Computer 
simulations of the pressure ripple with and without the insertion of the filter showed 
that the filter does affect the ripple characteristics in the system. With a filter in the 
system, the amplitudes of downstream pressure ripple were lower than those in a 
system without the filter fitted.
The measured transmission loss characteristics of two hydraulic silencers were 
compared with those obtained by Kojima and Edge [2]. The results were found to be 
very similar even though different test methods were adopted.
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An adaptively controlled electrohydraulic
servo-mechanism
Part 1: adaptive controller design
K A Edge, BSc, PhD, CEng, MIMechE and K R A Figueredo, BSc 
School of Mechanical Engineering, University of Bath
A systematic model reference adaptive control design scheme is presented. The control scheme is developed and analysed within the 
framework of a sampled data system with a parameter adaptive algorithm designed on the basis of hyperstability theory. A number of 
supervisory functions are used to supplement the basic adaptive control system in order to enhance robust controller action.
NOTATION
A{z~l ) denominator of controlled process transfer 
function
A'(z~l ) denominator of reference model open-loop 
transfer function 
i4Jz-1) denominator of reference model closed-loop
transfer function 
B(z~‘) numerator of controlled process and reference 
model transfer function 
b0 controlled process forward path gain
bm reference model forward path gain
C(z ~1) error filter transfer function 
d  fixed compensator parameter vector
A adjustable compensator parameter vector
e reference model-process output error
F(z~l ) process loop forward path compensator
transfer function 
G(z~ *) process loop feedback path compensator
transfer function 
h variable dead-band filter output
q{eh, v) variable dead-band function 
r order or reference model and process time
delay term
u' controlled process drive signal (from digital/
analogue converter) 
u control signal to digital/analogue converter
v filtered output error
w input command signal
x  reference model output
y  controlled process output
z z-transform operator
£0 constant input signal to variable dead-band
filter
e variable dead-band filter gain
yx adaptive gain
T adaptive gain matrix
o0 variable dead-band filter pole location
t controlled process time delay
<l> observation vector
$  filtered observation vector
(ow pseudo-frequency
The MS was received on 17 December 1986 and was accepted for publication on 
15 April 1987.
Subscripts
/  order of F(z ~l) compensator transfer function




Over the past few decades, the progress of computer- 
based systems in the field of engineering has advanced 
at an ever increasing rate. This trend is set to continue, 
not least in the context of control engineering. The 
advent of digitally controlled systems has been given a 
great boost by the increased availability of relatively 
low-cost, powerful microcomputers. Their strengths lie 
in their versatility and the relative ease with which 
complex control algorithms can be implemented.
With the aim of capitalizing on the various attributes 
of microprocessor control, the design and application of 
a model reference adaptive control (MRAC) scheme is 
presented. Adaptive control has been researched for a 
number of decades. In recent years, however, the search 
for improved, consistent levels of system performance 
has resulted in greater attention being devoted to it. 
Much of the motivation for current research stems from 
the way in which classical control schemes falter when 
faced with plants subject to time-dependent parameter 
variations.
The concept of adaptive control can be explained by 
considering a control system comprising a process to be 
controlled and a tunable compensator. The com­
bination of the two results in an ‘adjustable' system, the 
behaviour of which can be regulated to satisfy certain 
performance criteria. The aim of an adaptive system is 
to alter the compensator to correct for possible varia­
tions in the process dynamics, as and when they occur. 
There are two main approaches: self-tuning control and 
model reference adaptive control (1).
An example of a self-tuning controller (STC) is shown 
in Fig. 1. Typically, the adaptive part of the system can 
be broken down into two stages (2, 3). The first involves 
an identification procedure. Here, the process input- 
output information is used in a recursive algorithm to 
identify the process transfer function. This is subse­
quently used, in the second stage, to design a suitable
81/87 ©  IMechE 1987 0263-7146/87 S2.00 + .05 Proc Instn Mech Engrs Vol 201 No B3
176 K A EDGE A N D  K R A F IG U ER EDO
Fig. 1 Self-tuning controller
compensator, according to some predefined per­
formance criteria. This form of adaptive control is also 
known as indirect control since the compensator coeffi­
cients are not directly generated by the estimation algo­
rithm.
Figure 2 shows an example of a parallel model refer­
ence adaptive control scheme. With this approach, the 
desired performance characteristics are specified in 
terms of a reference model which is operated in parallel 
with the controlled process loop (4). The difference 
between the output from the reference model and 
process is used in an adaptive algorithm. The task of 
the adaptive system is to modify the compensator 
network such that the error signal reduces to zero. At 
this point, the control objective is satisfied and adapta­
tion stops. Since the compensator coefficients are gener­
ated directly by the adaptation algorithm, this form of 
adaptive control is also known as direct (model 
reference) adaptive control.
Although the two approaches look different, the 
underlying principles involved are similar (1). The prime 
objective here is to deal with various issues concerning 
the implementation of an MRAC scheme. For this 
reason, a detailed comparison with STC does not fall 
within the scope of this paper.
A direct parallel model reference scheme, intended for 
a certain class of servo-systems, is used as the basis for 
the adaptive control scheme here. Part of the reason for 
adopting this method is to develop a computationally 
simple algorithm. A single-step approach to generating 
the compensator coefficients seems more likely to satisfy 
this goal. The derivation of a parameter adaptive algo­
rithm (PAA), based on hyperstabiiity theory, is present­
ed in Part 1 of this paper. The general design method 
that is developed is subsequently put into practice in 
Part 2.
2 THE MODEL REFERENCE CONTROL 
CONCEPT
A generalized parallel model reference control scheme is 
shown in Fig. 3. The control objective is perfect model 




Fig. 2 Parallel model reference adaptive controller
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Fig. 3 Generalized parallel model reference adaptive control­
ler
and controlled process loop need to be made identical. 
!n practical terms, this is the only condition which 
results in a zero output error, e, for some dynamic 
input, w. Consider a controlled process, as shown in 
Fig. 3, and represented with a generalized, discrete 
transfer function of the form:
y = z~r{b0 + b{z~l + ••• + bmz~m) 
u ~  1 + a ,z ~ ‘ + • • • + anz~n
The roots of the denominator correspond to the roots 
of the continuous time system. The numerator contains 
a time delay term and a polynomial, The roots
of this polynomial arise from the finite zeros of the con­
tinuous time system and as a result of modelling the 
system via sampled data theory (5).
The requirements for perfect model following are 
determined by equating the reference model and process 
closed-loop transfer functions. By suitable choice of the 
compensator networks, T(z_1), F(z~l ) and G (z '1), the 
process zeros must be cancelled and replaced with the 
same zeros that occur in the reference model. Simulta­
neously, the characteristic equation of the process loop 
has to be made equal to that of the reference model. 
When these conditions are satisfied, the parallel paths 
are identical. This form of control action is known as 
pole-zero placement. The danger with this strategy is 
that any attempt at cancellation of process zeros 
outside the unit disc in the z-plane, will result in an 
unstable system. Such a situation will arise if the contin­
uous time system, preceded by a digital/analogue con­
verter, has continuous time non-minimum phase zeros 
or is of relative degree greater than one (6). A solution 
to the problem is to model the process in a manner 
which overcomes the need for any zero cancellation. 
However, the resultant model must be such that the 
dominant features of the process are captured, albeit 
with some slight modelling error.
3 PROCESS MODEL
The approach adopted here is to model the process 
using the pole-zero mapping technique. The transfer 
function obtained this way only differs from the exact 
version, derived by the hold equivalence transform 
method, in terms of the zero locations (5). A frequency- 
response comparison of the two transfer functions, for 
the types of system considered in this study, revealed 
only slight differences in the region of the Nyquist fre­
quency. The advantage of the pole-zero mapping 
method is in mapping continuous time infinite zeros to
<0 IMechE 1987
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the z *= — 1 point. An important consequence of this 
property is that, once the process zeros are specified, 
zero cancellation can be avoided. To achieve this, the 
reference model has to contain the same zeros that are 
present in the process transfer function. By avoiding the 
need for zero cancellation and replacement, the control 
scheme is simplified and the T(z~l) compensator 
becomes unnecessary.
Having settled on the pole-zero mapping technique, 
the equations defining the complete adaptive control 
system can be specified. The first step is to select a 
nominal continuous-time transfer function to represent 
the process. In the case of a type 1, nth order servo- 
system, with a time delay of r seconds the correspond­
ing discrete transfer function, for a sampling period of T  
seconds, is of the following form:
I  _  z ~ rb0( \ + z - ' r  _  z - Tb0 B {z~ l )
u 1 +  +  • • • +  a„z~" A (z ~ l )
where (r — 2)T  <  x <  (r — 1)T.
The B (z ~ l ) polynomial is one order lower than the 
number of infinite zeros in the continuous-time transfer 
function. One continuous-time infinite zero is mapped 
as an infinite z-plane zero. This modification reflects the 
delay associated with the zero order hold. The transfer 
function obtained in the case of a delay-free continuous­
time system is characterized by a numerator polynomial 
which is one order lower than the denominator poly­
nomial; generically, the structure of this transfer func­
tion is identical to that obtained when the hold 
equivalence transform method is employed (7).
4 REFERENCE MODEL
In defining a suitable reference model it is necessary to 
duplicate the structure of the process transfer function, 
in terms of transfer function polynomial orders and pos­
sible time delay. This is done to avoid forcing the 
process to behave like a reference system which has a 
structure significantly different from its own. Hence, the 
closed-loop reference model transfer function selected is
x =  z ~ rbmB (z~ x) =  z ~ rbmB (z ~ l )
w A '(z ~ l ) +  z ~ rbmB (z~ l ) A J z _1) 
where
order{/4'(z-1)} =  order {A(z-1)}
5 KNOWN PARAMETER CONTROLLER 
DESIGN
By making use of modelling simplification described 
earlier, the control law reduces to a pole-placement 
scheme. This is because the reference model and process 
loop have identical numerator zeros. Consequently, 
perfect model following should result when the follow­
ing equation is satisfied:
±  A J z - 1) =  -f- A ( z - l )F (z ~ l ) + z_rB(z_1)G(z_1) (4)
bm b0
The following generalized forms for F {z~1) and G(z_ l) 
apply:
fl*"Wo+/iz'1 + ”-+//*"/ (5)
G ( z ~ l ) =  9o +  9 i ? ~ l +  ••• +  9 t z ~a (6)
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The next stage in the design procedure involves deter­
mining minimal realizations for the compensator poly­
nomials, which will allow complete control over the 
right-hand side of equation (4). Appropriate orders for 
the compensator polynomials can be determined once 
the reference model and process polynomial orders are 
known. The following conditions can be developed from 
an examination of equation (4). The simplified notation 
Am =  A J z ~ l ) will be used henceforth.
1. Both parts of the right-hand side of equation (4) 
must be of the same order. Hence,
orderfA) +  orderfF) =  r +  order(B)
+  orderfG) ^  orderfAJ
2. Upon equating like powers in z-1, the number of f '  
and V  coefficients must be equal to the number of 
equations. Thus,
orderfA) +  order(F) +  1 =  orderfF) +  order(G) +  2
The two conditions reduce to the following:
order(F) =  order(B) — 1 +  r j  
orderfG) =  ordeifA) — 1 J
Having evaluated the minimal realizations for the 
compensator polynomials, the derivation of the adapt­
ive algorithm that generates the compensator coeffi­
cients can now be considered.
Note that the coefficients of A(z-1) and B(z-1) would 
be supplied by a parameter adaptive algorithm in an 
indirect adaptive control scheme. Hence, a set of simul­
taneous equations based on equation (4) would have to
be solved in order to obtain the compensator coeffi­
cients. In a direct scheme, however, the PAA generates 
the compensator coefficients without recourse to an 
explicit identification of the process transfer function.
6 THE PARAMETER ADAPTIVE ALGORITHM
6.1 Error system configuration
The first step in deriving the adaptation laws that make 
up the PAA is to reconfigure the control system as an 
error system.
The model-process output error is defined as
yk (8)
By appropriate manipulation of equations (2), (3), (4) 
and (8), the following error equation is developed. 
Beginning with equations (2) and (3):
A mx k -  A yk «  bmz~ rBwk -  b0 z~ rBuk
A mek =  bmz ~ TBvik -  b0 z~ rBuk -  A myk +  Ayk
But, from equation (2), A yk — b0 z ~ TBuk = 0. Therefore
A mek =  bmz ~ rBwk -  A myk
Using equation (4)
A.e ,  =  -  j® AFy, -  bmz~'BGy,
bo
and substituting with equation (2)
A mek =  bmz ~ rBwk — bmz ~ rBFuk -  bmz ~ rBGyk (9)
The J '  and *g' coefficients are grouped together in a 
parameter vector, d. The signals that are premultiplied
Proc Instn Mech Engrs Vol 201 No B3
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by these coefficients are similarly grouped together in 
an observation vector, <I>. Equation (9) can now be sim­
plified to




( H )d* =  [/o f i  " ’ f /9 o 9 i  
and
• ■uk_f ykyk. l ■ yk- t] T (12)
Consider Fig. 3 with the T(z~l ) compensator set to 
unity for reasons explained above. Using the F(z~l ) and 
G(z~x) compensator transfer functions given by equa­
tions (5) and (6), it is possible to show that the process 
control signal, uk, can be evaluated in the following 
manner:
uk =
fo .k - l
i wk ~ f l , k - l uk - l  ~ f / , k - l uk - f
- 9 o . k - i y k - 9 i . k - t y k - i  •• - 9 t.k-iyk-«) (13)
The reason for using the (k — l)th set of parameters in 
equation (13) results from the way in which the process 
control signal is evaluated. At the Jcth sampling instant, 
the control signal is calculated on the basis of the most 
recent compensator parameters. These correspond to 
those of the previous sampling interval. Were parameter 
values for the fcth sampling period to be used, then there 
would inevitably be a considerable delay in calculating 
the control signal. This delay could be accommodated 
by including it in the process and reference model trans­
fer functions, at the expense of further complicating the 
adaptive control scheme.
Equation (13) can be rearranged to group the adapt­
ive parameters. Hence
wk =  fo .k - \uk '■■+ / / .» - lMk- /
+  9o.k-iyk +  yi .k- iYk- i  +  gt.k- iyk- ,
=  # -,< > * (14)
where Ak. l is a time-varying vector of adjustable com­
pensator coefficients. Substitution of equation (14) in 
the error equation (10) yields
A .n i ^ b m2 - B { i l _ x -d'YS>k (15)
One way of interpreting this expression is to consider 
model-process output error being a consequence of the 
parametric difference between the compensator coeffi­
cients actually used in the control loop and the desired 
values which correspond to perfect model following.
The final equation for the error system, equation (15), 
is now of a form that readily lends itself to a hyper­
stability based stability analysis.
6.2 Application of hyperstability theory
The reconfigured adaptive scheme can be redrawn as a 
particular type of feedback system as shown in Fig. 4. 
This feedback network is characterized by having a 
linear, time-invariant forward path block and a non­
linear, time-varying feedback block.
The application of hyperstability theory to this type 
of system involves a two-stage procedure which treats
Fig. 4 Error system: non-linear feedback path representation
the two blocks individually (4). With regard to the 
forward path block, the stability requirement is that it 
be made strictly positive real (SPR). This means that its 
phase response must lie inside the —90° to +90° range 
over all frequencies. The forward path transfer function 
is fixed since it is specified on the basis of some desired 
performance criterion. Therefore, an additional filter, 
C(z-1), is introduced into the forward path. Now the 
SPR condition can be applied to the combined transfer 
function, C(z~x)/Am{z~x).
The following procedure is one way in which the 
coefficients of the error filter can be specified (4). The 
transfer function, C(z~x)/Am(z~x) is first mapped to the 
frequency domain with the bilinear transform:
z = 1 +  }<°w
1 - j™w
(16)
To make the resulting a>w, transfer function SPR, its 
real part has to be positive for all frequencies. This 
requirement leads to a set of inequalities in terms of the 
error filter coefficients. A graphical representation can 
be used to determine the set of coefficient values 
satisfying the inequalities.
The introduction of the C(z~x) filter means that the 
new output from the forward path, v, is a filtered 
version of the output error, e:
vk =  C(z~l }ek (17)
This now becomes the signal entering the feedback 
block.
The corresponding stability criterion for the feedback 
block of Fig. 4, expressed in terms of its input-output 
relationship, is of the form
X  - # _ » ) * * _ , >  - y l  for all fct 2* fc0 (18)
k*ko
where >’o is some arbitrary constant, and 4 t . r =  
z~rB<t>k is a filtered observation vector.
Adaptation laws for generating the parameter vector 
can now be specified on the condition that they satisfy 
inequality (18) above. The simplest approach involves 
setting yj) t0 zer<>. This results in the parameter vector 
being updated according to the following expression:
 ___ (im
1 T V ,  (,9)
where T is a square, diagonal matrix of fixed adaptive 
gains which affect the alertness of the PAA to changes 
in the process dynamics. Equation (19) corresponds to 
an integral form of adaptation and is used because of its 
memory-like properties. This means that the com­
pensator parameters remain fixed when the filtered
n - n . x -
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Fig. 5 Variable dead-band filter function
error signal reduces to zero. Although not considered 
here, other forms of adaptation involve proportional 
and relay types of action (4).
7 AN IMPROVEMENT TO THE CONTROL 
SCHEME
The adaptive controller design procedure presented so 
far has dealt with idealized systems that can be accu­
rately parameterized. It has already been mentioned 
that a degree of error is introduced as a result of model­
ling the process via the pole-zero mapping technique. 
Further errors are bound to arise as a result of rep­
resenting systems with reduced order models. Such dis­
crepancies are neglected when developing adaptation 
laws for the PAA. It is evident nevertheless, that they 
could compromise the robustness of the eventual 
control scheme. In recent years, research in this field has 
tended to confirm that difficulties can arise in a variety 
of situations (8).
A number of researchers (9, 10, 11) have proposed 
different solutions for improving the robustness of 
adaptive control schemes. The approach selected here is 
to use a variant of the scheme presented in (10) and (11). 
In essence, a variable dead-band is used in the adapta­
tion algorithm. If  the filtered error signal falls within the 
dead-band limits, adaptation is stopped. Part of the 
motivation for using a dead-band characteristic is to 
accommodate the idea of ‘sufficiently close' model fol­
lowing, especially where small modelling errors are 
expected (11). The parameter updating algorithm, equa­
tion (19), is modified by replacing the filtered error 
signal, vk, with q(ehk, i;*), the output from the variable 
dead-band characteristic. The equations governing the 
basic variable dead-band function are
{ vk — thk if vk > ehk0 if | vk | thk (20)
vk +  thk if vk < -ehk
h k —  O o ^ k - X  + (I u k -  1 I + ly* - 1 I + £o) (21)
where
(^0) =  £°— 0 < f f o < l  and e >  0(1 — o o )
A diagrammatic representation of the characteristic 
given by equation (20) is shown in Fig. 5.
Equation (21) is a first-order type of filter, with a pole 
located at z =  a0. The choice of a0 is a compromise 
between the degree of robustness and the alertness of
©  IMechE 1987
the PAA. The minimum dead-band size can be set by 
selecting an appropriate value for £0.
The width of the variable dead-band is a function of 
the process input-output information. As such, it can be 
tailored to modify the adaptation procedure for differ­
ent types of excitation signals.
One consequence of using a dead-band characteristic 
is that the coefficients of the parameter vector are 
unlikely to converge to their true values. A possible 
outcome is that they will assume values falling some­
where in the proximity of their converged values, as 
long as the ‘sufficiently dose’ model following criterion 
is met (10).
Perfect model following may prove impossible, if a 
modelling error exists, since there may be no set of 
values in the parameter vector which satisfy equation 
(4). Consequently, unless there is some check on the 
adaptation algorithm, the coeffident values are liable to 
drift and possibly give rise to an unstable closed-loop 
system. The idea of ‘suffidently close’ model following 
caters for such an eventuality by allowing for some tol­
erance on model following performance.
8 CONCLUSION
Recent developments in microcomputer systems have 
generated considerable interest in exploiting their capa­
bilities, not least in the field of control engineering. 
Positive attributes, such as large memory storage capac­
ities and rapid speeds of execution, have meant that the 
scope for applications is constantly increasing. As an 
example of this trend, this paper has presented a sys­
tematic procedure for designing microprocessor-based 
model reference adaptive controllers.
The control scheme itself has been developed within 
the context of a sampled data system. This has been 
partly due to the need for a realistic representation of 
the controlled process. It is also advantageous in that it 
avoids the difficulties that would arise from a digital 
implementation of an adaptive scheme designed in the 
continuous-time domain.
A pole-placement form of control action is used in 
the process loop. This method offers a useful solution to 
the digital MRAC problem of controlling potentially 
non-stable invertible processes. It must be noted 
however that this has been made possible as a result of 
using the pole-zero mapping technique to model the 
process. Further work on this subject is required to 
evaluate limitations on the use of this modelling tech­
nique in terms of parameter adaptive systems.
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An adaptive controller design procedure has been applied to an electrohydraulic servo-system. Detailed accounts are provided on 
applying the design method and on initializing the controller free design parameters. Experimental results demonstrate the ab ility  o f the 
adaptive controller to maintain consistently good model fo llow ing behaviour under changing operating conditions.
NOTATION
A (z~ l ) denominator of controlled process transfer 
function
A '{z~ l ) denominator of reference model open-loop 
transfer function
denominator of reference model dosed-loop
transfer function 
B(z~l ) numerator of controlled process and reference
model transfer functions 
b0 controlled process forward path gain
bm reference model forward path gain
C(z ~ *) error filter transfer function
d  fixed compensator parameter vectorA adjustable compensator parameter vector
e reference model-process output error
F (z~ l ) process loop forward path compensator
transfer function 
G(z~l ) process loop feedback path compensator
transfer function 
h variable dead-band filter output
K  continuous-time process forward path gainq{eh, d) variable dead-band function
r order of reference model and process time
delay term
u' controlled process drive signal (from digital/
analogue converter) 
u control signal to analogue converter
d filtered output error
w input command signal
x reference model output
y  controlled process output
z 2-transform operator
to  constant input signal to variable dead-band
filter
t  variable dead-band filter gain
7 , adaptive gain
r  adaptive gain matrix
C continuous-time process damping coefficient
Oq variable dead-band filter pole location
t controlled process time delay
<I> observation vector
<b filtered observation vector
T k t  U S  m b  n o M  on 17 Doctmbtr 1986 a n j was accrued fo r  publicuiitm on 
IS A f r i l  1987.
t lfn  o IMechE 19T7 0263-714
(om continuous-time process natural frequency
tow pseudo-frequency
Subscripts
k  sampling instant
m reference model
1 INTRODUCTION 
A systematic model reference adaptive control design 
procedure has been presented in a companion paper (1). 
The adaptive control scheme is aimed at a certain class 
of commonly encountered servo-systems with 
continuous-time transfer functions free of finite zeros. 
This restriction arises from a desire to avoid a pole-zero 
placement form of control action which could necessi­
tate cancellation of zeros outside the z-plane unit disc.
This paper illustrates thd design and subsequent 
testing of an adaptive controller on an electrohydraulic 
position control servo-mechanism. In addition to 
working through the design procedure, details concern­
ing the microprocessor implementation of the algorithm 
are also presented. Particular attention is devoted to 
developing supervisory routines aimed at enhancing the 
performance of the overall control scheme. Experimen­
tal results with the final adaptive controller are present­
ed subsequently.
2 MODEL REFERENCE CONTROL SCHEME 
A generalized block diagram of the control scheme is 
shown in F ig  1. The design procedure involves 
specifying a suitable reference model which the process
Fig. 1 Parallel model reference adaptive controller
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Fig. 2 Ekctrohydraulic position control servo-mechanism
Position
transducer
loop has to emulate. The control objective is achieved 
when the reference model and process dosed-loop 
transfer functions become identical. For this to occur, it 
is necessary to specify compensators F(z-1) and C(z~‘ ), 
in Fig. 1, o f appropriate orders, to facilitate control over 
the process loop characteristic equation. No action is 
needed over the transfer function numerators since 
these are specifically chosen to be identical This is a 
consequence of restricting the types o f system being 
controlled. Finally, a parameter adaptive algorithm 
(PAA) must be designed to adjust the compensator 
parameters. The adjustment mechanism has to operate 
in a manner which w ill cause the model-process output 
error to reduce to zero.
3 CONTROL SYSTEM HARDWARE
3.1 Electrohydraulic position control 
servo-mechanism
Figure 2 is a schematic representation of the electro- 
hydraulic position control system. It consists of an elec­
tronically driven servo-valve which controls the flow to 
a single-ended actuator. The first stage of the servo- 
valvc has i  zero lap spool configuration. The actuator is 
used to position a load, of approximately 900 kg. 
mounted on a free running trolley. Position feedback is 
provided oy a wire-wound potentiometer with a sensi­
tiv ity  o f 31 mV/mm.
The combination of a sizeable load inertia, low fric­
tion and considerable volumes o f oO in the actuator 
give rise to a very oscillatory form of step response. A 
typical example of a step response is shown in Fig. 3. 
The response recorded corresponds to the system func­
tioning under dosed-loop. unity feedback analogue 
control.
W ith a view to simulating changes in operating con­
ditions likely to be encountered in practice, two pertur­
bations can be purposely introduced into the system. 
The first is to simulate a change in the load inertia. As 
indicated in Fig. 2, this is carried out by introducing 
some additional dead volume in to each side of the actu­
ator. Its effect on system performance is to reduce the 
dosed-loop natural frequency from 11 Hz to approx­
imately 75  Hz. This can be deduced from an exami­
nation of Fig. 4. This figure shows the change in system 
behavior in response to the two different load condi­
tions. Clearly, the original choice of proportional gain 
for this control scheme is unsuited to the new operating 
condition, as witnessed by the more violent, oscillatory 
response. Non-symmetric behaviour resulting from a 
directionally dependent gain characteristic is also 
dearly evident This is a consequence o f the different 
free piston areas exposed to the supply line, depending 
on the direction of actuator travel.
The second perturbation that can be induced consists 











Fig. 3 Test system dosed-loop step response low inertial load simulation
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Fig. 4 Test system dosed-loop step response change in inertial load simulation
valve by varying the system supply pressure. This is 
achieved by means of a proportional solenoid, pressure 
control valve, located upstream in the supply line.
X2 Microprocessor system
The microprocessor system used is based on a M oto r­
ola 68000 CPU. To simplify development work, all soft­
ware is written in a high-level language, BCPL (basic 
combined programming language). Arithmetic oper­
ations are carried out using a mixture o f 32-bit real and 
64-bit integer arithmetic. The input command and 
process output signals are read into the computer via 
12-bit digital/analogue converters. A 12-bit analogue/ 
digital converter is used to drive the servo-valve. The 
converters are calibrated to operate with a sensitivity o f 
1 bit per 5 mV.
4 ADAPTIVE CONTROL SYSTEM DEFINITION
4.1 Process modelling
Assuming that the first stage of the servo-valve can be 
modelled as a pure gain term, a small-perturbation 
analysis of the electrohydraulic servo-system indicates a 
fourth-order, type 1 form o f transfer function, with one 
finite zero. It was considered, however, that the level o f 
performance expected of the system was not so stringent 
as to warrant the use of such a complex process model. 
Figure 3 is a typical example showing the step response 
behaviour of the electrohydraulic system, under closed- 
loop proportional con tro l From the shape of this 
response, the dominant open-loop characteristics of the 
servo-system can arguably be said to consist o f » free 
integral term, a lightly damped complex pair o f poles 
and a time delay.. Consequently, the following third- 
order, type 1 transfer function was used to represent the 
process:
Kcujje
5(s2 +  2£q>„j +  CD*) (1)
Indeed, a small-perturbation analysis of a servo- 
system, containing a double-ended actuator with the 
piston at its mid-stroke position, results in a transfer 
function of the form given by equation (1), but without 
a time delay. A delay term was nevertheless introduced, 
after examining the dosed-loop step response of the 
controDed process. The sampling period of the full 
adaptive control algorithm was 14.5 ms. The process 
delay was experimentally measured as 13 ms. The delay 
is represented in terms of a whole number of sampling
periods. Accordingly, a z~ l term is induded in the dis­
crete transfer function.
The continuous-time transfer function has three infin­
ite zeros. Each one is mapped to the point z — - 1  in 
the discrete transfer function, which thus becomes
u'(z)
M i + z ) a
z(z -  lXz2 -  fl,Z -  flj) (2)
where u'(z) is the output from the digital/analogue con­
verter. When the digital/analogue converter is taken 
into account (IX the process modd is adjusted by 
mapping one continuous-time infinite zero as an infinite 
discrete one. Consequently, the controlled process as a 
whole is modelled with a discrete transfer function given 
by
><£)
u(z) z(z -  lXz* -  a,z -  flj) A(z~ *) (3)
4-2 Adaptive control scheme
42.1 Reference model transfer function
On the basis of the process open-loop transfer function 




U 1 + * ) 2
z(z -  lXz2 -  ,Z -  2) +  b j l  +  z)2
bmz~2B(z~1)
A J z - 1) (4)
4 2 2  Control objective
Comparison of the reference model and process dosed- 
loop transfer functions (1) shows that the model follow­
ing objective is met when
^ A J z - t) ^ ^ - A ( z ~ ,)F (z 't) +  z - 2B (z-l )G (z-t) (5) 
t> 0
Equation (5) is used to determine minimal realizations 
for the compensator polynomials (IX In this case, F(z_1) 
and G(z_ l) need to be o f orders 3 and 2 respectivdy. 
This condition leads to the right-hand side o f equation 
(5) becoming a sixth-order polynomial with seven com­
pensator coefficients which need to be evaluated.
4 2 J  Parameter adaptive algorithm
Once the reference modd and process transfer functions 
have been defined, the parameter adaptive algorithm
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can be specified. Drawing on results presented in (1), the 
PAA is described by the following set of equations. The 
adjustable parameter vector is recursively updated 
according to
(6)JT „  JT _
where
i k is seven-element adjustable parameter vector
*1  -  C/o f J i  h  Bo BiBilt (7)
is a seven-element filtered observation vector
- *~ 2B lukuk. l uk- 2uk_i ykyk- l yk- J r (8)
vk is a filtered version of the reference model-process 
output error signal,
P fc -a z '1)** (9)
and
yt (10)
r  is a square diagonal matrix of adaptive gains. The 
adaptive gains can be viewed as weighing factors affect­
ing the degree of adaptation of each element in the 
adjustable parameter vector. When identical values are 
chosen for the diagonal elements of the adaptive gain 
matrix, equation (6) simplifies to
(11)
process response is limited by certain physical con­
straints. For example, the maximum slew rate of the 
electrohydraulic system is governed by a number of 
factors including the maximum servo-valve spool dis­
placement Based on these guidelines, specific values for 
the*reference model parameters are obtained by means 
of engineering judgement. The following reference 
model was selected for this application:
x (r-|) _ 0.02352z~*(l + Z"1)2
h<z '1) “  (1 -  0.121z"‘Xl -  0.752Z1) 
x (1 -  Q.827*-1 + 0259*'2)
(12)
432 Parameter vector
The parameter vector can be initialized in a number of 
different ways. The initialization procedure can clearly 
be improved on, if some a priori information about the 
controlled process is available. For this study, the fol­
lowing procedure was followed. The F(z_l) polynomial 
was initialized with fJO), a forward path gain term, 
equal to unity. The remaining T  coefficients were select­
ed to locate the roots of the f(z~ l) polynomial at 
z *  03, z — —0.3 ±  03j. This places them sufficiently 
far away from the perimeter of the unit disc, and thus 
avoids an initially oscillatory servo-valve control signaL 
The coefficients of the G(z ) polynomial were specified 
by placing its roots at infinity and by making the filter 
have unity steady state gain. This ensures that the 
control loop has unity feedback as an initial condition.
43 Control algorithm initialization
43.1 Reference model ___
It is clear from equation (3) that the characteristic equa­
tion of the process loop, under proportional dosed-loop 
control, is of order 4. One root of this equation is 
■cg/viatrH with the unit delay term. This lies on the real 
axis, dose to the origin of a unit disc in the z-plane. 
From Fig. 3, it is possible to deduce the approximate 
locations of the remaining roots. The oscillatory nature 
of the step response implies a complex pair situated 
near the perimeter of the unit disc As the frequency of 
the oscillations occurs at approximatdy 15 per cent of 
the lampling frequency, the complex pair are situated in 
the first and fourth quadrants. The oscillatory behav­
iour is superimposed on an underlying first-order type 
of response, indicating that the remaining root lies on 
the real From the speed of response, it is judged to 
lie dose to the (1, Oj) point.
The reference modd characteristics are specified on 
the of information about the process. Hence, the 
reference modd has a fourth-order characteristic equa­
tion. It has one root corresponding to a unit delay term. 
There is also a complex pair, lying in the first and 
fourth quadrants. To avoid a highly oscillatory 
response, these roots should be placed well away from 
the perimeter of the unit disc The remaining real root 
should be located to the right of the origin. In this way, 
its position can be manipulated to control the speed of 
response of the reference modeL Care should be exer­
cised when positioning this root to avoid specifying too 
Cast a speed of response It must be remembered that the
4 3 3  Adaptive gain
The sdection of an adaptive gain involves a number of 
factors. One important consideration is the denomina­
tor of equation (11), which can be interpreted as a fixed 
gain parameter, yJt and a time-varying signal scaling 
factor, $ k -z$ *-2‘ The scaling factor helps to desensi­
tize the PAA to variations in the magnitude of signals in 
the filtered observation vector, $ , (3). It should be noted 
that sluggish adaptive behaviour will result if yj is 
assigned too large a value To avoid this problem, due 
regard must be given to the likely magnitude of terms in 
the filtered observation vector. A gain of 1000 was used 
in this study.
43.4 Error filter
Once the reference model characteristic equation has 
been obtained, the error filter coefficients can be evalu­
ated. The following form for the error filter was se­
lected:
C(z_1)*» 1 +C|Z_I +CjZ-J + c3z_3 (13)
The transfer function C(z~i)JAJz~l ) was then mapped 
to the frequency domain with the bilinear transform:
To make the resulting o>w transfer function SPR, its real 
part has to be positive for all frequencies. This leads to
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Fig. 5 c ,-c2 space satisfying SPR condition
the set of inequalities given below:
—c3 + c2 — c, +  1 >  0 (15a)
17.41cj +  4.20c2 -  9.41c, -  1.76 >  0 (15b)
15.19c3 -  3.80c2 -  7.19c, -  3.07 >  0 (15c)
6.2lc, -  3.8lc 2 -  1.78c, -0 .1 3  > 0 (15d)
c3 +  c2 +  c, +  1 >  0 (15e)
As a starting point, c2 was arbitrarily set to 0.25. The 
problem of specifying the error filter-was thus reduced 
to  a two-dimensional one. Figure 5 is a graph showing 
the allowable values for c, and c2. This area w ill be 
referred to as the SPR region. Analysis, carried out with 
different sets o f reference model coefficient values, has 
shown that the shape of the SPR region, though not its 
size, generally remains the same. In ' some cases, the 
region is either too small in size or non-existent Under 
such circumstances, different values for c2 have to be 
tried.
The following characteristics have been observed 
during the course of experimental work. The apparent 
speed of response o f the PAA improves for i  c, -  c2 
pair near the bottom-right part o f the SPR region. The 
opposite holds i f  a pairing near the top-left is selected. 
These characteristics were found to be correlated with 
the phase response characteristics o f C(z~l )/A J z ~ l ). 
‘Fast’ adaptation is characterized by the phase in the 
region o f the Nyquist frequency tending to —90°.
For a given value of c „  different values for c2 appear 
to  have a small influence on the speed o f adaptation. 
However, it has been found that the quality of the adap­
tation process can be enhanced by selecting c2 in the 
following manner. For a given value o f et , the value of 
c2 that should be chosen causes the low-frequency 
phase response o f C(z~x)JAJz~')  to be close to or equal 
to  zero.
Further assistance in selecting a suitable c ,-c2 pair 
can be obtained by analysing the frequency-response 
characteristics o f the C(z~x) filter. The filter essentially
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Fig. 6 Frequency-response characteristics of C(z~x)/A J t~*)
has a high-pass type of action. Although this trend is 
maintained consistently, slight modifications can be 
made to its characteristics with different c ,-c2 pairings. 
The two features which can be manipulated are the low- 
frequency gain o f the filter and its pass-band character­
istics about the Nyquist frequency. The latter seems to 
be particularly interesting from an engineering point of 
view. In theory, the Nyquist frequency corresponds to 
the highest frequency of signals present in the discrete 
system. As a consequence of the pole-zero transform 
method, this is also the region in which the process 
transfer function differs most from the system that it 
represents. Consequently, to reduce the effects of model­
ling errors on the adaptation algorithm, the error filter 
can be tailored to have a stop-band in this region. The 
aim here is to insulate the PAA from errors attributable 
to the modelling procedure. Interestingly, the c2-c 2 
pairs displaying in this property result in filters corre­
sponding to “fast’ adaptation as explained earlier. 
Employing these guidelines, the following set of values 
was used for the error filter coefficients:
Q z -1) *  1 — 0.25z_ l — 0.75r-1 +  0.25z-1 (16)
Figures 6 and 7 show the frequency response character­
istics for the transfer functions C(z~x)/A Jz~ x) and 
C (z "‘ ) respectively. The Nyquist frequency in these 
figures is 50 Hz. In Fig. 6, the low-frequency phase- 
response locus is o f the desired form. Near the Nyquist 
frequency, the locus approaches the -9 0 °  phase mark. 
The error filter characteristics in Fig. 7 highlight the 
stop-band filtering effect in the region of the Nyquist 
frequency.
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Fig. 7 Frequency-response characteristics of C[z~')
4 3 5  Asymmetric actuator directional gain
The system step responses of Figs 3 and 4 show a 
noticeable variation in behaviour depending on the 
direction of actuator travel. This phenomenon is a con­
sequence of the differential area actuator. An improve­
ment in directional performance was achieved by 
multiplying the servo-valve control signal by a suitable 
value, depending on the direction of actuator travel. A 
gain ratio of 121: 1 was used. This is the square root of 
the ratio of the piston to annul us areas.
5 ROBUST ADAPTIVE CONTROL
A number of simplifications were made in designing the 
adaptive control scheme. These include the use of a lin­
earized, reduced-order model and the derivation of a 
discrete representation of the continuous system via the 
pole-zero mapping technique. The inaccuracies that are 
introduced could lead to inadequate model following or 
an unstable dosed-loop system. The effects of physical 
constraints, such as saturation, w ill tend to lim it the 
maximum levd o f performance that can be attained. A 
number of supervisory features were added to the 
control algorithm to deal w ith such eventualities.
52 Saturation of the servo-valve control signal
In the event o f control signal saturation, parameter 
adaptation must be stopped (4). This is because further 
adaptation, to speed up the process response say, will 
have no effect on the model-process output error. The 
controlled process is effectively behaving as it  i f  has zero 
gam Consequently, the PAA attempts to correct for 
this by increasing the forward path gain. Adaptation 
here is ineffective and could lead to difficulties when 
linear behaviour resumes.
For the servo-system being considered, it  is a 
straightforward matter to evaluate the maximum usable
lm
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Fig, 8 Constrained z-plane region for roots of the F\z~l) 
polynomial
control signal. This corresponds to- the first stage o f the 
servo-valve being fully open. The onset of saturation 
can be detected by comparing the control signal gener­
ated against the lim it value during each sampling 
period. Should this condition be detected, then the 
parameter vector is frozen. In addition the reference 
model is ‘locked' on to the process so that the output 
error is zero. The aim is to ensure that when the control 
signal desaturates, both model and process continue 
with identical in itia l conditions.
52 The Ffz-1) compensator root locations
The task of the PAA is to generate the coefficients o f the 
F (z "‘ ) and G(z~l ) compensators in order to nullify the 
model-process output error. The G(z~‘ ) compensator is 
a non-recursive digital filter; its root positions are not 
restricted from the stability point of view. Conversely, 
the F(z~l ) compensator, a recursive digital filter, in tro­
duces a number o f poles into the process loop. Stability 
in this case will only be preserved as long as the pole 
locations lie inside the unit disc
While the F(z_1) polynomial coefficients are chang­
ing, the root positions are unlikely to be stationary. 
Consequently, an unstable closed-loop system is pos­
sible if one or more roots migrate Outside the unit disc. 
To preserve closed-loop stability, a test is carried out on 
this polynomial. Should the most recent set o f coeffi­
cients result in roots falling outside some pre-defined 
region, then they w ill be discarded. Instead, the previous 
set of coefficients w ill be retained.
Instead of using the full unit disc a reduced size disc 
with radius 0.8 and centred on (02, Oj) as shown in 
Fig. 8, is selected as the constrained region. This more 
severe condition is introduced to avoid the possibility of 
driving the servo-valve with highly oscillatory control 
signals.
Rather than explicitly solve for the roots o f the F(z-1 ) 
polynomial and then test them, an alternative method 
has been adopted. The procedure is based on Jury's 
method for testing the stability o f polynomials on the 
basis of their coefficients (5). This test is computa­
tionally efficient and therefore does not excessively 
lengthen the control algorithm.
53 Adaptive algorithm variable dead-hand
A variable dead-band is introduced in the PAA to cater 
for the idea of a lower performance bound of ‘sufficient­
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Fig. 9 Transfer from ordinary dosed-loop to model reference adaptive control
ly dose’ model following. This implies that parametric 
adaptation is halted when the process output, y, differs 
from the reference model output, x, by an acceptable 
tolerance. The precise tolerance range is spedfied by the 
variable dead-band filter. From (1), the following equa­
tions define the variable dead-band:
vk -  thk if  vk >  ehk
q(ehk, p*) =  <0 if  |p»|< chk
pk +  chk i f  vk < —ehk
hk = <r0 hk.  , + (1 
where




( l - ^ o )
0 <  a0 <  1 and c >  0
In this particular implementation, the process output, 
y, was omitted since it distorts the dead-band character­
istic under steady state conditions. For example, if  u is 
zero, the minimum size of the dead-band is a function of 
both the output position, y, and £„, when equation (J 8) 
is used. This implies that, in the context o f a unipolar 
coordinate system, the constraint on model follow ing 
performance would gradually be relaxed the further the 
process output moved from the origin.
Values for the different parameters used in experi­
mental work were, e® =  10.0, a0 =  0.7 and c =  0.003. 
Intuitively, these values imply a small minimum dead- 
band size and a PAA weighted more in favour of alert­
ness than robustness.
6 RESULTS
Figure 9 shows the step response behaviour o f the 
adaptive scheme as .control action is transferred from 
ordinary dosed-loop digital control to model reference 
adaptive control. The initial response is o f an acceptable
Pressure reduced here
quality. Although 'dose* model following is not 
achieved very quickly, the behaviour of the system is a 
considerable improvement over proportional dosed- 
loop control.
The response of the adaptive system to a reduction in 
the system supply pressure, from 120 to 60 bar, is 
shown in Fig. 10. When the supply pressure is reduced, 
the coeflirients in the process transfer function are sud­
denly altered. A degradation in system behaviour ensues 
as the compensator networks are ill-matched to the new 
operating condition; the control objective, spedfied by 
equation (5), is no longer being satisfied. The adaptive 
algorithm is reasonably quick to sense the divergence 
between process and reference model responses, and to 
take suitable corrective action. Although the transient 
behaviour o f the process is satisfactory, its steady state 
response is not consistently good. The maximum steady 
state error however never exceeds 0.5 mm and is fre­
quently lower. The steady state error is attributed to the 
use o f a differential area actuator which requires a pres­
sure difference to be maintained across the piston, in 
order to provide a force balance, under steady state 
conditions. Consequently, some finite drive signal is 
necessary to keep the servo-valve fractionally open and 
satisfy this requirement In the absence o f any integral 
action in the forward path compensator, two situations 
are possible— there must either be a steady state posi­
tional error or the feedback compensator must have a 
non-unity steady state gain. Either one of these condi­
tions will result in a non-zero servo-valve drive signal.
Figure 11 demonstrates the response of the adaptive 
algorithm to a sudden increase in the supply pressure 
from 60 to 120 bar. The sudden increase in the process 
gain is dealt with admirably with an overshoot o f an 
acceptable leveL By comparison with the previous per­
turbation, corrective adaptation is marginally slower. 













Fig. 10 Adaptive response to a reduction in supply pressure from 120 to 60 bar
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Fig. 11 Adaptive response to an increase in supply pressure from 60 to 120 bar
ing the action of the variable dead-band characteristic. 
The system is in itia lly controlling a process which has a 
low gain. This implies that the servo-valve drive signal 
is periodically very large. When the system supply pres­
sure is suddenly increased, the compensator coefficients 
are, in itia lly , s till tuned to the low supply pressure con­
dition. Consequently, the servo-valve drive signal will 
still be large. This will be reflected in the width o f the 
dead-band as i t  is a function o f the drive signal. The 
consequential reduction in the magnitude o f the Altered 
error signal, equation (17), plays a role in reducing the 
speed o f corrective action.
Adaptive system behaviour to simulated changes in 
the driven load are shown in Figs 12 and 13. For the 
purpose of comparison, F ig  4 shows a simulated 
increase in the load inertia, under closed-loop pro­
portional control. In F ig  12, an increase in the load 
inertia is simulated by venting extra volumes o f oil on 
either side o f the actuator. Corrective action is rapid 
enough to preserve the quality of model following per­
formance. The effect of a simulated reduction in the 
loading condition can be seen in  F ig  13. Although 
perfect model following is not achieved in either case, 
the overall process response displays an acceptable level
of consistency. As with the earlier cases of alterations in 
the system supply pressure, there appears to be a certain 
assymetry in the speed o f corrective adaptation action. 
A similar argument as above can be formulated to 
explain this phenomenon. However, it should be 
pointed out that other issues, such as the frequency 
content of the signals associated with the adaptive 
scheme also exert some influence on the adaptive 
process.
7 CONCLUSIONS
A model reference adaptive control scheme has been 
applied to an electrohydraulic position control servo­
mechanism. The control scheme was developed around 
the design procedure presented in an accompanying 
paper. A number o f simplifications were made in model­
ling the electrohydraulic system. The effects of unmod­
elled dynamics in adaptive systems could cause the 
adaptive scheme to fail catastrophically. This problem 
was dealt with by introducing the concept of ‘sufficient­
ly close’ model following and the use o f a variable dead- 
band characteristic to activate the parameter adaptive 
algorithm. In addition, the basic adaptive controller was






Fig. 12 Adaptive response to a simulated increase in load inertia








Fig. 13 Adaptive response to a simulated reduction in load inertia
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augmented with a number of performance monitoring 
features to enhance its robustness.
A range of experiments was carried out with the final 
control scheme. The results are particularly encouraging 
since consistent model following performance was 
maintained in the face of sudden changes in process 
operating conditions. Minor difficulties were encoun­
tered with poor steady state behaviour. This was due to 
the inherent non-linear behaviour resulting from the 
combination of a zero lap servo-valve and a differentia! 
area actuator, at steady state operating conditions. Cor­
rective adaptation to changes in the process transfer 
function was noticeably quick. Such a level of per­
formance is attributed to a number of factors. These 
include the choice of error filter coefficients and the use 
of fixed adaptation gains to preserve the alertness of the 
adaptation algorithm.
The prime requirement of a microcomputer system 
for the type of control scheme described here is heavily 
biased in favour of enhanced speeds of operation. The 
use of compact coding languages and efficient program­
ming techniques make memory requirements less 
important
The work reported in this paper has demonstrated 
the great potential of adaptively controlled systems. 
However, further research needs to be carried out 
before adaptively controlled systems can achieve a 
wider degree of acceptance. Greater insight is required 
into the behaviour of different forms of parameter 
adaptive algorithm that can be derived via hyper­
stability theory. Other areas of interest are the error 
filter and the variable dead-band characteristics.
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The tuning o f classical, servo system controllers is often 
problematical, owing to the presence o f system non- 
linearities and unmeasured disturbances. Adaptive con­
tro l schemes are o f growing interest since the system is 
self-tuned, such that some pre-defined performance re­
quirement is met, regardless o f variations in system 
parameters.
This paper describes the design and implementation o f  
a microprocessor-based model reference adaptive con­
troller fo r  a small electromechanical servo system. The 
control scheme is based on an implementation o f hyper­
stability theory, and robustness is enhanced by the incor­
poration o f certain 'safety-jacket’ features.
Experimental studies demonstrate that the controlled 
process tracks the reference model to a consistently high 
standard, even in the presence o f perturbations to the pro­
cess dynamics. I t  is also shown that the design o f the error 
filte r plays an important part in the speed o f adaptation, 
and guidelines fo r error filter design are proposed.
Keywords: Hyperstability design, model reference, 
adaptive control, parameter adaptation, servocontrol.




A(z~ ’) denominator of controlled-process transfer 
function
Am(z‘ ') denominator of reference-model closed-loop 
transfer function 
bm reference-model forward-path gain
bo controlled-process forward-path gain
B(z~l) numerator of controlled-process transfer 
function
Cj, c2 coefficients of C(z_I) polynomial
C(z_l) error-filtcr transfer function
d adjustable compensator parameter vector
e model tracking error
/ 0 . . . / 2  coefficients of f \z~ l) polynomial
f o . . . f 2 adjustable coefficients of F(z~l) polynomial
F(z~)  process-loop forward-path compensator trans­
fer function 
go, g\ coefficients of G(z~}) polynomial
go* gi adjustable coefficients of G(z-1) polynomial
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G(z~1) process-loop feedback-path compensator trans­
fer function 
h variable dead-band filter output
K  continuous-time process forward-path gain
q{eh, v) variable dead-band function 
s Laplace-transform operator
u control signal to D -A  converter
V, controlled-process drive signal
V] controlled-process drive signal to D -A  
converter 




e variable dead-band filter gain
Co minimum dead-band width
A adaptive gain
v filtered model-tracking error
oq variable dead-band filter pole
r continuous-time process time constant
4> observation vector
^  filtered observation vector
<4. Nyquist frequency
cu*, pseudo frequency
1 . In t r o d u c t io n
In recent years there has been increasing interest 
in the application of adaptive control techniques to 
engineering systems. This has arisen from a greater 
awareness of the techniques involved and the potential 
improvements that can be achieved in terms of control 
system behaviour. Moreover, the increased availability 
of relatively inexpensive, powerful microprocessors has 
eased the task of implementing such control schemes.
Because of the presence of component non-linearities 
and unmeasured disturbances, the tuning of classical 
compensators is often a compromise between speed of 
response at one operating condition and stability re­
quirements at another. Adaptive controllers overcome 
this problem by automatically tuning the compensators 
to meet some dynamic performance specification, re­
gardless of changes in system dynamics. This paper 
describes the design and implementation of an adaptive 
control scheme for an electromechanical angular posi­
tion control system. The adaptive part of this scheme is 
based on Model Reference Adaptive Control (MRAC) 
(Landau. 1979). A systematic procedure, based on the 
design method presented by Edge and Figueredo 
(1987a), is used to specify the adaptive control system.





Fig 1 Block diagram of a parallel model 
reference adaptive control scheme
The m ethod o f implementing the scheme is described 
and the results o f an experimental investigation o f the 
perform ance o f the system are discussed.
2. Adaptive-control-system design
A  schematic o f the adaptive contro l scheme is shown 
in  Fig 1. This illustrates four essential components: a 
reference model; the controlled process; a pair o f 
d ig ita l compensator filters; and a parameter adaptive 
a lgorithm . The latter is responsible fo r adjusting the 
coefficients o f the compensator, such that the contro lled 
process loop follows the behaviour o f the reference 
model.
The task o f designing an adaptive con tro lle r is per­
form ed in two stages. In itia lly , the main components o f 
the adaptive algorithm must be specified. This is followed 
by the numerical in itialisation o f various parameters 
w ith in  the contro l scheme.
2.1 Control-system description
2.1.1 Process modelling
In o rder to investigate the potential benefits o f 
M R A C . the study concentrated on a small armature- 
con tro lled  D C  servomotor rated at 25 W (Fig 2). Posi­














linked to the output shaft o f the m otor via a 12; 1 reduc­
tion gearbox. Velocity feedback was available from a 
tachogenerator mounted on the m otor drive shaft. By 
altering the tachogenerator feedback gain, controlled 
variations in the system dynamics could be introduced 
deliberately in order to assess the effectiveness o f the 
adaptive contro ller.
Dynamic testing o f the motor indicated that the con­
tro lled process is adequately modelled with a continu­
ous-time transfer function of the following form ,
. . . ( 1 )
V, 5(1 +  W)
A  discrete approxim ation for the controlled process is 
obtained by applying the pole-zero mapping procedure 
(F ranklin and Powell, 1980); the result is subsequently 
modified to account fo r the D -A  converter preceding 
the controlled process (Edge and Figueredo, 1987a). 
This results in the fo llow ing transfer function
y(z) _  M 1 + D  
V'Xz) ( z - D ( z - f l ' ) (2)
where V\ is the output to the D -A  converter cascaded 
w ith the DC  servomotor.
The unit sample period delay associated w ith the time 
taken by the microprocessor to execute the control al­
gorithm  is taken in to  account by including a : * 1 term to 
the transfer function o f Eqn (2). The transfer function o f 
the effective controlled process thus becomes,
y (*~ ')  _  l  y ' q + z -1) _ fro z ^ U + z '* )
u(z ) z ( l - f l ' z ' l ) ( l - z _I) l+ f l,z ~ l+ fl2z 
A ( z " ‘ )
=3
. . . ( 3 )
Fig 2 Block diagram of controlled process
2.1.2 Reference model
A  reference model transfer function is derived on the 
basis o f Eqn (3). This is necessary in order to avoid forc­
ing the controlled process to behave like a system with a 
structure significantly different from its own. The pro­
cess is operated under closed-loop control in parallel 
w ith a reference model. Consequently, a closed-loop 
reference model transfer function is required here. W ith
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unity feedback, the reference model transfer function is 
x(z~') _ 1
b ^ d + z - ' )
b ^ - d + z * ' )





It has been shown (Edge and Figueredo, 1987a) that 
the procedure for specifying the F{z~x) and C (z_l) com­
pensators in Fig 1 involves equating the reference model 
and process closed-loop transfer functions as given 
below.
b ^ B j z - ' )  _
A m{z~x)
boZ~2B ( z - 1)
A i z - ' W ^ + b ^ B i z - ' W ' )
oe or tne ronowing oraers 
H z ' 1)  =  fo + fiz ~ '+ f2 Z -2 
G(z_I) = go+gz~1
- - (5)
Qearly, the error signal, e in Fig 1 becomes zero pro­
vided that the compensator networks are designed to 
make the controlled process loop transfer function 
match the reference model transfer function. Eqn (S) re­
duces to the following expression after simplification for
. . . ( 6 )
Upon equating the expanded polynomials on either 
side of this expression, it can be shown (Figueredo, 
1988) that the F(z~x) and G(z~x) compensators need to 
b f h f ll d
...(7 )  
. . . ( 8 )
Substitution of these expressions in Eqn (6) results in 
the right hand side becoming a fourth-order polynomial 
with five unknown compensator coefficients. Numerical 
values for these coefficients can be obtained once the 
reference model and process transfer functions are ex­
pressed in a numerical form.
2.1.4 Parameter adaptive algorithm
The parameter adaptive algorithm (PAA) is respons­
ible for generating the coefficients of the adjustable 
Fl(z_1) and G(z~x) compensators. The equations that 
specify this algorithm can be obtained directly from an 
application of hyperstability theory, as discussed by 
Edge and Figueredo (1987a)
i(*) = DM*) /.(*) m  Mk) M*)]r ... (9)
Likewise, an observation vector is defined as.
« ft) -  [«<(*) «< *-!) u ( k - 2) y(k) y ( * - l) ]T ...(1 0 )
The PAA employs a filtered version of the obser­
vation vector. The filtering action depends on the 
numerator dynamics common to the controlled process
and reference model transfer functions. From Eqn (3). 
these can be seen to include the B(z~x) polynomial and 
a second-order delay-free term. Hence, the filtered ob­
servation vector becomes
• (11)
Finally, a combination of the important definitions 
given above results in a PAA of the following form 
(Edge and Figueredo. 1987a).
d(*> -  ...(12 )
r + ^ ( * - 2 ) $ ( * - 2 )  
where y  is an adaptation gain. The signal, v(k). is ob­
tained by filtering the reference-model tracking-error 
signal e(k) in Fig 1, as follows
K*) = C(z~‘ )e(k) ...(13)
The filter has to be specified such that the transfer func­
tion C(z-1) Am(z"‘) is strictly positive real (SPR) 
(Landau. 1979); the design of this filter is considered as 
pan of the algorithm initialisation procedure described 
below.
2.1.5 Variable dead-band characteristic
The PAA given by Eqn (12) results from an idealised 
analysis of the control scheme. It assumes, for example, 
a linear controlled process that has been modelled accur­
ately. This is unrealistic, since such effects as gearbox 
backlash and non-linear load torque-speed characteris­
tics have been neglected. Consequently, to improve the 
robustness properties of the adaptive control scheme, a 
variable dead-band characteristic is added to the PAA 
(Kreisselmeier and Anderson, 1986). This replaces the 
filtered error signal, v, of Eqn (12) with the output 
q(eh, v) from a variable dead-band characteristic as de­
fined below.
q{eh(k). Mk)) =
v(k)—eh(k) if v(k) >  eh(k)
0 i f  \v(k)\ eh(k)




The width of the dead-band is a function of the process 
control signal, u, and a constant term, e<>. The latter ef­
fectively determines the minimum dead-band width. 
The filter parameter, ob. in Eqn (15) influences the re­
sponsiveness of the dead-band to variations in the pro- 
cess-control signal, u.
2.2 Control system initialisation
2.2.1 Reference model
Initialisation of the reference model transfer function 
was carried out by examining the closed-loop step re­
sponse of the DC servomechanism. Such information 
helps to reduce the likelihood of selecting a reference 
model with an unrealistically fast response.
The reference-model transfer function in Eqn (4) can 
be seen to depend on two parameters, namely: a pole at 
:  = am and. a gain. bm. For this control scheme. am 
was arbitrarily selected to be 0.6. The step response of
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the transfer function was then examined for a range of 
values for bm A  realistic level o f performance, capable 
o f being met by the DC servomechanism, was obtained 
w ith  bm -  0.02. Hence.
0.02c~: ( l + ; ' 1)
w fz~ ') l-1 .6 z " '+ 0 .6 2 z ~ : + 0 .0 2 z '3
■ (16)
2.2.2 Error finer
The error filter C (z_ l). was chosen to be one order 
lower than the reference model characteristic poly­
nomial. Hence.
C(z_l) = l+C|Z',+c2z-2 -..(17)
The SPR condition is then applied to the following 
transfer function
C (z~ ') _  l+ C iZ ^ + o z -2 
A m( z ' 1) l-1 .6 z ~ '+ 0 .6 2 z _ :+0.02z“ 3
First. Eqn (18) is transformed to the 
frequency domain. <am. using the substitution
-  l+ M *
z
. .. (1 8 )
pseudo-
- (19)
The result is then sim plified to an expression comprising 
real and imaginary parts, in terms o f the error filter 
coefficients.
To satisfy the SPR condition, the real part o f the result­
ant equation has to be positive. In this case
2000(c: -  c, + \ ) u £ -  (975c2+ 4075c, -1 1 25)w J-
-(2950c: +2050c1 +  1250)«d+25(c2+c, +  l )  >  0
(20)
Since the polynomial on the left-hand side is expressed 
as a function in terms o f even-powered values of 
then the inequality w ill be satisfied if  the polynomial 
coefficients are themselves positive. This leads to the fol­
lowing set o f conditions
c2 >  —c, — 1 
c2 >  c ,-l
c2 <  -0 .695c,-0 .424  
c2 <  - 4 . 179c, +  1.154
(21)
. .. (2 2 )  
- (23) 
(24)
Fig 3 provides a graphical interpretation o f these in­
equalities. The enclosed triangular region corresponds 
to values of c, and c2 which satisfy the SPR requirement. 
G early , there is a large number of possibilities for in i­
tialising the error filte r coefficients. The consequences of 
choosing certain filte r coefficient pairs are explored at 
greater length in Section 4.3. A t this stage it is sufficient 
to state that it is desirable for the filter to be designed 
such that the transfer function C (z_1)M m( z " 1) has low- 
pass-filter characteristics w ith  a break frequency around 
10% o f the Nyquist frequency.
2.2.3 Adaptation gain
Preliminary tests revealed that the adaptation gain 
was not a critical parameter, and a gain variation o f 
100:1 had only a small effect on system performance. 
For the series o f experiments reported here, the value 








Fig 3 c,-c2 parameter space satisfying SPR condition
2.2.4 Compensators
For stability reasons, the F (z " ')  compensator must 
have its roots inside the z-plane unit disc. To avoid the 
like lihood o f a very oscillatory process control signal 
in itia lly , the two roots o f F (z “ ')  were initialised at
z = ±0.3.
It is also necessary to assign a value to f 0. a forward- 
path gain. A  value o f 2 was selected, as this represents a 
low forward-path gain fo r the controlled-process loop. 
The follow ing expression specifies the in itia l F (z~ ') filter 
condition
F (z _ l) =  2 -0 .18z -2 - (25)
The G (z ) compensator is non-recursive and therefore 
there is much greater freedom in the initialisation proce­
dure. Since it is desirable fo r the controlled process to 
have unity steady-state gain, it is useful to assign 
G ( l )  =  1. To avoid having to choose a particular root 
position fo r the G (z ~ ‘ ) polynomial, the problem was 
circumvented by assigning it to in fin ity. This resulted in 
an in itia l G (z  ) filter o f the form given below
G ( z - )  =  z
2.2.5 Variable dead-band
. . . (2 6 )
The variable dead-band characteristic is initialised 
using the follow ing parameters: <r0. the variable dead- 
band filter-pole location; e<>, the constant input signal to 
the filte r, and, e, the filte r gain.
The prime objective o f introducing a variable dead- 
band characteristic in the P A A  is to  enhance its ro­
bustness properties by desensitising it  to unmodelled 
dynamics in the controlled process. For the IX? servo- 
system used here, the process is considered to be model­
led to a high degree of accuracy. The level o f confidence 
thus engendered led to the variable dead-band filte r 
being initialised in a manner geared more in favour o f 
preserving the alertness o f the P A A . The following 
parameter values were chosen; <r0 = 0.7, e„ = 100 and
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e -  0.003 These correspond to a variable dead-band 
filte r having sluggish performance characteristics as a 
result o f having a filte r pole located at z =  0.7. The 
characteristic also possesses a small m inim um  dead- 
band size. These factors help to temper the action o f the 
variable dead-band characteristic and place a close to le r­
ance on the level o f model follow ing expected.
3. Control-algorithm safety jacket
One im portant feature o f the control algorithm  is a 
procedure which accommodates saturation o f the DC 
servomechanism. W hen the saturation lim it is detected, 
parameter adaptation is temporarily suspended and the 
reference model is forced to track the contro lled pro­
cess. This is necessary because the servo-system is be­
having in a non-linear fashion with an apparently zero 
forward-path gain; parameter adaptation under such c ir­
cumstances is ineffective and could lead to serious per­
formance difficu lties when linear behaviour resumes 
(Figueredo, 1988).
A  further feature is concerned with the procedure for 
adapting the coefficients o f the F (z~ ')  compensator. 
This filter introduces two poles in to the contro lled pro­
cess loop and fo r stab ility reasons, these must lie inside 
the unit z-plane disc. A  routine was developed to 
m onitor this condition; coefficient updating was only 
permitted while the F (z ~ l ) filte r poles fell w ith in  a disc 
o f radius 0.8 centred on the point 0.2+0,. Th is more- 
restrictive condition was selected in order to prevent the 
controlled process from  being driven with potentia lly 
highly oscillatory control signals (Edge &  Figueredo, 
1987b).
4. Experimental results
The experimental investigations reported here were 
carried out w ith  2 V  peak-to-peak input command sig­
nals. This corresponds to a servo-system output dis­
placement o f 60°; command signals o f different 
amplitudes did  not result in widely d iffe ring levels o f 
control system performance.
In order to study the effectiveness o f the adaptive con­
tro l scheme, the dynamics o f the controlled process were
pertu rbed by altering the DC servo-system tacho- 
gencra to r feedback gain. Two cases, in which the gain 
was e ith e r suddenly decreased or suddenly increased, 
are reported  here.
4.1 ProportionaJ controller
In it ia lly ,  the dynamic behaviour o f the d ig ita lly  con­
tro lle d  system was examined with a simple proportional 
c o n tro lle r im plemented. The sampling period was set to 
8 ms to  a llow  direct comparison with the adaptive control 
scheme. Fig 4 shows the system step response. First, the 
tachogenerator gain was set to a low level and the system 
exh ib ited  a fast rise time w ith an overshoot o f 1.3%. 
A f te r  3 s, the tachogenerator gain was suddenly in ­
creased, resulting in a heavily overdamped response. The 
bandw idths o f the dosed-loop system for the two operat­
ing conditions are 7 and 1 Hz, respectively. This com­
pares w ith  a reference model bandwidth o f 3.1 Hz.
4.2 Adaptive controller
F o r the investigations reported in this section, the 
e rro r-filte r coefficients were selected such that
C ( z - ‘ ) =  l - 0 .5 z - , -0 .3 4 z -2 . . . (2 7 )
The frequency response o f the transfer function C (z ~ ')/ 
A m( z " ‘ ) has the desired low-pass-filter behaviour 
spedfied in Section 2.2 and the overall system has 
reasonably fast adaptation characteristics.
F ig 5 shows a typical example o f the way in which the 
adaptive system responds when control action is 
switched from  ord inary closed-loop proportional-action 
d ig ita l con tro l to  model reference adaptive contro l. The 
situa tion  shown corresponds to the controlled process 
being characterised by a heavily damped step response. 
A n  acceptable level o f model-following behaviour is at­
tained w ith in  a relatively few cycles. A fte r approxi­
m ately eight cycles, very close model fo llow ing was 
achieved.
A n  example o f adaptive-controller behaviour fo llow ­
ing sudden changes in the dynamics o f the controlled 
process is shown in Fig 6. The in itia l behaviour corres­
ponds to  a sudden reduction in the tachogenerator feed­
back gain. In itia lly , the controlled process reacts with
-30
Fig 4 DC servosystem response for different tachogenerator gains
Tachogenerator Feedback Gam 
Increased Here
time (s)
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hguertao  ana t.age
Transition to MRAC ProcessI
time(s)
Fig 5 Start of model reference adaptive control
Tachogenerator 
Reduced Here
Fig 6 Adaptive system response following sudden changes m tachogenerator gam (error filter pair P5)
Feed tuck Gain Tachogenerator Feedback Gam 
Increased Here
quite a large overshoot. However, this is soon conected 
and satisfactory model-following behaviour is resumed. 
The reverse situation, whereby the tachogenerator feed­
back gain is suddenly returned to its original setting, is 
also shown in Fig 6. Once again, adaptive action is ac­
ceptably quick. The overall trend is somewhat marTed 
by the overshoot in the process response, although this is 
seen to  dim inish gradually. This is nevertheless consi­
dered to  be an acceptable penalty which can be offset 
against the generally consistent level o f contro l system 
performance that is maintained. Moreover, the sudden 
changes in tachogenerator gain should be recognised as 
an extreme case.
Tests were also conducted w ith sinewave inputs and a 
pseudo-random signal band-lim ited to 1 Hz. Very close 
. model fo llow ing was achieved in every case and for the 
pseudo-random input signal, the controlled-process 
response was indistinguishable from that o f the refer­
ence model.
4.3 Effect of error-fitter coefficients
In perform ing studies on the effect o f error-filter 
coefficients, the variable dead-band filte r was disabled; 
this was considered necessary in order to ensure that vari­
ations in system behaviour could be attributed princip­
ally to  the effects o f filte r design.
TABLE 1: Coefficient pairs used to study error filter influ­
ence on adaptive system behaviour
Compensator Coefficients Rlter
steady-state
gainP e lr iw nr u n n g c, e*
p i -1 8 0 825 0.025
P2 -1 .0 0.1 0.1
P3 -1 .0 0025 0.025
P4 -1 .0 0175 0.175
P5 -0 .5 -0.34 0.16
The sets o f c ,, c2 coefficients that were examined are 
listed in Table 1, together w ith the corresponding 
steady-state gains o f the error filter.
Three points. P I, P2 and P5, lie on the dotted line 
shown in Fig 3. The remaining points, P3 and P4, were 
selected w ith the aim o f examining the influence o f c2 
with c t held constant.
The frequency-response characteristics of the transfer 
function C (z ~ ')M „(z -1), fo r filte r coefficient pairs PI. 
P2 and P5. are shown in Fig 7. The pair PI results in 
phase-advance filte r characteristics while P2 and P5 both 
exhibit low-pass-filter behaviour, w ith break frequen­
cies around 10% o f the Nyquist frequency. Highest low- 
frequency gain occurs w ith P5. commensurate with the 
filter steady-state gain (Table 1).
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Fig 7 Frequency-response characteristics of SPR transfer 
function for coefficient pairs P1. P2 and P5
The frequency-response diagrams obtained using 
e rro r-filte r coefficient pairs P2, P3 and P4 are shown in 
Fig 8. The phase behaviour at low frequencies is notice­
ably affected by the changes in c2. Coefficient pa ir P3 lies 
below the dotted line on Fig 3 and results in phase-ad­
vance behaviour at very low frequencies; P4, ly ing above 
the line, leads to low-pass-filter characteristics. Investi­
gation o f the frequency-response characteristics corres­
ponding to other points straddling the dotted line 
yielded the same trends.
Fig 9a shows the time response o f the system to sud­
den changes in system dynamics fo r e rro r-filte r co­
efficient pair PI. The behaviour im m ediately a fter the 
change in tachogenerator gain is very sim ilar to  that 
shown in Fig 6 (which corresponds to pair P5), but the 
speed o f corrective action is much slower. W ith  co­
efficient pa ir P2, a significant im provement in per­
formance is achieved, as indicated in Fig 9b. Corrective 
action fo llow ing a change in process dynamics is fast 
and, indeed, is superior to that shown in Fig 6.
The effects o f changes to coefficient c2 w ith  c, constant 
are shown in Figs 9c and 9d. W ith  coefficient pa ir P3 (Fig 
9c). the corrective action is relatively poor; fo llow ing 
changes in tachogenerator gain, steady-state conditions 
are not achieved w ith in the half-cycle period and a large 
number o f complete cycles are required to  re-establish 
satisfactory model fo llow ing. Much faster corrective 
action is obtained w ith  coefficient pair P4 (F ig 9d). 
Following the step reduction in tachogenerator gain, the 
overshoot is somewhat larger than that exhib ited w ith 
coefficient pairs P5 (F ig 6) and P2 (Fig 9b) but this is 
to ta lly absent at the start o f the second ha lf o f the input 
waveform cycle. The highly energetic way in which cor-
FREQUENCY RESPONSEcu
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Fig 8 Frequency-response characteristics of SPR transfer 
function for coefficient pa rs  P2, P3 and P4
rective active is achieved is related to the e rro r-filte r 
steady-state gain; it can be seen from  Table 1 that 
coefficient pair P4 provides the highest f ilte r gain o f the 
five cases examined.
Correlating the tim e-dom ain responses against the 
frequency-response characterisics shown in Figs 7 and 8 
allows useful guidelines fo r filte r design to  be drawn up. 
In essence, it appears that the response should be 
characterised by low-pass-filter behaviour, w ith  a break 
frequency about 10% o f  the Nyquist frequency.
When the reference model was in itia lised w ith a d if­
ferent set o f coefficients, identical trends in adaptive 
system performance due to changes in e rro r-filte r 
coefficients were observed.
5. Discussion
A n adaptive con tro lle r, designed according to the 
method described in th is paper, has also been applied 
to a th ird-order electro-hydraulic system containing 
several non-linear elements (Edge and Figueredo, 
1987b). In both the electro-mechanical and hydraulic 
applications, the structure o f the process model was 
selected in order to provide a good representation o f the 
process dynamics over the frequency range o f interest. 
The presence o f continuous non-linearities w ith in the 
system are simply manifested by variations in process 
parameters and are, therefore, readily accommodated. 
Where discontinuous non-linearities can be identified, 
such as a d ifferentia l gain or a dead-band, suitable neu­
tralising action can be implemented, as discussed by 
Figueredo (1988). I f  incorrect adaptive system perfo r­
mance occurs, as a result o f a poor choice o f model
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Fig 9 Effect of error fitter on adaptive 
system behaviour
structure , the boundary condition imposed on the fo r­
ward-path compensator pole positions w ill lead to adap­
ta tion  being suspended and prevent complete fa ilure o f 
the con tro l scheme. No attempt has been made to study 
adaptive systems when the model structure has been de­
libe ra te ly  selected to be significantly different from  that 
o f  the process.
6. Conclusions
The study reported in this paper has made use o f a 
systematic design procedure to implement a model 
reference adaptive control scheme fo r an electro­
mechanical servomechanism. The task o f specifying the 
con tro l algorithm  involved the application o f a 
s tra ightforw ard procedure using established guidelines. 
C o n tro lle r parameter in itialisation was carried out using
Trana Inst MC VoM 1 No 2, Apnt-June 1989
a combination o f engineering judgement and readily 
accessible in form ation about the controlled process.
Experimental investigation o f the adaptive contro l 
scheme has demonstrated a high level o f performance. 
The quality o f reference-model-following behaviour was 
exceptionally good as was the rapidity o f parameter 
adaptation fo llow ing disturbances in the dynamics o f the 
controlled process. Consequently, in practical applica­
tions, it should be possible to accommodate dynamic 
changes in load characteristics, including variable load 
inertia.
Careful attention has been given to the importance o f 
error filte r design. A  graphical technique has been 
developed for the determination o f the erro r filte r 
coefficients, which ensures that SPR conditions are 
satisfied. Guidance on the selection o f erro r filte r 
coefficients, from the wide range available, can be
77
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obtained by examining the frequency response charac­
teristics of a filtered version of the reference model 
transfer function.
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ABSTRACT
An experimental investigation into model 
reference adaptive control of an electro­
hydraulic servo-mechanism is reported. The 
servo-system consisted of a zero-lapped servo- 
valve and asymmetric actuator positioning a load 
of 890 kg. Parallel model reference adaptive 
control was employed with the desired level of 
system performance being specified in terms of a 
reference model transfer function. The 
performance of the basic scheme is enhanced by 
the introduction of a novel integral-action 
c o n t r o l l e r  a n d  t y p i c a l  p e r f o r m a n c e  
characteristics with and without the controller 
are presented. The ability of the adaptive 
controller to maintain a consistent level of 
performance when subjected to a pseudo-random 
control signal is also discussed.
ELECTRONICALLY-CONTROLLED FLUID POWER SYSTEMS 
are w e l l - e s t a b l i s h e d  in many important 
engineering applications and are justifiably 
renowned for their fast response and high power- 
to-weight ratio. In order to obtain high 
performance from these devices, careful 
attention needs to be devoted to controller 
synthesis. In most existing schemes, the 
controller is based upon analogue electronics, 
and where problems are encountered, classical 
compensators such as the PID controller are 
employed. Whilst this may be satisfactory in 
some instances, it often results in sub-standard 
performance. For example, in cases where the 
system dynamics vary with the operating point or 
load, the controller is designed for a worst- 
case condition leading to a degradation in 
performance under non-critical conditions.
This problem has recently been addressed by 
several researchers (1-3)*. The general 
approach has been to exploit digital control 
techniques, in such a way that a high level of 
performance can be maintained consistently, 
regardless of variations in the dynamics of the
* Numbers in parentheses designate references at 
end of paper.
system. This has been achieved by applying 
recognised techniques from the field of adaptive 
control. Vaughan £ Whiting (1) and Daley (2) 
have adopted a self-tuning approach, whilst the 
present authors (3) employed a model reference 
based scheme. All three studies have shown that 
adaptive controllers have the ability to 
m a i n t a i n  c o n s i s t e n t  d y n a m i c  r e s p o n s e  
characteristics in spite of significant 
perturbations in the dynamics of the controlled 
process. The material presented in this paper 
extends the work reported in (3) and is 
concerned with an enhanced adaptive control 
scheme which incorporates a novel form of 
integral-action control.
NOMENCLATURE
ai...a3 coefficients of A (z"1) polynomial
coefficients of denominator polynomial 
of reference model closed loop transfer 
function.
b„ reference model forward path gain
bo controlled process forward path gain
e model tracking error
ei integral of model tracking error
fQ•..f3 coefficients of F (Z_1) polynomial
F (Z_1) transfer function of process loop
forward path compensator 
g0...g2 coefficients of G (Z'1) polynomial
G (s) continuous-time open-loop transfer
function of process 
G (Z_1) transfer function of process loop
feedback path compensator 
k sampling instant
K continuous-time transfer function
forward path gain 
Ki integrator gain
u control signal to D/A converter
w input command signal
x reference model output
y controlled process output (load
position) 
z z-transform operator
£ continuous-time process damping ratio
T controlled process time delay
0)n continuous-time process natural
frequency
2 8 9 1 8 6 1
C O NTRO L SYSTEMS CONCEPT
The electro-hydraulic position control 
system used in this study is shown schematically 
in Fig 1. A horizontally-mounted asymmetric 
linear actuator with a stroke of 610mm is 
supplied with oil via an electro-hydraulic 
servo-valve. The actuator drives a trolley- 
mounted load of 890kg with a spring resisting 
the motion over the last 192.5mm of the stroke. 
Position feedback is obtained from a wire-wound 
potentiometer. The hydraulic circuit includes 
two columns of trapped oil between the servo- 
valve and actuator. By switching these columns 
in and out of the circuit it is possible to 
modify the system dynamics in a manner which 
simulates changes in the load inertia (1,3). 
The circuit also has an electrically-modulated 
relief valve in the supply line to the servo- 
valve .
The microprocessor-based controller shown 
in Fig 1 incorporates two adjustable 
compensators (F and G ) in the process control 
loop and a software module comprising the model 
reference adaptive control (MRAC) algorithm. A 
schematic of the basic MRAC scheme is shown in 
Fig 2. The controlled process (valve-controlled 
actuator) is operated in parallel with the 
reference model, with the objective of forcing 
the process loop to behave in the same way as 
the model through suitable adaptive design of 
the adjustable compensators.
The theoretical procedures for the design 
of an MRAC hydraulic servomechanism have been 
previously described by the authors (3) . For 
completeness, only a brief r&sum£ will be given 
here.
The essential features of the dynamics of 
the valve-controlled actuator are adequately 
represented by third order type 1 continuous­
time open-loop transfer function,
Ke~Xs0) 2
G ( 3 ) —  --------------------------
s is  + 2£ > ns + (o n )  (1)
After taking the D/A converter driving the 
servo-valve into account, eq.(l) can be 
discretized by pole-zero mapping into the Z - 
domain,
y ( ,)  , ' lh ,( l+ « )
- A
Where the coefficients a^, a2, a 3>bg are 
functions of K^,0)n and f, and are time variant.
The time delay Tin e q . (1) closely matches the 
sample period and has been taken into account in 
eq. (2) by the z_1 term in the numerator. This 
results in a 4th order discrete-time transfer
function.
Writing e q . (2) in terms of the delay 
operator, leads to the transfer function,
y ( z-1) bo z_2( l + z _i)
u ( z *) 1 +SjZ :+ a ?z 2 + a3z 3
The reference model must represent the desired 
performance of the closed-loop system. Hence,
x ( z _1) *_1)
/ - l ')  “  ~ ~  -2 ~  ~
wvz ) 1 + a, z + a , z + a, z + a z
I n  2 m 3 m 4m
... (4)
From (3), the two adjustable compensators need 
to be of the following form,
z_1) = fc + fx z"1 + f2 z~2 + f 3z "3 
g( z " 1) = go + gx z-1 + g2 z~2
wnere the coefficients f0 to f 3 and gG to g,? 
are derived by a parameter adaptive algorithm, 
according to variations in the model-tracking 
error.
The specification of a suitable reference 
model necessitates the selection of the 
coefficients in e q . (4). Some assistance in this 
procedure can be gained by considering the 
closed loop step response of the system in 
conjunction with root locus analysis. For this 
investigation, it was considered appropriate to 
select a reference model with a relatively fast 
oscillation-free step response. This suggested 
a characteristic equation with one real root 
close to the origin, a complex pair at 
z = 0 - 3 ± 0 - 3 j  and the remaining dominant root, 
near z - 1 .
INTEGRAL CONTROL - The basic scheme 
d e s c r i b e d  above suffers from c e r t a i n  
shortcomings. Consider the steady state 
behaviour of the system in the presence of an 
external force acting on the load. In order to 
maintain a set position, a differential pressure 
across the actuator is required and this can 
only be achieved if the servovalve spool is 
moved from its null position. Hence the servo- 
valve control signal must be non-zero and this 
results in a steady state error. (With a 
differential-area actuator, a non-zero drive 
signal is required even when the external force 
is zero). In conventional control schemes, this 
problem can be overcome by introducing an 
integral term in the forward path of the control 
loop. With adaptive control, it is possible to 
model the effects of load disturbance and extend 
the basic scheme to minimise the resultant 
errors. However, this necessitates measurement 
of the load and adds considerably to the 
complexity of the parameter adaptive algorithm. 
Alternatively, integral action can be introduced 
into the adaptive controller. One possibility 
simply involves introducing a digital integrator 
between the 1 / F ( z _1) compensator and the 
controlled process; the adaptive scheme could 
accommodate the integrator by treating it as 
part of the process. This approach increases 
the order of the system transfer function and 
also leads to a significant increase in the 
complexity of the adaptive controller. A much 
simpler approach is shown in Fig 2. The model 
tracking error is digitally integrated and the 
resultant signal augments the process loop error 
signal. This provides an additional input to
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FIG 2 MODEL REFERENCE ADAPTIVE CONTROLLER
the servo-valve which forces the model tracking 
error to zero under steady-state conditions. 
The technique does not increase the complexity 
of the reference model transfer function or the 
F and G compensators. It is therefore 
relatively simple to implement and does not 
result in a significant addition to the 
computational workload. The transfer function 
of the digital integrator is
e.(z-1) K.Tz'1
1 G ^ ) = 1 7 7 T
where T is the sample period. The process 
control signal is evaluated from
u U )  =  -j-lw(k) - f ^ k  - 1) - f2(k - 2)  -  f 3u ( *  -  3)
O
~ 9 oy(k)  -  - D - 92y(* - 2) + e^k)]
with e (k) - e (k - 1) + K Te(k - D
IMPLEMENTATION
For this study the control scheme was 
implemented on a 8 MHz Motorola-68000-based 
computer (4). The control algorithms involve a 
significant amount of computation, and ideally 
these would be coded in assembler language in 
order to minimise the sample period. However, 
it was considered that the increased workload 
that this would entail was not justified during 
program development. Consequently, the adaptive 
controller was programmed in the high level 
language BCPL (Basic Combined Programming 
Language), a predecessor of the 'C' language. 
The majority of the arithmetic operations were 
carried out with 32-bit real arithmetic 
instructions. In an attempt to improve the 
speed of execution of the control algorithm, 
some calculations were performed with 64-bit 
integer arithmetic; this was only done where the 
potential for numerical over-flow problems was 
considered to be negligible.
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A/D and D/A conversion was performed with 
12-bit devices with a sensitivity of 5 mV/bit. 
Numerical initialisation of control system 
parameters followed the pattern outlined in 
( 3 , 4) .
An important addition was the choice of the 
integral gain . Under conditions where there 
are no external disturbances, the model tracking 
error provides an indication of the parametric 
error between the controlled process loop and 
reference model transfer functions. When 
disturbances act on the process, the model 
tracking error contains the parametric error and 
a disturbance-signal related component. The 
integral action controller is targeted at 
minimising the latter. Therefore it was 
considered sensible to employ a low value for 
the integral gain K± in order to avoid overly- 
perturbing the controlled process by injecting a 
corrective signal obtained through the 
integration of what could be a purely 
parametric-error-related signal. It was found 
that satisfactory performance could be obtained 
with Ki set at approximately 25% of the open 
loop gain of the process.
The sampling period of the controller 
software was 15 mS. Approximately 25% of this 
was devoted to control system supervisory tasks. 
These represent an important facet of the 
overall control scheme and were implemented with 
the objective of maintaining the integrity of 
the control scheme (4) . For example, one task 
involves monitoring the coefficient values of 
the adjustable forward path compensator in 
figure 2 ; parameter updating is suspended to
prevent the filter polynomial roots from falling 
outside a specially constrained region. This 
ensures that the F (z_1) polynomial does not 
introduce unstable poles in the process closed 
loop and prevents the controlled process loop 
from being driven with potentially highly 
oscillatory control signals (3) . The latter 
requirement was considered advisable to avoid 
exciting unmodelled high-frequency process 
dynamics which could compromise the robustness 
of the parameter adaptive algorithm (6 ).
EXPERIMENTAL RESULTS
Fig 3 shows the step response of the 
electrohydraulic servo system under closed loop, 
proportional-action, digital control. Unity 
forward path gain and a sampling period of 15 mS 
were used for this test. The initial extend and 
retract responses correspond to the standard 
circuit configuration. Due to the use of a 
differential area actuator, the dynamic response 
is dependent on the direction of travel; highly 
oscillatory behaviour is apparent during the 
retract stroke.
The second pair of step responses was 
obtained by venting the columns shown in Fig 1 
into the circuit; this effectively simulates a 
sudden increase in the load inertia. On the 
retract stroke, the system is close to the limit 
of stability. Fig 4 shows the improvements 
obtained under adaptive control. Whilst model 
following is not perfect, the simulated increase 
in load inertia has little effect on the system 
behaviour and the effect of direction of travel 
is negligible.
e x t e n d
PROCESS
TIM E  IS )
R E T R A C T
S i m u l a t e d  in c r e a s e
IN  LOAD INERTIA
FIG 3 SYSTEM RESPONSE FOR DIFFERENT 
SIMULATED LOAD CONDITIONS
S IM U IA T E O  INCREASE IN  
LO AD IN E R T IA
n
t i m e  i s i0
M O DEL
■10
r e t r a c t FIG 4 ADAPTIVE SYSTEM RESPONSE FOLLOWING 
SIMULATED INCREASE IN LOAD INERTIA
8 9 1 8 6 1 5
Further teat results, presented in (3,4), 
show that parameter adaptation is effective in 
maintaining the desired level of performance 
following changes in the system supply pressure 
as well as sudden increases and decreases in 
"simulated” load inertia. These tests were 
repeated with the integral action controller 
implemented, and the responses bore very close 
similarity to those previously obtained. 
However, the integral-action scheme leads to 
significant improvement in performance when an 
external force acts on the load. To investigate 
such effects the inertia load was positioned in 
contact with the 48-5 kN/m spring shown in Fig
1. The actuator was set to a mean position of 
75% of its stroke, leading to a mean spring 
compression of 4 0 mm.
The response of the system with the basic 
adaptive controller is shown in Fig 5. Both 
transient performance and steady state accuracy 
are degraded compared to the results shown in
Fig 4. When the test was repeated with the 
i n t e g r a l - c o n t r o l  scheme, a s ubstantial 
improvement is achieved, as shown in Fig 6 . 
Close model following is achieved and the 
steady-state error removed. Clearly, the 
integral action controller is behaving in the 
required manner. When the oil columns were 
introduced into the circuit, parameter 
adaptation took place to account for the change 
in system dynamics. The resultant behaviour is 
shown in Fig 7. Although transient model 
following is not as good as that shown in Fig 6 , 
it is still acceptable; steady state error is 
again absent.
In deriving the system transfer function, 
given by eq.(l), it was assumed that the system 
consisted of a symmetrical actuator, operated in 
the mid-stroke position, without external forces 
acting on the load. Despite the fact that these 
conditions have been violated the adaptive 
scheme was found to assure a consistent level of 










FIG 6 MODEL FOLLOWING BEHAVIOUR WITH INTEGRAL 
ACTION (LOW SIMULATED LOAD CONDITION)
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FIG 7 MODEL FOLLOWING BEHAVIOUR WITH INTEGRAL 
ACTION (HIGH SIMULATED LOAD CONDITION)
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The use of a square wave signal to assess 
the performance of the system may be considered 
as somewhat artificial. Therefore, further 
testing was undertaken with a pseudo-random 
noise signal. This is representative of the 
type of signal to be expected, inter alia, in 
active suspension systems. The signal was band- 
limited to a maximum frequency of 1 Hz and a 
typical portion is shown in Fig 8 . The response 
of the reference model is indistinguishable from 
that of the controlled process and hence 
represents an excellent degree of model 
following. Although this result corresponds to 
the low simulated-load condition, the quality of 
the response for the high simulated load 
condition is very similar to that shown.
An interesting feature in Fig 8 is the 
behaviour after 1 sec. from the arbitrary datum. 
Here the response of the electrohydraulic system 
is slew-rate limited due to the servo-valve 
being driven fully open. A special routine is 
included in the control algorithm to cater for 
this condition. If saturation occurs, the 
process appears as if it has zero forward-path 
gain and parameter adaptation is ineffective. 
Without correction serious difficulties can 
arise as the F and G compensators are updated in 
an attempt to maintain zero model tracking 
error. To obviate this problem, parameter 
adaptation is suspended during saturation and 
the reference model is locked onto the 
controlled process. This also ensures a smooth 
transition out of saturation since the process 
and model resume adaptive control with identical 
conditions.
CONCLUSIONS
A model reference adaptive control system 
has been developed and implemented on an 
electro-hydraulic servomechanism. It has been 
shown that close model following can be 
achieved, even in the presence of disturbances 
to the dynamics of the controlled process. 
However, performance is degraded when driving
the load against a spring. To overcome this 
problem the basic control scheme was enhanced by 
incorporating a novel form of integral-action 
control in order to improve its disturbance 
rejection properties. The quality of model- 
f o l l o w i n g  b e h a v i o u r  was found to be 
significantly improved by this modification.
The response of the system to a pseudo 
random signal was also investigated and very 
close model-following was achieved. The ability 
of the system to accommodate signal saturation 
is also demonstrated.
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Synopsis
This paper describes the application of a model reference adaptive control scheme to the control of the 
delivery pressure of a swash plate piston pump. Although the plant is described by a high order non­
linear differential equation, it has been found that good model following can be achieved with a fourth- 
order linear reference model. Simulation of the dynamic behaviour of the system indicates consistent 
performance under a wide variety of operating conditions. Typical behaviour is presented.
*
1. INTRODUCTION
Pump-controlled hydraulic circuits are used extensively in industry, particularly when 
constant pressure or constant power is a requirement The simpler pump displacement 
controllers are purely hydromechanical and performance is invariably a trade-off 
between dynamic behaviour and speed of response. However, there is a growing trend 
in the use of electrohydraulic control schemes largely because of the improvements in 
dynamic performance which can be achieved. Even so, the electronic controller needs 
to be carefully designed in order to obtain satisfactory behaviour over a wide range of 
duties. Akers and his co-workers [1,2] have examined the behaviour of an 
electrohydraulically-controlled swashplate piston pump for constant pressure 
applications using both classical and optimal control theory. The main emphasis was 
on a comparison of performance of the two schemes and also on the merits of the 
servo-valves employed. Unfortunately both classical and optimal control schemes are 
unable to accommodate variations or uncertainties in circuit parameters and therefore 
need to be tuned for "worst-case” conditions. In this paper the focus is on the design
2and analysis of an adaptive controller with the aim of overcoming these shortcomings. 
The system investigated is a constant pressure controller for a swashplate piston pump. 
Both performance and robustness of the adaptive controller are studied on the basis of 
the results of computer simulations.
2. NOTATION
At effective area of the servo cylinder piston(m2)
Bs angular viscous damping coefficient of the pump swashplate (Nms/rad)
Bt total damping coefficient of the servo cylinder(Ns/m)
Cq discharge coefficient of the rcstrictor orifice 
Dp volumetric displacement of the pump(m3/rad2) 
f  opening area of the load rcstrictorfm2)
Fl  load force of the servo cylinder piston(N) 
i input current to the servovalve(A)
Js moment of inertia of the pump swashplate(kgm2) 
lq. flow-pressure coefficient of the servovalve(m3Pa/s) 
kf gain of the feedback transducer(V/Pa) 
kj gain of the servoamplifier(A/V) 
kpg moment coefficient of the swashplate due to the 
delivery pressure of the pump(Nm/Pa) 
kq flow gain of the servovalve(m4/s)
kg moment coefficient of the swashplate due to the swashplate angle(Nm/rad) 
kj total hydraulic stiffness due to the flow force(N/m) 
kv valve coefficient of the control spool(m/A)
Lg total pump leakage coefficient(m3Pa/s)
Mt mass of the servo cylinder piston(kg) 
p pump delivery pressure to be controlled(Pa)
Pl  load pressure of the servo cylinder(Pa)
Qd equivalent disturbance flow rate(m3/s)
Ql load flow rate of the servo cylinder(m3/s)
Qp load flow rate through the load restrictor(m3/s) 
rt effective connection radius of the swashplate with the cylinder piston(m) 
s Laplace operator or differential operator 
u input voltage to the servoamplifier(V)
V0 volume of the discharge system of the pump (m3)
3Vt effective volume of the servo cylinder(m3) 
xv displacement of the control spool of the servovalve(m)
Xt displacement of the servo cylinder piston(m) 
z '1 backward shift operator 
a  swashplate angle(rad)
P bulk modulus of oil(N/m2) 
p oil density(kg/m3)
0 ) pump shaft rotational velocity(rad/s)
CDy natural frequency of the servovalve(rad/s) 
damping coefficient of the servovalve
3. MATHEMATICAL MODEL
The plant under study is shown in Figure 1. A volume and a variable restrictor act as 
the piston pump load while a servovalve-controlled cylinder acts as the actuator for the 
whole control system.
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Fig 1. The plant fo r constant pressure control
The computer can employ feedback from both the pressure sensor and the cylinder 
displacement transducer although in the scheme described here only the pressure 
signal is used. The computer output drives the servo valve via an amplifier in a 
conventional manner. Models for the main components are now described.
43.1 Electrohydraulic Servovalve Electrohydraulic servovalves are dynamically high 
order nonlinear components. However, in practical applications, their dynamic 
characteristics can usually be approximated by an underdamped second order transfer 
function, namely,
X ^ s )  kv (By2
Gv (s )=  ------------ =    (1)
i ( s )  s2+2^vO)vs+cov2
32 Servoamplifier The servoamplifier can be treated as a proportional element, 
namely,
i  (s)
Ga (s) =   = k i  (2)
U(s)
33  Cylinder If  the supply pressure to the servovalve is sufficiently high in 
comparison with the cylinder load pressure and the displacement of the servo cylinder 
piston is small, then a set of linearized coupled equations can be used to describe the 
dynamics of the cylinder [3].
1. load flow equation for the servovalve:
Ql (s)=kqXv ( s ) - k cPL (s) (3)
2. load pressure equation
s P l  ( s )  *4(5[Ql ( s )  —AtSXt  (s) ] /V t  (4)
3. the force balance equation for the servo cylinder piston
Mt s2Xt (s)+Bt sXt (s )+ k t Xt (s)=At PI< ( s ) - F l (s) (5)
3.4 Pump The instantaneous torque on a piston pump swashplate has been modelled 
by Zeiger and Akers [4]. The torque balance equation for a pump swashplate is as 
follows:
FL (s) r t =Jss2a (s )  +Bssa(s )  +ksa (s )  +kpaP (s) (6)
5Because the angle of the swashplate is small, the relation between a  and xt can 
approximately be expressed as:
xt = r t a (7)
By substituting equation (7) and (6) into equation (5), the following equation can be 
obtained
Jas2a (s )  +Basa(s) +kaa (s )  =At r t PL (s) -k paP (s) ( 8 )
where Ja=Js+Mt r t 2; Ba=Bs+Bt r t 2; ka=ks+kt r t 2 
The load of the pump can be simplified as a volume and an orifice with a variable 
area and the principle of flow continuity is applied giving:
P (s) =p[Dpcoa-LcP (s) -Qp(s) +Qd (s) ] /  (Vcs) (9)
where Qd represents external disturbances, such as flow ripple, shaft velocity 
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Using equations (l)-(4), (8), and (10), a dynamic block diagram with nonlinear load 
and servovalve saturation can be drawn as shown in Figure 2.
Nr, 8
Fig 2. Dynamic block diagram fo r the plant
64. ADAPTIVE CONTROLLER
4.1 Controller Design Many methods for designing adaptive controllers for 
continuous time or discrete time systems have been presented. In this paper, a 
relatively simple adaptive controller based on model follow-up theory is considered.
It can be assumed that the discretized representation of an nth order continuous-time 
plant without noise and external disturbances is given by:
where m < n is an integer ,and yp (k) and u (k )  are respectively the plant output 
and the plant input at the instant k. Also assume that a stable reference model which 
specifies the performance requirement can be given by the difference equation:
where ym(k) and R(k) are the output and the input of reference model respectively. 
The objective is to define the controlling series u(k) to drive the output error defined
to zero as k tends to infinity. Here the control series is adaptively generated by:
n m
yp (k) ^lApiyp ( k - i )  +£Bp iu ( 1 2 )
n m
ym (k) - !A miyn ( k - i )  +SB- i R ( k - i - 1 )
l - l  1 - 0
(13)
by:
e (k )= y m( k ) - y p (k) (14)
n m m
u ( k - l )
B p o ( k - l )
( 1 5 )
where Si (k -1 )  =Ami-Api ( k - 1 ) , and A p i ( k - l )  and Bp i (k -1 )  are the 
parameters adaptively adjusted at the instant k-1. The measurable output error at the 
instant k can be expressed as:
7e (k) = £2^ 6  ( k - i )  +L[5i -5 i  (k -1 )  ]y p ( k - i )
i - l  i - l
-Z [B p i-Bpi (k -1 )  )u  ( k - i - 1 )  
i -0
(16)
where 5i =Ami-Ap i. For the further adjustment of parameters, an auxiliary eiror 
e*(k) will be defined by:
e* (k) ( k - i )  +L [5i -6 i  (k) ] y ( k - i )
i - l i - l
m
-£ [B p i-Bp i (k) )u  ( k - i - 1 )  
i -0
(17)
where 8* (k) and Bpi (k) are the parameters to be adjusted at the instant k. If  a 
linear compensator is defined by:
V*k=e (k) +LCie ( k - i )  +8e* 
*  i - i 1
(18)
where C i' s are compensator parameters and 5e*=e*(k)-e(k), then by using equations 
(17) and (18), a nonlinear time-varying feedback system for the controller parameter 
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Fig 3  Equivalent system fo r adaptive system
8In Figure 3, wj(k) is given by:
wx <k) -S jS i-S i (k) ] yp ( k - i )  - | jB p i-Bp i (k) ]u  ( k - i - 1 )  (19)
and the feedforward linear block has the z-transfer function:
n n
H (z ) = ( l+ lC i z - i ) / ( l - S f t miz * i ) (20)
i - l  i - l
Obviously, if the compensator parameters Ci =-Ami (i=l,2,...,n), then H(z) will be 
strictly positive real and the effect of Se* on the linear block shown in Figure 3 will 
disappear. According to hyperstability theory, if the inequality
J y < i o v \  >  - y 0  ( 2 D
holds, then the system as shown in Figure 3 is asymptotically hyperstable. This 
means that v \  will approach zero as k tends to infinity. If  a proportional and 
integral update law is adopted for the adjustment of the controller parameters, then the 
adjustable parameters can be updated by:
6 i (k) =5I i  (k) +6Pi  (k) i = l , 2 , . . . , n (22)
k
where 6I i  <k) -8 ^  (ki-1) +^I i  <V*k) =EA1i  (V*!) + 8 ^  ( -1 )  ;
8pi  (k) (Vk*)
and Bpi (k)=BI p i (k)+Bpp i (k) i = 0 , l , . . . , m  (23)
k
where Bppi (k) =BI pi (k -1 ) <V*k) “JV 1!  (V*!) +BI p i ( -1 )  ;
BPp i(k )= V Pi  <V*k)
9In equations (22) and (23), the superscript I  stands for the integral memory parts of 
the adjustable parameters while superscript P denotes the proportional parts, and 
8I i ( - l )  and BI p i ( - l )  are optional initial values. Referring to [7], one of the 
solutions to the inequality (21) can be found as follows:
♦xi  ( v \ ) = a i iy p ( k - i ) v \ i = l , 2 , . . . ,n (24)
<j>pi  ( V \ ) = a piy p ( k - i ) v \ i = l , 2 , . . . , n (25)
¥ xi  <v\> = -pXiU ( k - i - 1 ) v \ i = 0 , 1 , . . . ,m (26)
¥ pi  (V*k)= -p p±u ( k - i - 1 )  V*k 1 = 0 , 1 , * . . , m (27)
where and a pi# and pP£ arc adaptation gains.
V*k cannot be computed by equation (18) because the auxiliary error cannot be 
calculated directly from equation (17). Substituting equation (17) into (18), Vk* can 
be simplified as:
V k ^ f A ^ - A p i - S id c )  ] yp ( k - i )
x « l  c
m
-XTBpi-Bpi ()c) ] u ( k - i - 1 )  (28)
Substituting (22M27) into equation (28) and using equation (12) it follows that
n m
l + Z ( a V ^ i ) y2p ( k - i ) +L (PI i +Ppi ) u2 ( k - i - 1 )
i-l i-0 (29)
so that the adaptive controller with an integral and proportional update law can be 
implemented by equations (15), (22)-(27), and (29).
1 0
42  Stability Analysis v *k will approach zero as k tends to infinity because the 
system shown in Figure 3 is hyperstable. Therefore 5^ (k -1 )  and Bpi (k -1 )  will 
respectively approach 8i (k) and Bp i (k) and hence approach constants. Using 
equations (12), (13), (14), and (15), it follows from equation (28) that when k is 
sufficiently large V*k can be expressed as:
*  nV k=e (k) -Z A ^ e  ( k - i )  (30)
If  the characteristic equation
l-ZA miz“i =0 (31)
i - l
has been specified to have its roots within a unit circle, then e(k) will tend to zero as 
V*k approaches zero.
5. REFERENCE MODEL AND SIMULATIONS
The key problem for adaptive control is the selection of the reference model. A 
reference model must be chosen to specify the desired performance of the plant In the 
case of a constant pressure control, the objective would normally be for as fast a 
response as possible with negligible overshoot If  the selected reference model 
demands too fast a response, then control signal oscillation or saturation may take 
place during adaptation leading to poor or even unstable behaviour.
Theoretically, the order of a reference model should be the same as that of the plant 
to be controlled in order that adaptation error will approach zero as adaptation time 
tends to infinity. Obviously, the higher the order of the reference model, the greater 
the number of the calculations needed in the realization of the adaptive controller. 
However, when a low-order mathematical model is used to approximate a real high- 
order plant, some factors related to the high-order derivatives of the quantity to be 
controlled are ignored. This may affect the performance of an adaptive controller, and 
parameters may drift, leading to instability. Consequently, there is a trade-off between 
performance requirement and controller feasibility. For the plant under study, a sixth 
order dynamic model as shown in Figure 2 has been employed in the simulation study.
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The simulation results indicate that the dynamic response of the plant is dominated by 
the fourth order terms and hence a fourth order reference model is used here.
6. SIMULATED PERFORMANCE OF SYSTEM
Figure 4 and 5 illustrate the behaviour of the adaptively controlled system with 
different reference inputs and external disturbances.
f= 1 .5x l0“* m*
Sam ple perio d s lOmS
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(b) Sinusoidal response
Fig. 4 System performance under adaptive control
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Fig. 5 System performance under disturbances
From Figure 4 it is clear that the plant tracks the reference model quite closely for 
both step and sinusoidal input signals. The system also has good disturbance rejection 
properties, as illustrated in Figure 5. Only small variations in delivery pressure occur 
in the presence of both step and sinusoidal variations in restrictor valve opening.
Figure 6 shows the variation in the eight adaptive parameters over a simulation time 
of 2000 seconds. This particular example corresponds to the case of a sinusoidal 
demand in delivery pressure. It can be seen that there is a significant change in the
1 3
parameters over the first 1000 seconds. Beyond this point, no drift is exhibited. 
Similar behaviour was noted for other demand signals, although the final parameter 
values were usually different.
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Fig.7 Step response with increased system volume
In order to examine the behaviour of the controller when the pump is used in 
different hydraulic circuits, simulations were undertaken for other system volumes.
Figure 7 illustrates the behaviour for the case where the volume has been increased 
from 0.5 L to 2 L. Some deterioration in step response is exhibited compared with * >
Figure 4(a) but it is still acceptable. The most noticeable change is the asymmetry of
adjustable paramatars
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the response with more oscillatory behaviour occurring when the pump is de-stroked. 
It was found that improved behaviour could be obtained with a slightly "slower" 
reference model; good model following could then be achieved for both circuits. 
However, this was at the expense of poorer disturbance rejection capababilities.
The simulation studies have shown that model reference adaptive control offers 
considerable potential for a constant pressure pump control system. Moreover, it 
should be possible to extend these concepts to constant power and constant flow 
systems. Further simulations are to be undertaken, particularly with the aim of 
adopting a lower order reference model. An experimental study will be undertaken in 
the near future.
7. CONCLUSIONS
The performance of an adaptive constant pressure controller for a swash plate piston 
pump has been simulated. From this preliminary study it has been found that
(1) Through careful selection of the reference model, good model following 
performance can be achieved. The system also has good disturbance rejection 
properties.
(2) Although the adaptive controller has been designed assuming that the plant is 
linear it was found to work well in the presence of some inherent nonlinearities.
(3) The newly-designed adaptive controller should be capable of being applied to 
constant flow and constant power controls for pumps and constant torque controls for 
motors.
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ABSTRACT
This paper describes the application of a delta-operator-based model reference adaptive control 
scheme to the control of the delivery pressure of a variable capacity swash plate piston pump. It has 
been found from the simulation results that good model following performance can oe achieved. 
The nonminimum phase problem due to fast sampling can be sowed through the use of a delta- 
operator-based adaptive control scheme, instead of tne usual back shift operator. Disturbance 
rejection properties are limited by signal saturation in the pump displacement servo system.
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Delta operator, Adaptive control, Piston pump
NOTATION
A(8) Characteristic polynomial of the 
discretized model of plant 
Am(8) Characteristic polynomial of the 
reference model 
B(8) numerator polynomial of the 
discretized model of plant 
Bm(8) numerator polynomial of the reference 
model
Br(8) Suitable approximation of B(8)
Ba(8) =B(8)-Br(8)
e(k) =ym(k)-yp(k). tracking error
E(8) =F(8)-A(o), polynomial
F(8) Characteristic polynomial of state filter
h Sampling period
k discrete time interval
L Number of the unstable zeros for the
discretized plant 
m Number of zeros of the continuous
time plant
n Order of the plant to be controlled
P(8) Polynomial used for controller design
Q(8) Polynomial used for controller design
r(k) Reference input
u(k) Control input
ym(k) Output of the reference model
yp(k) Output of the plant to be controlled
z Forward shift operator
8 =(z-1 )/h, delta operator
Fluid Power. Edited by T. Maeda. ©  1993 E & FN Spon. ISBN 0 419 19100 3.
3 7 4
INTRODUCTION
Because both classical and optimal control 
schemes are unable to accommodate variations 
or uncertainties in circuit parameters, the 
application of adaptive control schemes to 
hydraulic systems has been widely studied for 
the improvement of hydraulic system dynamics 
eg [1-3]. However, because electro-hydraulic 
systems usually have a high relative order, their 
z-transfer functions usually have unstable zeros 
unless an unreasonably large sampling period is 
used [4]. With rapid sampling, the back-shift- 
based model reference control schemes based 
on zero cancellation can not be used because 
the control input will go boundless. Also, a 
large sampling period usually results in poor, or 
even unacceptable control performance and 
disturbance rejection properties. With the aim 
of solving the above-mentioned problems on 
adaptive control for discrete nonminimum 
phase systems due to certain small sampling 
periods, the idea of using a delta operator, 
instead of the usual back shift operator has been 
proposed by Goodwin et al.[5], Janecki [6], and 
Suzuki and Tanaka [7]. In this paper, the 
application of a delta-operator-based model 
reference adaptive scheme to the control of the 
delivery pressure of a variable capacity swash 
plate piston pump is studied on the basis of 
computer simulations.
ADAPTIVE CONTROLLER
Two adaptive controllers using the delta 
operator have been presented in references [5], 
and [6]. In this paper, the controller proposed 
in [5] will be slightly modified and applied to 
the control of a piston pump.
It is assumed that a single-input, single­
output, continuous-time plant with n poles and 
m zeros and without external disturbances is 
sampled at the sampling period h, and the 
digital control input acts on the continuous time
plant via a zero-order hold. Thus the delta- 
operator-based discretized representation for 
the plant can be obtained as:
A(8)yp(k)=B(8)u(k) (1)
where polynomials A(8) and B(8) of degree n 
and n-1 can be expressed as:
A(5)=8n+An_15n-1+...+A 15+A0 (2)
B(8)=Bn.18n‘1+ .. .+Bm5m+ .. .+B0 (3)
The task of a model reference adaptive 
controller is to control the plant defined by (1) 
so that the output of the plant closely tracks the 
output of the reference model given by:
Am(8)ym(k)=Bm(8)r(k) (4)
where Am(S) and Bm(8) are polynomials and 
the selection of their orders will be discussed 
later.
The basic structure of adaptive controller 
based on zero and pole cancellation can be 
obtained by the analogy to those for general 
continuous time plants as follows [5, 8]:
P(8)B(8)u(k)=Bm(8)r(k)-Q(8)yp(k) (5)
where polynomials P(8) and Q(8) satisfy the 
polynomial equation:
Am(8)=P(8)A(8)+Q(8) (6)
In equation (6), Q(8) has a degree of n-1. The 
degree of P(8) depends on that of Am(8).
Unfortunately, when B(8) has unstable 
zeros at some small sampling period, the 
controller structure defined by (5) and (6) 
cannot be used because in this case u(k) will be 
unstable. Therefore, a suitable approximation 
for B(8) is needed in order to be able to use the 
above controller structure.
B(8) can be rewritten as the summation of 
two terms as follows:
375
B(8)=BA(8)+BR(8) (7)




It has been proven that the zeros of BR(5) will 
approach those of the continuous time plant and 
Ba(5) will approach zero as the sampling 
period h tends to zero [5, 6]. Therefore, a 
reasonable substitute for B(8) is obviously 
Br(5), which is proposed in [5]. However, in 
practical applications, the sampling period h 
cannot approach zero. In some cases, lower 
order terms of BA(8) are quite large and 
completely neglecting BA(8) may result in a 
large error in the discretized model so that the 
stability and performance of the adaptive 
scheme deteriorates. In order to reduce the 
error in the model, it is desirable that BA(8) to 
be neglected contains as few terms as possible. 
On the other hand, it is known that if BA(8) 
includes too few terms, BR(8) will have 
unstable zeros. A reasonable compromise has 
to be considered here.
It is known from [4] that when the 
sampling period is sufficiently small the 
polynomial B(8) in (1) has m dominant stable 
zeros, which correspond to those of the 
continuous time plant, and n-m-1 parasitic 
zeros', which arise from discretization. Also, it 
can easily be inferred from reference [4] that all 
the unstable parasitic zeros of B(8) are 
negatively real and are located to the left-hand 
side of the stable area, which is a circle of 
radius 1/h and centred on point (- 1/h, 0) in the 
delta plane. In most cases the limit of the 
number of unstable parasitic zeros, L < n-m-1, 
is known when the relative order, n-m, of the 
continuous-time plant is known. Consequently, 
an improved stable BR(8) can be obtained by 
simply truncating L leading higher order terms 
of B(8). In this way the zeros of BR(8) will be 
located in the vicinity of all stable zeros of
B(8), including stable parasitic zeros, and will 
approach these stable zeros as the sampling 
period tends to zero. Thus, BR(8) can be 
expressed as:
BR(8)=Bn.L.18n’L’1+* * •+Bm8m+ .. .+B0 (10)
Correspondingly, BA(8) can be rewritten as: 
BA(8)=Bn.18n‘1+ .. .+Bn.L8n*L (11)
The control law given by equation (5) becomes:
P(8)BR(8)u(k)=Bm(8)r(k)-Q(8)yp(k) (12)
In order to reduce the order of the controller 
defined by (12), the degree of Bm(8) should be 
selected to be less than or equal to that of Q(8) 
n-1. In this case, P(8) must have a degree 
larger than or equal to L for implementation of 
the controller (12). Therefore, it is known from 
equation (6) that the degree of Am(8) should be 
larger than or equal to n+L.
In order to implement the indirect model 
reference adaptive controller given by (12) and
(6), Br (S) and A(8) have to be identified on 
line.
For the monic polynomial A(8) defined by 
equation (2), there exists an arbitrary stable 
monic polynomial of degree n, F(8) and a 
polynomial of degree n-1, E(8) such that
F(8)=A(8)+E(8) (13)
By multiplying equation (13) by yp(k), and then 
using equation (1), it follows that
yP(k)=B(8)Uf{k)+E(8)ypf(k) (14)
where Uf(k) and ypf(k) are respectively the 
filtered values of u(k) and yp(k) via F(8), and 




Using the equation (14), the generalized 
adaptive laws presented in [7] can be used to 
adjust the coefficients of B(5) and E(S). The 
estimate of A(8) can be obtained from equation 
(13) because F(5) is a given polynomial.
As the plant parameters are identified on­
line, the control input can be generated by (12) 
and (6).
However, the stability of u(k) still needs 
further consideration.
If  the parameter adjustment is convergent, 
using (1) and (6), equation (12) can be 





Although B(8) is not a common factor of the 
characteristic polynomial in (17), the stability 
of u(k) is still dependent on BA(8). Obviously, 
in the case where BA(8) approaches zero as the 
sampling period h approaches zero, u(k) will be 
is stable because both Am(8) and BR(8) are 
stable polynomials in (17). Therefore, there 
must exist h0 > 0 such that the controlling input 
defined by (12) is stable for all h < h0. In 
practice, because h cannot really approach zero, 
the influence of BA(8) on the stability of u(k) 
cannot be neglected when h is not very small. 
In order to guarantee the stability of the delta- 
operator-based adaptive controller, the 
sampling period should be taken to be as small 
as possible. This is in fact a trade-off between 
stability and realizability. It is evident that the 
substitution of BR(8) defined by (9) with one 
defined by (10) can improve the stability of 
u(k) because the effects of BA(8) have been 
minimized.
After adaptation is complete, the tracking 
error can be expressed as:
Am(8)e(k)=-P(8)BA(S)u(k) (18)
It is clear from equation (18) that e(k) will be 
bounded if u(k) is stable and bounded because 
Am(8) is a stable polynomial. It also follows 
from equation (18) that e(k) will tend to zero
because BA(8) approaches zero as the sampling 
period h tends to zero.
PUMP CONTROL
The adaptive pressure control of a piston pump 
with the adaptive controller in the back shift 
operator is presented in [1]. In reference [1], a 
sampling period of 10 milliseconds has to be 
used to guarantee a minimum phase discretized 
plant model. Therefore, the bandwidth of the 
whole closed loop system has been limited to 
20 rad/s. Simulations indicate that when the 
sampling period is smaller than 10 milliseconds 
the discretized model of the plant under study 
has unstable zeros. With the aim of increasing 
the speed of response of the plant and 
improving disturbance rejection properties 
through the use of shorter sampling periods, the 
above indirect adaptive controller in the 8 
operator has been used for a simulation study of 
the delivery pressure control of a piston pump.
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FIGURE 1. Plant under study
A servo-valve controlled cylinder is 
employed to position the pump swash plate and 
feedback is obtained from a pressure transducer 
mounted in the pump delivery line. A cylinder 
displacement transducer may be employed to 
provide an additional feedback signal, although
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i t  is  n o t used in  the  schem e de sc rib e d  b e lo w . 
T h e  c o m p u te r is  p ro g ra m m e d  to  im p le m e n t the 
a d a p tiv e  c o n tro l schem e and the  c o n tro l s igna l 
d r iv e s  the  s e rv o -v a lv e  th ro u g h  an a m p lif ie r  in  
the  usua l m an ne r. F o r  the  s tu d y  re p o rte d  here, 
i t  is  assum ed th a t the  p u m p  lo a d  cons is ts  a 
lu m p e d  v o lu m e  and a v a r ia b le  re s tr ic to r  v a lve . 
T h e  o b je c tiv e  o f  the  c o n tro lle r  is  m a in ta in  the 
re q u ire d  pressure  even  in  the  presence o f  
changes in  the  lo a d  v a lv e  se tting .
T h e  d y n a m ic  m a th e m a tic a l m o d e l o f  a 
p is to n  p u m p  c o n tro l system  is  g iv e n  in  d e ta il in  
re fe re n ce  [1 ] .  T h e  p la n t is  s im p lif ie d  to  a s ix th  
o rd e r sys tem  w ith  som e n o n lin e a r it ie s . H ere  
second o rd e r p la n t d y n a m ic s  w i l l  be assum ed, 
and the ne g lec ted  d y n a m ic s  w i l l  be treated as 
the  u n m o d e lle d  d y n a m ic s . T h e  re fe rence  
m o d e l w as c r i t ic a l ly  dam ped w ith  a na tu ra l 
fre q u e n c y  o f  100 rad /s ; the s a m p lin g  p e rio d  
0.001 second .
I t  is  c le a r f ro m  F IG U R E  2  and F IG U R E  3 
tha t the p la n t has v e ry  go od  o u tp u t b e h a v io u r 
fo r  bo th  step and s in u so id a l de m and  s igna ls , as 
i l lu s tra te d  b y  the  th in  s o lid  lines . T he  c o n tro l 
in p u ts  are s tab le  fo r  bo th  cases, as sho w n  by  the 
dashed lin e s , and the tra c k in g  e r ro r  is  v e ry  
s m a ll, as in d ic a te d  b y  the d o tte d  lin e s . Because 
a s m a lle r s a m p lin g  p e rio d  is used the speed o f  
response o f  the p la n t has been increased  o v e r 
tha t p resen ted in  [ 1 ] th ro u g h  the s e le c tio n  o f  a 
fas te r re fe re n ce  m o d e l.






0 0.5 1 1.5 2 2.5
tim e (sec)
F IG U R E  2. Step response o f  the plant under 
adaptive con tro l
£UU -P lant ou tput  Reference input
•Tracking e rro r Control inpu t
r n m m m r
F IG U R E  3. S inuso ida l response o f  the p lant under 
adaptive con tro l
F IG U R E  4  and F IG U R E  5 sho w s  the 
d is tu rb a n c e  re je c t io n  p ro p e rtie s  in  the  case o f  a 
3 0 %  v a r ia t io n  in  the re s tr ic to r  o p e n in g . I t  can 
be seen f ro m  F IG U R E  4  and F IG U R E  5 tha t 
the  c o n tro l in p u ts  are stab le  and bo un de d  fo r  
b o th  step and s in u s o id a l v a r ia tio n s  in  the 
re s tr ic to r  o p e n in g . T h e  tra c k in g  e rro rs  fo r  bo th  
cases are rea son ab le  and accep tab le  th o u g h  a 
la rge  o v e rs h o o t (a b o u t 15% ) can be observed  
w h e n  the re s tr ic to r  o p e n in g  changes sud d e n ly .
A lth o u g h  the  s a m p lin g  p e rio d  has been 
decreased to  o n e -te n th  o f  tha t used in  [1 ] ,  the 
d is tu rb a n ce  re je c tio n  p ro p e rtie s  are no t 
s ig n if ic a n t ly  im p ro v e d . T h e  step v a r ia t io n  in  
the re s tr ic to r  o p e n in g  leads to  a ra p id  
d is tu rb a n c e  response and a sudden change in  
p la n t pa ram e te rs . Im p ro v e m e n t in  the  
d is tu rb a n ce  re je c t io n  p ro p e rtie s  is dependent 
on  the  speed o f  response o f  the  w h o le  c lo sed - 
lo o p  system  and the speed o f  pa ram e te r 
ad ap ta tion . S im u la tio n s  in d ic a te  th a t the  speed 
o f  the w h o le  sys tem  p lays  a d o m in a n t ro le  in  
re je c tin g  the  step d is tu rba nces  in  the  re s tr ic to r  
op e n in g . A lth o u g h  the speed o f  response can 
be th e o re t ic a lly  increased b y  s e le c tin g  a fa s te r 
re fe rence  m o d e l, the im p ro v e m e n t is  l im ite d  
because o f  v a lv e  s ig n a l sa tu ra tion . A  sm a ll 
s a m p lin g  p e r io d  o n ly  p ro v id e s  a p o s s ib il i ty  o f  
us ing  a fa s te r re fe re n ce  m o d e l. H e re , because
1 1.5
time (sec)
plant outputs________ control aignals
— Plant output Reference input]
error— —Control input
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o f  l im ita t io n  o f  the se rvo  a c tu a to r d y n a m ic s , a 
m u ch  fa s te r re fe re n ce  m o d e l ca n n o t be se lected 
to  reduce  the o v e rs h o o t caused b y  the step 
d is tu rb a n ce .
200
>lant outputs control signals
150 -
-Plant o u t p u t  Control input
-Tracking error










F IG U R E  4. Plant perform ance under 30% step 
varia tion  in  res tric to r opening
200 >lant outputs control signals
150 -












F IG U R E  5. P lant perform ance under 30% 
sinusoidal va ria tion  in  res tric to r opening
C O N C L U S IO N S
F ro m  the  p re lim in a ry  s im u la t io n  resu lts  g iv e n  
in  the p re v io u s  se c tio n , i t  can be c o n c lu d e d  tha t
(1 )  T h ro u g h  the use o f  the  d e lta  o p e ra to r, a 
m u ch  s m a lle r  s a m p lin g  p e r io d  can be used, and
c o n s e q u e n tly  the  b a n d w id th  o f  the w h o le  
c lo s e d - lo o p  sys tem  can be extended.
(2 )  A d a p t iv e  c o n tro lle rs  in  the  de lta  
o p e ra to r have  v e ry  g o o d  p e rfo rm a n c e , even in  
the case w h e re  u n m o d e lle d  d y n a m ic s  e x is t.
(3 )  T h e  o u ts ta n d in g  d isad van ta ge  is  tha t 
a d a p tive  schem es in  the d e lta  o p e ra to r 
s u b s ta n tia lly  inc rease  c a lc u la tio n s  in  
c o m p a ris o n  w ith  those  in  the b a c k -s h ift  
op e ra to r. T h is  leads to  d i f f ic u lt ie s  in  the 
re a liz a tio n  o f  a d a p tiv e  schem es, e s p e c ia lly  
w h en  the  p la n t to  be c o n tro lle d  is  a h ig h  o rd e r 
system .
(4 )  D is tu rb a n c e  re je c tio n  p ro p e rtie s  are 
l im ite d  b y  s ig n a l sa tu ra tio n  in  the  c o n tro l lo op .
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1 Introduction
Pump controls offer a wide range of possible functions according to the requirements of the 
circuit: constant pressure, constant flow (with a variable speed prime motor), constant power 
and load-sensing are all commonly encountered. These functions may be achieved through 
hydromechanical or electrohydraulic pump controls. Hydromechanical controls are 
physically robust but offer only limited scope for adjustment of dynamic behaviour. 
Electrohydraulic systems are now becoming increasingly used in pump control applications 
because of the increased flexibility offered in tuning performance and the ease of 
accommodating combinations of controlled variables ( eg constant pressure with constant 
power over-ride). Dynamic performance can be improved through the use of classical 
compensators or through more advanced control schemes ( eg /L I, Z1 /). However, achieving 
consistent dynamic performance from these systems over a range of operating conditions may 
be difficult or impossible. This has prompted interest in adaptive control. A model reference 
adaptive controller has been studied by the authors using computer simulation /H I/. The 
adaptive controller was implemented in the z domain and good model-following performance 
was predicted. However, a relatively slow sample rate was selected which placed a restriction 
on the speed of response of the specified reference model. With a faster sample rate, the
P ro c . 11 th  A a c h e n  C o llo q u iu m  o n  F lu id  P o w e r T e c h n o lo g y , V o l. 2, M arch  1994
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sample rate, the control scheme employed would have failed due to inherent attempts to 
cancel nonminimum phase zeros arising from discrete time control. An indirect delta- 
operator-based adaptive algorithm was developed by the authors /H2/ in order to address this 
problem. However, the algorithm would be difficult to implement because of the increase in 
calculation effon arising from the need to perform signal filtering. In this paper, a novel 
adaptive control algorithm is developed by the factorisation of the numerator of the z-transfer 
function and the replacement of parasitic non-minimum phase factors with a suitable 
approximation. The scheme is applied to constant pressure control of a piston pump.
2 Properties of discretized plant model
Before presenting the adaptive scheme, the propenies of the discretized model will be studied 
first. Background details can be found in /A 1, Jl/.
For simplicity, it is assumed that an nth order single-input, single-output continuous time 
plant has n poles, pj, P2, ..., pn, and m minimum phase zeros zj, z2, ..., zm. It is also 
assumed that the continuous-time plant is sampled at a constant sampling period h and that 
discrete control signals act on the plant via a zero order hold. Thus, taking the plant time 
delay d into account, the discretized representation of the continuous-time plant can be 
written in terms of the z operator as:
A p f r ^ y p f k ^ B ^ z - ^ B ^ z - ^ u f k ) (1 )
where Apfz*1), B^z*1) and B^z*1) can be expressed as (/Al, Jl/):
n
Ap(r> )= n (l - eP.h z->) (2 )
m m
Bsfz-^koonil - c2ih z-UAOi2)] ==k(h)n(l-c2ih z-])+ABs(z-\h)
=Bs0( r 1)+ABs(z*l,h)




where A(h2), ABjCz^.h) and ABuCz'^ h) all approach zero as h approaches zero. It can be seen 
from (3) that the zeros of B^z*1) are located in the vicinity of the zeros of B ^ z*1), which are 
direct mappings of the zeros of the continuous-time plant via z^^*1 (i=l,2,...m). Therefore, 
B^z’1) always has minimum phase zeros. B ^ z '1) is the limit of B^z"1) as h tends to zero, 
and is independent of h, but dependent on its degree n-m-1. Astrom et al /A l/ give B ^ z '1) 
up to degree 5 in the form of the forward shift operator, from which the backward shift 
operator form can be directly obtained.
The zeros of B^z’1), which arise from discretization, can be termed parasitic zeros. These 
parasitic zeros are located in the neighbourhood of those of B ^ z '1) when the sampling 
period is sufficiently small. Some of the parasitic zeros will move outside of the unit circle 
on the z-plane when the sampling period h reaches a sufficiently small value.
Although the discretized model of a plant may include a polynomial factor B^z*1) with 
nonminimum phase parasitic zeros, simulations show that the polynomial factor usually has 
little influence on the dynamic characteristics of the plant. The plant dynamics are dominated 
by Bs(z**) and ApCz’1). Therefore, replacing B^z*1) with the known polynomial B ^ z *1) 
results in a very small error in the predicted dynamic response of the plant. In this way, 
model (1) will be rewritten as:
Ap(z-1 )yp(k)=z*dkpBs(z*1 )Bu0(z*1 )u(k)+Ti (k) (5)
where T|(k)=z*d[Bs(z*,)Bu(z*1)-kpBs(z*1)Buo(z*1)lu(k) can be treated as a modelling error, 
kp-Bu(l)/B uo(l) is a correction factor to achieve the correct gain. Obviously, as h approaches 
zero the modelling error will approach zero because B^z*1) approaches B ^ z *1).
3 Discretized representation of the reference model
The discretized form of an asymptotically stable continuous-time reference model which 
specifies the performance requirements can be written as follows:
Am( r 1)ym(k)=z-<lBms(rl)B mu(z-')r(k) (6)
where Bmsfz*1) contains dominant zeros of the reference model while B^Cz'1) contains 
parasitic zeros of the reference model. If the reference model has the same relative order as
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the plant to be controlled, then the polynomial factor will approach B ^ z *1) as the
sampling period approaches zero. Therefore, substituting B ^ z " 1) with B ^ z ’1) will not 
significantly change dynamic performance requirements defined by (6). In this way, the 
reference model is modified as:
Aro( r , )ymOt)=z-dkmBms(rl)B 11o(r')r(k) (7)
where km=Bmu(l)/B uo(l) is the gain correction factor.
4 Adaptive scheme
In this scheme, the causal feedback control law is given by:
E(z-1)u(k)=kmBms(r'M k)-D (z-')yp(k) (8)
where E(z"’) can be expressed as:
E(z-')=kpBs(z-l)E0(z-l) (9)
By substituting equation (8) into (S) and cancelling the common factor kpBs(z‘l), the
following closed-loop equation can be obtained:
[Ap(z-|)E0(z-1)+z-dD(z‘ l)Bu0(z->)]yp(k)
= z % B ms(z-l)Bu0(z-')r(k)+n'(k) (10)
where q'QOsfiQcypcpB^z-1)].
By subtracting (10) from (7), the model following error can be described by:
AIn(z-,)e(k)=Ap(z-1)E0(z-1)yp(k)+z-dD(z-1)Bu0(z-|)yp(k)
-Am(z-l)yp(k)-ll'(k) (11)
Substituting equation (5) into the first term on the right of equation (11) and using equation
(9), leads to the following expression:
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Am( r 1)c(k)=E(r»);u(k)+D(z-1K y(k)-Am(z*1)yp(k)+E(k) (12)
where e(k)»Eo(z‘ l )Ti(k)-,n,(k) and the signals £u(k) and £y(k) can be calculated from:
^ (k ^ B u o U ^ M k ) (13)
Cy(k)=z-dBu0(z*1)yp(k) (14)
Obviously, the design objective here is to adjust the coefficients of the polynomials E(z'1) and 
D(z_1) so that the right side of equation (12) equals zero. Therefore, letting the right side of 
equation (12) equal zero, the following equation in regression form can be obtained.
Am(z-, )yp(k )= E (rl )Cu(k)+D(z->)Cy(k)-An,(z 1)yp(k)+e(k) (15)
Written in this form allows the direct use of some generalized algorithms which can minimize 
the squared error e2(k). This paper uses the following algorithm, which keeps the trace of 
adaptation gain matrix constant.
e(k)=0(k-l)-G(k-l)C(k)v(k) (16)
;T(k)0(k-l)-A m(z-')yp(k)
v(k)=-----------------------------  — (17)
i + ; T (k ) G ( k K ( k )
i G<k-iK(k)CT(k)<;(k-i)
G(k)=— (G(k-l) ] (18)
Mk) l+CT(k)G(k-l)C(k)
1 G(k-l)t(k)CT(k)G(k-l)
X(k) =  trfG(k-l)-------------------------------- ] (19)
trG(0) l<f(k )G (k-lK (k)
G(0)=al a > 0  (20)
eT=[EoE,E2  ID0 D ,D 2  ) (21)
C M ?  „ ( k K u(k - 1 ) ......... 1 C y(k ) Cy( k - 1 ) ........... ] (2 2 )
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So far, the degrees of ECz*1) and Dfz*1) have not been given. It can be seen from (11) that if 
controller parameters are adjusted so that the following equation is satisfied:
[E0(z*1)Ap(z-1)+z-dD(z-1)Bu0(z-1)]yp(k)=Am(z*1)yp(k) (23)
then a bounded model following error can be obtained because Am(z_1) is a stable polynomial 
and the control input is assumed to be stable and bounded. Obviously, if the pole placement 
equation
E0(z"1)Ap(z'1)+z*<,D(z‘1)Buo(z'1)=Am(z*1) (24)
holds, then equation (23) holds.
In order to guarantee a unique solution to the pole placement equation (24), minimum degrees 
of E0(z'1) and DU*1) are respectively n-m+d-2 and n-1 /G l/. Thus, it follows from (9) that 
E(z*1) has a minimum degree of n+d-2 because B^z*1) is of degree m. In fact, when the 
degrees of polynomials ECz*1) and DU*1) are taken to be less than their minima, equation (23) 
may still be satisfied so that the bounded model following error can still be obtained even 
though equation (24) does not hold. However, in this case, controller parameters will not 
converge to the ” correct" values. From a number of computer simulations and experiments 
undertaken by the authors it was found that when the degrees of EqU*1) and D(z_1) are 
respectively taken to be d-1 and n-1 quite satisfactory model tracking performance can still be 
achieved. Indeed, when the plant to be controlled has unmodelled dynamics, restricting the 
degree of Eq(z’ I)  to d-1 can reduce possible oscillation of the control signal. In this way, the 
number of the parameters to be estimated on line will decrease from 2n+d-l to n+m+d and the 
calculations needed for controller implementation will decrease substantially. So far, the 
adaptive scheme has been considered. In the following paragraphs, the stability will be 
discussed.
Global stability includes the stability of the parameter adjustment algorithm and control input. 
The algorithm defined by (16)-(22) is asymptotically stable if the control input defined by 
equation (8) is stable and bounded. Therefore, the emphasis here will be on the stability of 
the control input.
By substituting (5) into (8), the following equation describing the controlling input can be 
obtained:
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k jn A p fz *1 )B ms(z *1 ) r (k )+ A u (k )
( 2 5 )
w here  A u (k )= -D (z '1) r |(k )  w i l l  approach zero as the sa m p lin g  pe rio d  tends to  zero. I f  equa tion
(2 4 ) ho lds , then it  can be seen fro m  (25 ) tha t u (k )  is s tab le  and bounded because A m( z '1) and 
B ^ z * 1) are stable p o lyn o m ia ls . H o w eve r, i t  sho u ld  be no ted tha t because the m o d e llin g  e rro r 
E (k) canno t be treated as a w h ite  noise, the estim ates o f  c o n tro lle r  param eters m ay be biassed. 
T h e re fo re , equa tion  (24 ) m ay not s tr ic t ly  h o ld  w hen the sam p lin g  p e rio d  is no t s u ff ic ie n t ly  
sm a ll. T he  do m in an t poles o f  the c losed lo o p  system  w i l l  have sm a ll de v ia tions  fro m  those 
s p e c if ie d  by the reference m ode l. T he  de v ia tio n s  w i l l  approach zero as the sam p ling  pe riod  
tends to  zero. M o re o ve r, B ^ z * 1) m ay also e x h ib it  a d e v ia tio n  fo r  the same reason. Because 
the m o d e llin g  e rro r £ (k ) is ve ry  sm a ll, there m ust ex is t ho>0  such tha t the c o n tro llin g  in p u t is 
stab le  and bounded fo r  a ll sam p ling  pe riods sm a lle r than h ^
5 Adaptive control of a piston pump
A  test r ig  has been b u ilt  as shown sche m a tica lly  in  F ig  1. In  th is  r ig , a D o w ty  M oo g  4659
servovalve a m p lif ie r
power supply
DSP Sc 








re s tr ic to r
tan k
F ig .  1: P la n t  u n d e r  s tu d y
432
servovalve controls an asymmetric cylinder which positions the swash plate of a Lucas 
MP125 variable capacity piston pump. The servovalve has a rated flowrate of 20 IVmin when 
the rated input current is 8 mA. An additional power supply is used for the servo system. 
The power supply provides a constant pressure of 60 bar. The maximum displacement of the 
pump is 9.47x10*6 m3/rev, and the speed of the prime motor is 1500 rev/min. The pump is 
loaded by a variable restrictor mounted on the end of a line which is one metre long and has a 
volume of 0.5 litre. An electrohydraulic proportional valve is used to generate both step and 
sinusoidal variations of restrictor opening. The system output is measured using a pressure 
transducer mounted in the pump delivery line, and fed back to the digital control system. The 
gain of the pressure transducer is about 1/225 V/bar. A displacement transducer and an 
orifice flow meter are used to measure the movement of the swashplate and the flow rate 
through the load circuit, respectively. These two transducers are not used in the pressure 
control system. The digital control system consists of a Motorola Digital Signal Processor 
DSP56001 and 12 bit A/D, D/A interface boards; the processor has a speed of 20 MHz and is 
programmed in the C language. A personal computer is used to host the DSP and interface 
cards.
The mathematical model of the dynamic performance of the plant is given, in detail, in 
reference /H I/ where a symmetrical cylinder was considered in the simulation study. The 
plant has been simplified to a sixth order system with some nonlinearities. Here, because of 
the cylinder asymmetry the plant dynamics change according to the direction in which the 
cylinder is moving. In addition, variations in the load restrictor opening will change the plant 
dynamics. When the restrictor opening is small, the plant dynamics are closely represented 
by a third order underdamped model. In the case of larger restrictor openings, the dynamics 
of the plant may be approximated by a third overdamped model. Fig 2 and Fig 3 show the 
experimental results of the frequency response of the plant with a simple proportional 
controller. Fig 4 shows the experimental step response in the case of a restrictor with a 
medium-sized opening. As a result of these tests, a third order plant model was assumed, and 
the neglected higher order terms treated as unmodelled dynamics. Correspondingly, a third 
order reference model has been used, which is comprised of a first order component with the 
a break frequency of 25 rad/s and a second order underdamped component with a natural 
frequency of 25 rad/s and damping ratio of 0.95.
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Fig. 4: Step response o f  the p lan t w ith  s im p le  p ro p o rtio n a l feedback
p e rio d  resu lts  in  a h ig h e r o rder p lan t m od e l and n u m e rica l d if f ic u lt ie s ,  e sp ec ia lly  when the 
p la n t to  be c o n tro lle d  has unm ode lled  dynam ics . T h e re fo re , the se lection  o f  the sam p ling  
pe rio d  in v o lv e s  a com prom ise . F o r the p lan t under s tudy , a sam p lin g  p e rio d  o f  0.01 second 
has been used.
T he  in it ia l va lue o f  the adapta tion ga in m a tr ix  used was 0 .005  in  the e xp e rim e n ta l study. I t  
was fo u n d  that a s ig n if ic a n t increase in  the in it ia l va lue  can im p ro v e  the speed o f  adap ta tion , 
bu t leads to  o s c illa tio n  o f  the co n tro l in p u t. T h is  m a y  be a ttr ib u te d  to  s igna l no ise a ris ing  
fro m  pressure r ip p le  and c a lcu la tio n  ro u n d -o ff  errors. E x p e r im e n ta l resu lts  us ing  the adaptive 
c o n tro lle r  are show n in  F ig  5 and F ig  6 : a ll traces are in  bar, apart fro m  the c o n tro l in p u t and 
p ro p o rtio n a l va lve  op en ing  w h ich  are show n fo r  com p le teness and have an a rb itra ry  scale.
I t  can be seen fro m  F ig  5 (a) and F ig  5 (b ) that the p la n t tracks  the re ference m od e l c lo se ly  fo r  
bo th step and s inuso ida l reference inpu ts. In  bo th cases, the c o n tro l s igna ls are stable and 
bounded. W hen  the step reference in p u t sudden ly changes, a tra c k in g  e rro r occurs because 
the p la n t and the reference m ode l are not c o m p le te ly  m atched.
F ig  6 (a) show s the system  pe rfo rm ance under step va ria tio n s  in  the re s tr ic to r open ing . F ig  6 
(b ) show s the system  perfo rm ance  under lo w -fre q u e n c y  s in u s o id a l va ria tio n  in  the re s tr ic to r
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F ig. 5: P lant pe rfo rm ance  under adap tive  c o n tro lle r
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Fig 6: System performance under disturbances
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opening. In both cases, the pump controller is required to maintain constant pump delivery 
pressure. It can be seen from Fig 6 that the pressure deviations are quite small and the control 
signals are stable and bounded.
6 Conclusions
In order to achieve high performance when using discrete-time control, a short sample period 
is usually required. Unfortunately the discrete-time representation of most electrohydraulic 
control systems is nonminimum phase ( even when a relative large sampling period is used) 
and most general MRAC schemes are unsuitable for nonminimum phase systems. In this 
paper a novel adaptive control algorithm has been developed for rapidly-sampled systems and 
applied to the control of delivery pressure of a variable capacity swash plate piston pump. 
From the experimental study it is concluded that:
(1) With the control scheme adopted only 4 controller parameters are estimated on line. 
This substantially decreases calculations and no problems arise.
(2) Because of pressure ripple and round-off errors which introduce signal "noise", a 
small adaptation gain matrix must be used.
(3) Although the plant under study is a high order system with nonlinearities, a lower 
order adaptive controller can achieve very satisfactory model following performance and 
disturbance rejection properties.
(4) The adaptive control algorithm presented in the paper can only be applied to the 
nonminimum phase systems due to the discretization of the continuous time systems.
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9 Notation
Ara( r 1) :nth order pole polynomial of the reference model
Ap(z-i) :nth order pole polynomial of plant
Bms(z-') :Factor of numerator polynomial of the reference
model containing dominant zeros
BmuU-') rFactor of numerator polynomial of the reference
model containing parasitic zeros
Bs(z-') :mth order factor of plant numerator polynomial
B a b '1) :An approximation of Bs(z*1)
B„(z-1) :An (n-m-l)th order factor of plant numerator polynomial
Buote'1) :Limit of B^z*1) as sample period approaches zero
d :Time delay
439
D (r> ) : =Dq+D j z* 1 +D2Z*2+.......
E(z-') :=Eo+EjZ’1+E2Z‘2+—
Eo(r>) : A monic polynomial for controller design
e :=ym(k)-yp(k), model-following error
G(jco) iTransfer function relating actual to demanded pressure
G(k) :Time-varying adaptation gain matrix
h rSampling period
k :Sample instant
km :=®muG)/Buo(l), model gain correction factor
kP :=Bu(1)/Buq( 1), plant gain correction factor
m :Number of zeros of continuous-time plant transfer function
n :Order of continuous-time plant transfer function




ym(k> :Output of the reference model
yP(k> :Output of plant(pump delivery pressure)
z*1 :Back shift operator
zi :Zeros of a continuous time plant, i—1, 2 ,. . . ,  m
a :Positive constant, initial value of adaptation gain matrix
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Synopsis
A new approach to adaptive control of manipulators is presented in this paper. The 
proposed controller for each individual axis is of the model reference type, designed 
through the use of variable structure systems theory. A novel feature of the controller is 
the introduction of a series-parallel model of the model-following error. The use of this 
model ensures system stability even if  the manipulator design parameters or payload 
bounds are exceeded. Chattering of the system, associated with variable structure systems, 
is eliminated by arranging for the control objective to be physically achievable.
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1. Introduction
Because of the highly non-linear nature of robot dynamics [1], there is considerable scope 
for the use of adaptive controllers. Such schemes offer the possibility of controlling each 
axis of the robot independently of all other axes (decentralised control) with interactions 
between them treated as disturbances. One of the most promising types of adaptive 
scheme for this kind of application is the model reference adaptive control (MRAC) 
approach. In MRAC the output of the plant is compared with the output of a model 
representing the desired behaviour. This comparison results in a model-following error. 
The error is processed and the resulting signals are used to adjust feedback and 
feedforward gains. Alternatively an adaptation signal can be used directly as the input to 
the plant. In some schemes, both gain adjustment and an auxiliary adaptation signal can 
be employed. Classical methods for MRAC design are hyperstability theory [2],[3] and 
variable structure system (VSS) theory [4],[5].
The use of hyperstability theory can result in robustness problems due to the fact that the 
stability proofs usually assume the plant is an unknown but time-invariant system with no 
load disturbances. The adaptive laws obtained are usually of the Proportional plus Integral 
type. Very fast-changing plant parameters, mismatches between plant and model at high 
frequencies, as well as load variations can make the system unstable [6]. The instability 
is due to the drift of the adaptive gains under these conditions. Several methods have been 
proposed in order to make the algorithm robust [7]. All these methods are based on the 
concept of stopping the integral part of the adaptation algorithm thereby preventing the 
drift of the adaptive gains.
The alternative approach, using VSS theory, can cope with fast time-varying parameters 
and load disturbances. With such a scheme it is necessary to have a knowledge of plant 
parameter bounds, but this should not be a drawback in robotic applications because these 
are usually available. Load bounds are also available, although instability due to overload 
is still a possibility. As the adaptive laws obtained using VSS theory are of the relay type, 
the resulting plant input signal is discontinuous. This induces chattering of the system, a 
very undesirable feature. A trade-off between control action smoothness and model 
following error can be achieved by the use of continuous functions instead of the relay 
action [2],[5]. One of the factors that is at the origin of the chattering phenomena is the 
transfer function order reduction inherent in VSS control. For example, when a second 
order plant is made to follow a second order model, the error between plant and model 
is made to follow a sliding line with first order dynamics which is physically impossible 
for the plant to accomplish.
In the first part of this paper a new method of generating a sliding line is presented. With 
this scheme the model-following state error is forced to decay with the same dynamics as 
the model, by the use of a series-parallel reference model of the state error behaviour.
The effectiveness of this scheme is examined in Part 2 of the paper [8] which describes 




aj - elements of the nth row of (Am -Ap)
Am, Ap - model, plant coefficient matrices
bm - model input gain vector
bp - plant input gain vector
bp - nth element of bp
d - linear time-invanant filter vector
e - generalized state error vector
er - reference state error vector
h - disturbance cancellation signal
I  * - a vector, I  * T A [0 0 ••• 0 1]
kh - disturbance cancellation signal gain
kp - position loop gain
ky - input gain
1^  - state feedback gain vector
n - order of system
Ujjj - model input signal
Up - plant input signal
v - distance of the state error to a datum sliding
surface
vr - distance of the reference state error to a datum sliding surface
ve - difference between the reference and the actual state errors
Xj - ith element of xp
xm, xp - model, plant state vectors
p - thickness o f  the boundary layer around the
switching surface 




In a robotic manipulator employing servo-hydraulic actuators, each axis can be modelled 
as a third order time-varying SISO transfer function relating position to input voltage [9]. 
Intrinsically, the system presents a free unity gain integrator between velocity and 
position. As this part of the transfer function has constant dynamics it is only necessary 
to implement an adaptive velocity controller thereby lowering the order of the adaptive 
controller to second order. A constant coefficient outer loop is then implemented for 
position control (fig.l).
Consider the mathematical model of an axis relating velocity to the input signal,
3
W p + V p + V p (1)
and the desired (reference) model o f its dynamic behaviour,
= A m-x.m + b n,um (2)m m m  m m
Some structural conditions must be obeyed in order for the plant to be able to follow the 
model. These are the perfect model following (PM F) conditions [10] also known as the 
invariance conditions [11]. Erzberger [10] only specifies two PM F conditions, but Utkin
[11] identifies the need for a third in the presence o f an external disturbance. This 
disturbance invariance condition necessitates the use o f the output and its derivatives as 
state variables. Consequently, the two systems (plant and model) are in phase variable 
form.
The error system is described by:
The objective is to drive the error to zero by the use o f adaptive state feedback around the 
plant plus a synthesized disturbance rejection signal,
up = k x I p + k uum + h
(4)
Whence,
*  = A m« + « A m - A p) - bpkI ) I p + ( bm - bpku )um - bp(<P + h ) (5)
3.1 Adaptation laws
The control laws w ill be found by the use o f VSS theory [11],[12]. Although the present 
manipulator system is second order the control theory w ill be presented for the more 
general case o f order n.
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In conventional VSS M R A C  this line (or plane) defines the error system dynamics, which 
are o f order n-1, and so promote an order reduction o f the error system. When the error 
state is to one side o f the sliding line (plane) the controller w ill drive the system in such 
a manner that the error state moves towards the line (plane). The state w ill eventually pass 
to the other side o f the sliding line (plane) and the controller w ill reverse its action. The 
main point is that the state error w ill never stay on the sliding line (plane)(to achieve this 
the controller would need to switch the energy flow to the plant at infinite frequency). 
However, i f  the control objective is modified such that the error system is required to 
behave as an unforced system, a physically achievable task is obtained. In this situation 
the reference sliding line (plane) just becomes a datum, and hence is a free choice o f the 
designer.
In  order to avoid the order reduction o f the system, as well as generating the external 
disturbance cancellation signal h, a model reference series-parallel regulator o f the error 
behaviour w ill be used. The reference model o f this regulator is described by:
The distance o f this reference error to the datum sliding surface is:
The controller w ill aim to make v equal to zero, not by forcing the error to converge to 
the datum sliding surface as fast as possible (which creates the order reduction problem), 
but by following the reference sliding surface distance given by vr  So, vr can be seen as 
a new, dynamically generated, sliding surface.
The dynamic behaviour o f the difference between the two distances (the distance between 
the actual error and the reference error) is described by:
(7)
ve = v r - v  = d T (er - e )  => (9)
*e = t ,T ( (b p * !  - ( A m - A p))*p  + ( bpku - bm )um + b p(<P + b ) ) (10)
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N ow  bm, bp and (A m - A p) only have non-zero elements in the nth row, and the nth 
element o f d is unity. Hence equ. 10 can be rewritten as,
V =E ( ty S r i - ai> x i + <bpk u ~ bm> u m + b p (9  + b )  ) (11)
i4
In order to find the adaptation laws for kx and ku (h w ill be dealt with independently later) 
the VSS stability condition w ill be used:
v_v_< 0 , Ve *  0 (12)
That is:




v « ( b p k u - b m ) u m <  0
(14)
The first condition (equ. 13) is true i f  each o f the n equations
v e ( bp k xi - ai ) x i <  0 ( IS )
is true.
So, supposing b to be positive.
i +sign(veXj) >  0 = >kx i<  —  = > 1^  < min
bP ( bp
(16)






The second condition (equ. 14) is true if:
min (18)
sign(veum) < 0 = > k u > - ^ - = > k ^ >  max
b_
(19)
These adaption laws are similar to those produced by the use o f hyperstability theory 
when memory-loss adaptation rules are employed. However, the use o f VSS theory gives 
the freedom to modify the relay-type adaptation, thereby entirely avoiding the chattering 
problem, whilst retaining the stability properties.
The adaptation laws obtained so far have the form:
These laws can be modified by linearly interpolating between the two extreme values o f  
gain when |ve| is less than some limit, p. This creates a "boundary layer" around the 
switching surface ve=0 with a thickness equal to p, as shown in Fig 2. W ith this 
modification, equation (20) becomes:
(The same modification must be applied to ku.)
In classical variable structure control a fixed sliding surface is used with the parameter p 
and the slope o f the surface defining an error bound e. In the present case, the sliding 
surface is generated by a dynamic model and hence its slope is not constant. So, the 
relationship to the error bound is lost. Because the adaption laws are not changed outside
K i  =
k *  <=: sign(vex j) >  0 
k^j <= sign(veXj) <  0
(20)
k *  <= vesign(xi ) >  p
<= -V  <  v e <  p
(21)
K i  <= vesign(xi) <  -p
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this boundary, the boundary layer attractiveness is guaranteed. Hence, all state trajectories 
starting outside the boundary layer w ill converge to and go inside it [13].
3.2 External disturbance
Now, the external disturbance cancellation signal h must be found. As the effects due to 
the mismatches between plant and model coefficients have been addressed, only the 
external disturbance effects need to be taken into account. Even i f  this is not completely 
true, the invariance conditions [11] imply that all the effects due to plant and model 
coefficient mismatches may be included in (p. So, it can be stated that:
ve = b p( < P + b ) (22)
By making
h = -khve (23)
the following first order differential equation is obtained for ve:
ve = - khbpve + b p(P (24)
which is stable for all kh strictly positive.
It must be noted that it is unnecessary for ve to go to zero, in the presence o f an external 
disturbance, in order to obtain perfect model following. Due to the structure o f the 
algorithm (fig.3), vr w ill converge to a value that forces v to zero, as required in order to 
make the model following error converge to zero. So, an implicit integral action is 
introduced by the use o f the series-parallel model o f the error behaviour. Any or all o f the 
error-inducing components due to differences between model and plant coefficients (the 
bmum and the n apct terms) can be considered as components o f (p. This is very convenient 
because it increases the robustness o f the controller. I f  any parameter exceeds its bound, 
the quality o f the controller action may deteriorate, but the system stability is assured. In  
the lim it only the disturbance rejection part o f the algorithm needs to be implemented.
In the control algorithm presented a datum sliding plane v was used. Because this sliding 
plane is just a datum it does not matter what particular plane is chosen. Some insight into 
this may be gained by considering the behaviour o f a second order system.
In this case,
eT “ [ e ^ ]  and dT = [ d j , l ]
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Hence, from Equ. 6,
v = d x ej + e 2
or
e2 = - d ^  + v (25)
On a phase plane relating e2 to e7, equ. (24) defines a straight line o f slope -dx and 
intercept v. Fig. 4 shows, on a phase plane diagram, two examples o f datum sliding lines 
(i.e. v =  o) for dj = d a and dl -  db. The actual sliding line, obtained using the new 
method, is given by ve = o. The signal ve (= vra - va for case V  or - vb for case 'b') 
is independent o f d; this is confirmed by equ. 11. As a consequence, a sensible choice 
for d  is / * .
As the new sliding line (desired error trajectory) is not rigidly predetermined, but is 
generated by a dynamic model o f the desired error behaviour, there is no order reduction 
o f the error dynamics. In this way the system is never forced to behave with dynamics 
faster than the model dynamics. This feature avoids the chattering problem, enabling the 
use o f  smaller interpolation bands on the discontinuous gain smoothing functions (p ), with 
a corresponding increase in the state tracking capabilities; that is, smaller model following 
errors can be achieved.
3.3 Design parameters
An advantage o f the controller structure presented is the extra freedom given to the choice 
o f model, the only restrictions being that the PMF conditions must be obeyed. For 
example, a linear time-varying model could be employed without problem.
In addition, apart from the model, there are only two parameters that must be chosen by 
the controller designer: kh and p. As any residuals o f the parameter adaptation may be 
considered as components o f (p, the value o f p is not critical and does not have a strong 
influence on the adaptation error. Its main function is to provide sufficient smoothing o f  
the discontinuous gains in order to eliminate chattering, and it is with that purpose in 
mind that it should be chosen. As there is no formal way o f computing this parameter, it 
must be chosen by trial and error, ideally with the help o f simulation studies. A t first sight 
it seems that there are no restrictions on the value o f kh. In practice the dynamic 
behaviour o f ve is limited by parasitic (unmodelled) dynamics, such as the dynamic 
characteristics o f the energy delivering elements (servo-valve, power amplifier, etc. as in 
fig.5). So, kh should be chosen such that the bandwidth o f ve is lower than the bandwidth 
o f the unmodelled dynamics. Nevertheless the value o f kh should be as high as possible, 
given that the robustness o f the controller to external disturbances and residuals o f  
parameter adaptation is proportional to it. In  some cases the introduction o f an additional 
phase lead compensator can be beneficial, as long as the noise transmission ratio is kept
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small; by increasing the bandwidth o f the adaptation loop, a higher value for kh can be 
used, thereby increasing the robustness o f the controller.
Saturation is more difficult to accommodate when using this new controller design. In a 
classical hyperstable M R A C  all that is needed under saturation conditions is to make the 
state o f the model equal to that o f the plant, so that, while the system is saturated, the 
model follows the plant [1,3]. W ith a variable structure controller there is no need to do 
anything, due to the fact that the adaptation rules are completely memory-less. W ith the 
proposed controller, the use o f an internal antiwindup loop is essential, in order to provide 
the correct initial condition for ve when the plant desaturates, thereby avoiding any sort 
o f saturation-related misbehaviour. A  fixed gain, ksaJ, acting on the difference between the 
saturated and the unsaturated control actions is used to determine the time response o f this 
antiwindup loop.
A  block diagram o f the complete system, including the compensator and the antiwindup 
loop, is presented in fig.6.
4. Conclusions
A  new decentralized controller algorithm for robot manipulators is described in this paper. 
The controller is o f the M R A C  type, using VSS theory for generation o f the adaptation 
laws. An attractive characteristic o f this control scheme is that it is unnecessary to use a 
complex nonlinear model o f the manipulator in order to generate the control action.
A  novel feature o f the algorithm is the use o f a reference sliding line generated by a 
series-parallel model o f the model/system state error behaviour. As a consequence the 
typical order reduction associated with VSS controllers is avoided and, with the use o f  
smoothing functions on the adaptation laws, chattering is completely eliminated. The 
algorithm also synthesizes a disturbance rejection signal which increases the robustness 
o f the controller. It guarantees stability in the presence o f overloads and when the 
expected manipulator parameters bounds are exceeded.
As the algorithm is decentralized, with each axis controlled independently from the others, 
it can be easily implemented using a microprocessor controller for each axis. So, it offers 
an easy upgrade path to existing manipulator controllers which can be applied to future 
generation robots.
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Synopsis
The implementation o f a decentralised model reference adaptive control scheme for a two axis 
robotic manipulator is described. It  is shown, through an extensive series o f  experiments, that 
very good model-following performance and axis decoupling is achieved regardless o f  
manipulator payload and working position.




At present, industrial robotic manipulators employ decentralized joint controllers which control 
the joints independently through conventional fixed gain servo-loops. Generally the controllers 
provide an acceptable level of performance due to the fact that most industrial robots are 
indirectly driven. The gearing mechanism used to increase the motor torque has a typical gear 
ratio of the order of 100:1. Because the inertial changes due to configuration and payload 
variations vary inversely with the square of the gear ratio, when referred to the motor shaft, 
the effect of these changes is negligible.
The need for higher operating speeds has led to the current trend for direct drive manipulators. 
Without gear reduction, the conventional fixed gain servo-loop is no longer capable of 
producing acceptable performance. Moreover, if  hydraulic actuators are used, the control 
problem becomes more difficult because the actuator dynamics cannot be neglected as is 
usually the case with electric actuators. This means that more advanced controllers must be 
used. These controllers can be centralized or decentralized.
Centralized algorithms deal with the manipulator as a whole and usually use a dynamic model 
in order to compute the control actions. These are nominal actions because imperfections in 
the model, and payload variations, make it impossible to control a robot in open-loop. 
Consequently there is always some sort of feedback (position, velocity, acceleration, force, 
etc.) closing the loop and increasing the robustness of the controller. A controller of this type 
must run the robot dynamic model in real-time, which represents a very heavy computational 
load.
Decentralized algorithms treat the control problem at the joint level. As with conventional 
joint controllers, each axis is controlled independently from the others, assigning to the 
controller the task of rejecting the disturbances due to the dynamic interactions between axes 
(and, with certain manipulator configurations, gravity forces). With digital controllers 
decentralization can be easily mirrored by the hardware implementation, resulting in a parallel 
system with one microprocessor controller per axis.
A novel model reference adaptive control (MRAC) algorithm for decentralised control has 
been described in the first part of this paper [1]. In order to assess the effectiveness of the 
scheme, the controller has been implemented digitally for the control of a purpose-built 
hydraulic manipulator, constructed in the form of a two-axis vertical planar mechanism with 
revolute joints, Fig 1. This part of the paper describes steps involved in implementing the 
controller and presents the results of a comprehensive test programme.
2. Notation
bm - model input gain
bp - plant input gain
J  - total inertia referred to actuator
kh - disturbance cancellation signal gain
kp - position loop gain
k^t - antiwindup loop gain
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ku - input gain
kx - state feedback gain vector 
um - model input signal
ve - difference between the reference and the actual state errors 
0 - angular position
p - thickness of the boundary layer around the switching surface 
t - time constant
Subscripts
1 , 2 -  Axis 1, 2 
m - model
p 1, p2 - transfer function poles 
z l, z2 - transfer function zeros
3. The M an ipu la to r
In the manipulator test rig, the links are directly driven by vane-type hydraulic rotary actuators 
which present roughly the same external dimensions in both axes. Axis 1 actuator has an 
angular travel of 100° while axis 2 actuator has an angular travel of 280°. Both actuators are 
controlled by industrial grade electrohydraulic servo valves with a rated flow of 38 1/min at 
70 bar. In these valves the bandwidth is traded off against contamination tolerance, the latter 
being a very important characteristic in the industrial environments in which hydraulic robots 
are used.
Commercially available manipulators present typical maximum payload masses about 0.3 to
0.4 of the extreme link mass [2]. That would dictate a maximum payload of 10kg in this 
particular case. However the maximum payload used in this work is 90kg which exemplifies 
what can be achieved with direct-drive hydraulic actuation. The wide payload range implies 
a large range of the moments of inertia of the links as referred to the actuators. (From a 
consideration of all configuration and payload combinations, y]max=l 14kgm2, ylmin=10kgm2,
•/ 2max= 2 7 k Em 2 and •/ 2min=4k8m2 )
These changes lead to considerable variations in the manipulator dynamics. Using the 
physical data presented above, together with the displacements of the actuators (125x1 O'6 
m /rad for axis 1 and 62.4x10‘6 m /rad for axis 2), it was found that the natural frequency of 
axis 1 can take values between 29 and 106 rad/s and the natural frequency of axis 2 can vary 
between 27 and 75 rad/s. Assuming a supply pressure of 150 bar and a minimum servo-valve 
pressure drop of 50 bar (which is realistic under normal work conditions but may become 
zero under saturation), the product of the damping ratio and natural frequency may take values 
between 0.7 and 97 rad/s in axis 1, and 0.6 and 83 rad/s in axis 2. The transfer function 
numerator can vary between 3.2* 106 and 118* 106 rad3/ms3 for axis 1 and between 5.9* 106 
and 117*106 rad3/ms3 for axis 2. It is the function of the MRAC scheme to maintain 
consistent dynamic performance in the presence of these variations.
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4. C ontroller Design
The slowest pole of the servo-valve transfer function is located at 82 rad/s. As a consequence 
the reference models for the velocity loop adaptive controllers should not have natural 
frequencies much higher than say 8 rad/s, in order to ensure that the parasitic dynamics 
induced by the servo-valves remain small. After some preliminary simulation tests a second 
order reference model with a natural frequency of 12.6 rad/s and a damping ratio of 1 was 
chosen for both axes. A unity DC gain was used so that the output of the position loop 
controller corresponds to the desired axis velocity. The continuous-time state space 
representation of the reference model is represented by the following equation:
(1)
8 - 0 1 m 0
s +
ft" -157.9 -25.13 K , 1 5 7 -9 .V,!,m m
Ideally, measurements of position, velocity and acceleration should be available for control 
purposes. In this work, position and velocity signals were obtained using resolvers as feedback 
transducers. The signal conditioning of the resolver outputs was performed using resolver-to- 
digital converters which produced a digital position output and an analogue velocity output. 
Because relative axis acceleration is a difficult quantity to measure, the acceleration feedback 
signal was obtained by numerical differentiation of the velocity signal using a backwards 
difference algorithm.
During the calibration tests of the resolvers and resolver-to-digital converters, it was found 
that the velocity signals had a significant content of 10kHz carrier noise. In order to decrease 
the magnitude of this noise signal, a low-pass third order Butterworth filter, with a break 
frequency of 1kHz, was used.
After some preliminary simulations of the complete digitally-controlled system it was decided 
to use two compensators: the first one included only in the ve loop (fig.6 ref 1), and a second 
one, a servo-valve pre-compensator, acting on the servo-valve input signal. The servo-valve 
pre-compensator was used as a way effectively to increase its bandwidth. The transfer 
function of this pre-compensator was chosen to be:
G i s )  -  ( 5 . ° * 10^s + 1 ) 
(0 .8x10^5  + 1 )
(2)
Because axis 1 and axis 2 have very similar maximum velocity loop input gains (bp), the kh 
gains and the compensators used on the ve signals were chosen to be identical for both axes. 
Using classical control techniques, the value of kh and a lag-lead compensator were chosen 
to be:
4
k ( * , i *  * 1 X t i2  ^ + 1) _ ? 0 v l 0 -6 (50.0«10'3s ♦ 1 )(2.Qx10~3j  + 1) (J)
* ( ^ , 1* + > ) ( V 2i  + 1 ) (2 0 0 .0 x 1 0 ^  +1X0 .4 x10 ‘3*  + 1)
4.1 Design guidelines
From the preliminary simulation work carried out at the controller design stage several 
conclusions emerged:
The disturbance cancellation signal, h is the dominant feedback signal. It was found 
that adaptation behaviour (the time behaviour of ve) did not change when the kx gains 
were omitted. So, these feedback gains were not implemented, in order to decrease the 
controller computing time.
The input gain ku is fundamental for a good model following performance. Model 
following performance becomes very sluggish if this gain is omitted. Making ku+ 
smaller than its maximum value (min(bm/bp)) or ku~ greater than its minimum value 
(ma\(b m/bp)) does not improve model following performance.
A value of p (see [1]) equal to 30 rad/s2 was found to be a good compromise between 
smooth control signals and fast adaptation with small model following errors.
The antiwindup loop proportional gain ksat had to be found by trial and error (its value 
must be of the same order of bp). A value of 70* 106 rad/m.s3 was chosen for both 
axes.
A sample period of 1ms was found appropriate, bearing in mind the frequency 
characteristics of the compensators and the need for a fast reaction time to 
disturbances.
After the adaptive velocity controller has been designed, the next step is to define the outer 
loop position controller. The position controller is designed supposing perfect model following 
of the velocity loop. A proportional controller was chosen for this work, because it leads to 
an easier inteipretation of the performance results obtained. However, more complex 
controllers (such as PID or state feedback) could be used. Nevertheless the use of the simple 
proportional controller enables the controller designer to do full pole placement by combining 
the choices of the velocity model with the proportional gain acting on position error.
So, the input signal for the adaptive velocity controller (um) will be given by:
Um =kP ( Qr ~ Q) <4>
where 0r is the axis reference position and 0 is the actual axis position.
It was decided to use a proportional gain as high as possible, subject to the restriction of 
maintaining all closed loop poles real. This avoids undesirable overshoots of the end effector
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position trajectory. The value of this proportional gain, k t was chosen as 1.5 rad.s'Vrad. The 
resulting closed loop axis transfer function is given by:
237 (5)
r  (s + 16.4)(sz + 8 . 8 J  +14.5)
where the second order term has a natural frequency of 3.81 rad/s and a damping ratio of 
1.16.
5. Controller Implementation
The state space velocity reference model, as well as the series-parallel model of the state error 
behaviour, were discretized using the zero-order-hold equivalence method [3]. As the plant 
is driven by the outputs of D/A converters with a zero-order-hold, this discretization method 
enables the discrete models to provide state and state error reference values that have the same 
time behaviour (at the sampling instants) as the sampled continuous time models.
The compensators were discretized using the Tustin approximation rule [3]. With this method 
the frequency response of the discretized filters is preserved, especially the phase 
characteristics.
In order to avoid the problems associated with the use of finite precision controller 
coefficients and arithmetic, the discrete time controllers were implemented using the delta 
operator (5) instead of the more usual forward shift operator (q) because of its superior 
numerical properties [4].
A Digital Signal Processor (DSP) was used in the implementation of the proposed adaptive 
controller. This type of processor offers, at a reasonable cost, a high computing performance. 
The two axes' controllers for both axes were implemented in a single DSP as two completely 
independent assembly program routines.
6. Experimental Results
Experimental tests were carried out in order to evaluate the performance of the proposed 
controller. Most of these experiments involved moving axis 1 by ±0.2 rad around its middle 
position (nominally 1.309 rad) and axis 2 by ±0.2 rad around its in-line position with axis 1 
(nominally 0.0 rad). These tests were performed with several payloads (0, 60, 90kg) and 
various demand signals (square waves in phase, square waves in quadrature, sine waves and 
triangular waves). In the preliminary tests, it was observed that excessive noise present on the
feedback acceleration signals was degrading the controller performance in an unacceptable 
way. This problem was acceptably solved by clipping and strongly quantizing this signal to 
a low resolution. In this way, the signal noise was masked out by a well known and less 
harmful quantization noise and a satisfactory behaviour was obtained.
In a first set of tests, the manipulator was excited using square waves in phase, and with 
different manipulator payloads. The first test was realized with null payload and in the second 
one maximum design payload (90kg) was used. The position results obtained are presented 
in fig.2 for the first case and fig.3 for the second case. In these plots the manipulator 
behaviour is compared with the ideal behaviour that would result from perfect model 
following (PMF). From these results it can be concluded that the manipulator follows the 
model of desired behaviour with small deviations and that there is only a small sensitivity to 
the payload value. The effects of using a low ve loop bandwidth, which was necessitated by 
the dynamic limitations of the servo-valves utilized, may be appreciated in the velocity signals 
presented in fig.4 (null payload) and fig.5 (90kg) where the actual axes velocities are 
compared to the velocities that would result from PMF. These plots also show the large 
amount of noise present in the velocity feedback signals. An example of the control action 
for the case of axis 1 with null payload is presented in fig.6. This is both smooth and free 
of high frequency components that could induce a chattering behaviour. Similar results were 
obtained from axis 2 and also with both axes for the 90kg load case. The offset present in 
the control action signal is partly due to the gravity induced torques. The servo-valves used 
have a less-than-ideal pressure gain and as a consequence a finite control action is needed to 
compensate for the weight of the manipulator links. Servo-valve and servo-valve driver offsets 
are also likely to contribute to control signal offsets.
A second set of tests was undertaken with a payload of 60kg and different input time 
reference functions such as sine waves, triangular waves and square waves in quadrature. The 
position results obtained with the triangular wave (fig.7) show how the manipulator axes 
exhibit the expected type-one system dynamic behaviour. The model-following overshoots 
observed are due to the forced reduction on the information content of the acceleration 
signals, that contributes to the low bandwidth of the ve loop. These show up precisely when 
the acceleration information is needed most leading to the conclusion that although the control 
algorithm is performing as expected, a better method of obtaining relative acceleration 
information would result in a superior overall performance.
Additional tests were performed using square waves in quadrature as input reference signals 
with the same ±0.2 rad amplitude as before. An example of the position results obtained is 
presented in fig.8. A good degree of disturbance rejection (and, consequently, decoupling) 
is achieved by the controller. Model following properties were found to be insensitive to 
manipulator working position.
In a third set of experiments, two further tests were executed in order to evaluate the degree 
of decoupling achieved by the adaptive controller. In the first of these tests, axis 1 was driven 
by a square wave, while axis 2 was kept stationary by the controller. In the second test the 
situations were reversed. The payload used was 60kg and the mean positions and input 
amplitudes are the same as those used for the first subset of tests. The position results 
obtained for the first test are presented in fig.9. Similar behaviour was obtained in the second
7
test. Clearly, the controller is capable of immobilizing one axis while the other is moving, 
and hence decouples the reaction forces that each axis induces on the other.
7. Conclusions
The new MRAC algorithm (described in Part 1 of this paper) has been used to design a 
controller for a two axis hydraulically-driven manipulator. From the results of the 
experimental tests undertaken, it can be concluded that the proposed decentralized control 
scheme is able to achieve close model following with performance being largely independent 
of manipulator working position, trajectory and payload. The disturbance rejection capabilities 
that result from the synthesis of a dedicated disturbance rejection signal are very good. 
Consequently, the use of decentralized controllers does not impair the manipulator 
performance. It has the advantage of not requiring a complex manipulator model, and presents 
a simple computing task that grows only linearly with the number of manipulator axes.
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(b )  A x is  2  p o s it io n
Figure 2 Axes 1 and 2 position results (square wave, null payload) 
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(b )  A x is  2  v e lo c i t y
Figure 4 Axes 1 and 2 velocity results (square wave, null payload) 
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(b )  A x is  2  v e lo c i t y
Figure S Axes 1 and 2 velocity results (square wave, 90Kg payload) 
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(b )  A x is  2  p o s i t io n
Figure 7 Axes 1 and 2 position results (triangular wave, 60Kg payload) 
  reference .....  model ------  axis
































































0 101 2 5 93 4 6 7 8
Time
s
(b )  A x is  2  p o s i t io n
Figure 9 Axes 1 and 2 position results (sq. wave, 60Kg payload, axis 1 stopped) 
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Modeling Requirements for the 
Parallel Simulation of Hydraulic 
Systems
Parallel simulation o f systems offers the benefit o f increased speed o f execution, 
but requires the system model to be partitioned to enable numerical tasks to be 
performed concurrently. Hydraulic systems are characterized by a transport delay 
in the pipelines connecting physical components, which is due to the propagation 
o f waves at the speed o f sound through the flu id medium. The transmission delay 
allows component models to be decoupled fo r the current time step, enabling a 
parallel solution; the inputs to each component model are delayed outputs from  
connected models. This paper describes a simulation environment suitable fo r the 
simulation o f hydraulic system performance, using the transmission line modeling 
approach fo r the pipelines, decoupling the component models in a hydraulic circuit 
simulation. Computationally efficient models fo r cavitation and friction are devel­
oped and evaluated. In addition, partitioning strategies fo r parallel operation are 
outlined, although these have yet to be implemented.
Introduction
Numerical simulation of hydraulic systems is used exten­
sively as a design tool, but in order to investigate much larger 
and more complex systems, within an economic time frame, 
faster software and hardware is required. A reduction in ex­
ecution time will improve the conventional uses of simulation 
and will provide a potential real-time capability. For the latter 
case, nonlinear model reference adaptive control, sophisticated 
on-line condition monitoring, and human interaction with sim­
ulated plant all become possible application areas.
Lumped Parameter Modeling. Realistic modeling of hy­
draulic plant frequently demands a large number of state vari­
ables, if all dynamic elements are represented as first order 
differential equations. These systems are characterized by nu­
merical difficulties, such as strong non-linearities and highly 
coupled, stiff, differential equations. In addition, the numer­
ical models may be discontinuous, with different modes of 
operation modelled by different continuous equations (Rich­
ards et al., 1990). As a consequence, the numerical algorithms 
necessary to deal with the stiffness problem have to locate each 
discontinuity point and restart the integrator at this point, 
limiting the simulation speed.
As a practical example consider the hydraulic circuit in Fig. 
1, which shows an application involving the synchronized op­
eration of two actuators, simulated at Bath University Fluid 
Power Centre. Each group of inter-connected lines are com-
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ic a n  Soc ie ty  of M ec h a nica l  En gineers . Manuscript received by the DSCD  
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bined to form a lumped volume, compressibility-only line 
model, causing all components attached to the volume (pumps, 
valves, actuators etc.) to be instantaneously connected and 
therefore very closely coupled. Coupling between component 
models is dependent upon the ratio of bulk modulus to volume 
in the lumped line model; very small volumes result in very 
fast transients. The requirements of an efficient numerical 
integration algorithm for such a system are therefore very 
demanding, particularly for large systems of state variables.
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The computer simulation of Fig. 1 contains twenty-nine models, 
most of which include discontinuities and nonlinear elements, 
incorporating eleven state variables. Depending upon the ac­
tuator loads specified, a simulation time of twenty seconds, 
required approximately thirty-five minutes processing time, 
running on a Sun3 68020 micro-processor, considerably slower 
than real-time.
Distributed Parameter Modeling. Real-time simulation of 
such a circuit is only feasible with substantially increased 
processor speed, or by partitioning the simulation into parallel 
tasks on separate, communicating processors. Parallel oper­
ation requires a convenient method for dividing a hydraulic 
system into separate numerical tasks. Partitioning of the lumped 
numerical analysis, as mentioned above, is nontrivial and highly 
system dependent. Links of weak coupling (large volume 
lumped lines, for example) could provide convenient points at 
which to divide a simulation. However, the Jacobian matrix 
describing the system is likely to change significantly with 
strong nonlinearities and at discontinuity points, which in turn 
may change the coupling between components from weak to 
strong. A study of a variety of complex circuits revealed that 
most processing time is actually spent performing centralized 
integration, as opposed to computing code specific to each 
component model. In the case of the circuit shown in Fig. 1, 
for example, numerical tests revealed that approximately sixty 
percent of CPU time was used for integration alone. As the 
integrator (described in Richards et al., 1990) is itself not ame­
nable to parallelization, due to its sequential design, only the 
code relating to the components is amenable to a parallel im­
plementation; the resultant gain in processing speed would be 
quite small.
An alternative approach is suggested by Krus et al. (1990), 
which utilizes the transport delay in the pipelines that connect 
components together. I f  the transmission of information is 
restricted to the speed of wave propagation, then there is no 
immediate communication of information between compo­
nents connected by distributed parameter line models. Con­
sequently there is no requirement to solve a large, monolithic 
system of coupled differential equations at every discrete time
step, as each component model is decoupled from its neighbors. 
Two alternatives are possible if wave propagation is to be 
incorporated into the line model:
(i) The method of characteristics (MOC), as described by 
Fox (1977). With this method each line is discretized into a 
series of internal points at the intersection of characteristic 
lines; pressure and flow velocity is then calculated at each of 
these internal points. Wazynski (1981) investigated the appli­
cation of this approach to general fluid power systems analysis, 
but found the method of characteristics was not able to model 
small trapped volumes (e.g., manifolds and fluid volumes in 
valves, etc.) as accurately as the lumped-parameter, compress­
ibility-only model. A combination of MOC and lumped-pa­
rameter simulation, with centralized integrator control, was 
considered most appropriate.
(ii) Transmission line modeling (TLM). In this case the line 
is represented as a two port, four terminal transmission line 
and the pressures and flows are only evaluated at each end of 
the line (Karam, 1972; Boucher, 1986; Krus et al., 1990). Trans­
mission line methods have been applied to electrical and me­
chanical as well as fluid power systems (Johns and O ’Brien, 
1980; Kitsios and Boucher, 1986; Partridge et al., 1987). Con­
sequently, plant containing all these elements, such as an elec­
tro-hydraulic servo control system, may be modeled using the 
same numerical techniques for the hydraulic, mechanical, and 
electrical parts.
In general, TLM , requires less computational effort than 
the method of characteristics, as no internal points are cal­
culated. In addition, the component models forming a system 
are simplified, as the equations relating pressure and flow at 
the transmission line ends are incorporated into the model. 
The total number of models is then reduced, as the line models 
are not solved separately; in MOC each line must be solved 
first using the boundary conditions provided by connecting 
models.
Figure 2 shows the previous example; now the pipes are not 
combined into lumped volumes, but treated as individual trans­
mission line delay elements, connected by line junctions and 
component models. Computer models now only exist for each 
component and line junctions. Groups of connected compo-
N o m e n c l a t u r e
A = pipe cross-sectional area m = weighting function constant— V S pipe volume
Ao = orifice cross-sectional area dimensionless form Kav _ vapor cavity volumeB, = effective fluid bulk modulus n = integer X s longitudinal pipe coordinate
(including pipe wall compli­ n weighting function exponent- Y s integral
ance and/or dissolved air) dimensional form y = recursive term in weightingC e characteristic pressure, P + Z Q h = weighting function exponent— function
Cq as orifice flow coefficient 
acoustic velocity,
dimensionless form Z * line characteristic impedancec = P * pressure Zj EC effective junction impedance
Cf as hydraulic motor coulomb fric­ P, * reservoir (tank) pressure z s z-transform operator, z * ^
tion torque coefficient Ptav = saturated vapor pressure A cs global time step
Cl = load viscous damping coeffi­ Pj = junction pressure 7 s propagation operatorcient Q = flow K sc attenuation factor
Cs = hydraulic motor slip loss coef­ Qc = component flow X s convolution variable
ficient Qi = line flow M s dynamic viscosity
Cv = hydraulic motor viscous damp­ Qm = hydraulic motor flow r sc kinematic viscosity
ing coefficient Qo = orifice flow p s fluid density
Dm = hydraulic motor displacement Qi = reservoir (tank) flow T s nondimensional delayed time,
d = pipe diameter R = resistance coefficient, d \& P )/ ( / - D / r 0r
f = function dQdx (8/*/*T4 for laminar fric­ *0 as nondimensional delay time,
I = inertance tion) (v/r*)T
/. = modified Bessel function of r * pipe radius w s viscous transmission line im­
order 1 s * Laplace operator pulse response (non-plane
K = orifice constant T = wave propagation time waves)
L = pipe length tl * load torque u = approximate weighting func­
m = weighting function constant— tr = resistive torque tion
dimensional form t = time, L /c = hydraulic motor angular speed
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Fig. 3 Symmetrical tranamiaaion line
nents (topological groups) may then be assigned to individual 
processors, four in the example shown in the figure.
Hydraulic Line Modeling
In this section computationally efficient and accurate trans­
mission line models for pipelines and fluid volumes are de­
veloped, which enable the circuit components of a computer 
simulation to be numerically decoupled and therefore easily 
partitioned into parallel tasks.
Consideration of a lossless fluid element in a semi-rigid pipe 
of cross-sectional area A, enables the derivation of partial 
differential equations for momentum and continuity at a point 
(Streeter, 1961).
Continuity equation:
dQ _A dP  








The momentum and continuity equations may be trans­
formed into the Laplace domain and related to a finite length, 
L, of uniform conduit between two locations, denoted a and 
b (Blackburn et al., 1960). The sign convention for flow is 
positive in the positive x-direction, i.e., from position a to 
position b.
Pa(s) -  ZQ„(s) = Pb(s)e~yL -  ZQb(s)e-yl 
Pb(s) + ZQb(s)=P t (s)e~yL + ZQ0{s)e-yL (3)
where y = s/c, Z = pc/A 
However, for computer simulation purposes it is advanta­
geous when modeling systems to consider flows into the line 
(out of the component) as positive. Consider the time domain 
solution to the symmetrical transmission line, Fig. 3.
The symmetry of this configuration results in identical forms 
for the characteristic equations relating each end of a lossless 
transmission line, Eq. (4). Identical forms of the equations
describing the line allows the equation for each line termination 
to be combined with a component model and retain the same 
sign convention; flows from the model are positive. This en­
ables component models to be connected to form a system 
without further regard to sign conventions for flow.
P M )-Z Q ,( t )~ P b{ t - T )  + ZQb( t - T )  = Cb( t -  T) 
Pb( t ) -Z Q b( t ) = P '( t - D  + ZQa( t - T )  = Ca( t - D  (4)
The right-hand sides o f Eq. (4) are referred to as charac­
teristic pressures, representing delayed information from the 
opposite pipe end. The transmission line is represented as a 
four-port terminal network, with four possible configurations 
(pressure or flow input or output at either line end). An entire 
system is now represented by a series of component models 
(reservoirs, valves, pumps, actuators etc.) inter-connected via 
distributed parameter transmission lines.
Based on the above methodology, two alternatives exist for 
modeling pipes as transmission lines:
(i) Consider the line to be predominantly capacitive ( V/B, 
constant) (Krus et al., 1990). In this case the pipe length, L, 
is adjusted in the model such that I  = cA, where A is the 
simulation time step; the pipe cross-sectional area, A , is cor­
respondingly altered such that A = V/L. This model distorts 
the inertia term (pL/A) due to the change in transmission delay, 
but is acceptable provided that it remains small in comparison 
with the capacitive term.
(ii) Where the inertia and capacitive terms are important, 
in long lines for example, it is possible to discretize the line 
according to A. The overall pipe volume is maintained (to 
maintain the overall capacitance), but the delay, T, is modified 
such that T is an integer multiple o f A, where T = nA. In this 
case, an integer number o f integration steps, n, are then re­
quired to propagate information from one pipe end to the 
other. As n is increased less adjustment is required to maintain 
capacitance (overall pipe volume), therefore less distortion is 
required in the inertia term and the overall accuracy increases.
Short Lines. Distorting the pipe lengths in a system in order 
to achieve the same transmission delay, A, between components 
simplifies the numerical procedure, as a single fixed step may 
be used to isolate all components connected to lumped volume 
transmission lines. Compressibility-only models are an ap­
proximation often justified for short lines; discretization o f 
the line is only necessary i f  the inertia term, or the time delay 
is appreciable. Reducing the time A, reduces further the effect 
o f inertance. /, resulting in a dynamic performance closely 
approximating that o f a purely capacitive line. Pipeline inert­






Components may be linked by the characteristic equations 
to form a complete circuit description. Each component model 
must provide either pressure or flow to enable the other variable 
to be determined explicitly from the pipeline characteristic 
equation. There always exists a relationship between the char­
acteristic equation and the equation describing the component 
at each port of the model:
pipe Pa,b(t) -Z Q e,bU) = Cb.a( t - T )  
component P,.b= M Q a.b) or Qa,b= M P u,b) (6)
Pressure Source. In order to explain how a component
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Fig. 4 Constant pressure sourcs modol
(P , - C lb( t - T ))
*"I
(7)
Orifice Model. Now consider the turbulent orifice shown 
in Fig. 5, as an example of a nonlinear passive component.
The internal sign convention for flow within the orifice is 
from port 1 to port 2. The orifice flow is related to the pipe 
flows by:
Qo = ~ Q u = Qit (8)
Pressure differential and flow through the orifice are related 
by a square law relationship:
Qo = CqA
4
2 (P l t - P 2. )
(9)
Flow is determined explicitly by substitution of the pipe-end 
(characteristic) equations into the component (orifice) equa­
tion.
P ( t ) i , - C lb( t - T )  + Z i ( - Q 0) 
P (t)2 .~ C 2b( t - T )  + Z2(0>) ( 10)
When flow is in the positive direction (port 1 to port 2) Ctt>  C& 
the orifice flow obtained from the solution of the resultant 
quadratic equation:
Q0= - j ( Z , - Z 2)
+ ± ^ / x 4(Zl + ZI)2 + 4K2(C lb- C 2b) (11)
Z,
Fig. $ Transmission Una Junction modol
Fig. 5 Transmission lino orifice modal
model is derived, firstly consider a simple component, such as 
a pressure source, Fig. 4. In this case the constant reservoir 
pressure, P„ is substituted directly into the line characteristic 
equation to obtain the flow, Q„ out of the component, Eq. 
(7). The first suffix of the line pressures and flows indicate the 
model port number (only one port in this model) and the 
second, the transmission line end.
pipe P » ( t ) - Z xQx. ( t )  = Cxb( t - T )  
component P it *  P, and Q\t  *  Q,
The positive quadratic root is appropriate, as the flow, Q0, 
is zero when the differential pressure, C ^ -C ^ ,  is zero.
Multi-Port Junction Model. In order to construct more 
complex circuits, where many components are connected to 
the same fluid volume, a multi-port line junction is required, 
as in Fig. 6. The boundary conditions to this idealized model 
are that pressure at each port of the node is the same and the 
flows into the node satisfy continuity.
For the junction:
It
2  0 . ( 0  * 0  P A t ) m P „ ( t ) m . . . P mU) (12)
i- l
The characteristic equation for each pipe is:
Pi, U ) - Z iQia(t) = Cib( t - T )  (13)
Algebraic manipulation of Eq. (12) and Eq. (13) results in 
the following explicit equation for junction pressure:
Z,
JL, V  — 
*
(14)
where Zj  is the effective junction impedance. Flows at the 
junction are determined from Eq. (15) and enable characteristic 
information (P j + Z , 0 ) from the junction to be propagated 
back to connecting models at the next time step.
( P j - C ib( t - T ) ) (15)
Hydromechanical Components. For components that in­
volve differential equations, fixed step integration is necessary, 
as fixed steps are imposed by the connecting fluid transmission 
lines. An effective means of obtaining a digital form for such 
a component is z-transformation, or as a good approximation 
bi-Iinear transformation, of the model transfer function. Bi­
linear transformation is equivalent to trapezoidal integration 
of the component differential equation and such a scheme is 
outlined in Krus et al. (1990). Wazynski (1981) simply uses 
fixed-step Euler integration for components connected by 
method of characteristics lines, although fourth-order Runge- 
Kutta is more common method. I f  a distributed model of the 
load is required for increased accuracy, the load system (stiff­
ness and inertia) may be considered to be distributed and there­
fore governed by wave equations, analogous to those in the 
fluid lines (Partridge et al., 1987).
As an example, consider the hydraulic motor with linearized 
loss coefficients (McCandlish and Dorey, 1983) and combined 
inertial load of Fig. 7. The characteristic line equations at both 
ports, the load transfer function and the hydraulic motor equa­
tions are given in Eq. (16) through to Eq. (20).
Hydraulic motor ideal flow plus leakage flow:
where K  *  CqA0 (y/l/p) Qm ~ + 3^ m (P\m — Pu)M
(16)
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Fig. 7 Hydraulic motor-load modal
The distributed approach gives accurate steady-state losses, 
but ignores frequency-dependent friction due to radial effects 
(nonplane waves) (Brown, 1962; Trikha, 1975). In simulation, 
the attenuation of high frequencies is desirable, as distributed 
friction often fails to attenuate waves realistically, or quickly 
enough, sometimes resulting in excessive oscillations that are 
unrepresentative of the real system dynamics.
Frequency-Dependent Friction. The equations relating each 
end of the transmission line for general time-varying inputs 
are convolution integrals:
%QaJ> = ® X)«(X)dX (23)
Pipe characteristic equations:
Pifl = C|*e + 2 |Qi,
Pla =* C u t *T+%1 Qia
Motor flow to pipe flow:
Qm = Qla = - Q \ t
Motor ideal torque less coulomb and viscous torque:
Tm=*Dm(l -  cf ) (P u -P is )  -
Load transfer equation:
Jswm =  Tm -  ( Tl  + TfiSgn(vm)) -  C/wm (20)
Combining Eq. (16) through Eq. (20), to obtain an overall 




The RHS represents pure line attenuation and the convo­
lution of the characteristic pressures with the line impulse re­
sponse. According to Brown (1962) the short-time 
approximation of the impulse response of a uniform trans­
mission line is given by the following:
1 1. - To
T°T 2 y /r (T -T 0)3
(24)
t - T  v „
" > = ? T
The basic limitation of Eq. (24) for a liquid filled line is that 
the damping number, r„, is less than 0 .1, which is adequate 
for the majority of industrial hydraulic applications.
A numerical convolution at each time step would be com­
putationally expensive, in execution time as well as storage of
^Z£(l - c 7) ( J s + c + c J ) ^  (Cib- C 2b)e - 'T- D „ ( T L + TKs s n M )
(Js+Ci+CtDmfl) + D i d  -  C,)) (Z | + Z i ) + (Js + C/+Cj)m/l)
An explicit form of Eq. (21) for digital computation may .
2 / l - z _l\be obtained using the bilinear transform, ( - ------ — J.
(21)
Friction and Cavitation
Utilizing transmission line methods for general hydraulic 
simulation depends upon successful modeling of friction and 
cavitation. These models must be computationally efficient (if 
real-time operation is to be achieved), as well as being suffi­
ciently accurate for the majority of engineering problems.
Distributed Friction. Modeling distributed laminar friction 
accurately requires the solution of characteristic equations such 
as in Eq. (22); these are the exact analogy to the electrical 
transmission line problem analyzed by Carslaw and Jaeger 
(1963).
PB,b -  — *0^4 ( t — T)
r' V2*  /




where k : ■ e f f l
I f  only steady-state pressure loss associated with the line is 
important, then the integral term on the RHS of Eq. (22) may 
be neglected. Laminar (or turbulent) friction is incorporated 
into the attenuation factor x, which acts to reduce the char­
acteristic pressures at each wave reflection. Krus et al. (1991) 
suggest a good approximation to Eq. (22), which models dis­
tributed friction quite closely.
past data points. Hence to avoid evaluating a convolution 
integral at each time increment, a simple linear transfer func­
tion approximation to the impulse response of the line is re­
quired to account for frequency-dependent friction. 
Reformulation of the convolution process into a recursive al­
gorithm reduces the computational overhead; Karam and 
Leonard (1973), Karam and Tindall (1975), and more recently 
Krus et al. (1991) have all attempted this, but all rely on a 
single first order lag term to model the wave dispersion and 
are all semi-empirical in approach.
Higher order approximations are possible to improve ac­
curacy. Simplification of Eq. (24) is achieved by approximating 
it to the sum of three decaying exponential terms, Eq. (25), 
whilst maintaining the same integral area as the actual impulse 
response, equal to unity. The integral area constraint is im­
portant, otherwise artificial gains, or losses are introduced into 
the characteristic equations.
3
3 = 2 * <25>/-i
In a similar manner to Trikha (1975) for method of char­
acteristics, a simple recursive form is developed [Eq. (26)] that 
only requires characteristic data from the last time step (Ap­
pendix 1).
3
P..b-ZQs,b = e-'°  £ > , ( / )
i- i
* ( 0 = 7 -' (1 - e ~ n* )C b, t ( t - T ) + y i ( t - * ) e ' n*  (26)n,
This approach is completely general, due to the dimension-
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L, Measured Pressure Ripple at Pump Delivery
S ._______
Fig. 8 Flow ripple experimental rig
less form of the approximation, which is easily converted to 







In addition, there are no empirical steps in this approach, 
only the formation of the approximate, non-dimensional 
weighting function, which may be refined by the addition o f 
further terms.
Experimental verification o f the above algorithm was 
achieved by comparing the computed and measured flows at 
two separate locations in a rigid pipeline connected to the 
delivery of an axial piston pump (equipment used for pump 
impedance measurement by the secondary-source method [BS 
6335 Part 1,1990]), illustrated in Fig. 8. The flow ripple Fourier 
spectrum and the effective fluid bulk modulus may be deter­
mined experimentally from the measurement of pressure fluc­
tuations at three locations in the line (Johnston, 1988). The 
Fourier components are combined to form the flow ripple in 
the time domain.
The test conditions are summarized as follows: 
d =  10 mm 
B =  1.65x10’  Pa 
L\ = 0.45 m 
L2 = 0.7 m 
p = 855 Kg/m3 
16.2 x 10~6 m2/s
The first ten harmonics o f the measured pressure histories 
at pump discharge and line termination, Fig. 9, were used as 
pressure source inputs to a transmission line model with fre­
quency-dependent friction.
Figure 10 shows the measured and predicted flow at the two 
locations, in addition to the pressure at an intermediate point, 
computed by positioning a lossless 2-port junction model at 
this point in the simulation. The measured and predicted results 
show very close agreement.
Cavitation. Detailed modeling o f cavitation is highly com­
plex, involving the liberation o f dissolved air, and saturated 
fluid vapor, which may be distributed throughout the line as 
bubbles, or concentrated in a cavity, or a combination both. 
To model vaporous column separation a simple void tracking 
algorithm is implemented by interposing a cavity between com­
ponent and line, illustrated in Fig. 11. When the local pressure 
falls below the saturated vapor pressure the transmission line 
boundary condition is changed. For example, i f  the port o f 
the component normally provides flow, Qc, for the transmis­
sion line end to determine pressure, then when P < P av, P ^  
becomes the new boundary condition to the line end; flow into 
the transmission line, Q lt is calculated according to Pav. The 
difference between the line and component flows is integrated 
to obtain a cavity volume, which is then tracked. Only when 
the cavity volume is restored to zero is the component port no 
longer cavitating.
Vapor only cavitation models generally over-predict dam­
aging pressure transients (Karam, 1974) and are attractive be­
cause of their inherent simplicity. I f  the quantity of released 
air in the void is known, or calculable, the partial pressure o f 
the air may be incorporated into the pressure boundary con­
dition, improving accuracy. Delayed air release may be 
modelled (Karam, 1974), although the added complexity and




Fig. 9 First tsn harmonics ot the measured pressure histories. (Note: 
All quantities are variations about a moan valuo.)
uncertainty regarding parameters limit this models usefulness 
in general simulation.
The experimental results of Kojima and Shinada (1984) are 
compared with a simple vaporous cavitation simulation with 
good agreement in Fig. 12, using the approximate frequency- 
dependent friction model o f the previous section. These results 
demonstrate that such a simple approach gives acceptable re­
sults for such a complex process, although modeling difficulties 
exist when very high flows are specified, as the cavity volume 
may become excessive and must be arbitrarily limited; clearly 
it must not exceed the line volume.
Numerical Simulation
The development of reliable models for distributed lines, 
including good approximations for friction and cavitation, has 
enabled the creation of a general hydraulic simulation envi­
ronment, which includes an extendible library o f component 
models. A variety o f models may be developed using the tech­
niques outlined ranging from empirical ‘black-box’ models, to 
instantaneous dynamic (steady-state) models to fully dynamic 
models. In common with many other numerical simulation 
systems, the user determines the model selection for any given 
application, balancing accuracy with computational con-
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Fig. 10 Flow ripple measurements downstream of an axial piston pump 
during constant speed operation. (Note: All quantities are variations 
about a mean value.)
straints, in addition to the availability of parametric data for 
more complex component models.
Numerical experiments have revealed that significant com­
putational speed increases over conventional lumped param­
eter simulations are possible for comparable accuracy, although 
the specification of an excessive time step exaggerates line 
inertia terms, affecting the transient response.
Hydraulic System Simulation Environment. To provide 
flexibility a code generator has been developed to construct 
and assemble code for single processor applications (all models 
executed in sequence). A circuit description is supplied in the 
form of an input language, which details component types and 
connectivity; this allows the configuration of an executable 
file from a library of run-time component models (orifice, 
pump, junction, tank etc). All component models are designed 
to be general to facilitate porting onto other computer plat­
forms and have been coded in C for this reason. A graphics 
output utility has already been implemented; a graphical tool 
for circuit diagram construction is envisaged at some future 
time to improve front-end usability.
This simulation environment has been used successfully to 




Fig. 11 Idealized vapor cavity
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Fig. 12 Pressure transient in a short line after an Instantaneous valve 
closure (experimental data trom Kojlma and Shlnada. 1984)
friction and cavitation in the previous sections. Extension of 
the model library to include conventional and digital control 
elements, in addition to electrical transmission lines, is im­
portant if the package is to achieve its full potential.
Partitioning Into Parallel Tasks. Conceptually, extension 
of the above techniques into a parallel computing environment 
is straightforward, as the transfer of characteristic information 
either takes place locally, or with distant processes running on 
other processors. Information exchange and a limited number 
of processors implies that groups of connected components 
should be partitioned together. Local data exchange within 
each topological group is efficient, as exchange takes place 
within the local process. This technique is adaptable, as in­
dividual models may be assigned to individual processors as 
required. Complete multi-processor operation, i.e., one 
processor per model, is not envisaged to be the optimum con­
dition, as message passing will dominate the computation.
Referring once again to Fig. 2, the models shown incorporate 
lumped models of physical components, in addition to the 
transmission line ends at each component port; the pipelines 
merely indicate the connectivity between components in the 
circuit. The balance of computational loads on each processor 
and the overall ratio of numerical processing to data transfer 
will dictate the performance of the parallel computation. An 
optimum condition for minimum execution time does exist, in 
terms of the allocation of models of processors, but prediction 
of this arrangement relies on assumptions regarding individual 
model complexity and the communications overhead between 
processors. Bench-marking different components (according 
to a single circuit and duty-cycle) will give an indication of the 
relative computational efforts. Subsequently, this information
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may be used to assess the computational effort of a given 
system, which may be divided by the number of processors to 
give an optimum (or ideal) effort for each processor. Con­
nected components may, at first, be partitioned arbitrarily, 
ensuring that the optimum effort is just exceeded for each 
partition. The last partition (or group) to be assigned com­
ponents will, of course, will have less than the optimum proc­
essing effort. Initially a function to be optimized must be 
chosen and different values of the function obtained by moving 
connected components into and out of adjacent groups. Such 
a function, for example, is defined as the sum of the root- 
mean-square differences between the ideal and actual proc­
essing efforts of each processor; the nearest value to zero being 
the optimum condition. Penalties for inter-processor com­
munication are also included into the function, by modifying 
the processing efforts of those models responsible for data 
transfer across processors. Such partitioning algorithms are 
similar in principle to those used in optimal PCB design in the 
electronics industry (Vecchi and Kirkpatrick, 1983).
Such algorithms assume the processing efforts for each model 
remain constant throughout the simulation, which is not always 
true; when a model passes through a discontinuity point, for 
example, the model equations change abruptly and so does the 
processing effort. A more sophisticated partitioning algorithm 
may move models onto different processors during the sim­
ulation, although this in itself will require additional processor 
time to execute. The principle aim within the duration of this 
research is to develop a fast pre-processor, capable of near 
optimum model partitioning and parallel code generation.
Conclusions
A technique using transmission line methods (TLM) to model 
hydraulic pipelines has been developed to allow the convenient 
partitioning of component models in a hydraulic circuit sim­
ulation into parallel processes. Parallel operation is easily ac­
complished using transmission lines, as the topology of the 
circuit maps directly onto an array of processors. The prop­
agation delay in the lines modeled using TLM  allows com­
ponents to be numerically decoupled, allowing each model to 
proceed independently to the next time step; individual model 
input data is simply the output data of connected components, 
passed through a filter incorporating the wave delay, atten­
uation and dispersion of the fluid line. Accurate, but com­
putationally efficient models for simulating unsteady friction 
and cavitation have been developed using TLM  and verified 
experimentally, demonstrating that transmission line modeling 
techniques are an appropriate foundation for parallel simu­
lation.
The allocation of models onto processors (partitioning) for 
maximum speed increase is addressed and possible alternatives 
suggested, although this research has yet to be evaluated in 
practice.
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A P P E N D I X  1 
Recursive Approximation to Analytical Impulse Response
y ( t )  = j  C (/-X )u (X )d X
= ( C (X )« (f-X )d X  (A l)
Jo
The approximate impulse response (weighting function) is of 
the form:
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Therefore consider each element of the weighting function 
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Each component of the convolution after one propagation The second term of Eq. (A6) becomes: 
delay, T, is: /./
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ABSTRACT
This paper describes the application o f transmission line modelling with variable time steps. Simulation 
performance has been further enhanced by dividing the circuit simulation into separate sub-systems 
according to circuit connectivity and executing these partitions on different processors in parallel. A 
'master-slave' processor configuration was adopted, consistent with the use c f a centralized error and step 
size controller, ensuring the same results fo r single and multi-processor simulations.
The efficacy o f this approach has been demonstrated using an example hydraulic circuit simulation, using 
one, two. three and four processor configurations. Efficient parallel operation is shown to be highly 
dependent upon the relationship between communications (data tranffer) and component model processing 
within a sub-system, in conjunction with an acceptable balance o f computational loads between the 
respective circuit partitions.
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Transmission line modelling (TLM) of the pipelines in fluid power systems provides a unique mechanism 
for decoupling component models within a circuit simulation, due to the modelling of the propagation 
delay in the line [Sidell & Wormley, 1977][Krus et al, 1990][Burton, Edge &  Burrows, 1992]. The 4-pole, 
transmission line equations are shown in eq.(l).
p. P,  P .-Z Q .  -  ( < V Z v®W Q t)< -r i'/ *®
Q .— >-h---------------------------------------- 1- ' — Q» (1)
p , - z q ,  -
Figure 1 Symmetrical Transmission 
Line
where N(s) is a loss function dependent upon the type of friction modelled [Viersma, 1980].
Each transmission line termination is solved simultaneously with component equations that relate pressure 
and flow at each port of the component model. Completely self-contained models may be developed, 
which have the potential to be executed in parallel, as model inputs are delayed outputs from connected 
models. The symmetry of the transmission line equations enables component models to be linked 
consistently when building a circuit model.
Pipeline networks that connect several component models are handled using a junction (or node) model. 
The line junction is treated in the same way as any other component model. By summing the flows to zero 
and solving simultaneously with the transmission line ends connected to each junction port, explicit 
equations for junction pressure and the corresponding flows are obtained [Burton, Edge & Burrows, 1992]. 
The characteristic pressures (equal to P+ZQ for the lossless line) at the node are then transmitted to 
connecting component ports at the next time step.
For many hydraulic system models a simple capacitive pipeline model is sufficient to capture the salient 
dynamics. When using TLM to describe the pipelines the lossless form of the transmission line equations 
(N(s)=l) is used to isolate numerically each component model (pump, valve, actuator etc.). To achieve 
a capacitive approximation the line lengths are adjusted such that all components in the system are isolated 
by the same propagation delay, thus ensuring synchronisation between all component models in the system 
[Krus et al, 1990]. For constant line capacitance (C=V/BJ this is manifested by a corresponding change 
in line impedance (Z=pL/A=T/C). In order to reduce the effect of resonant oscillations associated with 
lightly damped wave propagation the low-pass filtering method of Krus et al [1990] has been employed; 
this is an approximation to the frequency-dependent friction evident in real fluid transmission lines.
As the simulation proceeds, any source of pressure difference between each end of a lossless transmission 
line must be due to the presence of the fluid inertance term (I=pL/A) implicit in the TLM solution. Any 
flow transient introduced into the system therefore results in a related transient pressure difference. Fluid 
inertance is representative of the physical system, although an excessive simulation time step may 
exaggerate its effect greatly, because the inertance is proportional to the square of the time step 
(I=pL/A=pc*T2/V).
The pressure error may be controlled by the TLM solver by changing the time step (line delay) during 
the simulation, whilst maintaining a constant capacitance, C. With the aim of reducing simulation run 
times, Jansson et al [1992] proposed a variable time step TLM solver based on this approach and the 
previous work of Krus, Weddfelt & Palmberg [1990] and Pulko et al [1990].
Burton 2
There are very significant non-linearities evident in fluid power system models, including discontinuities, 
such as valves opening/closing and actuator end-stop limits. For example, if an actuator hits its end stop 
the piston velocity and therefore the flows at each port will undergo an abrupt change. Such discontinuous 
flow transients may be detected by the step-size controller as a pressure difference. The time step is then 
reduced, or rejected accordingly to maintain this pressure difference within a predefined maximum limit, 
as described by Jansson et al [1992], In the scheme used here a central error controller monitors the 
pressure errors associated with all lines to determine the maximum step size allowable.
PARALLEL SIMULATION
Significant reductions in execution time for large-scale, complex hydraulic circuits are feasible using 
multiple processors. However, the partitioning problem (how models are assigned to processors) is non­
trivial. The number of processors and the nature of the partitioning results in many possible configurations. 
To obtain the optimum increase in performance the computational loads on each processor must be 
adequately balanced, whilst minimising the penalty associated with data transfer between processors. 
The use of a variable time step TLM  solver in conjunction with distributed processing should enable much 
greater simulation speeds, by both distributing the component models and using the maximum step size 





Figure 2 Master-Slave Process Configuration
A single master processor is dedicated to error control and step size selection, as well as executing some 
of the component models, whilst the other slave processors execute component models only. The slave 
processors communicate pressure errors to the master step size controller, which determines the step size 
for the entire simulation and therefore ensures synchronisation between processors. Delayed pressure and 
flow information (RHS eq.(l)) is still exchanged between all of the sub-systems directly, according to the 
circuit topology. The master process only collates the pressure errors in each transmission line and on the 
basis of the maximum error, determines if the current step is acceptable, or if the step is to be repeated 
with a smaller time step. In either case the error controller calculates an appropriate step size with which 
to continue, or repeat the computation, depending upon the relative magnitudes of past and present 
maximum pressure error [Hairer & Wanner, 1991). Jansson et al [1992] examined the use of different time 
steps in two different partitions on the same processor, communicating via shared memory. This approach 
required two separate step size controllers in each partition. However, severe oscillations in step size 
selection may result, as the step length controller attempts to synchronise the separate sub-systems at the 
communication time steps. This technique also requires the step size rejection capability to be deactivated, 
as a step must be rejected for every subsystem partition for the solution to be consistent numerically. Loss 
of the ability to reject time steps may impair accuracy, as fast transients and sharp discontinuity points
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may not be detected rapidly enough.
The use of a central error controller overcomes these difficulties, although the lime step size is then 
limited to that required by the fastest transient in the entire system. However, process synchronisation is 
always maintained and the results obtained from a multi-processor simulation will always be identical to 
those of a single processor. Moreover, as the time step is set throughout the parallel system model the 
efficiency of the partitioning arrangement chosen is less susceptible to variations in duty cycles in different 
parts of the parallel simulation. To achieve computational load balancing with a different step sizes on 
different processors would require the dynamic re-assignment of code during the simulation; with current 
multi-processing software this is not a very efficient process.
E X A M P LE  SYSTEM
In order to demonstrate the efficacy of this approach to parallel simulation, the circuit shown in Figure 
3 is used as an example to illustrate the partitioning problems encountered to achieve maximum 
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Figure 3 Example System
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This circuit is derived from a marine application, involving the operation of two actuators with meter-out 
flow control and an accompanying closed loop hydrostatic transmission circuit, powered via the vessel’s 
ring main. Most of the component models include significant non-linearities. The actuator model 
incorporates stiction and coulomb friction, in addition to the travel limits and a time-varying load force. 
These are also included in the hydraulic motor-load model (travel limits correspond to maximum and 
minimum cable lengths) combined with a time-varying braking force. Relief and check valve models also 
exhibit discontinuous behaviour, when opening/closing at a predefined cracking pressure, as well as uni­
directional operation. In addition, the directional controls include a square-law orifice model for the flow 
passages and a time-varying input position.
SINGLE PROCESSOR SIMULATION
For comparison purposes, two reference simulations were performed on a single processor using the two 
sets of valve duty cycles shown in Figures 4 & 5.
















Figure 4 Control Valve Duty Cycles
Time [s]
Figure 5 Alternate Valve Duty Cycles
The maximum pressure error permitted was 0.1 bar and a minimum allowable time step of lps was 
selected. Figures 6 & 7 show the variation in time step used by the TLM  solver and the corresponding 
pressure error. At points of severe discontinuity (actuator travel limits, valve position changes etc.) 
successive time steps are rejected until the minimum allowable time step is reached, as shown in Figure-6. 
The simulated actuator positions and length of cable extended by the winch are shown in Figure 8 and 
the corresponding pressures at inlet and outlet in Figures 9,10 & 11. The computational results presented 
here exhibit only minor differences from an equivalent circuit model developed using a lumped parameter 
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For the multi-processor study, the step rejection scheme was enabled and all sub-systems were 
synchronized, through the implementation of a central error controller, which sets the step size throughout 
the distributed simulation. The multi-processor simulation results are therefore identical to those obtained 
from the single processor computation.
The parallel computing hardware used consisted of an array of eight T800 transputers, including 2Mbytes 
available memory per processor (see Figure 12). To achieve the optimum increase in simulation speed 
nearest neighbour communications between processing elements is desirable. To achieve this the 
partitioned circuit must map directly onto the processor array. The software does permit the through- 
routing of messages via intermediate processors, but this is very much less efficient than communications 
over a single data link. The two, three and four processor configurations are shown in Figure 13. The 
master processor in each case is connected to the slave processors directly via the serial data links to 
ensure the fastest possible communications.
Figure 12 T800 TRAM 1
For the two processor simulation the actuator circuits were placed on one processor and the hydrostatic 
transmission on an adjacent processor. The step size controller was included in the latter partition. In the 
three processor parallel simulation the actuator circuits were separated and the step size controller placed 
onto the central actuator circuit to facilitate nearest neighbour data transfer between the respective 
partitions in a three processor chain. In the final four processor case studied the supply systems and 
directional control valves were placed onto the master processor, with the actuator and hydrostatic 
transmission circuits placed on separate slave processors.
Figure 14 shows the measured and ideal speed increase for the distributed simulations. [Note: the ideal 
speed increase for n processors is V ) .  The results for the alternate valve duty cycles are also shown for 
comparison, which indicates a marginal improvement in speed up and distributed simulation efficiency. 
(Other valve duty cycles not shown differed only slightly from the results given). Figure 15 shows the 
consequent distributed simulation efficiency, defined as speed up divided by the number of processors 
(ideal speed up).
4 x Serial data link
2 Mb Memory
T800 Processor
2 Processor 3 Processor 4  P r o c e s s o r

















Figure 14 Measured & Ideal Speed Up Figure 15 Measured & Ideal Parallel
Simulation Efficiency
An indication of processor load may be obtained by measuring directly the time taken to compute all 
component models in each partition every simulation time step. Figures 16a, 16b & 16c show the 
computational load balance measured for each processor, for the two, three and four processor simulations 
respectively, using the valve duty cycles of Figure 4. The master process in each case also has a relatively 
small overhead associated with evaluating the accuracy of the current time step and calculating the next 
time step.
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Figure 16c Four Processor Load Balance
Burton 8
DISCUSSION
The ideal speed up, equal to the number of processing elements, assumes zero time for communications 
between partitions and perfect balance of computational loads. In practice the data transfer between 
processors is a significant overhead and the relative computational efforts are difficult to determine when 
building the distributed simulation. Figure 14 clearly indicates the deviation of the measured from the ideal 
speed up for the example circuit. Figure 16a shows the different computational loads on both master and 
slave processors for the two processor simulation, measured in terms of the model calculation 
(computation) time per simulation time step. From Figure 15 the two processor parallel efficiency is only 
about 72 percent This reduction in performance must be attributed to the unequal processor loads 
(approximately 60:40), in addition to the penalty associated with data transfer between processors.
The three processor simulation gave the best performance increase. In this case, the computational loads 
were reasonably balanced (see Figure 16b), yet the communications requirement was not excessive. 
Figure-14 indicates that the use of four processors is off-set by the increase in data transfer time and the 
imperfect computational load balance between the master partition (supply system and valves) and the 
slave partition assigned the hydrostatic transmission (denoted Sj on Figure 16c). The re-partitioning to a 
four processor simulation scarcely influenced the computational load of the hydrostatic transmission sub­
system from that of the three processor case (denoted Sj on Figure 16b), in which case the consequent 
performance reduction was not surprising.
It is possible to partition this simulation further, but a distributed simulation in excess of five processors 
would require the use of virtual communications, because of the limitation to four serial data links per 
processor. Virtual communication necessitates processor hops, which is much less efficient than a direct 
data link. This configuration may be appropriate for even larger circuit simulations, but the increase in data 
transfer and the corresponding reduction in computational load per processor would reduce the 
performance. For satisfactory performance the ratio of model computation to data transfer must be large, 
although this is difficult to quantify using the currently available transputer utilities.
Computational load balancing is a very important factor when partitioning TLM based simulations, 
because of the nature of the simulation technique. TLM computations require all component models in 
the simulation to be executed before progressing to the next time step, thus no single partition may be 
more than one time step ahead of any other partition. Consequently, all partitions in the distributed 
simulation are ’locked-linked’; that is the computational speed is dependent upon the slowest partition. 
Fortunately, the data transfer requirement is typically small (only a few bytes), consisting of the 
characteristic pressures, line end pressures, step size and control information (step accept/reject). The data 
bandwidth is small, although the frequency may be quite high. Through the use of a software environment 
that generates bootable transputer object code, without the need for a transputer operating system, the 
communications penalty has been kept low.
The new generation of T9000 development transputers (not yet released) should enable much improved 
simulation speeds, as a result of increased processor power and data link speed, in addition to an 
anticipated maximum of six links per transputer. This hardware should facilitate a fast and efficient multi­




R E F E R E E D  C O N F E R E N C E  p u b l ic a t io n
B u r to n , J D ^ ,  E d g e  K A , B u rro w s  C R ^ .
A n a ly s is  o f a n  e le c t r o -h y d r a u lic  p o s itio n  c o n tro l s e r v o -s y s te m  u s in g  
tr a n s m is s io n - l in e  m o d e ll in g  (T L M ) .
2 n d  J H P S  In te r n a t io n a l S y m p o s iu m  o n  F lu id  P o w e r , J a p a n , p p  5 0 7 - 5 1 4 ,  S e p t  
1 9 9 3
t  Co-investigator/academic colleague 
#  Research assistant under supervision of co-investigators
7 0
A n a ly s i s  o f  a n  e l e c t r o - h y d r a u l i c  p o s i t i o n  c o n t r o l  
s e r v o - s y s t e m  u s i n g  t r a n s m i s s i o n - l i n e  m o d e l l i n g  
( T L M )
JAM ES D  BURTO N K E V IN  A ED G E C L IF F O R D  R BURROW S
Fluid Power Centre 
School of Mechanical Engineering 
University of Bath 
Bath, UK
ABSTRACT
This paper assesses the potential of a transmission-line modelling approach to the dynamic simulation of electro-hydraulic systems. 
Numerical models are developed for the case of an electro-hydraulic position control system, which forms the basis for a 
comparison between lumped parameter integration techniques and distributed parameter wave equation modelling using TLM. 
The selection of simulation time-step for the TLM case and the effect on results is discussed. Potential difficulties simulating both 
analogue and digital controllers are investigated and recommendations made for selecting appropriate simulation parameters. In 
addition, the effects on simulated behaviour of different line models, ie. compressibility-only and distributed friction models, is also 
examined.
KEYWORDS Transmission-Line Modelling, Electro-Hydraulic Systems, Simulation
NOTATION
A Pipe cross-sectional area X Position
B Fluid Bulk Modulus Z Line impedance
C Characteristic Pressure z. Line surge impedance, P clA
c Acoustic velocity
Pump/Motor loss coefficient A Fixed time step for TLM simulation
Viscous friction 6 Angular position
D Pump/Motor Displacement M Fluid dynamic viscosity
d Demand signal P Fluid density
E Controller error signal T Time constant
f Function of. Feedback signal 0) Angular speed
J Inertia
K Valve flow-pressure gradient. Gain Subscripts
N Fluid line loss function a Transmission-line end a
P Pressure b Transmission-line end b. Boost
Q Flow c Cracking
r Transmission reduction ratio e Effective
s Laplace operator f Coulomb friction
T Wave propagation time. Torque 1 Integral, Integer









s Shaft, Servo, Slip






In this paper a technique is presented for the simulation of 
hydraulic control system performance incorporating the 
transmission-line modelling (TLM ) approach for hydraulic lines 
[1][2 ]. An electro-hydraulic position control system outlined in 
Figure 1 is used as an example to evaluate and compare the 
method with established lumped parameter numerical 
integration techniques and to examine possible problems in 
modelling analogue and digital controllers. The motivation for 
this work is to demonstrate the effectiveness o f the TLM  
method in solving flu id  power problems, by encapsulating all 
relevant calculations w ithin a particular component model, 
including numerical integration. Such an approach avoids the 
need for a highly complex, centralized integrator capable o f 
solving numerically s tiff differential equations [3] and, 
although not specifically considered here, such an approach is 
inherently suited to parallel processing [4]; each component in 
the system is numerically isolated by at least one propagation 
delay, equal to the integration time step, allowing the sub­
systems to become decoupled.
Components such as pipe junctions, pressure or flow sources, 
restrictors, valves, actuators etc. are governed by combinations 
o f algebraic, discontinuous and differential equations. Bi-linear 
transformation (equivalent to trapezoidal integration) is used to 
solve the component differential equations.
To obtain an explicit solution at each time step, equations 
relating pressure and flow  at each component port are solved 
simultaneously w ith the transmission-line wave equations that 
represent the flu id  lines connecting component models in the 
system. The 4-pole, transmission-line equations are given by 
eq.(l), where N(s) is a loss function dependent upon the type 
of friction model employed [5].
p. - Z . y / N W)Q. - (P, * Z.4m
p t  - .  ( p . .  z , M )  o ,) < ‘w s ®
In the time domain it is generally possible to develop two
transmission-line end equations o f the form:
P a - Z . Q ' - W - T )
-  Z0Q. -  C J f-T )
Where T is the wave propagation time, L/c. Pressure and flow 
at one end o f the line is related to the past time history of
pressure and flow  at the opposite line end; this past time-
history is referred to as the characteristic pressure, denoted C.
HYDRAULIC  TRANSM ISSION-LINE MODELS
For a lossless pipeline N(s) in eq .(l) equals unity; the 
characteristic pressures are then simply:
Cm(t-T ) -  Pa(t-T) ♦ ZaQ Jf-T )
Cb(t~T) -  Ph(t-T) ♦ Z0Qh(t-T)
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Figure 1 Electro-Hydraulic Position Control System
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duration T, which decouples the component models that form 
the numerical simulation.
Compressible Pipeline
For the lossless case, an approximation to a compressible 
pipeline is obtained by setting the transmission delay, T, to the 
global integration time-step, A. This implies a modified line 
length and consequently the pipe cross-sectional area must be 
adjusted to compensate, thereby ensuring correct modelling of 
compressibility effects, as the capacitive term (V/BJ remains 
constant. The time-step A must be relatively small, otherwise 
the line dynamics will become excessively distorted due to the 
inertance term (pL/A) becoming dominant However, some 
fluid inertance is always present and is a realistic effect.
If  unrealistic resonant effects are to be avoided, low pass 
filtering of the characteristics is useful and, in fact, 
approximates the frequency-dependent damping evident in 
actual pipelines. The filtering method described by Krus et al
[6] has been used in all of the simulations presented in this 
paper.
Long Lines
In this case the line may be effectively discretized into an 
integer number of integration time steps, retaining the actual 
line delay, T. Various line models are possible, ranging from 
distributed friction approximations [7] to frequency-dependant 
friction algorithms incorporating convolution integrals of the 
complete characteristic time history [2]. The distributed friction 
line model proposed in [7] is used in this paper.
THE APPROACH TO SYSTEM SIMULATION
A complete system simulation is facilitated by linking the 
various component models together within a control program, 
which inter alia calls the models in a pre-defined sequence. 
Component simulation data required for plotting are also 
manipulated and stored for later inspection.
Information transfer between connected models is handled 
differently, depending upon the type of component port, in this 
case either hydraulic or signal ports. Signals are uni-directional 
and are therefore propagated from one model to the next 
instantaneously, achieved by ensuring that the correct call 
sequence is observed. This sequence is:
1. Controller input demand duty cycle (signal input to 
controller)
2. Motor-gearbox-load model (velocity &  position 
transducer signal)
3. Sample & Hold (digital controller only)
4. PI Controller (demand and feedback signals in and swash 
servo signal output)
5. Variable Displacement Pump (swash servo input)
6. Other components (arbitrary order)...
Inputs to hydraulic ports are delayed characteristic pressures 
and are thus unaffected by the call sequence, except, of course, 
if the component also has electrical signal links. Initial values 
for the characteristic pressure at each hydraulic port must be 
specified to initiate the calculation process and this is normally 
achieved by setting a constant pressure starting condition (zero 
initial flows). In addition, due to the unique flow symmetry of
the transmission line element, hydraulic component ports may 
be linked consistently, as the characteristic pressures which 
couple the hydraulic ports are scalar quantities.
Although not directly relevant to this investigation it is 
important to be able to model cavitation; a suitable approach 
based on column separation is described in [4].
COMPONENT MODELS 
Hydraulic Components
For each component connected between transmission-lines, the 
following system of equations must be solved. [Note: the 
modelling convention used is such that each component port is 
connected to a transmission line at end a]
The component equation:
q . - / ( * . )
[where the bar denotes a vector quantity]
(4)
and the transmission-line end equations at each component 
port
P . -  Z0Qm -  Cke - f  (5)
The component equation is solved simultaneously with the 
transmission-line end equations at each port of the component, 
whilst ensuring that the flow convention is observed. The 
symmetrical configuration (positive flows into each end of the 
line) is essential, as the component ports of models in a system 
may then be linked consistently.
The following hydraulic components are used in the simulation 
of the example electro-hydraulic circuit, shown in Figure 1.
Junction Model. To assemble circuits of the complexity 
required in most real applications, junction (node) models are 
needed. Taken in conjunction with the compressible line 
approximation, the junction model represents an equivalent 
fluid volume with multiple (in this case three) ports. Figure 2 
is an example of a 3 port node.
Hydraulic Junction
Junction equations: 3
H Q u -  0  (6)
<•1
Transmission-Line equations (1=1, 2,3):
P,a ~ W u ,  "  Clke ' Tt (7)
Solving simultaneously to obtain the junction pressure:
i - E i  <8)t-1 zt 1-1
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and subsequently for the flow at each port (i=l, 2,3):
<?- - j (pj - C , C D
The characteristic pressures at each port are
then propagated as inputs to connecting models for the next 
time-step, t+A. These equations are easily extended to 
incorporate any number of ports.
Relief/Check Valve Model. The simplest model of a relief 
valve, or check valve (Figure 3) assumes that the valve 
dynamics are instantaneous. For this type of model the valve 
is uni-directional and no flow across the valve takes place until 
the differential pressure exceeds the cracking pressure, Pc. A 
linear flow-pressure characteristic of gradient K is assumed 
once the valve has cracked open.
Figure 3 Relief Valve Model
Transmission-line end equations at each valve port:
P -  C1le ,n  
,-»n
(10)
-  < V ,T7 + V v
Equations relating valve flow to differential pressure are:
<?V -
Flow is determined explicitly by substitution of the pipe-end 




K(Clbe- -  C2be ~ p c)
l+ jq Z j+ Z j)
(? ,-o
(12)
Valve port pressures and characteristic pressures are then 
readily determined from Q,.
Motor-Gearbox-Load Model, This is a lumped-distributed 
model of a hydraulic motor, with leakage and friction losses 
[8], coupled via a rigid shaft to a reduction gearbox and an 
inertial plus viscous load (Figure 4). The distributed part of the 
description refers to the hydraulic ports (transmission-line ends) 
connected to a lumped model of the motor mechanism, gear 
reduction and load. To obtain a discrete solution the lumped 
component must be solved simultaneously with the line ends. 
The differential equation describing the load is converted to an 
implicit difference equation using bi-linear transformation, 
equivalent to trapezoidal integration; the resulting equations are 
solved algebraically, as before.
Motor ideal flow plus leakage flow:
Qm ~ Dm*m
c Di  m (13)
TL,T ,
Qu
Figure 4 Hydraulic Motor-Gearbox-Load Model
Motor Torque, including coulomb and viscous friction losses:
(14)
Idealized transmission (lossless, infinitely stiff & zero 
backlash):
T  -  T  ri  m
Line-end equations at each port:
-  c „ « " n  -  z , q ,
P  m C « ' , n  r 2«
Mechanical load equation:




First, derive an expression for the motor differential pressure:
„  i F w -C u J - rD .o .tZ ,* ^ )
[r i . - r 2s) „  nc D
1 *  F x ' V t - Y
(18)
Further algebraic manipulation of the above equations results 
in an expression for output shaft speed:
Js  w. -
1 ♦ (ZI+^ ) ',° m
.  CvDm>r> .  eL
c D 
1 +
t l  -  T g S g n (o M)




Subsequently, it is quite straightforward to apply the bi-linear 
transform and obtain a form suitable for digital computation of 
to, and 0,. Back substitution gives (P„-P*), Q*, T„ Ta and 
finally P„ and P„. The characteristic pressures, Q , = Pu- 
Z1Qb and Cu = Pj,+ZjQb, are then calculated for propagation 
to connecting component ports at the next time step.
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Controllers and Elcctro-Hvdraulic Components 
For the circuit considered in this paper, components such as the 
motor-load (incorporating transducer signals), the controller 
(including the demand duty cycle) and the swash-controlled 
variable displacement pump all involve the transmission of 
electrical signals. The motor-load model calculates the output 
shaft acceleration, velocity and position. The velocity and 
position are transmitted as instantaneous signals to the 
controller model, which in turn operates on these signals to 
provide an instantaneous output signal to the pump swash 
controller. Signal propagation is achieved using die correct 
component model call sequencing within each time step. 
Conversely, hydraulic port connections are provided with 
output characteristic pressures from the ports of connected 
models, calculated at the previous time step.
Proportional plus Integral (PI) Controller. The controller 
shown in Figure 5 has an input demand signal d and a 
feedback signal f. For the example system f, is the sum of the 
position and velocity feedback signals, provided by the motor- 
load model. Ec refers to the compensated error, propagated 
instantaneously to the pump swash controller.
Xsh









Sample & Hold. For the case of the digital PI controller 
model a sampling mechanism is required. This is achieved 
numerically by holding the control signal for n fixed time steps 
of duration. A, resulting in a sampling interval of nA.
Variable Displacement Pump. This model (shown in Figure 
6) assumes that a constant speed prime mover drives a pump 
incorporating friction and leakage losses [8]. The pump model 
is bi-directional and incorporates the dynamics of a swash 
servo, represented by a first order lag. Pump inlet and outlet 
are modelled as transmission-line ends. The input to the swash 
servo is provided instantaneously by the controller output, at 
each time step.
Pump swash servo mechanism:
v*»
(24)x r  -
X tKAs
XmS ♦ 1
The pump flow equation, including losses:
<?, -  -  C- ^ ( P u - r » )
Transmission-line end equations at each port:





Variable Displacement PumpFigure 6
X.ta
p  .  r  *-*n  r u  '~2bC
Hence, the pump flow, Q,, in terms of the characteristic 
variables, Clk and C^:
X T D 'O "  -
<?,------------------------* ----------    (27)c,D_
1 -
After transformation into discrete time, Xs“* and subsequently 
the other model variables, Qp> i*ut P]«i C|, and C], may be 
evaluated at each time step.
SIMULATIONS
The numerical experiments to be considered examine the 
response of the system (Figure 1) to a step in positional 
demand from zero to 180s. All state variables, eg. line end 
pressures, line end flows, displacements, velocities and 
accelerations were initialized to zero.
The parameters used for the simulation study, given in 
Appendix 1, serve only as an example to illustrate the different 
modelling approaches.
DISCUSSION
Lumped Parameter and Distributed Parameter (TLM) 
Simulation (Analogue PI Control)
Figures 7a to 7c give some of the salient response 
characteristics of the TLM circuit model, using a small time 
step of lOps. Figure 7a shows the smooth positional response 
of the inertial load to a the step change in demand. Time 
responses for the fractional pump displacement and the 
pressure at the hydraulic motor inlet are given in Figures 7b 
and 7c, respectively. The results are virtually identical to those 
obtained from a lumped parameter simulation of this system, 
obtained using the Bathfp package [3]. A ten-fold increase in 
the TLM simulation step size to lOOps had negligible effect on 
the nature of the predicted behaviour. However, much larger 
time steps, of the order of 1ms, or greater, result in significant 
deviations. For these time steps the transmission lines no 
longer represent compressibility approximations, but include 
significant inertia effects; they are therefore no longer 
comparable to the lumped parameter results.
If the line delay is such that the step size is too large, it is
5 1 2
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Figure 7b Pump Swash Ratio [] vs. Time [s]
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Figure 7c Motor Inlet Pressure [bar] vs. Time [s]
U>"  I 11 "  I ■ | M  I M  M l I | I M I I .......................    ' I '
1 2 3
Figure 8 M otor In le t Pressure [bar] vs. Time Is]: 
10m D istributed F riction Lines
xlO
1 2 3
Figure 9 M otor In le t Pressure [bar] vs. Time [s]: 
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possible that rapid transients occurring at either end o f the line 
w ill be "sampled" at too low a rate, leading to distortion. To 
understand the introduction o f this distortion due to false inertia 
effects, it  may be helpful to consider the transmission line as 
the sum o f a lumped compressibility term (V /B J and a lumped 
inertia term (pL /A  = pc*AVV). The additional pressure due to 
the flu id  inertance is the product o f the inertia term and the 
total rate o f change o f flow  in to  the line. Thus very rapid flow  
transients, coupled w ith a high flu id  inertance w ill result in  a 
correspondingly large and incorrect pressure change.
In the system studied here, the shortest line length was 0.67m, 
corresponding to a line delay o f 0.67ms. According to the 
simulation test results, a time step less than, or equal to about 
one tenth o f the shortest line delay appears to be a convenient 
and reasonably conservative starting point fo r step size 
selection. The flu id  inertance term, proportional to the square 
o f the time step, is in  this case, like ly  to be negligibly small 
and the compressible line approximation is therefore valid. 
Furthermore the "sampling" interval is then sufficiently small 
in  relation to the modelled line dynamics to avoid distortion. 
A lternatively, the line may be discretized and modelled as a 
distributed friction  line (w ith some computational overhead). 
This ensures a higher "sampling" interval, in  addition to more 
accurate modelling o f wave effects in the line.
T LM  D istributed F ric tion  Line Model 
A  10m distributed friction transmission line was introduced 
either side o f the hydraulic motor model, w hilst a ll other lines 
were modelled by capacitive approximations. A  simulation time 
step o f lOps was used, to avoid distorting excessively the 
compressible line elements in the system. The additional 
transmission delay (approx. 10ms) introduced by the distributed 
friction line did not adversely affect the predicted load motion, 
but previously unmodelled wave effects were introduced into 
the motor in let pressure response (Figure 8).
D ig ita l PI C ontro ller M odel
For the digital controller two digital sampling rates were 
considered. A  simulation time step o f lOps was used in each 
simulation. The results fo r the 10ms sampling interval were 
indistinguishable from those given in Figures 7a to 7c. 
However, w ith a sampling period o f 50ms, the system was 
unstable. This instability is clearly exhibited in the motor inlet 
line pressure response, shown in Figure 9. L ittle  deviation in 
these results is observed w ith an order o f magnitude increase 
in time step (A = lOOps). Further orders o f magnitude increases 
in time step (>= lm s), however, invalidate the premise o f 
compressibility-only lines and the results are, therefore, no 
longer comparable. The dynamics o f the line system change 
significantly w ith the larger time steps.
When using dig ita l controller models w ith TLM  circuit 
simulations it is prudent firs tly  to verify the dynamics o f the 
equivalent analogue circu it model, using a sufficiently small 
time step in accordance w ith the above guidelines. The digital 
sampling interval must then be an integer m ultiple o f this time 
step.
CONCLUSIONS
transmission-line simulation methods to hydraulic system 
modelling, including systems w ith control elements. 
Provided that component models are called in  the correct 
sequence, electrical signals may be propagated 
instantaneously between component models.
2. There is a close sim ilarity between the TLM  solution and 
the lumped parameter test case, despite the very significant 
modelling differences. The transmission line approach, 
however, has clear advantages in  simulating wave 
propagation effects, as the transmission delay, realistic 
flu id  inertia and distributed fric tion  are incorporated as a 
consequence o f the modelling technique.
3. For fixed time step transmission-line simulation the global 
simulation tim e step, A, m ust be sufflciently small to 
match the compressible effects in  the line to an acceptable 
level o f accuracy. From the simulation studies A=T/10 fo r 
the shortest line length is a convenient and reasonably 
conservative heuristic, to ensure adequate "sampling" o f 
system dynamics and to minim ise the effect o f flu id  inertia 
in the case o f the compressible line approximation. This 
time step may need adjustment to accommodate distributed 
friction lines and dig ita l sampling models, which must 
operate over an integer number o f time steps.
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APPENDIX 1 S IM U LA TIO N  PARAMETERS
pump/servo: motor-load: lines: controller:
Dp = 100 [ml/rev] r = 20:1 Lr = 4+10 [m] Kh *  1
x, = 75 [ms] J = 15 [Kg m1] d, = 25.4 [mm] = 1/180
c. = lxlO"* D . = 50 [ml/rev] Lr = 4+10 [m] K ,=  l
G)^  = 1500 [rpm] c, = 2x10-* dr = 25.4 [mm] K, = 2
cL = 50 [Nm/rpm] Lk = 3J [m] K* = 1
cross-line relief valves: c. = 8.4e5 dk = 25.4 [mm] K, = 0.8333
Pc = 150 [bar] Cr = 0.02
K = 600[l/min/bar] T , = 0 [N m ] V, = 7094 [ml] boost flow:
Tl  = 0 [N m ] Vr = 7094 [ml] Qk = 1 [1/min]
check valves: Vk = 1687 [ml]
Pt = 0 .5 [bar] tank: B. = 8900 [bar] boost relief:
K= 100 [1/min/bar] P, = 0 [bar] Pc = 15 [bar]
K s 600[ I/m in/bar]
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ABSTRACT L Pipe length
This paper describes research into a distributed processor M Mass
scheme for time-domain simulation of hydraulic circuits, n Integer
ultimately for use in real-time applications, involving control and P Pressure
on-line condition monitoring. The approach adopted uses Q Flow
transmission line models of the pipelines as a means of 
decoupling the system components and implements the concepts 
developed in the authors’ preliminary work [Burton, Edge & s Laplace operator. Actuator stroke
Burrows 1992]. T Wave propagation time, Ljc
To assist this study a simulation program generator has been t Time
developed which links models of relevant components contained ▼ Velocity
in a library. The program is executed on a multi-transputer V Pipe volume
platform. Using this facility, a study has been undertaken to X Displacement
assess the most appropriate number of processors and best Z Line characteristic impedance p
circuit partitioning strategy for the case of a particular hydraulic 
circuit From this investigation, partitioning guidelines are A Simulation time step
proposed. P Fluid density
NOMENCLATURE
Subscripts
a Line end ’a’
A Area b Line end ’b’
B Bulk modulus c Cracking
C Characteristic pressure, Capacitance e Effective
c Acoustic velocity p , Viscous friction f Coulomb friction
d Pipe diameter k Spring
F Force L Load force
f  Function R Resistive force (opposes motion)
i Integer S Stiction force
K Flow-pressure valve constant Spring rate V Valve
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RGURE 1 ACTUATOR CIRCUIT
INTRODUCTION
The simulation of complex fluid power systems often results 
in unacceptably long computer execution times, partly because 
of the close coupling between component models. This coupling 
may result in numerically-stiff differential equations, which 
ideally require special numerical integration algorithms for their 
solution [Richards et al 1990]. An alternative approach is to 
decouple me component models in a circuit simulation, utilizing 
the inherent propagation delay modelled by a transmission line. 
The benefits o f this approach, which are well documented 
[Sidell & Wormley 1977][Johns & O’Brien, 1980][Boucher & 
Kitsios, 1986][Krus et al 1990], include potentially significant 
reductions in execution time. However, further reduction in the 
time for simulation is possible through the use o f Transmission 
Line Modelling (TLM) combined with parallel processing: a 
system may be divided into a group o f connected sub-systems, 
each simulated on a single processor as part o f a multi-processor 
array.
In this paper a TLM approach to multi-processor simulation o f
hydraulic systems is presented, with particular reference to the 
circuit shown in Figure 1. This example circuit, which involves 
the synchronized operation o f two cylinders, is particularly 
demanding on processor time, when using classical numerical 
integration methods to solve the highly s tiff system differential 
equations (die ODE solver LSODA [Richards et al, 1990] used 
over 6300 seconds run time on a Sun Sparc 4/370 workstation, 
for only 2.5 seconds simulation time). Consequently, it 
represents an ideal case study with which to examine the 
potential benefits of a TLM based multi-processor simulation.
This paper outlines the approach to the development o f 
component models for the actuator circuit, shown in Figure 1, 
and goes on to examine in detail the partitioning o f these models 
onto separate processors to reduce execution time.
THE TLM APPROACH
In order to illustrate the approach to modelling, it is 
convenient to consider a lossless transmission line.
2
p . - z Q. -  -  < V ''r
P>-ZQb -  (P ,* Z Q ,) f7 -  c„«’ r
where C , and Cb are defined here as characteristic pressures 
and Z=pc/A.
The symmetry o f this configuration (positive flows into the 
transmission line) results in identical equations for each end o f 
the line. A  TLM  component model is developed by combining 
the component equation (pump, valve, actuator etc.) w ith the 
transmission line equation at each port o f the component. The 
symmetry o f the line equations ensure* that the component 
models are linked together consistently to form a system model. 
Inputs to a TLM  component model are delayed outputs from 
connected models (characteristic pressures) and are therefore 
decoupled in time.
Krus et al [1990] have demonstrated that in  order to achieve 
a global time step fo r the simulation, it  is convenient to "adjust" 
the lengths o f the transmission lines, such that a ll lines have the 
same propagation delay, A. Provided that compressibility effects 
are dominant, the line may be considered predominantly 
capacitive (V /B , constant). In  this case the pipe length, L , may 
be adjusted such that L=cA, where A is the simulation time step; 
the pipe cross-sectional area, A , is correspondingly altered such 
that A=V /L. This line model distorts the inertia term (pL/A ) 
due to the change in transmission delay. However, this distortion 
is acceptable provided that fee line inertia contribution remains 
small in  comparison w ith the capacitive term. Line discretization 
(sub-division o f a line into a series o f smaller elements) is only 
necessary i f  the time delay is appreciable.
Lossless transmission lines introduce undamped resonances. I f  
unrealistic resonant effects are to be avoided, low pass filtering 
o f the characteristic pressures is necessary, which approximates 
the frequency-dependent damping evident in actual pipelines. 
The filtering method described by Krus et al [1990] has been 
used in the simulation study o f the example circuit.
Consideration o f a ll fee components connected to transmission 
lines, requires a system o f equations to be solved. Using fee 
convention feat each component port is connected to a 
transmission line at end a, we have fee component equation:
« .  - f {p . )  o)
[where fee bar denotes a vector quantity]
and fee transmission-line equations at each component port:
Pa -  ZQa -  (3)
It is then necessary to solve simultaneously fee component 
equation w ife fee transmission-line equation at each component 
port. The development o f models for a range o f components and 
fee approach required for their solution, have been dealt w ife in 
other publications [Burton et aL 1992,1993]. Burton et al [1992] 
also discusses the use o f a void tracking algorithm for modelling 
vaporous cavitation.
Components in Figure 1 which have not been previously 
considered comprise fee directional control valve, the flow 
divider and fee actuators. For completeness, details o f how these 
components have been modelled w ill now be discussed.
COMPONENT MODELUNG 
D irectiona l C on tro l Valve M odel
The model o f a directional control valve is a fa irly simple 
extension o f fee orifice model, described by Burton et al [1992]. 
For each valve position a reference pressure drop and 
corresponding flow  are specified, to determine fee square-law 
orifice coefficient fo r each port combination. Proportional 
control o f the valve may be incorporated by assuming a linear 
variation in orifice coefficient, equivalent to a linear change in 
annular flow  area across fee valve spool.
F low  D iv ide r M odel
The flow  divider is modelled by extending the motor model 
[Burton et al, 1992]. I f  two motors are linked by a common 
shaft then fee torques provided by each motor may be solved 
wife fee combined equation o f motion fo r fee shaft dynamics, 
resulting in an overall transfer function fo r shaft speed. An 
explicit time-difference equation for digital computation o f fee 
resultant differential equation is obtained using the bi-linear 
transform. Substitution o f fee shaft speed at each time step 
enables calculation o f pressure and flow  at each motor port and 
the respective motor torques.
R elief Valve M odel
The relief, or check valve model (Figure 2) assumes feat fee 
valve dynamics are instantaneous. For this type o f model fee 
valve is uni-directional and no flow  across the valve takes place 
until fee differential pressure exceeds the cracking pressure, Pf. 
A linear flow-pressure characteristic o f gradient K  is assumed 
once fee valve has cracked open. Transmission-line end 
equations at each valve port, taking account o f flow  sign:
ru -  -A<?,
(4)
p* .  ■
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FIGURE 2 RELIEF VALVE MODEL
Equations relating valve flow to differential pressure are:
(P l . - P u ) > P c  <?v '
P u ‘ * u ) * * c  < 2 v *  0
(5)
Flow is determined explicitly by substitution o f the pipe-end 
(characteristic pressure) equations into the valve equation, as 
follows:
1 + (6)
The valve port pressures and characteristic pressures are then 
readily determined from Qr
P ilo t O perated Valves. The above analysis also holds for 
p ilo t operated relief and check valve models. However, the valve 
opening condition is modified to account fo r p ilo t operation 
from a third component port (port 3), instead o f die differential 
pressure across the valve. When the p ilo t pressure exceeds the 
valve cracking pressure the valve opens and the calculation 
proceeds, as before.
The p ilo t port is modelled as a transmission line w ith a 
blocked end at the valve, corresponding to zero flow  at the line 
end. The pilot pressure, therefore, is equal to the characteristic 
pressure ( if  the valve is piloted open). The zero flow
condition is a reasonable modelling assumption, as the flow  at 
the p ilo t port w ill be negligible.
D iffe re n tia l Area A c tua to r M odel
This model o f a differential area actuator includes the 
integration o f two internal state variables (velocity and 
displacement) and accommodates discontinuities at the end 
stops, stiction effects, and when the load contacts, or loses 
contact with a linear spring. Figure 3 shows a schematic o f the 
actuator.
Transmission line end equations at the piston (accounting for the 
sign notation relating piston velocity to line end flow ):
p t mCib e ~*A- z iQ i
(7)




Piston equation o f motion. 
W ithout spring force (x<x*):
P - P 2A2~Fl - Fm-2- - c v  -  Mt sv (9 )M
Including spring force (x>=xK):
Displacement:
V-SJC (11)
Solving die line, flow  and relevant equation o f motion, the 
following equations are obtained.
W ithout spring force (x<xK):
Cu<r’M , - C a f ‘ ‘A , - ( Z ,A
Including spring force (x>=xK): 
Clhe ^ A l
(12)
(13)
The above equations o f motion are solved using bi-linear 
transformation to obtain a pair o f discrete time-difference 
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End Stops. When the actuator displacement from the fu lly 
retracted position, x, is less than, or equal to zero, the piston 
displacement, velocity and acceleration are set to zero. Similarly, 
when the displacement is greater than, or equal to the stroke 
lim it, s, the displacement is set to the stroke lim it and the piston 
acceleration and velocity set to zero.
Stick-Slip Modelling. Suction in actuators (due mainly to 
polymeric piston and rod seals) is modelled using a simple 
discontinuity region. I f  the piston speed, v, is within a suitable 
tolerance band ( ± lm m /s ,  say) and the net piston force is less than 
the static fricdon (sdction) force, Fs, then the piston is stationary 
(velocity and acceleration set to zero). I f  the net piston force 
exceeds static friction, then motion starts and the static frictional 
force replaced by a (usually smaller) dynamic friction force, F„.
Variable Piston and Rod End Volumes. The variable 
volumes either side of the piston are handled by inclusion with 
the connecting transmission line volumes, through modification 
the respective transmission line impedances. This modification 
of the line impedance has to take place whilst the characteristic 
pressures are being propagated between component ports and 
necessitates compensation of the characteristics to maintain the 
total pressure and total flow in the line. This is also a useful 
technique for incorporating variations in bulk modulus.
CIRCUrT SIMULATION 
Circuit Operation
In this circuit, the coupled motors attempt to divide the flow 
equally between each actuator, during extension and retraction.
The two supply pumps operate together in itia lly, providing 
maximum flow to the actuators. Once a preset pressure is 
reached the larger capacity pump is unloaded, via the pilot 
operated relief valve. The smaller pump continues to supply 
flow  at the higher pressure until either the directional control 
valve position is altered, or the high pressure relief is activated. 
This arrangement lim its the maximum power required from the 
prime mover.
One of the drawbacks o f this circuit is the inability o f the flow 
divider to supply exactly equal flows. Different leakage rates 
result in different supplied flows. It is the function of the relief 
valves connected to the actuators to re-synchronise the actuator 
positions, at the end o f the stroke.
Single Processor Simulation
The salient parameters used in the following simulations are 
identified on Figure 1 and listed in the Appendix.
A single processor simulation study was first performed to 
validate the TLM approach. An equivalent lumped parameter 
simulation was also built for this purpose, using the multi-step, 
variable order s tiff numerical integration algorithm LSODA 
[Richards et al, 1990], with discontinuity handling. It must be 
noted that the lumped parameter line models used were o f the 
purely capacitive type:
*F ‘ i £ o , c  = XB.
(14)
Conversely, the TLM line incorporates a propagation delay 
equal to the simulation time step and hence a (small) fluid 

















°0 05 1 15 2 15
Time [s]





0 4  -
0.7 -
Relative °* ' 








Time Step [ps] (Log Scale)
RGURE 5 NORMALIZED TLM RUN-TIME AS A FUNCTION OF TIME STEP
6
too large a time step is used, however, the system dynamics 
may become distorted due to a combination o f excessive inertia 
and ’'sampling” o f the characteristics at too low a rate. Each 
simulation run involved the prediction o f behaviour over a 2.5 
second operating cycle, in which the actuators were extending 
against a spring load.
As an example o f the predicted transient behaviour, the 
velocities o f the two actuators arc presented in Figure 4. 
Simulations were repeated for a number o f TLM step sizes: only 
very small differences were noted between the lumped and 
distributed simulation predictions, even when using a TLM time 
step of lOOps. Some evidence o f wave propagation effects were 
apparent on close inspection, although these superimposed 
transients are rapidly damped, because o f the low-pass filtering 
used in the TLM compressible line model.
Figure 5 shows the variation in the single processor TLM 
simulation speed as a function o f the fixed time step used. The 
transmission line simulations are normalised against the lumped 
parameter simulation. From the figure, even the lps step size 
requires only 85% of the CPU time required by the lumped 
parameter equivalent.
DISTRIBUTED SIM ULATION
Conceptually, parallel operation o f the TLM simulation is 
straightforward, as the transfer o f characteristic pressures 
between models either takes place locally on the same processor, 
or with models running on other processors.
With a limited number o f processors and the time delay 
associated with transferring data between them (latency), groups 
o f connected components should be partitioned together. Local 
data transfer is very efficient, as information is exchanged using 
shared on-chip memory. The number o f processors, the balance 
o f computational loads between processors and the overall ratio 
o f computation-to-communication time w ill dictate the overall 
performance of the distributed simulation.
Hardware
The system hardware consists o f a Sun 4/370 host machine, 
which supports a 4x2 TRAM (Transputer plus 2 Mbytes RAM) 
T800 processor array. Each TRAM incorporates a maximum of 
four serial data links, to enable data transfer between the 
processing elements.
Software
GENESYS is a transputer operating system, which provides a 
UNIX-like interface together with a transputer C compiler and
library routines to facilitate message passing between processes 
running on the transputer array.
Various levels o f message passing are possible, which trade 
flexib ility and ease o f use against message passing speed. The 
most flexible transport procedure allows transparent message 
passing, ie. message passing which may involve several 
processor transfers, at a very significant time penalty. The 
partitioned simulations discussed below were in itia lly  undertaken 
using these functions, but caused the overall simulation to 
execute slower than the single processor simulation! 
Consequently, nearest neighbour communications between 
processors, using very low level data transfer functions were 
used subsequently.
Partitioning
The circuit of Figure 1 was mappjed onto two, three, four, six 
and seven processors. Nearest neighbour data transfer using low 
level communication was essential to achieve an overall 
simulation speed up. The circuit and processor topologies 
therefore lim ited the possible configurations (the mapping o f 
components to processors).
The actual number o f transmission line connections between 
the partitions was not very significant, as all data transferred 
between processors was combined into a single message, sent at 
each time step. In this case, the latency o f administering the 
message itself was far greater than the length o f each message. 
Figures 6 and 7 illustrate examples o f the circuit-to-processor 
mapping which has been used to partition the circuit simulation. 
Alternative partitioning schemes, also involving two, three, four 
and seven processors were examined; examples of two processor 
and four processor configurations are shown in Figures 8 and 9. 
Figures 6 and 7 are subsequently referred to as the primary 
processor mappings and Figures 8 and 9 as the secondary 
processor mappings.
FIGURE 6 2 PROCESSOR PARTITION
FIGURE 7  4 PROCESSOR PARTITION
FIGURE 8 SECONDARY 2 PROCESSOR PARTITION
RGURE 9 SECONDARY 4 PROCESSOR PARTITION
The component models assigned to each partition were 
divided as evenly as possible, subject to the nearest 
neighbour constraint, in an attempt to balance the 
computational load on each processor. This strategy 
assumes that each model requires roughly the same
amount of execution time throughout the simulation. 
DISCUSSION
Figure 10 shows the variation o f run time reduction 
(normalised against single processor performance) with the 
number o f circuit partitions (processors) for both the primary, 
and secondary, model-to-processor mappings. The ideal run time 
reduction (inverse o f number o f processors) does not include the 
inefficiencies introduced when transferring data. The ratio o f 
observed speed up to the ideal speed up (number o f processors) 
is referred to as the simulation efficiency and is given in Figure 
11. The most efficient distributed simulation is .the two 
processor case, at nearly seventy percent, as only one data link 
is in use and the partitions are comparatively large. However, 
the less efficient four processor simulation was much faster than 
the most efficient two processor case (Figure 8), as the increased 
parallelization was far more significant than the reduced 
efficiency. For the six processor case (about three components 
per processor) the drop in efficiency outweighed the increase in 
distributed processing, the consequence o f which was an overall 
"speed down". The increase in parallel operation to seven 
processors was almost exactly matched by the further reduction 
in efficiency, owing to increased communications and reduced 
computation within each partition.
The secondary partitioning arrangements resulted in slightly 
improved performance, because o f better load balancing of the 
processors. For example, the primary four partition scheme, 
consisted o f 5,5,6 and 7 component models in each, whereas the 
alternative partitioning scheme had 6,6,6 and 7 component 
models on each processor. This adds weight to the in itia l 
assumption that each model is roughly equivalent in terms o f 
computational load.
It is interesting to examine the change in performance with 
data transfer interval. Only the two processor case w ill be 
considered here. The time step o f lOps was maintained in each 
partition, but the data transfer (or data exchange interval) 
between the processors was reduced successively. Figure 12 
clearly indicates the increase in performance possible with 
reduced communications; the potential problem is of course 
reduced accuracy. Loss o f accuracy was assessed by examining 
predictions o f the inlet and pilot pressure transients o f the pilot 
operated valve, which are quite sensitive to changes in 
simulation parameters. Noticeable deviations in the transients 
were observed when the communication interval was increased 
above lOOps.
Another, more attractive, scheme is to use different time steps 
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FIGURE 12 2-PROCESSOR RUN-TIME AS A FUNCTION OF DATA TRANSFER INTERVAL (DTI)
tolerated in the actuator partition, because o f its relatively slow 
transient behaviour. The characteristic pressures are propagated 
along the transmission lines at intervals corresponding to the 
larger time step in the actuator partition. Between 
communication time steps in the pump partition, the 
characteristic pressure signals from the actuator partition are 
held constant. Owing to the different time steps, the impedances 
used when transferring characteristic data must be adjusted to 
compensate. Line impedance is defined as:
Z *  — A
VIB'
(15)
Here two time steps are used, in the pump partition (pO) and 
Apj in the other (p i). To propagate characteristics from partition 
pO to partition p i:
nZpoQpo




This technique works very well and dramatically increased the 
speed up factor to 2.1 for two processors. [Note: the speed up
factor is relative to the single processor simulation using lOps 
throughout]. An examination o f the predicted pilot and inlet 
pressures to the pilot operated valve, using a lOps and a lOOps 
steps in the pump (pO) and actuator (p i) partitions respectively, 
showed only a very small loss o f accuracy.
PARTITIONING GUIDELINES
The speed at which data is transferred between partitions, the 
relative distribution of computational loads and the proportion 
o f compute time to data transfer time are a ll important factors 
in the partitioning process.
As stated earlier, message passing that requires transfers between 
processors demands, in the system used, a high level o f 
resources, which negates any advantage in parallel computing. 
The latency o f nearest neighbour message passing, however, is 
very much less.
Computational load balancing o f each processor has been 
attempted here by placing equivalent numbers of component 
models into each partition. This is only valid because, in the 
example considered, each model executes almost the same 
amount of code per step. This division o f models must be 
accomplished whilst retaining the nearest neighbour 
configuration, ie. that the partitions map directly onto the 
processor array.
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The results o f this investigation suggest that a minimum o f five 
component models per partition (corresponding to the four 
processor case) gives an acceptable compute to data transfer 
ratio, w ithout compromising significantly the division o f the 
circuit into parallel tasks.
In  summary, the follow ing guidelines should be implemented for 
best performance:
(i) Nearest neighbour message passing only (component 
model partitions that map directly onto the processor 
array).
( ii) The same, or sim ilar numbers o f components per 
partition (without violating (i))
( iii)  No less than five models per partition to maintain 
acceptable efficiency.
These heuristics could form  die basis o f a parallel simulation 
pre-processor to generate automatically well balanced circuit 
partitions. One o f die simplifications made in assigning models 
to processing elements was the equivalence, in terms of 
execution speed, o f each model This assumption is not true o f 
a ll possible models and more sophisticated processor bad 
estimates for each component model may be needed. 
Components that use iterative calculation, for example, may 
require more compute time than components requiring readily 
computed algebraic solutions.
CONCLUSIONS
A  hydraulic circuit simulation using transmission line models 
o f the components has been evaluated and, for a sample circuit, 
compared w ith its lumped parameter equivalent w ith excellent 
results. [The TLM  simulation required approximately one tenth 
o f the CPU for comparable accuracy].
Parallel processor implementation o f the procedure has been 
found to be straightforward, as each component is numerically 
decoupled from connected components, owing to the propagation 
delay modelled by the lines. This allows circuit partitions 
(groups o f connected components) to map onto a processor 
array. The TLM  simulation was partitioned onto two, three, four, 
six and seven processors and a total o f nine different partitioning 
arrangements investigated. The speed up and efficiency o f each 
distributed simulation was quantified fo r each simulation. Only 
nearest neighbour communications between processors was 
permitted, allowing (fast) b w  level messages to be used. This 
lim ited the number o f possible configurations, as the circuit 
partitions had to map directly onto a 2x4 transputer array. The
best speed up obtained was almost 2 fo r the four processor 
simulation.
Reduced data transfer between processors and the use o f 
different time steps in different partitions fo r the two processor 
simulation has also been examined. A  speed up factor o f 2.1 was 
obtained fo r the two processor case, owing to the use o f a much 
larger time step in  part o f the simulation.
Partitioning guidelines fo r maximum speed up have been 
proposed, although the load balancing recommendation (five, or 
more models per partition) is lim ited to die computationally 
equivalent models developed here. Careful consideration must be 
given to the use o f different time steps, as the processor bads, 
as well as accuracy may be compromised.
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APPENDIX
act 1/2: fdiv: c v l: cv2:
Fs 100 [N] m l: P, 10 [bar] Pe 5  [bar]
F ,50[N ] Db 100 [cc/rev] K 100 p/min/bar] K 100 [1/min/bar]
Fl 100 [N] Cf 0.1
dj 125 [mm] 3x10-* lines: dev:
d, 70 [mm] c, 2x10s d 25.4 [mm] AP^ 205 [bar]
M, 10 [Kg] m 2: 1,+lj+l, 4 [m] Qnt 5 p/inin]
c 3000 [N/(m/s>] D . 100 [cc/rev] l2+L+V+l<+l8+l» 4 [m]
Xo 1600 [mm] c, 0.2 l»+*u+*u 3 [m] tk :
▼0 0 [m/s] c, 5x10-* 4 tml P, 0 [bar]
X* 1700 [mm] c, 3x10s l»+las+l» 8 [m]
K 1.8 [KN/mm] I»+ljt+lz7 8 [m]
s 1850 [mm] shaft: la+b+l* 1 [m]
J 0.1 [Kg m2] 2^2+i»+l3» 12 [m]
rv 1/2/3: c 0.1 [Nm/rpm]
P, 210 [bar]
K 600 [(l/min)/bar] pi: system:
Qpl 121 [1/min] B, 8900 [bar]
prv: p 890 [Kg/m3]
P. 145 [bar] p2: v 60x10* [m5/s]
K 600 [1/min/bar] QpJ 84 [1/min] P. 0 [bar]
TABLE 1 SYSTEM PARAMETERS
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A B S TR A C T
T r a d i t i o n a l l y ,  t im e  d o m a in  c o m p u t e r  s i m u l a t i o n  h a s  
b e e n  u s e d  b y  e n t i n e e r s  a s  a  t o o l  f o r  t h e  d c s i s n  o f  
f l u i d  p o w e r  s y s t e m s .  T h i s  a l l o w s  i n c o r r e c t l y  s i r e d  
c o m p o n e n ts  a n d  p r o b le m s  r e l a t i n g  t o  c o n f i g u r e d  
c i r c u i t s  t o  b e  i d e n t i f i e d  b y  c o m p a r i n t  s i m u l a t e d  
w i t h  r e q u i r e d  p e r f o r m a n c e .  T h i s  p a p e r  d e s c r i b e s  
I kjw  t h e  Bam c s i m u l a t i o n  t e c h n iq u e s  c a n  b e  u s e d  f o r  
f a u l t  d i a g n o s i s .  I t  i s  s h o w n  t h a t ,  e v e n  f o r  
r e l a t i v e l y  s im p le  c i r c u i t s ,  a  l a r g o  n u m b e r  o f  
s i m u l a t i o n s  m a y  b e  r e q u i r e d  t o  i d e n t i f y  t h e  
p a r t i c u l a r  c o m p o n e n t  f a u l t  r e s p o n s i b l e  f o r  t h e  
s y s t e m  m a l f u n c t i o n .  I f  s i m u l a t i o n s  a r e  t o  b e  u s e d  
f o r  f a u l t  a n a l y s i s ,  t h e n  a  s y s t e m a t i c  p r o c e d u r e  
m u s t  b e  f o l l o w e d  t o  e n s u r e  b o t h  a  c o s t  a n d  t im e  
e f f e c t i v e  s o l u t i o n .  A  s t r a t e g y  i s  p r o p o s e d  w h ic h  
d u p l i c a t e s  t h e  s p e c i a l i s t ,  a n d  w h e n  u s e d  w i t h  t h e  
s i m u l a t i o n  p a c k a g e  d e v e lo p e d  b y  t h e  U n i v e r s i t y  o f  
B a t h  f o r m s  t h e  b a s i s  f o r  a n  e x p e r t  s y s t e m  a p p r o a c h  
t o  f a u l t  d i a g n o s i s .
IN T R O D U C T IO N
T h e  f l u i d  p o w e r  i n d u s t r y  p e r i o d i c a l l y  f a c e n  a  
c r i s i s  o f  i d e n t i t y  a s  i t s  d o m a in  o f  a p p l i c a t i o n s  i s  
t h r e a t e n e d  b y  d e v e lo p m e n t s  i n  e l e c t r i c a l  a n d  
e l e c t r o n i c  s y s t e m s .  I t  w a s  r e c o g n iz e d  s o m e  y e a r s  
a g o  t h a t  t h e  s a f e s t  r e s p o n s e  w a s  t o  i n t e g r a t e  
e l e c t r o n i c  c o m p o n e n ts  i n t o  h y d r a u l i c  d r i v e s  t o  
m a r r y  b r a i n  a n d  m u s c le .  M o re  r e c e n t l y ,  t h e  sa m e  
a p p r o a c h  h a s  s e e n  t h e  i n c r e a s i n g  u s e  o f  
m i c r o c omp u t e r s  a n d  m i c r o p r o c e s s o r s  i n  h y d r a u l i c  
s y s t e m s . Som e m a n u f a c t u r e r s  a r e  n e w  b e g in n i n g  t o  
p r o v i d e  s t a n d a r d  d i g i t a l  h y d r a u l i c  s y s t e m s  w i t h  
i n t e g r a l  m i c r o p r o c e s s o r  u n i t s .
A l o n g s i d e  t h e s e  d e v e lo p m e n t s  i n  h a r d w a r e ,  w h ic h  
I n t r o d u c e  a d d e d  c o m p l e x i t y  t o  s y s t e m  d e s i g n ,  t h e r e  
i s  a  n e e d  t o  d e v e lo p  t o o l s  t o  a i d  d e s i g n  e n g in e e r s .  
T h e s e  p e r s o n n e l  f r e q u e n t l y  h a v e  i n s u f f i c i e n t  
k n o w le d g e  o f  t h e  t e c h n iq u e s  r e q u i r e d  t o  d e s i g n  
s i n g l e  l o o p  c o n t i n u o u s  c o n t r o l  s y s t e m s ,  a n d  t l i o  
d i f f i c u l t y  i s  i n c r e a s e d  w h e n  d e a l i n g  w i t h  
m u l t i - l o o p  o r  d i g i t a l  c o n t r o l  s y s t e m s .
I n  a d d i t i o n  t o  t h e  s p e c i a l  p r o b le m s  a s s o c i a t e d  w i t h  
t h e  d e s ig n  o f  f l u i d  p o w e r  c o n t r o l  s y s t e m s ,  t h e r e  i s  
t h e  m o re  g e n e r a l  p r o b le m  o f  c o n f i g u r i n g  b a s i c  
s y s t e m s  o r  c i r c u i t s  t o  a c h ie v e  a  d e f i n e d  t a s k .  A s  
i n  t h e  p a r a l l e l  p r o b le m  o f  d e s i g n i n g  e l e c t r o n i c  
n e t w o r k s ,  h y d r a u l i c  c i r c u i t  d e s i g n  i n v o l v e s  t h e  
a p p l i c a t i o n  o f  s im p le  r u l e s  a l l i e d  t o  e x p e r i e n c e  
a n d  t h e  u s e  o f  m a n u f a c t u r e r s '  d a t a .  E l e c t r o n i c  
e n g in e e r s  r e c o g n is e d  Borne y e a r s  a g o  t h a t  t h e s e
t a s k s  c a n  b e  u n d e r t a k e n  u s i n g  t e c h n iq u e s  d e v e lo p e d  
w i t h i n  t h e  f i e l d  o f  a r t i f i c i a l  i n t e l l i g e n c e  ( l ) .  
N o ™  r e c e n t l y .  S a r g e n t  e t  a l  h a v e  e x p l o r e d  t h e  u s e
o f  e x p e r t  s y s t e m s  t o  a i d  i n  t h e  c o n f i g u r a t i o n  o f
h y d r a u l i c  c i r c u i t s  1 2 ,  3 1 .  T h e y  h a v e  n o t
c o n s id e r e d  t h e  p r o b le m  o f  c o m p o n e n t  s e l e c t i o n ,
w h ic h  e s s e n t i a l l y  i n v o l v e s  a  m a t c h in g  p r o c e s s .  
T h i s  t a s k  c a n  b e  r e a d i l y  u n d e r t a k e n  b y  t h e  a i d  o f  a  
c o r n in i t e r  a s  s h e w n  b y  c o l l e a g u e s  a t  B a t h  w h o  h a v e  
u s e d  a n  e x p o r t  s y s t e m  a p p r o a c h  i n  t h e  d e v e lo p m e n t  
o f  a n  i n t e r a c t i v e  p r o g r a m  f o r  t h e  s e l e c t i o n  o f  
b e a r i n g u  t £ l .
B E N E F IT S  TO  DE G A IN E D  FROM E XPERT SYSTEMS
A f t e r  a  s y s t e m  h a s  b e e n  c o n f i g u r e d  a n d  t h e  
c o m p o n e n t s  s e l e c t e d ,  t h e  n e x t  s t a g e  i n  t h e  d e s i g n  
p r o c e s s  m a y  b e  a  s a f e t y  a u d i t .  T h i s  i s  
t r a d i t i o n a l l y  p e r f o r m e d  u s i n g  f a u l t  t r e e  a n a l y s i s .  
T h e  l i m i t a t i o n  o f  t h i s  a p p r o a c h  i s  t h e  d i f f i c u l t y  
i n  d e t e r m i n i n g  t h e  e f f e c t s  o f  m u l t i p l e  f a u l t s  i n  a  
c o m p le x  c i r c u i t .  T h i s  t a B k  c a n  p o t e n t i a l l y  b e  
t a c k l e d  u s i n g  a n  ' e x p e r t  s y s t e m * .
T h e  s u b s e q u e n t  t a s k  o f  a  d e s i g n e r  i s  t o  e x a m in e  t h e  
s t e a d y  s t a t e  a n d  d y n a m ic  p e r fo r m a n c e  o f  t h e  
p r o p o s e d  d e s i g n .  T r a d i t i o n a l l y .  t im e  d o m a in  
s i m u l a t i o n  h a s  b e e n  u s e d  a s  a  t o o l  t o  p r e d i c t  
s y s t e m  p e r f o r m a n c e  a t  b o t h  t h e  d e s ig n  s t a g e  a n d  f o r  
s y s t e m s  i n  s e r v i c e .  T h iB  a l l o w s  i n c o r r e c t l y  s i z e d  
c c x n p o n e n ts  t o  b e  i d e n t i f i e d  b y  c o m p a r in g  s i m u l a t e d  
w i t h  r e q u i r e d  p e r f o r m a n c e .  F o r  t h o  c o r r e c t  
I n t e r p r e t a t i o n  o f  s i m u l a t i o n  r e s u l t s  t h e  u s e r  m u s t  
h a v e  a n  u n d e r s t a n d i n g  o f  t h e  c o m p le x  i n t e r a c t i o n s  
w h ic h  c a n  o c c u r  b e t w e e n  t h o  c i r c u i t  c o m p o n e n t s .
E v e n  w i t h  a n  e x p e r t  u s e r ,  a  l a r g e  n u m b e r  o f
s i m u l a t i o n s  a r e  o f t e n  r e q u i r e d  t o  re m e d y  a  
p a r t i c u l a r  p r o b le m  o r  t o  a r r i v e  a t  a  s a t i s f a c t o r y  
d e s i g n .  I f  s i m u l a t i o n s  a r e  t o  b e  u s e d  e f f e c t i v e l y  
t h e n  a  s y s t e m a t i c  p r o c e d u r e  m u s t  b e  f o l l o w e d  t o
e n s u r e  a  c o s t  e f f e c t i v e  s o l u t e * .
I t  i s  c l e a r  t h a t  t h e  d e s ig n  e n g i n e e r ' s  f u n c t i o n  i s  
k n o w le d g e  i n t e n s i v e  a n d  e x p e r ie n c e  b a s e d .  T h i s  i s  
a l s o  t r u e  f o r  m a n y  o f  t h o  a c t i o n s  p e r f o r m e d  i n
p l a n t  m a in t e n a n c e .  T h e r e  h a s  b e e n  a n  e x p l o s i o n  o f  
i n t e r e s t  i n  h e a l t h  m o n i t o r i n g  t e c h n iq u e s  a p p l i e d  t o  
m a c h in e r y ,  m i r r o r i n g  t h e  h e a l t h  c h o c k s  ro c o w n o n d e d  
b y  m e d ic a l  p r a c t i t i o n e r s .  T h o  m e d ic a l  p r o f e s s i o n  
h a s  lo n g  r e c o g n i s e d  t h o  b e n e f i t s  a f f o r d e d  b y  e x p e r t  
s y s t e m s  i n  t h e  d i a g n o s i s  o f  d i s e a s e  C 5 1 , a s  h a v e  
b i o l o g i s t s  i n  s t u d y i n g  c r o p  d i s e a s e  1 6 1 .  T h u s  i t  
i s  e x p e c t e d  t h a t  t h e  e x p e r t  s y B te m  a p p r o a c h  w i l l  b e  
a p p l i e d  t o  t h e  h e a l t h  m o n i t o r i n g  o f  f l u i d  p o w e r  
s y s t e m s  t o  p r e d i c t  t h e  o n s e t  o f  f a i l u r e  a n d  t o  
a s B l s t  w i t h  t h e  d i a g n o s i s  o f  i n - s e r v i c e  f a u l t s .
T h e  p o t e n t i a l  b e n e f i t s  o f  i n t r o d u c i n g  e x p e r t
s y s t e m s  t o  m a in t e n a n c e  e n g in e e r s  i s  g r a p h i c a l l y  
i l l u s t r a t e d  i n  s o m e  w o r k  u n d e r t a k e n  o n  r o t a r y  p o w e r  
p l a n t .  T h e  v i b r a t i o n  l e v e l s  s u d d e n ly  r e d u c e d  
s u g g e s t i n g  im p r o v e d  b a la n c e ,  i n  f a c t  w i t h  m o re  
d e t a i l e d  a n a l y s i s  o f  t h o  v i b r a t i o n  s i g n a t u r e  i t  
i n d i c a t e d  im m in e n t  c a t a s t r o p h i c  f a i l u r e .  T h o  
k n o w le d g e  r e q u i r e d  t o  i n t e r p r e t  t h e  s i g n a l  w a s  
b e y o n d  t h a t  o f  t h e  m a in t e n a n c e  e n g in e e r s ,  b u t  i t
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c o u l d  h a v e  b e e n  c a p t u r e d  I n  a n  e x p e r t  s y s t e m .  T h i n  
h i g h l i g h t s  a n  I m p o r t a n t  d i f f e r e n c e  b e t w e e n  
d i a g n o s i s  I n  t h e  m e d i c a l  f i e l d  a n d  t h a t  I n  f l u i d  
p o w e r  e y e t e m .  T h e  l a t t e r  I s  c o n c e r n e d  w i t h  
d y n a m ic  e v e n t s  w h ic h  w i l l  p l a c e  s e v e r e  d e m a n d s  o n  
t h e  I m p le m e n t a t i o n  o f  e x p e r t  s y s t e m  t e c h n iq u e s  f o r  
p l a n t  h e a l t h  m o n i t o r i n g  a n d  f a u l t  d i a g n o s i s .
F A U L T  D IA C M 0 S 1 S  FOR F L U ID  POWER SYSTEMS
I n  a d d i t i o n  t o  t h e  s a f e t y  a n a l y s i s  a n d  t h e  
I n - s e r v i c e  u s e  a l r e a d y  d i s c u s s e d ,  t r a i n i n g  l o r  
f a u l t  f i n d i n g  i s  a l s o  I m p o r t a n t .  T h e  r e q u i r e m e n t s  
f o r  t h e s e  t h r e e  a s p e c t s  a r e  n o w  d i s c u s s e d .
S a f e t y  a n a l y s i s  i s  u n d e r t a k e n  a t  t h e  d e s ig n  s t a g e  
t o  d e t e r m in e  t h e  c o n s e q u e n c e s  o f  c o m p o n e n t  f a i l u r e .  
T h e  r e q u i r e m e n t s  f o r  s u c h  a n  a u d i t  v a r i e s  d e p e n d in g  
u p o n  t h e  p a r t i c u l a r  a p p l i c a t i o n ,  a n d  I s  o b v i o u s l y  
o f  g r e a t  im p o r t a n c e  i n  t h e  a i r c r a f t  i n d u s t r y  w h e r e  
f a i l u r e  c o u l d  r e s u l t  i n  a  m a jo r  c a t a s t r o p h y .  
H o w e v e r ,  s a f e t y  i s  a  com m on r e q u i r e m e n t  f o r  a l l  
s y s t e m s  a n d  B h o u ld  t h e r e f o r e  b e  i n c l u d e d  a s  p a r t  o f  
t h e  n o r m a l  d e s i g n  p r o c e d u r e s .  A s  a n  e x a m p le ,  
c o n s i d e r  t h e  c i r c u i t  s h o w n  I n  F i g . l .  T h i s  i s  a  
s i m p l i f i e d  v e r s i o n  o f  a  s y s t e m  u s e d  I n  a  s t e e l  m i l l  
t o  m o v e  a  l a r g e  l a d l e  o f  g io l t e n  m e t a l .  T h e  p r i m a r y  
s a f e t y  r e q u i r e m e n t  f o r  t h i s  s y s t e m  i s  t h a t  s h o u ld  
f a i l u r e  o c c u r  t h e  l a d l e  m o t io n  i s  im m e d i a t e l y  
a r r e s t e d .  TO  s a f e g u a r d  a g a i n s t  s u c h  f a i l u r e s ,  
p i l o t  o p e r a t e d  c h e c k  v a l v e s  a r e  f i t t e d  i n  t h e  
h y d r a u l i c  l i n e s  c o n n e c t e d  t o  t h e  a c t u a t o r .  S h o u ld  
t h e  s u p p l y  p r e s s u r e  b e  l o s t ,  t h e  c h e c k  v a l v e  f i t t e d  
t o  t h o  e x h a u s t  l i n e  c l o s e s ,  t h u s  p r e v e n t i n g  
a c t u a t o r  m o t i o n .  C r o s s  l i n e  r e l i e f  v a l v e s  a m  
f i t t e d  t o  p r e v e n t  h i g h  p r e s s u r e s  b e in g  g e n e r a t e d  
s h o u ld  f a i l u r e  o c c u r  w h e n  t h o  a c t u a t o r  i s  m o v in g .
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T h e  c o n s e q u e n c e s  o f  a n  i n - s e r v i c e  f a i l u r e  w i t h  t h i B  
s y s t e m  a r e  B e v e r e .  I f  t h e  a c t u a t o r  f a i l s  t o  m o v e  
w h e n  t h e  l a d l e  i s  f u l l  o f  m o l t e n  m e t a l ,  t h e  
m a in t e n a n c e  e n g in e e r s  w i l l  b e  u n d e r  c o n s i d e r a b l e  
p r e s s u r e  t o  g e t  t h e  s y s t e m  w o r k i n g  b e f o r e  t h o  m e t a l  
c o o l s .  I n  o r d e r  f o r  t h e  f a u l t  t o  b e  d ia g n o s e d  
q u i c k l y ,  t h e  e n g i n e e r  m u s t  n o t  o n l y  b e  a b l e  t o  
i d e n t i f y  t h e  f a u l t  b u t  m u s t  a l s o  b e  I n  a  p o s i t i o n  
t o  r e p a i r  o r  r e p l a c e  t h e  f a u l t y  c o m p o n e n t .  T h i s  
r e q u i r e s  t h e  m a in t e n a n c e  d e p a r t m e n t  t o  b e  p r e p a r e d  
f o r  s y s t e m  m a l f u n c t i o n s ,  w h ic h  r e q u i r e s  
o r g a n i s a t i o n  a n d  t r a i n i n g .  I n  t h e  s a m e  w a y  a s
f i r e m e n  t r a i n  f o r  f i r e  f i g h t i n g  mo m a in t e n a n c e  
e n g in e e r s  s h o u ld  b o  t r a i n e d  f o r  f a u l t  d i a g n o s i s .
I n  m a n y  c a s e s  i t  w i l l  n o t  b e  p o s s i b l e  f o r  t r a i n i n g  
t o  b e  u n d e r t a k e n  o n  t h o  a c t u a l  s y s t e m ,  n o r  w i l l  I t  
b e  p r a c t i c a b l e  t o  b u i l d  a  f u l l  s i z e  s i m u l a t o r .  
H o w e v e r ,  i t  I s  p o s s i b l e  t o  d u p l i c a t e  t h e  o p e r a t i o n  
o f  t h e  s y s t e m  u s i n g  a  s m a l l  s c a l e  l a b o r a t o r y  t e s t  
r i g .  T h e  t e s t  r i g  c a n  b e  a r r a n g e d  t o  e x h i b i t  s o m e  
o f  t h e  f a i l u r e s  w h ic h  m i g h t  o c c u r  i n  t h e  r e a l  
s y s t e m .  T h i s  t y p e  o f  a p p r o a c h  I s  u s e d  w i t h  g r e a t  
s u c c e s s  o n  c o u r s e s  r u n  a t  t h o  F l u i d  P o w e r  C e n t r e  
f o r  e n g in e e r s  f r o m  i n d u s t r y .
T h e  m a in  d i s a d v a n t a g e  w i t h  t h e  r i g  b a s e d  a p p r o a c h  
I s  t h a t  i t  i s  n o t  a lw a y s  p o s s i b l e  t o  r e p r o d u c e  
e v e r y  f a u l t  l i k e l y  t o  b e  e n c o u n t e r e d .  M a l f u n c t i o n s
d u e  t o  i n c o r r e c t l y  s e t  p r e s s u r e s ,  f l e w  c o n t r o l
v a l v e s  a n d  c e r t a i n  e l e c t r i c a l  f a u l t s .  a r e  
r e l a t i v e l y  e a s y  t o  I n t r o d u c e .  F a u l t s  d u e  t o  w o r n  
o r  d a m a g e d  c o m p o n e n ts  g e n e r a l l y  r e q u i r e  t h e  u s e  o f  
r e p la c e m e n t  c o m p o n e n t s . Som e im p o r t a n t  f a u l t s  a r e  
n o t  n o r m a l l y  r e p r o d u c e d  i n  t h o  l a b o r a t o r y  a s  t h e y  
c o u l d  r e s u l t  i n  p e r m a n e n t  d a m a g e  t o  t h o  t e s t  r i g  o r  
c r e a t e  a  s a f e t y  h a z a r d .  T h e s e  I n c l u d e  a i r
e n t r a i n m c n t .  i n l e t  l i n e  b l o c k a g e ,  e x t r e m e s  o f
o p e r a t i n g  t e m p e r a t u r e ,  o r  o t h e r  f a u l t s  l i k e l y  t o  
c a u s e  r a p i d  c o m p o n e n t  f a i l u r e .
USE OF COMPUTER S IM U L A T IO N  FOR F A U L T  D IA G N O S IS
C o m p u t e r  s i m u l a t i o n  d o e s  n o t  s u f f e r  f r o m  a n y  o f  t h e  
r e s t r i c t i o n s  Im p o s e d  o n  t h e  t o s t  r i g .  P r o v i d e d  a  
p a r t i c u l a r  f a u l t  c a n  b e  i n c l u d e d  I n  t h o  s e t  o f  
e q u a t i o n s  r e p r e s e n t i n g  a  c o m p o n e n t  o r  s y s t e m ,  
s i m u l a t i o n  c a n  b e  u s e d  t o  p r e d i c t  t h e  m a l f u n c t i o n  
a s s o c i a t e d  w i t h  a n y  c o n c e i v a b l e  f a u l t .
T h e  d i g i t a l  s i m u l a t i o n  o f  t h e  p e r f o r m a n c e  o f  f l u i d  
p o w e r  s y s t e m s  a n d  c o m p o n e n ts  h a s  r e c e i v e d  
c o n s i d e r a b l e  a t t e n t i o n  i n  r e c e n t  y e a r s .  T h o  F l u i d  
P o w e r  C e n t r o  h a s  b e e n  a c t i v e  I n  t h i s  f i e l d  f o r  m o r e  
t h a n  1 0  y e a r s  a n d  h a s  d e v e lo p e d  a n  a u t o m a t i c  
s i m u l a t i o n  p a c k a g e  s p e c i f i c a l l y  f o r  l i q u i d  b a s e d  
h y d r a u l i c  s y s t e m s  t 7 1 .  R e c e n t l y ,  t h e  p a c k a g e  h a s  
b e e n  e x t e n d e d  t o  I n c l u d e  g a s  b a s e d  s y s t e m s  a n d  i s  
c u r r e n t l y  b e in g  a p p l i e d  t o  o t h e r  a r e a s  o f  
e n g i n e e r i n g .
T h e  s i m u l a t i o n  p a c k a g e  c o n s i s t s  o f  a  l i b r a r y  o f  
s u b r o u t i n e s  w h ic h  m o d e l t h e  p e r f o r m a n c e  o f  a  w id e  
r a n g e  o f  i n d i v i d u a l  c o m p o n e n t s ,  i n c l u d i n g  p u m p s ,  
p r im e  m o v e r s ,  m o t o r s ,  v a l v e s ,  p i p e s ,  a c t u a t o r s  a n d  
lo a d s .  T h e  l i b r a r y  a l s o  I n c l u d e s  m o d e ls  o f  
c o m p o n e n ts  u s e d  i n  f e e d b a c k  c o n t r o l  s y s t e m s  s u c h  a s  
e l e c t r o n i c  a m p l i f i e r s  a n d  m i c r o p r o c e s s o r  
c o n t r o l l e r s .  W hen  a  p a r t i c u l a r  c i r c u i t  I s  t o  b o  
s i m u l a t e d ,  a p p r o p r i a t e  m o d e ls  a r e  s e l e c t e d  f r o m  t h o  
l i b r a r y  a n d  i n f o r m a t i o n  i s  e n t e r e d  I n t o  t h e  p a c k a g e  
d e f i n i n g  t h e  w a y  i n  w h ic h  t h e  c i r c u i t  c o m p o n e n t s  
a r e  p h y s i c a l l y  I n t e r c o n n e c t e d .  U s in g  t h i s
I n f o r m a t i o n ,  a  s i m u l a t i o n  p r o g r a m  i s  a u t o m a t i c a l l y  
p r o d u c e d  f o r  t h e  c i r c u i t . T h i s  t a s k  i s  u n d e r t a k e n  
b y  a  p r o g r a m  c a l l e d  t h o  ‘ p r o g r a m  g e n e r a t o r * .  
C h a n g e s  c a n  b e  m a d e  t o  t h e  c i r c u i t  s i m p l y  b y  
r e p e a t i n g  t h e  p r o g r a m  g e n e r a t i o n  p h a s e  u s i n g  t h e  
n e w  c i r c u i t  d e t a i l s .  T h e  f i r s t  t im e  a  s i m u l a t i o n  
p r o g r a m  i s  r u n ,  I t  I s  n e c e s s a r y  f o r  t h e  u s e r  t o
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d e f i n e  p a r a m e t r i c  d e t a i l s  f o r  e v e r y  c o m p o n e n t  u s e d  
I n  t h e  c i r c u i t .  O n  s u b s e q u e n t  s i m u l a t i o n  r u n s ,  t h o  
u s e r  c a n  r e t r i e v e  t h i s  i n f o r m a t i o n  a n d  
i n t e r a c t i v e l y  c h a n c e  s e l e c t e d  i t e m s  o f  t h e  d a t a .  
T h e  s i m u l a t i o n  r c s u l t a  a r e  s t o r e d  o n  d i s c  a n d  m ay 
b e  e x a m in e d  d u r i n g  o r  u p o n  c o m p l e t i o n  o f  t h e
s i m u l a t i o n  i n  e i t h e r  g r a p h i c a l  o r  i n  t a b u l a r  f o r m .
T h e  p a c k a g e  h a s  b e e n  s u c c e s s f u l l y  u s e d  t o  s i m u l a t e  
t h e  p e r f o r m a n c e  o f  a  l a r g e  n u m b e r  o f  d i f f e r e n t  
I n d u s t r i a l  s y s t e m s  a t  t h e  d e s ig n  a n d  d e v e lo p m e n t  
s t a g e s ,  a s  w e l l  a s  f o r  i n - s e r v i c e  u s e .  T h e s e
s t u d i e s  h a v e  b e e n  d i r e c t e d  a t  d e t e r m i n i n g  
i n a d e q u a c ie s  i n  s y s t e m  d e s i g n .  A s  y e t ,  t h e  p a c k a g e  
h a s  n o t  b e e n  u s e d  s p e c i f i c a l l y  f o r  t h e  d i a g n o s i s  o f  
s y s t e m  m a l f u n c t i o n s  d u e  t o  c o m p o n e n t  f a u l t s .
H o w e v e r ,  s i m u l a t i o n  c a n  a l s o  b e  u s e d  f o r  t h i s
p u r p o s e  a s  i l l u s t r a t e d  b y  t h e  f o l l o w i n g  c a s e  s t u d y .
P I C . 2 L IN E A R  ACTUATO R C IR C U IT
P i g . 2  s h e w s  a  c i r c u i t  w h ic h  h a s  b e e n  c o n f i g u r e d  o n  
t h o  l a b o r a t o r y  t e a t  r i g  a t  t h o  P l u i d  P o w e r  C e n t r e .
Pressure (Bar)
f o r  1 s e c .  h o l d i n g  t h e  a c t u a t o r  a t  a  f i x e d  p o s i t i o n  
f o r  2 s e c ,  r e t r a c t i n g  t h e  a c t u a t o r  f o r  a  f u r t h e r
0 . 5  s e c  b e f o r e  r e s e t t i n g  t h o  v a l v e  t o  i t s  c e n t r a l  
p o s i t i o n .  T h i s  c i r c u i t  i s  i n c l u d e d  n o t  f o r  i t s
c o m p l e x i t y  b u t  f o r  t h o  r e s u l t i n g  o s c i l l a t o r y  
r e s p o n s e ,  w h ic h  p r o v i d e s  a  s e v e r e  t e s t  f o r  t h o
s i m u l a t i o n  p a c k a g e .
T h e  m e a s u r e d  a c t u a t o r  d i s p l a c e m e n t  a n d  p i s t o n  e n d  
p r e s s u r e  o b t a i n e d  f r o m  t h i s  d u t y  c y c l e  a r c  s h o w n  i n  
P i g .  3 a n d  t h e  s i m u l a t e d  r e s p o n s e s  i n  P i g . 4 .
C o m p a r in g  t h e  tw o  s e t a  o f  r e s u l t s  i t  c a n  b e  s e e n  
t h a t  t h o  s i m u l a t i o n  a c c u r a t e l y  r e p r o d u c e s  t h o  
e x p e r i m e n t a l  r e s u l t s .  T h e  a g r e e m e n t  s h o w n  i s  
t y p i c a l  o f  t h a t  a c h ie v e d  b y  t h e  p a c k a g e  i n  t h e
c a s e s  w h e r e  e x p e r im e n t  d a t a  h a s  b e e n  a v a i l a b l e  t o  
v a l i d a t e  t h e  c o m p u t e r  s i m u l a t i o n s .
Displacement (m) Pressure (Bar)
100'
. 3
P I G . C P R E D IC T E D  RESPONSE POR ACTUATO R C IR C U IT
H a v in g  o b t a i n e d  t h e  n o r m a l  o p e r a t i o n  ' f i n g e r  p r i n t '  
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P I G . 3 MEASURED RESPONSE POR ACTUATO R C IR C U IT
A  h o r i z o n t a l l y  m o u n te d  a c t u a t o r  i s  u s e d  t o  m o v e  a  
l a r g e  m a s s  m o u n te d  o n  a  t r o l l e y .  T h e  d i r e c t i o n  o f  
m o t i o n  i s  c o n t r o l l e d  b y  a  m a n u a l l y  o p e r a t e d  c l o s e d  
c e n t r e  v a l v e  a n d  h y d r a u l i c  f l u i d  i s  s u p p l i e d  b y  a  
p o s i t i v e  d i s p l a c e m e n t  p u m p  r u n n in g  a t  c o n s t a n t  
s p e e d .  T h e  o p e r a t i n g  s e q u e n c e  f o r  t h e  s y s t e m  
c o n s i s t s  o f  e x t e n d in g  t h o  f u l l y  r e t r a c t e d  a c t u a t o r
Displacement (m) Pressure (Bar)
0 . 3
0 2 4 6
Time (s)
P I G . 5 P R E D IC T E D  RESPONSE - A IR  E N TR A IN M E N T
u n d e r t a k e n  t o  i n v e s t i g a t e  t w o  f a u l t s  w h ic h  w o u ld  b o  
d i f f i c u l t  t o  i n t r o d u c e  o n  t h e  t e a t  r i g .  P i g . 5  
s h o w s  t h e  p r e d i c t e d  r e s p o n s e  f o r  t h e  s y s t e m  w i t h  
a i r  e n t r a i n e d  i n  t h e  h y d r a u l i c  f l u i d .  A i r
e n t r a i n m e n t  c a n  r e s u l t  f r o m  a  v a r i e t y  o f  d i f f e r e n t  
s o u r c e s  i n c l u d i n g  i n s u f f i c i e n t  f l u i d  i n  t h e
r e s e r v o i r ,  a  b a d l y  d e s ig n e d  r e s e r v o i r  o r  a  f a u l t y  
j o i n t  o n  t h e  s u c t i o n  l i n e  t o  t h e  p u m p . A i r  
e n t r a i n m e n t  i a  e a s i l y  i n c l u d e d  i n  t h e  s i m u l a t i o n  
s i m p l y  b y  r e d u c in g  t h e  e f f e c t i v e  b u l k  m o d u lu s  f o r
t h e  f l u i d .  T h e  p r e s s u r e  t r a c e  s h o w s  a  M a rk e d  
r e d u c t i o n  i n  t h e  a m p l i t u d e  o f  t h e  p r e s s u r e  
o s c i l l a t i o n s ,  w h ic h  c o u ld  b e  i n t e r p r e t e d  a s  a n  
im p r o v e m e n t  i n  s y s t e m  p e r f o r m a n c e .  T h i s  1 b  n o t  t h e  
c a s e  w i t h  d i s p l a c e m e n t  w h e r e ,  a s  a  c o n s e q u e n c e  o f  
a i r  e n t r a i n m e n t ,  t h e  a c t u a t o r  s t e a d y  s t a t e  
p o s i t i o n s  a r e  i n  s e r i o u s  e r r o r .  T h o  c o n f l i c t  
b e t w e e n  t h e  i n t e r p r e t a t i o n  R iv e n  t o  t h e  p r e s s u r e  
a n d  d i s p l a c e m e n t  h a s  a n  i m p o r t a n t  b e a r i n g  o n  t h o  
s u c c e s s  t o  b e  o b t a i n e d  i f  s y s t e m  h e a l t h  m o n i t o r i n g  
i s  t o  b e  u s e d  t o  d e t e c t  t h e  o n s e t  o f  f a i l u r e .  F o r  
t h e  m o n l t o r l n t  t o  b e  r e l i a b l e .  c a r e f u l  
c o n s i d e r a t i o n  m u s t  b e  R iv e n  t o  b o t h  t h e  p a r a m e t e r s  
t o  b e  m o n i t o r e d  a n d  t h e  i n t e r p r e t a t i o n  R iv e n  t o  t h o  
r e s u l t s .  T h e  s u i t a b i l i t y  o f  a  m o n l t o r l n t  s c h e m e  
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A  s i m i l a r  e f f e c t  t o  t h a t  p r o d u c e d  b y  s e a l  w e a r  c a n  
a l s o  b o  o b t a i n e d  f r o m  o t h e r  t y p e s  o f  f a u l t .  F o r  
e x a m p le ,  i f  t h e  a c t u a t o r  o f  F i t . l  i s  s u b j e c t e d  t o  
a n  e x t e r n a l  f o r c e ,  n o  m o t i o n  o f  t h o  a c t u a t o r  s h o u ld  
o c c u r  u n t i l  t h o  d i r e c t i o n a l  c o n t r o l  v a l v e  a n d  t h o  
f l o w  c o n t r o l  v a l v e  a r e  b o t h  s e l e c t e d .  H o w e v e r ,  
t h i s  i s  c l e a r l y  n o t  o c c u r r i n t  i n  F I r . b , w h e r e  t h o  
a c t u a t o r  i s  s l o w l y  m o v ln R  t o w a r d s  t h o  f u l l y  
r e t r a c t e d  p o s i t i o n .  I n  t h i s  c a s e ,  t h e  f a u l t  i s  d u e  
t o  s i m u l a t e d  le a k a g e  a t  t h e  c r o s s  l i n e  r e l i e f  v a l v e  
a s  a  c o n s e q u e n c e  o f  e i t h e r  c o n t a m in a n t  b e i n g  
t r a p p e d  a t  t h o  v a l v e  s c a t  o r  a  d a m a g e d  v a l v e  p o p p e t  






F I G . 8 P R E D IC T E D  RESPONSE POR F A U L T  OH S T E E L  M I L L  
C IR C U IT
P O S S IB L E  S T R A T E G IE S  FOR AH E XP E R T SYSTEM
F I G . 6  P R E D IC T E D  RESPONSE-MORN S E A L
A  r a t h e r  d i f f e r e n t  t y p e  o f  f a i l u r e  i s  p r e s e n t e d  i n  
F i g . 6 .  H e r e  t h e  r e s p o n s e  i s  f o r  a  w o r n  a c t u a t o r  
s e a l  a l l o w i n g  le a k a g e  a c r o s s  t h e  a c t u a t o r  p i s t o n .  
U n l i k e  t h e  p r e v i o u s  f a u l t ,  b o t h  t h e  p r e s s u r e  a n d  
t h e  d i s p l a c e m e n t  t r a c e s  i n d i c a t e  a  d e g r a d a t i o n  i n  
p e r f o r m a n c e .  T h e  p r e s s u r e  p e a k s  a r e  l a r g e r ,  a n d  
t h e  d i s p l a c e m e n t  d r i f t s  a s  f l u i d  l e a k s  f r o m  o n e  
s i d e  o f  t h e  u n e q u a l  a r e a  a c t u a t o r  t o  t h e  o t h e r .





F I G . 7 P R E D IC T E D  RESPONSE - M U L T IP L E  F A U L T
M u l t i p l e  f a u l t s  c a n  b e  s i m u l a t e d  a s  e a s i l y  a s  
s i n g l e  f a u l t s .  F i g . 7  s h o w s  t h e  r e s p o n s e s  f o r  t h e  
s y s t e m  w i t h  a i r  e n t r a i n m e n t  a n d  a  w o r n  s e a l .  I n  
t h i s  c a s e ,  a i r  e n t r a l m e n t  a p p e a r s  t o  b e  t h e  
d o m in a n t  f a u l t  a l t h o u g h  a c t u a t o r  d r i f t  d u e  t o  s e a l  
l e a k a g e  i s  s t i l l  a p p a r e n t .
C o m p u te r  s i m u l a t i o n  c l e a r l y  h a s  a n  i m p o r t a n t  r o l e  
t o  p l a y  i n  d i a g n o s i n g  f a u l t s  i n  f l u i d  p o w e r
s y s t e m s .  T h o  p r e d i c t i o n  o f  t h e  c h a n g e s  i n  s y s t e m
p e r f o r m a n c e  a r i s i n g  f r o m  p a r t i c u l a r  c o m p o n e n t  
f a u l t s  i s  o f  b e n e f i t  f o r  t h e  s a f e t y  a u d i t ,  t r a i n i n g  
a n d  i n - s e r v i c e  a s p e c t s  o f  f a u l t  a n a l y s i s ,  f l o w e v e r .  
a s  m e n t i o n e d  e a r l i e r ,  i n  m a n y  c a s e s  t h e  t im e  t a k e n  
t o  r e c t i f y  a n  i n - s e r v i c e  f a u l t  i s  o f  t h o  u t s o s t  
I m p o r t a n c e .  T h e r e f o r e ,  i f  c o m p u t e r  s i m u l a t i o n  i s  
t o  b e  u s e d  f o r  d i a g n o s i n g  - s y s t e m  m a l f u n c t i o n s ,  i t  
m u s t  b e  e f f i c i e n t  a n d  s h o w  c o n s i d e r a b l e  s a v i n g s  i n  
t im e  c o m p a r e d  w i t h  c u r r e n t  m e t h o d s . i n  t h i s  
s e c t i o n ,  tw o  d i f f e r e n t  s t r a t e g i e s  a r e  p r o p o s e d
w h ic h  c o u l d  f o r m  t h e  b a s i s  f o r  a n  e x p e r t  s y s t e m  
a p p r o a c h  t o  f a u l t  d i a g n o s i s  u s i n g  c o m p u t e r
s i m u l a t i o n .
S t r a t e g y  1
W i t h  t h i B  a p p r o a c h ,  c o m p u t e r  s i m u l a t i o n  i s  u s e d  t o  
p r e d i c t  t h e  c h a i  g e s  i n  s y s t e m  p e r f o r m a n c e  d u e  t o  a  
f a u l t y  o r  i n c o r r e c t l y  s e t  c o m p o n e n t .  T h i s  i s  
s i m i l a r  t o  t h a t  u s e d  i n  t h e  e x a m p le  s i m u l a t i o n s  
d e s c r i b e d  e a r l i e r ,  a n d  c a n  b e  t h o u g h t  o f  a s  t h e  
• w h a t  h a p p e n s  i f '  s t r a t e g y .  F a u l t  d i a g n o s i s  i s  
a c h ie v e d  b y  u n d e r t a k i n g  a  s i m u l a t i o n  c o n t a i n i n g  t h e  
s u s p e c t e d  f a u l t  a n d  c o m p a r in g  t h e  r e s u l t  w i t h  t h e  
a c t u a l  s y u te m  r e s p o n s e .  I f  t h e  p r e d i c t e d  a n d  t h e  
a c t u a l  r e s p o n s e s  a g r e e ,  t h e n  i t  i s  l i k e l y  t h a t  t h e  
s u s p e c t e d  f a u l t  h a s  b e e n  c o r r e c t l y  d i a g n o s e d .  
O t h e r w i s e ,  t h e  u s e r  i n t r o d u c e s  o t h e r  f a u l t s  i n t o  
t h e  s i m u l a t i o n  u n t i l  a c c e p t a b le  a g r e e m e n t  1 b  
a c h ie v e d .  T h e  p r o c e s s  c o u ld  b e  a u t o m a te d  u s i n g  
e s t a b l i s h e d  ’ c o s f  f u n c t i o n *  t e c h n iq u e s  t o  a s s e s s  
t h o  c o r r e l a t i o n  a c h ie v e d  b e tw e e n  t h e  p r e d i c t e d  a n d  
a c t u a l  s y s t e m  r e s p o n s e s .  I n  t h i s  w a y ,  t h e  
s i m u l a t i o n  p r o c e s s  w o u ld  c o n t i n u e  w i t h o u t  t h e
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I n t e r v e n t i o n  o f  t h e  u s e r  u n t i l  t h e  f a u l t  i s  
l o c a t e d .
W h e n  e x a m in e d  i n  m o re  d e t a i l ,  t h o  a p p r o a c h  h a s  
s e r i o u s  l i m i t a t i o n s .  T h e s e  b e c o m e  a p p a r e n t  w h e n  
a s s e s s in g  t h e  l i k e l y  n u m b e r  o f  s i m u l a t i o n ! )  r e q u i r e d  
t o  i s o l a t e  a  p a r t i c u l a r  f a u l t .  T o r  e x a m p le ,  t h e  
c i r c u i t  s h o w n  i n  F i g . l  c o n t a i n s  t e n  d i f f e r e n t  
c o m p o n e n t s .  A s s u m in g  t h a t  e a c h  c o m p o n e n t  i s  a  
p o s s i b l e  f a u l t  a n d  o n l y  o n e  f a u l t  o c c u r r e d  a t  a n y  
K l v e n  t i m e ,  t h e n  a  m a x im u m  o f  t e n  s i m u l a t i o n s  
w o u ld  b e  r e q u i r e d  t o  I s o l a t e  t h e  a c t u a l  f a u l t .  I f  
t w o  f a u l t s  o c c u r r e d  s im u l t a n e o u s l y  t h e n  t h e  n u m b e r  
o f  s i m u l a t i o n s  i n c r e a s e s  t o  5 5 .  M a n y  c o m p o n e n ts  
e x h i b i t  m u l t i p l e  f a u l t s  a n d  t h e r e  I s  n o t h i n g  t o  
p r e v e n t  m o re  t h a n  t w o  f a u l t s  o c c u r r i n g  a t  t h e  s a m e  
t i m e .  A l s o ,  c o m p o n e n ts  s u c h  a s  r e l i e f  a n d  c o n t r o l  
v a l v e s  c a n  b e  i n c o r r e c t l y  s e t  a b o v e  o r  b e lo w  t h e  
r e q u i r e d  l e v e l .  D i f f i c u l t i e s  t h e n  a r i s e  i n  
d e c i d i n g  u p o n  w h a t  s e t t i n g  t o  i n c l u d e  i n  t h o  
s i m u l a t i o n ,  a n d  s e v e r a l  d i f f e r e n t  v a l u e s  m a y  b o  
r e q u i r e d  t o  a s s e s s  t h e  l i k e l i h o o d  o f  a n  i n c o r r e c t  
s e t t i n g  b e in g  t h e  c a u s e  o f  t h e  f a u l t .  T h u s ,  a  v a s t  
n u m b e r  o f  s i m u l a t i o n s  m a y  b e  r e q u i r e d  t o  i s o l a t e  
t h e  f a u l t .  l h e  t i m e  t a k e n  t o  o b t a i n  a  s i n g l e  
s i m u l a t i o n  r e s u l t  l o r  a  s y s t e m  c a n  v a r y  f r o m  a  f e w  
s e c o n d s  t o  m a n y  h o u r s  d e p e n d in g  u p o n  t h e  c o m p l e x i t y  
o f  t h e  c i r c u i t  a n d  t h o  f o r m  o f  t h o  s y s t e m  r e s p o n s e .  
H e n c e ,  f o r  c e r t a i n  s y s t e m s  t h o  t im e  t a k e n  t o  
i d e n t i f y  a  f a u l t ,  o r  c o m b in a t i o n  o f  f a u l t s ,  c o u l d  
t a k e  d a y s  o r  e v e n  w e e k s .
S t r a t e g y  2
W h e n  u n d e r t a k i n g  f a u l t  a n a l y s i s  i t  i s  e s s e n t i a l  
t h a t  a  s t r u c t u r e d  a p p r o a c h  i s  f o l l o w e d }  i n s t a n t  
s o l u t i o n s  a n d  g u e s s w o r k  r a r e l y  w o r k .  A l t h o u g h  n o t  
e v e r y  s p e c i a l i s t  w i l l  u s e  e x a c t l y  t h o  sa m e  
t e c h n i q u e s  w h e n  a n a l y s i n g  f a u l t s ,  i n  g e n e r a l  t h e y  
w i l l  b e  f o l l o w i n g  a  p r o c e d u r e  s i m i l a r  t o  t h a t  g i v e n  
b e lo w .
1 .  O b t a i n  ' a s  b u i l t *  c i r c u i t  d ia g r a m .  T h i s  i s  
p a r t i c u l a r l y  i m p o r t a n t  f o r  n ew  s y s t e m s  a s  m i s t a k e s  
m a y  h a v e  b e e n  m a d e  d u r i n g  s y s t e m  b u i l d .
1 1 .  U n d e r s t a n d  t h e  s y s t e m  a n d  t h e  I n t e r a c t i o n  
b e t w e e n  t h e  c o m p o n e n t s .  A g a in ,  i f  t h e  s y s t e m  i s  
n e w ,  i t  w i l l  b e  n e c e s s a r y  t o  d e t e r m in e  i f  t h o  
c i r c u i t  i s  c a p a b l e  o f  m e e t in g  i t s  f u n c t i o n a l  
r e q u i r e m e n t s ,  t h u s  i n d i c a t i n g  p o s s i b l e  d e s i g n  
e r r o r s .
l i i .  U n d e r t a k e  l o g i c a l  a n a l y s i s  b y  c o n s i d e r i n g  
w h i c h  f u n c t i o n s  ( s p e e d ,  p r e s s u r e ,  e t c )  a r e  n o t  
f u l f i l l e d ,  a n d  w h ic h  c o m p o n e n ts  c o u ld  i n f l u e n c e  
t h e s e  f u n c t i o n s .  T h e  m o s t  l i k e l y  c o m p o n e n t  c a u s in g  
t h e  s y s t e m  m a l f u n c t i o n  c a n  t h e n  b e  i s o l a t e d  b y  
c a r e f u l  c o n s i d e r a t i o n  o f  t h e  v a r i o u s  o p t i o n s  
a v a i l a b l e ,  a l l o w i n g  t h e  f a u l t  t o  b e  r e c t i f i e d .
A  f l o w  c h a r t  c a n  b e  c o n s t r u c t e d  a s  a n  a i d  t o  f a u l t  
d i a g n o s i s .  T h e  c h a r t  w o u ld  b e  c o n s t r u c t e d  b y  
c o n s i d e r i n g  t h e  l i k e l y  s y s t e m  m a l f u n c t i o n s  a n d  t h o  
p o s s i b l e  c a u s e s .  F o r  t h e  s y s t e m  s h o w n  i n  F i g . l  t h o  
f o l l o w i n g  w o u ld  b e  i n c l u d e d  i n  t h i s  d ia g r a m
1 .  A c t u a t o r  d o e s  n o t  m o v e .
2 .  A c t u a t o r  m o v e s  a t  w r o n g  t im e .
3 .  A c t u a t o r  m o v e s  a t  w r o n g  v e l o c i t y .
C.  A c t u a t o r  s t o p s  a t  w r o n g  t i m e .
5 .  A c t u a t o r  s h o w s  o s c i l l a t o r y  b e h a v i o u r .
P o s s i b l e  c a u s e s  f o r  m a l f u n c t i o n  1  i n c l u d e !
a . N o  p u m p  f l o w .
b .  D i r e c t i o n a l  c o n t r o l  v a l v e  n o t  s w i t c h i n g .
c .  F lo w  c o n t r o l  v a l v e  n o t  o p e r a t i n g
d .  C lo c k e d  r e t u r n  l i n e
o .  I n s u f f i c i e n t  p r e s s u r e  t o  m o v e  lo a d
f .  A c t u a t o r  l o a d i n g  n o t  a s  e x p e c t e d
e .  P i l o t  o p e r a t e d  c h e c k  v a l v e s  J a in n c d
P o s s i b l e  c a u s e s  ( a )  i n c l u d e !
l a .  e l e c t r i c  m o t o r  n o t  o p e r a t i n g .
l b .  C o u p l i n g  b r o k e n .
l c .  B a d ly  w o r n  p u m p .
i d .  I n s u f f i c i e n t  f l u i d  i n  r e s e r v o i r .
l o .  B lo c k e d  i n l e t  l i n e .
i f .  L e a k a g e .
P o s s i b l e  c a u s e s  f o r  ( l a )  i n c l u d e i
2 a .  M o t o r  n o t  s w i t c h e d  o n .
2 b .  M o t o r  b u r n t  o u t .
2 c .  M o t o r  o v e r  l i e a t e d .
2 d .  F u s e  b lo w n .
2 e .  E l e c t r i c a l  m a in s  f a i l u r e .
T l i e  f l o w  d ia g r a m  a p p r o a c h  i s  i d e a l l y  m i l t e d  t o  
c c m ip u t e r  a n a l y s i s .  H o w e v e r ,  p r e p a r i n g  a  f l o w  
d ia g r a m  e a c h  t im e  a  d i f f e r e n t  c i r c u i t  i s  
e n c o u n t e r e d  i s  a  t im e  c o n s u l t i n g  p r o c e s s .  T h o  
a u t o m a t i c  s i m u l a t i o n  p a c k a g e  h a s  t h e  p o t e n t i a l  f o r  
d e v e lo | x t * e n t  i n  n e w  a r e a s ,  a n d  a u t o m a t i n g  t h e  f l o w  
d ia g r a m  i s  c o n s id e r e d  t o  b e  a n  o b v io u s  e x t e n s i o n .
T h e  D a t h  U n i v e r s i t y  s i m u l a t i o n  p a c k a g e  u s e s  a  
p r o g r a m  g e n e r a t o r  t o  l i n k  c o m p o n e n t  s u b r o u t i n e s  
t o g e t h e r  t o  p r o d u c e  t h o  s i m u l a t i o n  p r o g r a m .  A s  a  
c o n u e q u e n c e  o f  t h i u  o p e r a t i o n ,  t h e  p r o g r a m  
g e n e r a t o r  h a s  d e t a i l s  r e l a t i n g  t o  t h e  w a y  i n  w h ic h  
t h o  c i r c u i t  c o m p o n e n ts  a r e  i n t e r c o n n e c t e d .  T h i s  
f e a t u r e  c a n  b e  u s e d  t o  i d e n t i f y  f r o m  a  c o m p le t e  
c i r c u i t  d ia g r a m ,  t h o s e  c o m p o n e n ts  w h ic h  h a v e  a  
d i r e c t  i n f l u e n c e  o n  t h e  p a r t i c u l a r  s y s t e m  
m a l f u n c t i o n  u n d e r  i n v e s t i g a t i o n .  T h a t  i u ,  t h e  
c o m p o n e n ts  i n  t h e  s u p p l y  l i n e  f r o m  t h e  p im p  t o  t h e  
c o m p o n e n t  s h o w in g  t h e  m a l f u n c t i o n  ( e g  a c t u a t o r  o r  
h y d r a u l i c  m o t o r )  a n d  t h e  r e t u r n  l i n e  b a c k  t o  t h e  
r e s e r v o i r  c a n  b o  i s o l a t e d  f r o m  t h e  r e s t  o f  t h e  
s y s t e m .  T h i s ,  t o g e t h e r  w i t h  a  c o m p le t e  c i r c u i t  
s i m u l a t i o n ,  e n a b l e s  t h e  f u n c t i o n a l  c a p a b i l i t y  o f  
t h e  c i r c u i t  t o  b e  a s s e s s e d .
H a v in g  m a d e  t h e  s i m u l a t i o n  p a c k a g e  a w a r e  o f  t h e  
c o m |x ) n e n l e x h i b i t i n g  s y s t e m  m a l f u n c t i o n ,  d e t a i l s  
r e l a t i n g  t o  t h e  e x a c t  f o r m  o f  t h o  m a l f u n c t i o n  w i l l  
b o  e n t e r e d .  T h e  p a c k a g e  w i l l  U t e n  I n t e r r o g a t e  t h e  
s u b r o u t i n e s  f o r  t h o  c o m p o n e n ts  w h ic h  h a v e  b e e n  
i d e n t i f i e d  b y  t h o  p r o g r a m  g e n e r a t o r  a s  p o s s i b l e  
c a u s e s  o f  t h e  m a l f u n c t i o n .  E a c h  s u b r o u t i n e  w i l l  
c o n t a i n  i n f o r m a t i o n  r e l a t i n g  t o  t h e  t y p e  a n d  e f f e c t  
o f  t h e  f a u l t s  a p p r o p r i a t e  t o  e a c h  c o m p o n e n t .  
I n f o r m a t i o n  r e l a t i n g  t o  t h e  p r o b a b i l i t y  o f  t h e  
i n d i v i d u a l  f a u l t s  o c c u r r i n g  c o u ld  a l s o  b e  I n c l u d e d
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a s  t h i s  w i l l  a s s i s t  i n  t h e  d i a g n o s i s  p r o c e d u r e .  
W hen  u n d e r t a k i n g  t h e  a n a l y s i s  t h e  B p e c i a l i u t  w i l l  
u n d o u b t e d l y  r e q u i r e  a d d i t i o n a l  s y s t e m  i n f o r m a t i o n  
t o  c o n f i r m  a  s u s p e c t e d  f a u l t .  T h i s  m a y  i n c l u d e  
d a t a  r e l a t i n g  t o  p r e s s u r e ,  t e m p e r a t u r e ,  f l o w ,  f l u i d  
l e v e l ,  e l e c t r i c  m o t o r  o p e r a t i o n ,  e t c .  T h e  s a m e  
i n t o n a t i o n  w i l l  a l s o  b e  r e q u i r e d  b y  t h e  p a c k a g e  t o  
e n a b l e  t h e  f a u l t ,  o r  f a u l t s ,  t o  b e  i d e n t i f i e d .  
H o w e v e r ,  t h e  p a c k a g e  h a s  a  c o n s i d e r a b l e  a d v a n t a g e  
o v e r  t h e  s p e c i a l i s t  a s ,  o n c e  t h e  s u s p e c t e d  f a u l t  
h a s  b e e n  i d e n t i f i e d ,  i t  c a n  b e  c o n f i r m e d  b y  
s i m u l a t i o n  b e f o r e  r e c t i f i c a t i o n .
A l t h o u g h  d e v e lo p m e n t  w i l l  b e  r e q u i r e d  t o  im p le m e n t  
s t r a t e g y  2  i n t o  t h e  s i m u l a t i o n  p a c k a g e ,  u s i n g  t h e  
e x i s t i n g  p a c k a g e  a s  t h e  b a s i s  f o r  t h e  e x p e r t  s y s t e m  
w i l l  u n d o u b t e d ly  l e a d  t o  a  c o n s i d e r a b l e  s a v i n g  i n  
t i m e  a n d  e f f o r t .
OOWCLUSIOW 3
T h e  d i f f i c u l t i e s  e x p e r ie n c e d  w h e n  u n d e r t a k i n g  
s y s t e m  d e s ig n  a n d  f a u l t  d i a g n o s i s  f o r  f l u i d  p o w e r  
s y s t e m s  a r e  d i s c u s s e d . I t  '  i s  a r g u e d  t h a t  t h e
a p p l i c a t i o n  o f  t h o  e x p e r t  s y s t e m  t e c h n iq u e s  a l r e a d y  
u s e d  i n  o t h e r  f i e l d s  w i l l  b e  o f  c o n s i d e r a b l e
b e n e f i t  t o  t h e  f l u i d  p o w e r  i n d u s t r y .
I t  i s  s h e w n  t h a t  c o m p u t e r  s i m u l a t i o n  c a n  b e  u s e d  t o  
a s s i s t  i n  t h e  a n a l y s i s  o f  s y s t e m  m a l f u n c t i o n s
c a u s e d  b y  c o m p o n e n t  f a u l t s .  H o w e v e r ,  s i m p l y  u s i n g  
a n  'a d  h o c *  a p p r o a c h  c a n  r e q u i r e  a  l a r g e  n u m b e r  o f  
s i m u l a t i o n s  t o  i d e n t i f y  a  c o m p o n e n t  f a u l t  e v e n  i n  
r e l a t i v e l y  s im p le  s y s t e m s .  A  d i f f e r e n t  s t r a t e g y  i s  
d e v e lo p e d  w h ic h  c o u ld  f o r m  t h e  b a s i s  o f  a n  e x p e r t  
s y s t e m  a p p r o a c h  t o  f a u l t  a n a l y s i s .  T h i s  w o u ld  
u t i l i s e  f e a t u r e s  p r o v i d e d  b y  t h e  B a t h  U n i v e r s i t y
a u t o m a t i c  s i m u l a t i o n  p a c k a g e  t o  d u p l i c a t e  t h e  
a c t i o n s  u n d e r t a k e n  b y  t h e  s p e c i a l i s t  w h e n  
u n d e r t a k i n g  f a u l t  a n a l y s i s .  T h e  r e s u l t i n g  p a c k a g e  
w o u ld  b e  a p p l i c a b l e  t o  b o t h  l i q u i d  a n d  g a s  b a s e d  
s y s t e m s ,  a n d  c o u ld  b e  e x t e n d e d  t o  i n c l u d e  o t h e r
a s p e c t s  o f  e n g i n e e r i n g .
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ABSTRACT
Complex hydraulic systems are increasingly being employed 
In high risk, high capital cost applications, such as the aerospace, 
power and marine Industries. Following a safety audit of a complex 
hydraulic system, it was recognised that the process, which is 
essentially a time consuming and somewhat repetitive task, could 
be profitably automated by use of computer techniques. Work is 
underway to produce an expert, or knowledge based, system which 
will assist In the process of hydraulic circuit design appraisal, and 
in the diagnosis of failures In live’ equipment. This paper 
summarises the progress to date.
INTRODUCTION
Complex Hydraulic Systems are Increasingly being employed 
In high risk, high capital cost appUcatlons. such as the aerospace, 
power and marine industries. This has led to an Increase In the use 
of fault diagnosis techniques such as Failure Mode and Effects 
Analysis (FMEA) and Fault Tree Analysis (FTA).
Following a safety audit of Just such a system by the Fluid 
Power Centre. It was realized that the process could be profitably 
automated by use of computational techniques. The area of 
computing research which lends Itself most to the multi-branching 
aspects typical of fault finding Is known as Expert or Knowledge 
Based Systems. These are computer programs that embody the 
expertise of human specialists In a particular domain, in this case 
hydraulic systems. In such a way that the system can provide 
intelligent actions and/or advice. By interacting with such a 
program the user can gain access to the knowledge of the human 
specialist quickly and easily, and use It to solve the problem In 
hand.
The goal of this work Is to produce a computer program that 
will assist In the diagnosis of faults in a large range of hydraulic 
systems, by guiding the user through a series of tests and utilising 
ln-bullt information regarding the relative failure rates of 
components. The program has been designed as a general tool, and 
to this end makes use of a library of hydraulic component 
descriptions which are called in response to Information gained from 
a hydraulic circuit diagram of the particular system under 
examination. The rationale behind the program Is very much one 
of a post event diagnosis, although provision Is made for some data 
to be gathered on line via sensors. The program runs on a Sun 3 
Workstation under the Unix operating system.
Literature searches have identified similar work on the 
development of generalized diagnosis programs, but these have been 
concerned with electrical circuits. (Davis. 1984. Davis. 1985. 
Genesereth. 1984. Plpitone. 1985.)
EXPERT SYSTEM BACKGROUND
The diagnosis program described here makes use of a 
technique known as Rule Based Knowledge Representation. This 
means that facts pertaining to hydraulic components and their 
behaviour are coded into antecedent-consequent rules of the form
IF (.....) THEN (......). The rules themselves are generated by a
technique known as Induction, via which a series of component 
operating conditions are condensed into a concise description of the 
component's behaviour In a nested rule format.
Two fundamental control strategies exist for the 
manipulation of rules. These are known as forward chaining and 
■backward chaining. In forward chaining the program uses 
information that Is already known to Infer new information, via the 
rules In the knowledge base, until some goal Is either proved or 
disproved. In this application forward chaining Is to be used to 
perform a type of qualitative simulation of the circuit in question.
This enables the correct selections of multi-state components 
(such as directional control valves) to be established for a particular 
duty cycle of a particular hydraulic system. In this way more 
knowledge can be extracted from the circuit diagram than Is 
immediately evident from a simple examination of component 
connectivity.
Using the backward chaining methou of rule manipulation, 
the program sets up a required goal. In this case the particular 
system failure, as a hypothesis. A search is then conducted of the 
rules In the knowledge base for a rule which. If Its conditions were 
fulfilled, would either prove or disprove the hypothesis. The 
conditions of this new rule are then set up as sub-hypotheses. The 
process is repeated recursively, with the program backtracking 
down through the circuit until facts are found to support the chain 
of hypotheses. In this program the backward chaining Inference 
strategy Is used to localize the cause of system malfunctions to 
specific hydraulic components.
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SYSTEM OVERVIEW
For the purposes of Illustration, a sample hydraulic circuit 
will be used to explain the Ideas and steps involved In the fault 
diagnosis process. A circuit diagram of a simple linear actuator 
circuit Is shown In figure 1. This system Incorporates a directional 
control valve to direct the Dow from the pump to provide either 
extension or retraction of the actuator, and pilot operated check 
valves to enable the load to be held In position when the directional 
control valve Is re-centralized.
As is the case with Fault Tree Analysis techniques of failure 
diagnosis, before diagnosis can begin the Top Level Component’ 
must be Identified. This is the component where the system failure 
is manifested, and Is specified together with the particular system 
failure as Input data to the diagnosis program by the user. In this 
case the top level component Is the linear actuator, and the 
corresponding failure events that can be diagnosed with the 
program In its present state are:
no extension/retraction 
extension/retraction too fast 




Figure 1: Sample Hydraulic Circuit
DEVELOPMENT OF COMPONENT MODULES
The core of the diagnosis program is a library of component 
modules, each of which is a specific model of a particular piece of 
hydraulic equipment. These modules are. In effect, qualitative 
models of component behaviour, both during correct operation and 
under various failure conditions.
The failure modes for each particular component are 
established by performing a Failure Modes and Effects Analysis 
(FMEA) on that particular component. FMEA Is a standard, well 
documented technique for assessing the likely failure modes of 
system components. [Davidson. 1988). An example FMEA of a 
closed centre manually operated directional control valve Is given In 
Table 1.





LOCAL EFFECT SYSTEM EFFECT
reduced flow reduction In
to service speed of linear
ports actuator
leakage flow unexpected
to service motion of




no flow to no extension or
service ports retraction of
when selected linear actuator
flow to wrong unexpected
service port extension or
retraction of
linear actuator
no flow to no extension or
service ports retraction of
on selection linear actuator
The results of the FMEA for each component are then used 
to build up a table of operating conditions. In terms of the 
components Input parameters. Internal state and the consequent 
component outputs. The operating conditions corresponding to the 
FMEA of the directional control valve are shown In Table 2. The 
dashes present under the headings Valve selection’ and 'expected 
motion' signify that any value can be substituted at these positions 
In the table. The use of exclamation marks as in the inlet pressure 
value flow, implies that any value other than low. in this case, can 
be inserted.
Table 2: Operating conditions for a directional control valve
INLET VALVE EXPECTED OUTCOMES
PRESSURE SELECTION MOTION
relief forward extend => relief
normal forward extend => normal
low - low
How centre => wrong.low
How retract extend *> wrong.low
How forward retract => wrong.low
relief retract retract => relief








"rellef_setttng" -> output pressure level 
"normal" -> output pressure level 
"low" -> output pressure level 
print "dev is not selected correctly to 
extend the actuator"
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By use of a technique known as Induction. lArbab et al 1985. 
Muggleton. 1986. Radian Corp. 1987) this table of operating 
conditions Is automatically converted into a concise and well 
sequenced rule which completely describes the required component 
behaviour. The rule Induced for the directional control valve, using 
the table of operating conditions already presented is displayed in 
Table 3.




extend : => ( relief. GOAL ) 
retract : => ( wrong: low. GOAL) 
centre : ( wrong: low. GOAL) 
retract : [direction]
extend : => ( wrong: low, GOAL) 
retract : => ( relief. GOAL )
normal : [selection)
forward : I direction)
extend : => ( normal. GOAL) 
retract : => ( wrong: low. GOAL) 
centre : => ( wrong: low. GOAL) 
retract : [direction]
extend : => ( wrong: low. GOAL) 
retract : => ( normal. GOAL)
low : => ( low. GOAL)
REASONING METHOD WITHIN THE DIAGNOSIS
Within the diagnosis modules, the fundamental properties 
of pressure and flow are used to reason about the state of 
components In the system. For example, if the problem with the 
circuit was stated as failure of the actuator to extend, the diagnosis 
program would proceed in such a way as to determine the pressure 
level at the inlet side of the actuator. Alternatively, if the problem 
were a slow moving actuator, the program would reason about the 
flow entering at the Inlet side of the actuator.
Four basic types of component module have been Identified, 
each of which contains one diagnostic rule. These four types of 
module deal with reasoning about
(I) flow towards the top level component
(II) flow away from the top level component
(Hi) pressure on the Inlet side of the top component
(tv) availability of a flowpath on the outlet side of the top
level component
All four types of component module must be present In the 
library for each hydraulic component. This Is to ensure that each 
component can be completely described under all circumstances, 
and all operating conditions of the system under test.
Looking back at the Induced diagnosis rule for the closed 
centre manually operated directional control valve shown in Table 3. 
it can be seen that the reasoning is being performed on the basis of 
pressure. This is because the rule Is Intended for use in the 
diagnosis of problems such as no motion of the linear actuator, 
where pressure level rather than flow is the relevant parameter. 
Each item In square brackets represents a test, and It Is by 
backward chaining down through the components in the circuit via 
these tests that a diagnosis is achieved. For example, the 
directional control valve module first looks at its input to see what 
the pressure Is there, and depending upon the outcome of this test. 
It may test for information such as the selection of the valve by 
querying the user.
By selecting the correct component module types, which is 
done automatically, any of the top level component failure modes 
can be diagnosed.
ON LINE DATA AQUISITION
The only method considered thus far of entering new data 
into the program has been by user interaction. The system has 
been designed, however, with the long term aim of being able to 
support the use of on-line sensor data. This enhancement has been 
viewed as a welcome luxury, and it has been assumed that sensor 
data regarding pressure levels etc. at critical systems areas, would 
not be generally available.
An attitude has been adopted whereby. If such data are 
available, then the sensors will be included as part of the circuit 
definition, otherwise information will be gathered purely by user 
interaction. Since the sensors are Included In the circuit definition, 
during the "build' process, they are mapped to component modules 
which themselves describe the behaviour of that particular sensor. 
The format of the diagnosis rule for a sensor module Is slightly 
different to that of most other component modules. The diagnosis 
rule for a pressure sensor, rather than checking Its Input as the first 
test as most hydraulic component modules do. tests its Internal 
state Le. the pressure level reading from the sensor. The situation 
where the pressure sensor reading Is false, or absent Is catered for 
In the detailed diagnosis section of the program execution.
DIAGNOSTIC STRATEGY
Before diagnosis of a particular problem In a hydraulic 
system can begin, the program needs to have access to a description 
of the hydraulic circuit. This Is necessary in order for the required 
component modules to be identified and copied over from the central 
library to a working directory, and also for the correct calling 
sequences for the modules to be established.
The description of the hydraulic circuit will be facilitated by 
a graphical package which Is currently under development in the 
Fluid Power Centre. Use of this graphics package will allow the user 
to draw the circuit under examination directly onto the screen of a 
high resolution workstation. Since this package has the facility to 
store the Information from the screen Into a file, this Ole can be 
used by the diagnosis program to deduce not only which component 
modules apply to the particular problem, but also the connectivity 
of components in the circuit.
Two fundamental strategies for reasoning in automated 
diagnosis have been reported In the literature, namely "shallow" and 
"deep" reasoning. "Shallow" reasoning Implies the usage of 
condensed knowledge of a very specific domain. The research of 
Interest here is that associated with deep reasoning.
Following a "deep" reasoning approach Implies that, given a 
representation of the behaviour of the components of a system, and 
a representation of the structure of the system or the 
interconnection of components as described by a circuit diagram, a 
behavioural description of the system as a whole can be generated. 
It is evident that the strategy adopted here mirrors the rationale 
behind the "deep reasoning" strategy, and future developments are 




The program splits neatly Into two sections: the build 
program and the diagnosis program.
The Build Program
A schematic diagram of the build program Is shown In 
Figure 2. The main task of the build program Is to make use of the 
Information declared in the circuit diagram. Each component Is 
Identified and once the top level component and failure mode of 
interest have been established, each hydraulic component is 
mapped to a particular component module of the correct type from 
the library.
As a prelude to carrying out a diagnosis, the program will 
perform a type of qualitative simulation of the circuit, using the 
correct operation' sections of the diagnosis rules In a forward 
chaining mode. In this way the program will extract some of the 
design expertise that went Into the circuit. Identifying the necessary 
positions of directional control valves and sequences of relief valves 
etc. for a particular system output to be achieved. By performing 
these operations, a complete definition of the correct circuit 
behaviour can be achieved, which Is essential before any problems 
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Figure 2: Schematic diagram of the 'build' program
The calling sequences routine scans the circuit description 
file and extracts the Information regarding the connectivity of 
components, and defines the calling sequences of the relevant 
component modules. The final task of the build program Is to call 
a code generation program. This translates the diagnosis rules Into 
C code and generates ancillary code to allow compilation and 
subsequent linking to form an executable program. The advantages 
of having the diagnosis program In executable form are well known; 
first and foremost the speed of diagnosis Is much improved over the 
alternative Interpreted rule approach, but also since a rule 
interpreter no longer needs to be resident In the working memory, 
much larger systems can be developed on a given machine.
The task achieved by the build program then Is to produce 
an executable diagnosis program that is specific the particular 
circuit and failure event of concern, from a knowledge of the system 
structure and a library of general hydraulic component 
representations.
The Diagnosis Program
The second and main part of the program is this diagnosis 
program. Figure 3 shows a schematic diagram of a generalized 
version of the diagnosis program.
A circuit diagram of a hydraulic system can provide more 
Information than the mere connectivity of the constituent 
components. A competent hydraulics engineer will be able to gain 
insight Into the Intended operation of the circuit, and hence realize 
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Figure 3: Schematic diagram of the 'diagnosis' program
EXECUTION OF THE DIAGNOSIS PROGRAM
Diagnosis of the failure event Is performed on two levels, 
referred to as 'simple' and 'detailed' diagnosis. Initially the simple 
diagnosis Is performed. During this process the program questions 
the user about aspects of the circuit operation. For example, if the 
problem Is that an actuator does not extend when expected, then 
the program might ask the user to confirm that the pump Is 
running correctly. An example consultation session for this system 
failure is shown below:
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The diagnosis Is specific to the case of nojnovement 
of the llnear_actuator In the extend sense
Please Note:-
The diagnosis will proceed at a simple level initially to establish the 
condition of the circuit and to ensure that there are no obvious 
faults.
If  no obvious problem is found, a more detailed diagnosis will follow. 
•••  Press Return to Continue
Is pum pl running? no
Is the motor running ? yes
The coupling on pumpl must be broken.
There Is consequently Insufficient pressure available to extend the 
actuator.
This Is the end of the consultation session.
•••  Press Return to Continue 
or type "why' for explanation
Information gained during this session Is used to update the 
database, Le. in response to a question such as I s  the environment 
clean or dirty?" the relative likelihood of failure possibilities 
associated with component wear might be Increased. As each piece 
of new information Is gained, and the database correspondingly 
updated, the search for a unique maximum failure possibility is 
carried out. The process Is continued until a unique maximum  
failure possibility is Identified and confirmed, or the querying 
process Is exhausted. An example of a diagnosis session which 
required the additional Implementation of the detailed diagnosis is 
given below:
The diagnosis Is specific to the case of no.movement 
of the llnear_actuator In the extend sense
Please Note:-
The diagnosis will proceed at a simple level Initially to establish the 
condition of the circuit and to ensure that there are no obvious 
faults.
If  no obvious problem Is found, a more detailed diagnosis will follow.
•••  Press Return to Continue
Is pump 1 running ? yes
Is plpe3 leaking ? no
What is rellefvalvel setting ? correct
Is rellefvalvel passing flow ? yes
What position Is dcvl in ? forward
Is the load obstructed ? no
What Is the friction level in the load ? normal
I am unable to diagnose the problem at this simple level. 
A more detailed approach will now be adopted.
At this stage the user-querying Is kept at a low level. Le. the 
questions relate to faults that are easy for the user to check and 
either confirm or refute, simply by observation, without the need for 
any dismantling of the components. If such user-querying Identifies 
the cause of the top level component failure, then the diagnosis Is 
successful and the program execution terminates. Often, however, 
the cause of the failure will be due to factors which could not 
possibly be discovered by a simple guided examination of the 
system. Under these circumstances, the detailed diagnosis 
procedure Is automatically initiated.
Each component module has a routine In It which contains 
lnfn’-natlon regarding the relative failure rate of that type of 
component. Once the detailed diagnosis is Initiated, all the 
component modules In the circuit automatically write the 
Information, which Includes failure possibilities and relative 
likelihood ratings, to a database.
The entries In this database are modified according to the 
information that was gained In the ‘simple’ diagnosis through user 
querying. A  search of the database Is initiated for a particular 
failure possibility which stands out as the most likely cause of the 
system malfunction. Assuming that no single possibility Is found, 
the program executes a second user-querying routine to gain more 
knowledge about the particular system application, loading 
conditions and working environment.
• ••  Press Return to Continue 
or type 'why* for explanation :-
Jammed_poppet in rellef_valve 1 Is seen as the most likely problem. 
Is this the correct solution ? no
stuck_spool In dcvl is seen as the most likely problem.
Is this the correct solution ? yes
The problem Is therefore stuck_spool In dcvl.
There Is consequently Insufficient pressure available to extend the 
actuator.
This Is the end of the consultation session.
• ••  Press Return to Continue 
or type ‘why’ for explanation :-
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EXPLANATION OF TH E  ROUTE TO A  CONCLUSION
A key feature of the system is It's ability to provide an 
explanation of the line of reasoning followed during a diagnosis 
session. Aside from being a useful aid in the debugging process, 
this facility helps to Instil confidence in the user. Information and 
new facts inferred during the diagnosis, and specific sections of text 
within the component modules are inserted into standard sentence 
masks to form an English language explanation of the route to a 
conclusion. The explanation generated in response to the previous 
diagnosis is as follows:
Since the friction level in the load is normal 
when the load is not_obstructed 
It follows that the load characteristic is not.sticklng 
Since the flowpath back to tankl is clear
it follows that the flowpath through plpe5 is clear 
Since the flowpath through pipe5 is clear
it follows that the flowpath through dev 1 is clear 
Since the flowpath through dcvl is clear
it follows that the flowpath through pipe with pilot line is
clear
Since the flowpath through the pipe with pilot line is clear 
when the value of the pilot pressure is relief.setting 
it follows that the flowpath through check_valve2 is clear 
Since the flowpath through check_valve2 is clear
it follows that the flowpath through plpe4 is clear 
Since pump 1 is running
it follows that the flow output of pump 1 is normal 
Since p!pe3 is not leaking
when the output of pumpl Is normal 
it follows that the flow through plpe3 is normal 
Since rellef_valve 1 is passlng_flow
when relief_valve 1 setting is correct 
and the flow through plpe3 is normal 
it follows that the pressure downstream of rellef_valvel 
lsrelief_settlng
Since the pressure downstream of rellefvalve 1 is rellef_settlng 
it follows that the pressure level in plpe2 is relief_settlng 
Since dcvl is selected forward
when the pressure level in ptpe2 is rellef_settlng 
it follows that the pressure at the outlet of dcvl is 
relief_settlng
Since the pressure at the outlet of dcvl is relief_settlng
it follows that the pressure level in pipe with the pilot line is 
rellef_settlng
Since the pressure level in pipe with the pilot line is rellef_setting 
it follows that the pressure at the outlet of check_valvel is 
rellef_settlng
Since the pressure at the outlet of check_valve 1 is rellef_settlng 
it follows that the pressure level in pipel is relief_settlng 
Since the load characteristic is not.stlcking
when the flowpath through plpe4 is clear 
and the pressure level in pipe 1 is relief_setting 
it follows that no_movement of the actuator in the extend 
direction is not_conflrmed
Since no_movement of the actuator in the extend direction is not 
confirmed
it is necessary to advise that the problem cannot be solved 
with this simple approach.
and that the diagnosis must proceed to a more detailed level 
in order to diagnose the problem of nojmovement in the 
llnear_actuator.
Press Return to Continue 
or type 'why' for explanation
Since stuck_spool in the dcvl has been selected as the most likely 
failure cause
it follows that the pressure at the outlet of dcvl is low 
Since the pressure at the outlet of dcvl is low
it follows that the pressure level in pipe with the pilot line is
low
Since the pressure level in pipe with the pilot line is low
it follows that the pressure at the outlet of check_valve 1 is
low
Since the pressure at the outlet of checkvalvel is low 
it follows that the pressure level in pipel is low 
Since the pressure level in pipel is low
It is necessary to advise that there is consequently 
Insufficient pressure available to extend the actuator and
it follows that no_movement of the actuator in the extend 
direction is confirmed
CONCLUDING REMARKS
A general program has been implemented, which allows a 
user to diagnose faults in a specified hydraulic system. Currently, 
the major limitation of generality is the number of different 
component modules available in the central library; although it is 
anticipated that as the set of viable circuits increases in size and the 
circuits themselves become more complex, hitherto unforeseen 
problems will arise. In view of this the project is under continuing 
development.
Key areas of further research are identified as development 
of the ideas of qualitative circuit simulation as a means of 
understanding circuit operation, and the extraction of design and 
diagnosis expertise. This will probably lead on to the use of a more 
'state of the art' expert system development tool.
Use of such a tool will allow the library to be usefully 
expanded by adopting an object oriented programming approach. 
Le. the data inheritance capabilities of this programming technique 
can be used to allow transfer of Information from generic component 
modules down to more specific component modules, e.g. from a 
generalized description of a relief valve down to a particular valve 
from a manufacturers catalogue.
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Early expert systems fo r  fau lt analysis tended to be based on shallow, heuristic knowledge. For success in engineering applications, it is 
argued that the complementary knowledge o f  the underlying principles (deep knowledge) should also be modelled. An object-oriented 
software library representing models o f components o f hydraulic circuits is being built using deep knowledge alone. The software 
modules within this lib rary are reusable fo r  the construction o f model-based expert systems fo r  the performance o f fa ilu re  mode and 
effects analysis and fau lt tree analysis on any arbitrary hydraulic circuit.
1 INTRODUCTION
This paper is the first of two parts and describes the 
fundamental research into software techniques for 
automating fault analysis in hydraulic circuits. Part 2, 
Hogan et al. (1), provides a detailed description of some 
important aspects of the software development and the 
applications and experimental procedures used to test 
its effectiveness.
The objective of the project is the development of a 
software toolkit, DESHC (diagnostic expert system for 
hydraulic circuits), which can be used to automate the 
two techniques used in an assessment of the integrity of 
a hydraulic system, failure mode and effects analysis 
(FMEA) and fault tree analysis (FTA). The purpose of 
an integrity assessment is to highlight potential problem 
areas in a system so that they can be dealt with at the 
design stage. The toolkit has been used to built model- 
based expert systems for the analysis of faults in a 
number of hydraulic circuits. It consists of a library of 
reusable objects representing hydraulic, mechanical and 
electrical components that can be called and linked 
together at run-time to represent the particular circuit 
under analysis. This approach obviates the need to 
rewrite the expert system for each new circuit under 
consideration.
A robust expert system for analysing faults in engin­
eering systems should use both heuristic knowledge 
(empirically derived shallow knowledge) and knowledge 
of the structure and behaviour of the system (deep 
knowledge). The second section of this paper examines 
the advantages and disadvantages of these different 
types of knowledge. This is followed in section 3 by a 
description of the use of deep knowledge alone to model 
the components of hydraulic circuits as software 
objects. Section 4 provides an outline of software devel­
opment and testing together with some details of the 
operation of the program.
2 TECHNIQUES FOR FAULT ANALYSIS
2.1 Fault analysis using shallow knowledge
Earlier research at Exeter by Bridson et al. (2), funded 
by the Civil Aviation Authority (CAA), examined ways
The MS was received on 3 June 1992 and was accepted for publication on 
23 October 1992.
in which helicopter health monitoring systems could be 
enhanced by the use of expert system technology. 
During the development of techniques for fault diag­
nosis, knowledge was represented using shallow heuris­
tic rules of the form 
IF  condition 
THEN conclusion.
The relationship here between the condition and the 
conclusion is totally empirical, with no representation 
of any engineering link between them. For example, a 
helicopter manufacturer’s vibration limits might suggest 
the rule
IF  frequency 15.375R is abnormal 
THEN faults include primary oil pump drive 
(R =  frequency of rotation of main rotor)
This rule has no knowledge of the structure or function 
of the oil pump drive or why that particular frequency 
is significant. It became clear during the CAA project 
that, to build an expert system to help monitor some­
thing as complex as an aircraft sub-system using heuris­
tics alone, it would be necessary to write rules to cover 
every possible empirical relationship.
The conclusion after writing such an expert system, 
albeit a limited one, was that the resulting complexity 
would lead to the software failing one of the prime tests 
of design quality described by Sommerville (3), namely 
maintainability. With software that is linked to an 
engineering system, any engineering change will imply a 
corresponding software change, which would be hin­
dered by
(a) difficulty in structuring the software into coherent 
modules;
(b) difficulty in making the software understandable. 
Additional problems would include
(c) attempting to foresee every possible combination of 
condition and conclusion and controlling the soft­
ware’s response to an unforseen situation;
(d) control of the application of the rules.
This is not to imply that shallow heuristic rules have no 
part to play. Indeed, they are the basis of much of the 
expertise of a human diagnostician and, applied appro­
priately, they can considerably accelerate the diagnostic 
process.
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12 Fault analysis using deep knowledge
Even where heuristic rules are potentially useful, their 
existence is dependent on the availability of expert 
knowledge gained from operating the related engineer­
ing system and manually diagnosing its faults. This 
implies operating high-cost high-risk systems with only 
manual monitoring until sufficient expertise is built up 
to develop an automatic system. Even if this approach 
were desirable, there are some areas, such as spacecraft, 
where it would be difficult, if not impossible, to operate.
Malin and Lance (4) have suggested that this leads to 
a requirement for monitoring and diagnostic systems 
based on knowledge available at the design stage so 
that reasoning can proceed from first principles. The use 
of this deep knowledge (deep relative to shallow 
heuristics) involves developing a software model of the 
engineering system as described by Price and Lee (5). In 
an analysis of different types of model, Lee et a l (6) sug­
gested the use of models of physical structure and 
behaviour that incorporate deep knowledge to synthe­
size the behaviour of an engineering device from the 
behaviour of its components, each of which is separately 
and independently represented.
Price and Lee (5) give the following reasons for this 
form of knowledge representation producing such bene­
fits:
Easier knowledge acquisition 
Easier handling of unforseen cases 
Easier software maintenance 
Reusable knowledge 
Improved explanation facilities
Hunt and Price (7) suggested that some of the limi­
tations of the techniques include
The higher development effort involved
Higher computing loads
Generation of all possible faults
Inability to distinguish between possible faults
Problems with handling multiple faults
However, Hunt and Price (8) also suggested that many 
of these limitations can be overcome by the use of a 
software architecture in which a diagnostic manager 
calls on the services of a number of knowledge-based 
clients within a unified program. Some clients would be 
based on deep knowledge and some on heuristics. By 
contrast, Tello (9,10), in his DIPOLE system, suggested 
distributed heuristic and deep-knowledge processes with 
a third parallel process being used to monitor progress 
and control interprocess communication.
23  Qualitative modelling
It would be possible to build a deep-reasoning model- 
based analysis system using numerical models of com­
ponent behaviour. However, in addition to the large 
computing overheads involved in such an exercise, it is 
not the way that human analysts tend to work. The 
unsuitability of this conventional approach has been 
reinforced by other workers undertaking tasks of a 
similar complexity (11,12).
If the expert system software is to be understandable 
and capable of enhancement with practical heuristic 
knowledge, then there is a need to reason with the same
qualitative terms used by diagnostic experts. A number 
of authors (13—15) advocate the use of qualitative 
reasoning as a modelling technique. In this approach, 
the component parts of a system are modelled in a 
qualitative, descriptive manner in order to capture the 
essential features of each. When implementing a quali­
tative reasoning strategy, it is normal to divide the 
important variables within the system to be modelled 
into discrete regimes. For example, in this application, 
the key parameters are the pressure and flow of the 
hydraulic fluid that ultimately links the hydraulic com­
ponents together. The qualitative pressure variable is 
divided into discrete high, normal and low ranges. The 
meanings of these terms are outlined below:
High pressure indicates that the pressure in the system 
has risen to somewhere in the region of the relief valve 
setting.
Normal pressure implies that the pressure level is at or 
around that normally expected during correct system 
operation.
Low pressure indicates that the pressure level is close 
to either the tank or the ambient pressure.
The qualitative variable flow is characterized by the 
high, normal, low and zero values. Again, the signifi­
cance of each of these terms is outlined below:
High flow  indicates a flow rate higher than that 
expected at the particular point in the system during 
correct operation.
Normal flow  implies a flow at or around the rate 
expected.
Low flow  means a lower flow than that expected at the 
particular point in the circuit.
Zero flow  indicates that no flow occurs at the particu­
lar point in the circuit.
The following section describes how deep-knowledge 
and qualitative modelling have been used to develop 
software for the analysis of hydraulic circuits.
3 APPLICATION TO HYDRAULIC SYSTEMS
3.1 Objectives
The assessment of the integrity of a hydraulic circuit 
involves using a combination of FMEA and FTA to 
uncover the weak points in the circuit’s design. Per­
formed manually, this is a laborious and tedious process 
which is subject to human fallibility and, consequently, 
its automation is a worthwhile objective in itself. 
However, the result of an FTA is a list of candidate 
faults, each of which could lead to a specified symptom 
of failure. Its significance is therefore enhanced, as it is 
viewed as a necessary and integral part, together with 
the application of heuristic knowledge and active 
testing, of a system for diagnosing faults in working cir­
cuits.
The remainder of this section describes the way in 
which components of hydraulic circuits have been mod­
elled in order to provide a library of reusable objects for 
building expert systems for integrity assessment.
3.2 Modelling components
A library of more than 25 component models has been 
developed, based on object-oriented programming tech­
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niques (9, 16). The types of component modelled can be 
seen in the chart shown in Fig. 1. Each of these models 
describes the behaviour of a particular piece of hydrau­
lic equipment, both during correct operation and under 
a number of failure modes that have been identified. 
The models consider how the components can affect the 
hydraulic fluid in terms of the qualitative pressure and 
flow variables described in section 2.3. For example, a 
variable-displacement pump operating at a higher than 
normal swash introduces high flow into the system. The 
full list of possible component faults for two typical 
example components is shown below:
Variable displacement piston pump
(a) swash too high




(a) set too high




Owing to the modular nature of the system, it is pos­
sible both to extend the number of failure modes for 
existing component models and also to add completely 
new components to the program.
Each component model is a self-contained unit, inde­
pendent of any particular circuit configuration. The 
connectivity information that characterizes a particular 
circuit is added to the models at run-time, so that a 
model of the particular circuit is formed in the com­
puter memory from the individual component models. 
In this way, the program achieves a high degree of gen­
erality, and consequently a wide range of systems can be 
analysed. The structure of the component models and 
details of their use in qualitative circuit simulations and 
automated FMEAs are discussed in the following 
section.
33 Modelling faults
The process of modelling the ways in which faults are 
manifested in components has been approached in two 
ways:
(a) modelling the known failure modes of the com­
ponents;
(b) modelling only the normal behaviour of the com­
ponents.
Hamilton and Simmons (17) suggested that, whereas 
approach (a) is sufficient when there are a small number 
of failures with known characteristics, approach (b) is 
more general, since component failure can be defined as 
any behaviour that is inconsistent with the model of 
normal behaviour and can thus be used to analyse 
faults that have not been predicted.
However, approach (a), also advocated by Steels (18), 
has a number of attractions for the current application. 
Firstly, at the Fluid Power Centre at Bath, an in-depth 
knowledge of hydraulic component behaviour is avail­
able in the combined expertise of a number of per­
sonnel. All the likely failure modes of the required
<0 IMechE 1992
components can therefore be identified with a high 
degree of confidence. Given the availability of this 
failure mode information, it was decided to make the 
maximum use of it in the development of the expert 
system. In addition. Steels observed that approach (b) 
has been applied only to diagnoses of relatively simple 
systems which are limited to consideration of failures 
within the systems themselves. The application con­
sidered here will eventually cover a broad range of 
much more complex devices and also necessitates the 
inclusion of external hazards, such as operator error, as 
potential failure modes.
3.4 Structure of component models
All the component models subscribe to similar basic 
formats. A typical model structure is shown in skeleton 
form in Fig. 2.
3.4.1 Class definitions
Each different component type is declared as a distinct 
class within the program. In the particular object- 
oriented implementation used here, these classes form 
the templates from which objects, or instances of the 
classes, are generated at run-time. A class houses all the 
procedures, data and rules that are necessary to 
describe a component within the one self-contained 
module of code.
3.4.2 Inheritance and object hierarchy
When designing an object-oriented program, it is 
normal to decompose the problem into units that can 
be described by classes, and then to arrange these class 
definitions into an order, or hierarchy. Figure 1 shows 
such a hierarchy, which has been developed for this 
problem. The general class of components is decom­
posed into the sub-classes of hydraulic components, 
electrical components and mechanical components. In 
turn, each of these sub-classes is broken down into 
smaller units until the basic component type definitions 
are reached. The first statement within a component 
class definition determines whether or not the particular 
class is able to inherit information from another class 
higher up in the hierarchy.
The aim of the decomposition is to increase the 
modularity of the program, and to minimize the 
amount of duplicated code. Classes that reside high up 
in the hierarchy tend to cover the more general aspects 
of component models. The more detailed classes lower 
down are able to inherit this general information and 
supplement it with their own specific information. For 
example, consider two components, namely a fixed dis­
placement pump and a variable displacement pump. 
Referring to Fig. 1, it is seen that the fixed displacement 
pump is located at a higher point in the hierarchy than 
the variable displacement pump. This means that the 
model for the former is of a more general nature than 
that for the latter, and describes the generic behaviour 
of the simplest representation of a pump. The variable- 
displacement pump model needs all this information, 
and therefore inherits it. It also, however, needs to 
describe the variable swash setting, and so it is this
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CLASS
IN H E R IT S .........
LOCAL VARIABLES
TASK Set Up WHEN CREATED
Create fault objects
END TASK
TASK Do Fault W HEN fault inserted
Assess the effects of the inserted 
fault on the component operation
END TASK
TASK Do Forward WHEN inlet variables change
Assess the effects o f the change in 
inlet values on the outlet
END TASK
TASK Do Backward WHEN outlet variables change
Assess the effects o f the change in 
outlet values on the inlet
END TASK
TASK Do Effects WHEN FMEA complete




! Upstream :Pressure 
; component • 1 Component
Outlet
Pressure j Downstream i 
^ component j
Fig. 2 G eneralized skeleton com ponent model
extra inform ation that resides within the variable- 
displacem ent-pum p class definition.
3.4.3 Component connectiv ity procedures
Every com ponent has the ability to determine to which 
other com ponents it is immediately connected, via a 
connectivity procedure. The general case for hydraulic 
com ponents of ju st two external connections is catered 
for by a procedure defined in the hydraulic com ponents 
class, near the top  of the class hierarchy. C om ponents 
having o ther connectivity requirements, for example 
m ultiple-connection components such as directional 
control valves, have additional connectivity procedures 
located within their own class definitions. The mechani­
cal connections required for couplings between pumps 
and m otors, and m otors and loads, are dealt with in 
similar ways.
As far as hydraulic components are concerned, 
the connectivity procedures define the neighbouring 
com ponents as either upstream or a downstream 
connections. A schematic diagram of a generalized two- 
connection com ponent is shown in Fig. 3. The upstream  
and dow nstream  designations are not intended to imply 
a certain direction of flow, they are merely labels used 
to distinguish one connection from the other. Flow- 
direction inform ation is stored in a distinct variable.
Fig. 3 General schematic diagram of two-port component 
3.4.4 Component tasks
C om ponent models have a num ber of tasks located 
within them which contain the bulk of the behavioural 
inform ation necessary to describe the operation of the 
physical components. This inform ation is represented 
mainly in the form of nested rules. In general, com ­
ponent models have five separate tasks, each dealing 
with different aspects of behaviour. These comm on 
tasks are the forward, backward, fault set up, fault and 
effects tasks, and can be seen in the skeleton com ponent 
model in Fig. 2. Some com ponents have additional 
tasks to  cater for other aspects of their behaviour which 
are not dealt with by any of these.
C om ponent tasks actually operate as daem ons; that 
is they become activated by changes in values of certain 
param eters rather than being activated according to 
some preprogram m ed scheme as is the case with sec­
tions of code in conventional procedural programs. 
Therefore the operation of the program  does not 
depend on any predetermined schedule, but can vary 
autom atically to suit the dem ands of the particular 
problem in hand.
(a) Set up task The types of fault that components can 
exhibit are predetermined and coded into the program , 
although it is possible to add extra component faults to 
the models if they are required. The fault set up task 
autom atically creates the objects necessary to describe a 
com ponent’s faults at run-time, when the parent com ­
ponent model object is created from the relevant class 
definition.
(b) F au lt task Fault tasks deal exclusively with the 
effects of component faults. W hen an FM EA is per­
formed, the fault tasks are used to insert a com ponent 
fault into the program and cause it to become active in 
the circuit. The effects of this inserted fault are p ropa­
gated around the circuit.
(c) Forw ard  task A forward task in a com ponent 
model is fired by a change in the inlet variable values of 
the particular model, that is a change in inlet pressure, 
inlet flow or flow direction at this point. The objective 
of the forward task is to assess the effects of this change 
on the component, and to  infer new outlet variable 
values for it.
(d) Backward task The backw ard task behaves in a 
similar way to that of the forward task and has a 
similar job. The backward tasks within com ponent 
models are fired by changes in the com ponent models’ 
outlet variable values, that is by a change in the flow 
direction, the outlet pressure or the outlet flow. The 
responsibility of the backward task is to assess the 
effects of such changes on the com ponent and to infer 
new values for the inlet variables. Both of these tasks 
know about the correct operational behaviour of the
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com ponent and also about behaviour under all the pos­
sible failure modes.
(e) Effects task The effects task has a completely differ­
ent function from those of all the other tasks. Once a 
simulation, or an FM EA has been completed, each 
com ponent m odel’s effects task is interrogated in order 
to build up a picture of the state of the circuit. Any 
significant events, such as a relief valve cracking open or 
the possible occurrence of cavitation, are recorded 
along with basic pressure and flow information from 
around the circuit.
3.4.5 In fo rm ation  propagation methods
O nce a forward or backward task has fired, and new 
inlet or outlet flow variable values have been estab­
lished, there is a need to propagate this new information 
to neighbouring com ponent models. In the general case 
for the hydraulic com ponent models, there are two pro­
pagation methods, namely forward propagation and 
backw ard propagation.
The forward propagation method sets the inlet values 
of the downstream connected com ponent equal to the 
outlet values of the current component. Conversely, the 
backw ard propagation method sets the outlet variable 
values of the upstream connected com ponent equal to 
the inlet values of the current component. By the use of 
these propagation methods, information is transm itted 
around the circuit model.
3.5 Strategies for FMEA and FTA
W hen the models are used for FM EA, a com ponent 
fault is specified and its local effects on the propagating 
media are propagated throughout the circuit. C om ­
ponents receiving a message of such a change might 
respond with their own local effects or symptoms, thus 
contributing to the FMEA.
The strategy for FTA involves specifying the com ­
ponent symptom being postulated and then performing 
multiple FM EAs with each possible com ponent fault 
inserted singularly in turn. Where a resulting com ­
ponent effect matches the original sym ptom , a candi­
date fault has been found. There is clearly a high 
com puting overhead involved here which would be 
com pounded if all simultaneous com binations of two or 
three faults were to be inserted. If this strategy were 
used in the diagnosis of a fault in a complex working 
circuit where there was a time constraint, this overhead 
could be unacceptable.
4 IMPLEMENTATION
4.1 Software development and testing
D uring the early stages of the project, a limited number 
of components were modelled and were used to  perform 
autom ated FMEA on a simple hydrostatic drive (19). 
M ore recently, the library of com ponent models has 
been considerably expanded and has been used to 
develop applications to perform FM EA s that were 
com pared with measurements taken from two different 
laboratory rigs.
Part 2 of this paper, in addition to providing details 
of the software development process, describes the 
laboratory rigs, the experimental procedures used and 
the com parison of the results with the predictions of the 
software.
4.2 Details of program operation
4.2.1 C ircu it defin ition
The program  operation is initiated by a high level 
module which contains all the global variables in the 
program  and also houses the com ponent class defini­
tion. A diagram of the program  structure is shown in 
Fig. 4. From  within the main module, the user is asked 



















Fig. 4 Program structure
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Fig. 5 Excerpt from typical circuit definition file
contains a description of the circuit to be analysed in 
terms of the constituent components and the intercon­
nectivity between them. An excerpt from a typical 
circuit description file is shown in Fig. 5. The first line 
of the file, in capital letters, refers to a particular com­
ponent type and indicates that an instance of this class 
is required. Line 2 gives the specific component identi­
fier name which is used to distinguish between multiple 
occurrences of the same component type. Finally, lines 
3 and 4 indicate the upstream and downstream con­
nected components, respectively.
Once the particular component type is known, an 
instance of that component is created at run-time from 
the relevant component class definition. This newly 
created object is given a name corresponding to that 
string read on line 2. The connectivity procedures then 
make links to those component models declared as the 
immediate connections, as described earlier. When the 
circuit description file has been completely scanned, a 
number of objects exist in the computer memory, each 
representing a particular piece of hardware from the 
physical circuit, and with declared interconnections that 
reflect the physical connectivity.
In this way, it is possible for many different hydraulic 
systems to be analysed without any recompilation of 
code being necessary. To analyse a new circuit, the user 
simply has to read a new circuit definition file into the 
program and a new network of objects will be set up in 
the computer memory. This facility demonstrates the 
generality of the component models and the flexibility 
of the program as an analysis tool.
Once a file has been read into the program, and the 
associated object network has been created, the user 
may either run a qualitative simulation of the circuit, or 
perform automated FMEAs.
4.22 Qualitative simulation
A number of component model types are designated as 
active. This is intended to imply that such components 
are capable of introducing energy into a system. Active 
components include electric motors, accumulators, 
overrunning loads etc. When a qualitative simulation is 
to be initiated, the firing conditions of the active com­
ponents are made true, for example an electric motor 
may be turned on. Thus, the forward tasks of the active 
component models infer new outlet variable values. 
These new outlet conditions are automatically propa­
gated to the downstream connected components via the
©  IMechE 1992
propagation methods. This action makes the inlet 
values of the downstream connected components 
change, and these models consequently fire.
In this way, the new information is transmitted 
around the network of objects in a chain reaction effect. 
This is not intended to be an all encompassing account 
of the process, but an illustration of how the simulation 
may proceed. Different types of component behave in 
different ways, and the effects of their intrinsic behav­
iour may serve to alter or even reverse the direction of 
information propagation.
Such a propagation continues until a new stable 
system state is reached, which is consistent with, say, the 
initial disturbance of switching on the electric motor. It 
may appear likely that bistable situations could occur in 
a simulation with such broad-banded discrete variables, 
and that the system might be prevented from reaching a 
new stable state. In practice, however, it has been 
observed that such failures of the software have been 
very useful indicators of flaws in the component models. 
With a correct set of models, this type of problem has 
not occurred.
It is worth noting that, during a qualitative simula­
tion, the only allowable values of flow are normal and 
zero. The reasoning behind this comes from the initial 
definitions of the flow variables. The high and low 
values indicate an increase or decrease in flow from that 
expected. The flow variable values inferred during a 
simulation are taken as a statement of correct circuit 
function and therefore, if flow at a point exists, it is 
labelled normal, and if no flow exists, it is labelled zero. 
This also shows why the distinction between low and 
zero flow is important. Pressure levels during a simula­
tion can be high, normal or low, a fact which is also 
consistent with the original variable definitions.
42J  Fault simulation
Before faults on a system can be ascertained, it is neces­
sary to determine the correct circuit operation. For this 
reason, prior to an automated FMEA, a preliminary 
qualitative simulation is automatically run to provide 
this reference. Once this reference simulation has been 
completed, the user can select a component for investi­
gation. A display is given of the possible faults that the 
particular component could exhibit. For an automated 
FMEA, the user selects one of the available faults.
When considering faulty operation, all the com­
ponent models consider how faults can alter operation 
from the norm, that is faulty operation is referenced to 
normal system operation. The particular fault chosen 
for the automated FMEA is inserted into the program 
via the particular component's fault task, as described 
earlier. The fault task then fires and assesses the pos­
sible effects of this fault on the inlet and outlet param­
eter values of the component model. The effect of this 
may be to cause a secondary disturbance in the system. 
This would then be propagated through the network of 
components as a change in pressure or flow, or possibly 
both.
Once a new stable situation is discovered, the system 
will have identified all of the possible consequences of 
the inserted fault. The effects tasks of all of the com­
ponents are used to build up an output report of the 
important results. These results may include such
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occurrences as relief valves cracking, flow directions 
reversing, load speeds increasing or decreasing, flow- 
paths becoming blocked and so on.
5 CONCLUSIONS
An object-oriented software toolkit, DESHC, has been 
built to automate the assessment of the integrity of 
hydraulic systems using FMEA and FTA. It takes the 
form of a reusable library of component models which 
has been used to develop expert system applications for 
the analysis of a number of hydraulic circuits.
Three key techniques have been employed in the 
development of the toolkit:




The use of deep knowledge has allowed the expert 
system to reason using knowledge available at the 
design stage and to synthesize the behaviour of a circuit 
from the behaviour of its components. Qualitative 
reasoning has enabled component behaviour to be 
modelled using the same descriptive terms used by 
human analysts and has considerably reduced the 
computing overheads in comparison with comparable 
numerical simulation software. The use of object- 
oriented programming has produced a toolkit that can 
easily be maintained and extended and which provides 
the facility for dynamically configuring and re­
configuring the circuit model at run-time.
In addition to the applications described in Part 2 of 
this paper, the toolkit is viewed as a potential com­
ponent in a broader software architecture that would 
perform fault diagnosis in working hydraulic systems.
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The paper provides further details o f the automated fa ilu re  modes and effects analysis (FM EA ) program outlined in Part 1. Some o f the 
more difficult development problems are discussed, and solutions are presented. The functionality o f the program was tested through 
application to two experimental rigs, namely a closed-loop hydrostatic transmission with a dynamometer and a regenerative pump test 
rig. Non-destructive faults, such as abnormally low relief valve settings and excessive loads, were manually inserted into these rigs, and 
the measured effects were compared with the predictions from  the program to validate the software. The difference in complexity and 
configuration evident in the two examples considered serves to highlight the generality o f the approach. The ease o f reconfigurability o f 
the software reflects the key aim o f producing a program capable o f  analysing a wide range o f  hydraulic circuits.
1 INTRODUCTION
This paper is the second of two Parts, and provides 
further details of the automated failure modes and 
effects analysis (FMEA) program developed as part of 
the overall project described in Part 1 (1).
Conventional FMEA is a standard, well documented 
safety and reliability assessment technique (2-4). The 
analysis method involves the identification of all pos­
sible failure modes for all possible components in a 
system. The effects of these component failures are 
assessed by considering the consequent effects of each 
failure on neighbouring components and propagating 
them up to the system level, TTie criticality of each com­
ponent in the system operation can therefore be asses­
sed, and steps can be taken to amend the design so that 
potentially disastrous failure modes become sufficiently 
improbable.
The aim of this work was to provide a general 
automated scheme which would allow FMEAs to be 
performed on a large variety of hydraulic systems. A 
decision was taken early on in the development to 
restrict the range of hydraulic systems to the domain of 
hydrostatic transmissions. The smaller domain still pro­
vides sufficient configurations to test the general appli­
cability of the software, but provides a more attainable 
goal (5).
Since the automation of tasks such as this is complex, 
a number of particular problems were encountered 
during the development. The solutions designed to 
overcome these difficulties are outlined in the following 
section. The predictions of the software were compared 
with measurements taken from two different laboratory 
rigs. The first of these has the facility of allowing certain 
component faults to be inserted and the consequent 
effects to be measured; the second rig was built for 
another project and suffered a number of component 
failures during commissioning. Section 3 describes both 
of these rigs and the experimental procedures in detail, 
and presents the results obtained from comparisons of
The M S  was received on 3  June 1992 and was accepted fo r  publication on 
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automated FMEAs with the observed effects of com­
ponent faults.
2 SOME PROBLEMS ENCOUNTERED DURING 
MODELLING
A number of particular difficulties had to be overcome 
before the program could be developed into the current 
state. Some of the more teasing problems encountered 
are discussed in the following section, along with out­
lines of the solutions that were found.
2.1 Flow reversal
Multi-connection component models, such as direc­
tional control valves and nodes, require additional con­
nectivity procedures, behaviour describing tasks and 
propagation methods beyond those necessary for the 
generalised two-port-component type discussed in Part 
1. As an example, consider the schematic diagram for 
the model of a four-way three-position directional 
control valve shown in Fig. 1.
Within the directional control valve class definition, a 
supplementary connectivity procedure is provided to 
make the connections from the service ports A and B of 
the valve to the surrounding component models. Two 
extra behavioural tasks are also included to assess the 
effects of parameter changes at either service port. 
Finally, extra propagation methods are required to 
convey information from the service ports.
However, an additional complication is associated 
with the inclusion of a directional control valve model 
into a circuit. Changing the selection of the valve can 
reverse the direction of flow in part of the circuit. Com­
ponent models must therefore be able to deal with flow 
in either 'direction. Consequently it is necessary for 
every model to know in which direction flow is 
travelling, since component behaviour can be markedly 
different. A bidirectional hydraulic motor will simply 
apply a reversed torque to a shaft and cause it to rotate 
in the opposite sense, but a component such as a relief 
valve exhibits completely different behaviour if the flow
102192 o  IMechE 1992 0959-6518/92 S3.00 + .05 Proc Instil Mech Engrs Vol 206
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Fig. 1 Schematic d iagram  of directional con tro l valve
is reversed. Under norm al circumstances a relief valve 
will crack and pass flow if the inlet pressure rises to  the 
set pressure. If, on the other hand, the flow is reversed 
then no rise in pressure will be able to crack the relief 
valve, and consequently no flow could ever pass 
through it, unless of course the valve were faulty.
The need to be able to cope with reversed flow direc­
tions in the simulation has meant that each com ponent 
model has had to be programmed with two distinct sets 
of behaviour, with manifold increases in the complexity 
of the models. Because flow directions are free to 
change, the original connectivity definitions of upstream 
and downstream cannot be taken as an indication of 
flow direction. The complexity of the node model has 
been most affected by these considerations.
2.2 Node models
For the purposes of this work, a node is defined as a 
three-pipe junction. The development of a suitable node 
model has been the most difficult and complex task to 
date. A node model is entrusted with the transference of 
both pressure and flow information between three pipes 
at such junctions. Since the model requires an extra 
connection in addition to the standard upstream / 
dow nstream  format, an extra connectivity procedure, 
behavioural task and propagation method are required. 
Figures 2 and 3 show hydraulic systems that both 
contain pipe junctions. These circuits are analysed later 
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Fig. 2 C ircuit diagram  of regenerative pum p test system
niques had to  be developed in order to allow analysis of 
systems such as these, which incorporate many nodes. 
These developments are outlined in the following sec­
tions.
22.1  Node types
Two fundamentally different types of node have been 
identified, one that sums flow from two ports and passes 
on the resulting flow to the other port (hereafter 
referred to as an ‘A-type’ node), and another which 
takes in flow at one port and splits it between the other 
two (referred to as a ‘B-type’ node). Schematic diagrams 
of these two node types are shown in Fig. 4, in which 
the conventional upstream /downstream  connections, 
plus the additional connection designated 'side', are 
shown.
In the same way that the upstream and downstream 
connectivity definitions of conventional components 
cannot be relied on to indicate the direction of flow, nor 
can the labels of inlet, side and outlet on the node be 
relied on during the course of the simulation. These 
labels too are merely intended to distinguish between 
the ports. It is quite possible for flow to enter a node via 
the port labelled outlet and leave the node via the inlet 
flow port.




Fig. 3 Circuit diagram of closed-loop hydrostatic transmission
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Fig. 4 Node types
The initial ‘type’ assignment for each node is deter­
mined automatically from the component connectivity 
information given in the circuit definition file by a 
special ‘type’ checking procedure. Complications arise, 
since the node type must be allowed to change during 
the course of a simulation because, for example, a flow 
reversal may occur which necessitates a summing of 
how at a junction rather than a split.
2.2 J  Effects o f flow reversal on nodes
A number of standard principles have been developed 
to govern the ways in which nodes can respond to 
changes in flow direction. The effect of flow reversal on
each of the three ports of A-type nodes is shown in 
Fig. 5a:
1. A change in the inlet flow direction creates a B-type 
node which splits the side flow into the inlet and 
outlet.
2. A change in side flow direction simply converts the 
node to B-type and does not affect the flow direc­
tions on the inlet or outlet ports.
3. A change in the outlet flow direction causes the node 
to change to B-type, and also forces flow reversal on 
what were previously the two incoming ports.
The effects of flow reversal on B-type nodes are some­
what more complex, since there are more conditions 
under which node type change can occur. The various 
conditions are illustrated in Fig. 5b:
1. A change in the inlet flow direction of a B-type node 
can only cause the node to convert to A-type, with a 
consequent reversal of flow directions at the outlet 
and side.
2. A change in side flow direction has similar effects. 
Normally, the node would remain B-type with the 
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Fig. 5 Effect of flow reversal on nodes
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flow direction change is accompanied by confirma­
tion of the inlet flow direction, the node converts to 
A-type, with the inlet and side flows summed into the 
outlet.
3. A change in outlet flow direction would normally 
cause the inlet flow direction to reverse and leave the 
side flow direction unchanged. This situation main­
tains the node status as B-type. If, however, the inlet 
flow direction has previously been confirmed by an 
earlier propagation during the same analysis, then 
the node is forced to switch to an A-type, with the 
outlet and inlet flows being summed into the side.
The above examples only show the possibilities for node 
type change from the original node type definitions. The 
coding for the node type changing procedures is, 
however, sufficiently general to allow multiple node 
type changes during the course of a simulation. It is 
completely permissible, and likely, that a node orig­
inally designated as B-type could change to a summing 
A-type, and back again during the inferencing pro­
cedures of a qualitative simulation or an automated 
FMEA.
233  Combining flow values at nodes
The summing and splitting of flow at nodes poses a fun­
damental problem concerning the addition and subtrac­
tion of qualitative flow variables. Is the result of adding 
a high flow and a low flow at an A-type node high, 
normal or low?
A solution to this problem lies in the consideration of 
the normal flow patterns at nodes during correct system 
operation. These normal flow patterns are obtained 
from a qualitative simulation of the hydraulic system 
carried out prior to the automated FMEA. As discussed 
in Part 1 (1), the only possible flow values during a 
qualitative simulation are normal and zero. This implies 
that, under normal operating conditions, the flow 
pattern around a node can only be a combination of 
normal and zero flow values. The possible normal flow 
patterns around nodes are shown in Fig. 6. An A-type 
node gives a normal outlet flow, whether or not a side 
flow is available to supplement the inlet flow. Similarly, 
a B-type node splits the inlet flow value of normal, 
either into the outlet and side connections with a 
normal flow level, or it simply sends a single normal 
flow value to the outlet if the side connection is blocked. 
The important point is that the flow variable value 
‘normal flow* indicates that the flow at a certain point 





Fig. 6 Possible flow patterns at A- and B-type nodes 
(N = normal flow and Z = zero flow)
system is operating correctly, and does not imply a par­
ticular magnitude.
These 'correct* flow patterns derived from the initial 
simulation are used as references during automated 
FMEAs to reduce uncertainty when altered flow values 
arrive at nodes and need to be either summed or split. 
For example, consider a situation where, during the 
initial simulation, the normal flow pattern was estab­
lished to be like that shown in Fig. 6b. If the effect of a 
component fault were to cause a small amount of flow 
to pass into the side port of the node, the node would 
be required to sum a normal and a low flow value. With 
reference to the original flow pattern, the node model 
deduces that the outlet flow value must be set to high. 
Alternatively, consider the normal flow pattern shown 
in Fig. 6a. If  the effect of a fault were to cause low flow 
on the side port in this case, the node model would 
again be called on to sum a normal and a low flow, but 
would this time infer that the outlet flow should be set 
to low. Similar arguments follow when considering 
other fault effects, and when considering the normal 
flow patterns for B-type nodes shown in Figs 6c and d.
It is intended to explore the capability of the program 
to deal with multiple faults so that more complex fault 
analyses can be achieved. The arguments given above 
may not be appropriate under these circumstances, and 
further work may need to be done.
3 EXPERIMENTAL INVESTIGATIONS AND 
RESULTS
Two experimental rigs were used to validate the results 
obtained from the automated FMEA facility. Certain 
faults were manually inserted into the rigs, and the con­
sequent effects were recorded through measurements of 
the steady-state changes in system pressures, flows, shaft 
torques, speeds etc. These measured changes were com­
pared with the predicted effects generated by automated 
FMEAs.
3.1 Regenerative pump test system details and test 
program
The first test rig was a regenerative hydraulic pump test 
system, the circuit diagram for which is shown in Fig. 2. 
The system was designed in a regenerative configu­
ration, so that the power available at the test pump 
could be greater than that input to the system from the 
prime mover. This meant that the test pump could be 
operated against higher pressures and flow rates than 
could be achieved simultaneously by the supply system. 
The system is basically controlled by three valves: the 
loading valve and two relief valves. The function of the 
loading valve is to provide a variable load pressure for 
the test pump, whereas relief valve 1 is a safety override 
which prevents overpressurization of the system and 
consequent damage to the supply pump and prime 
mover. Relief valve 2, however, has a different function. 
Adjusting the setting of this valve allows the system to 
be switched between regenerative and open-loop oper­
ating modes, respectively. A detailed description of the 
circuit, its function and its purpose have been given by 
Edge and Harris (6).
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This system was actually designed and built for 
another project, but during commissioning a num ber of 
faults occurred which were difficult to diagnose. These 
were associated with jam m ing of the cartridge in the 
loading valve so that, at one point, the valve was always 
open, and at another the valve was permanently stuck 
closed. This was an obvious candidate for testing the 
autom ated  FM EA  program. Further faults, such as 
abnorm ally low settings of the two relief valves, can 
also be inserted into the system and the effects can be 
noted. The m easurable variables used to assess the 
effects of faults were restricted to the supply pressure, 
the load pressure and the test pump speed.
The test program  for this circuit involved a base run 
(test 1) with measurem ents of supply pressure, load 
pressure and test pum p shaft speed. This was followed 
by two m ore runs, one with a low setting of relief valve 
2 (test 2) and another with the loading-valve setting 
increased (test 3), both subject to the same m easure­
ments as for the base run. The initial base run is per­
formed in order to  obtain a reference operating 
condition for the system. As each subsequent test is per­
formed, the effects of the inserted fault can be related to 
the correct system operation. In this way, direct com ­
parisons can be m ade between the recorded effects and 
the predictions of the autom ated FM EA software. 
These com parisons are detailed in the following section.
3.2 Regenerative pump test system results
The results of the first test carried out on the regener­
ative pum p test system are shown in Fig. 7. The m ea­
sured effects of inserting the fault of ‘low setting of relief 
valve 2’ on the supply pressure, the load pressure and 
the test pum p speed are shown referenced to the norm al 
conditions of the base run in Fig. 7a. Figures 7b to d 
show these comparisons in bar-chart form to enable an 
easier qualitative assessment to be made of the effects of 
the fault.
As the setting of relief valve 2 is reduced below the 
loading valve setting, flow begins to  leave the regener­
ative loop, and the load pressure at the outlet of the test 
pum p falls to the new relief valve 2 cracking pressure. 
This lower pressure leads to a lower torque in the test 
pum p/m otor coupling, and consequently the m otor gen­
erates less back pressure. This lower back pressure 
causes a lower value of supply pressure, which is con­
firmed in Fig. 7b, and the measured lower value of the 
load pressure can also be clearly seen in Fig. 7c. Since 
flow is leaving the regenerative loop through relief valve 
2, less flow is available at the m otor inlet. This leads to 
the lower test pum p shaft speed shown in Fig. 7d. In the 
limit, when all the test pump outlet flow leaves the 
system via relief valve 2, the system becomes open-loop 
rather than regenerative. U nder these circumstances, the
Supply pressure Load pressure Test pump speed








Base run Fault inserted
(b) Graphical comparison of supply pressure level before and after 
fault insertion
200
Base run Fault inserted





Base run Fault inserted
(d) Graphical comparison of test pump speed before and after 
fault insertion
FAILURE MODES AND EFFECTS ANALYSIS REPORT SCENARIO
Component Under Investigation: - Relief Valve02
Particular Fault Considered - low setting
Local Effects are - Relief Valve02 passes Low Flow
Low Pressure at controlled 
side of Relief Valve02
Global Effects are - Normal Flow from Supply Pipe
Low Pressure in Supply Pipe
Hydraulic MotorOI develops low
shaft torque
Test Pump produces low flow
Low Speed of Test Pump Shaft
Low Torque of Test Pump Shaft
(e) Automated FM EA  report
Fig. 7 Results of low setting of relief valve 2 on regenerative test pump rig
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speed of the test pum p is determined solely by the mag­
nitude of the supply flow.
Figure 7e shows the output of the autom ated FMEA 
program  as it would appear to the user on screen. The 
local effects section is intended to highlight the imme­
diate effects of the fault on the com ponent itself. In this 
case, the predicted local effects of setting an abnorm ally 
low cracking pressure on relief valve 2 are that the pres­
sure at the controlled side of the valve becomes low. 
Referring to circuit diagram  in Fig. 5, the pressure at 
the inlet to  relief valve 2 must be the same as the load 
pressure a t the outlet of the test pump. Hence the pre­
dicted low load pressure at the pum p outlet ties up with 
the measured effect shown in Fig. 7c.
The second predicted local effect is identified as low 
flow passing through relief valve 2. The reason for low 
flow at this point requires explanation. First, since relief 
valve 2 has cracked at its new low setting, it will be 
passing any available flow as opposed to its normal 
state of being closed and passing zero flow. As described 
earlier, this flow leaving the regenerative loop will cause 
less flow to be available to the m otor and consequently 
the lower test pump speed indicated in Fig. 7d. The 
FM EA  global effect predictions tie up with this reason­
ing and confirm that the test pump shaft rotates at a 
lower speed. G lobal effects are intended to indicate the
knock-on effects that a particular fault could have on 
the rest of the system. It is also predicted in these global 
effects tha t the test pump shaft is subjected to a lower 
torque than  norm al, a result consistent with the low 
load pressure. Since the test pump rotates at a low 
speed, the flow must be low. Therefore, although relief 
valve 2 passes all the flow available to it, this flow has 
previously been defined as low by upstream events. To 
prevent any inconsistencies, the FMEA program  
accepts this flow definition, and does not allow the relief 
valve model to change it.
The measured effect of a reduction in supply pressure, 
shown in Fig. 7b, is also predicted in the FM EA global 
effects. Finally, the program infers that no significant 
change in the flowrate will occur immediately dow n­
stream of the supply pump, since this part of the circuit 
is outside the affected regenerative loop.
The second inserted fault for the pump test rig 
involved increasing the loading valve setting. The m ea­
sured steady-state values of supply pressure, load pres­
sure and test pum p speed are shown in Fig. 8a. As the 
loading valve setting increases, so does the outlet pres­
sure of the test pump. Consequently the test pum p shaft 
torque increases in magnitude, creating a larger load for 
the m otor. This leads to a larger inlet pressure at the 
m otor and therefore an increase in supply pressure
250
Supply pressure Load pressure Test pump speed
Test bar bar r/min
1 165 175 1913
3 200 230 755
(a) Measured values
Base run Fault inserted
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(d) Graphical comparison of test pump speed before and after 
fault insertion
FAILURE MODES AND EFFECTS ANALYSIS REPORT SCENARIO I
Component Under Investigation - Loading Valve
Particular Fault Considered - high setting
Local Effects are: - Loading Valve cannot provide
pressure limitation 
Loading Valve cracks!
Global Effects are - Test Pump Shaft may break or slip
Relief ValveOI cracks!
Relief_ValveOI passes Normal Flow
Hydraulic MototOI develops high
Shaft torque
Normal Flow from Supply Pipe
High Pressure in Supply Pipe
Zero Flow from Delivery Pipe
High Pressure in Delivery Pipe
Zero Speed of Test Pump_Shaft
High Torque of Test Pump Shaft
(e) Automated FM E A  report 
Fig. 8  Results of increased loading valve setting on regenerative test pump rig
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which can clearly be seen in Fig. 8b. The rise in the load 
pressure is also evident from Fig. 8c. The supply pres­
sure is actually shown rising to 200 bar, which is the 
cracking pressure of relief valve 1. Flow therefore starts 
to spill through this relief valve, causing less flow to be 
available to the motor. Relief valve 2 is normally set to 
a higher cracking pressure than relief valve 1 in order 
to ensure that the latter cracks first. The reduced flow to 
the motor leads to the very sharp drop in test pump 
speed indicated in Fig. 8d.
After the measurements were taken, the test pump 
speed decreased further until it eventually stalled. This 
can be explained by referring to the circuit diagram 
shown in Fig. 2. The cracked relief valve 1 takes away 
the supply flow from the hydraulic motor, leaving only 
the regenerative flow to sustain the rotation. Without 
the additional supply flow, the system becomes unsus­
tainable and the various mechanical and leakage losses 
in the circuit combine to cause a further gradual slow 
down in speed until the test pump stops rotating.
Figure 8e shows the FMEA predictions for the effects 
of the inserted fault. Owing to the increased loading 
valve setting, the load pressure is predicted to increase 
in agreement with Fig. 8c. The test pump shaft torque 
therefore rises, and consequently the program infers 
that the supply pressure will increase. This ties up with 
the measurement shown in Fig. 8b. Relief valve 1 cracks 
as expected and passes ‘normal’ flow, since this is the 
flow available from upstream components.
It is interesting to note that the program predicts that 
the test pump will cease to rotate entirely and that all of 
the supply flow will pass through relief valve 1. The 
immediate effect of the fault is to cause the sharp drop 
in speed shown in Fig. 8d, but, as described earlier, the 
ultimate effect is to cause the test pump to stall. It is not 
the purpose of the program to explicitly state the 
dynamic behaviour of the rig, but to indicate the worst- 
case end result of a fault. The statement in the global 
effects of zero test pump speed is a succinct indication 
of the significant end response of the rig to the fault 
inserted.
3J Hydrostatic transmission system details and test 
program
The circuit diagram of the particular closed-loop hydro­
static transmission is shown in Fig. 3. The system incor­
porates bidirectional pump and motor units so that the 
rotation of the pump in the closed loop dynamometer 
circuit can be reversed. This load, and consequently the 
system delivery pressure, can also be varied through 
adjustment of the loading valve. The circuit utilizes a 
boost system that makes up the flow losses associated 
with the normal leakage from the main pump and 
motor. This system was chosen as part of the test pro­
gramme to illustrate the capabilities of the FMEA 
program in analysing complex systems with multiple 
flowpath possibilities.
The transmission has been well instrumented, giving 
the capability of measuring the load speed and torque 
and also the delivery pressure in the main loop. The 
choice of faults to be inserted into the circuit had to be 
made carefully. Most system faults, by their nature, 
have the capability of causing serious system damage. 
This was obviously undesirable, and so the faults
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inserted were restricted to non-destructive events such 
as setting the relief valves to artificially low cracking 
pressures, increasing the load beyond the design value, 
and reducing the boost pressure. When tests were per­
formed with reduced pump inlet pressure, the system 
was allowed to enter cavitation only very briefly, to 
avoid the risk of serious damage.
The programme of tests for this circuit again started 
with a base run (test 1) with measurements of load 
speed and torque and delivery pressure. This was fol­
lowed by further tests with a low setting of relief valve 1 
(test 2), an increased loading valve setting (test 3) and 
finally with the boost pump flow removed (test 4). The 
same measurements were taken in these subsequent 
tests. Once again, comparisons were made between the 
recorded effects and the predictions of the program, and 
these are presented in the following section.
3.4 Hydrostatic transmission system results
The results of the first test on the hydrostatic transmis­
sion rig are shown in Fig. 9a. The inserted fault required 
relief valve 1 to be set to an abnormally low cracking 
pressure. At the set load, this causes flow to short- 
circuit the hydraulic motor via the relief valve before 
returning to the main pump. The delivery pressure of 
the system consequently drops markedly along with the 
load torque as indicated in Figs. 9b and c. Since flow is 
diverted away from the motor, the load speed decreases 
dramatically, as shown in Fig. 9d.
The predictions from the automated FMEA program 
for the effects of this particular fault are shown in Fig. 
9e. The program correctly predicts that flow will be 
diverted away from the hydraulic motor as relief valve 1 
cracks at its new setting, and consequently the resulting 
delivery pressure is inferred to be low. Rather than the 
measured low load speed, however, the program infers 
the effect to be zero rotational speed. This is due to the 
abstraction from detail associated with qualitative 
reasoning. With the limited range of variables available 
to it, the program attempts to indicate the worst case or 
most extreme situation possible for this particular fault, 
that is the case when all the available supply flow 
bypass the hydraulic motor through relief valve 1. This 
type of result is entirely adequate for FMEA since the 
purpose of such analyses is to examine the most signifi­
cant possible effects of a fault. The program agrees with 
the measured results in predicting a low load torque 
due to the low delivery pressure.
The second inserted fault involved increasing the 
loading valve setting in the hydrostatic dynamometer to 
impose a larger than normal load on the main system. 
The numerical values of the measured steady state 
effects of the fault are shown in Fig. 10a. The increased 
load causes an increased torque to be generated in the 
motor/load pump coupling. If the load is increased suf­
ficiently, the delivery pressure rises towards the setting 
of relief valve 1. The measured increase in pressure is 
displayed in Fig. 10b. The increase in torque generated 
in the motor/load pump coupling can clearly be seen in 
Fig. 10c. The rise in the system pressure causes flow to 
leak through the valve and bypass the motor. Coupled 
with the extra leakage occurring in the main units at the 
higher system pressure, this causes the drop in load 
speed indicated in Fig. lOd.
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Delivery pressure Load shaft speed Load shaft torque








Base run Fault inserted
Base run Fault inserted
(b) Graphical comparison of delivery pressure level before and after 
fault insertion
Base run Fault inserted
(c) Graphical comparison of load shaft torque before and after 
fault insertion
(d) Graphical comparison of load shaft speed before and after 
fault insertion
FAILURE MODES AND EFFECTS ANALYSIS REPORT SCENARIO I
Component Under Investigation:- Relief ValveOl
Particular Fault Considered - low setting
Local Effects are:- Relief ValveOl passes Normal Flow
Low Pressure at controlled 
side of Relief ValveOl
Global Effects are - Zero Speed of Motor Shaft
Low Torque of Motor Shaft
Boost_Relief_ValveOl cracks!
Boost Relief ValveOl passes Normal Flow
Var Bi MotorOI develops low
shaft torque
Var Bi Pump02 doesn't produce flow
Normal Flow from Supply Pipe
Low Pressure in Supply Pipe
(e) Automated FM E A  report
Fig. 9 Results of low setting of relief valve 1 on hydrostatic transmission rig
Figure lOe shows the autom ated FM EA results for 
this fault. The program  correctly predicts that the 
increased load causes a high shaft torque, and conse­
quently a high delivery pressure. The measured and pre­
dicted shaft speeds show a discrepancy. The explanation 
for this lies in the fact that the FM EA program  assumes 
that the increase in load is severe enough to create a 
significant effect, that is a high enough delivery pressure 
to cause relief valve 1 to crack, and the hydraulic m otor 
to stall. This is another indication of the program 
searching for the worst case or the most exaggerated of 
possible outcom e scenarios.
The final test for the hydrostatic transmission 
involved bleeding off the boost pum p flow so that the 
main closed loop in the system received a reduced 
m ake-up flow, and was subjected to a reduced return 
line pressure. This procedure was intended to simulate 
the effect on the system of a faulty boost pump. The 
results of this test have been reported by Hogan et al. 
(7).
4 CONCLUSIONS
This paper is concerned with autom ated failure modes 
and effects analyses of hydraulic systems. Some of the
Part I Journal of Systems and Control Engineering
particularly difficult program developm ent problems 
have been presented and discussed. To illustrate the 
generality and functionality of the software, validations 
have been carried out against two different experimental 
rigs. The software was able to  predict all the main 
effects that were measured as a result of inserting faults 
into the rigs.
Practical considerations prevented potentially 
destructive faults from being examined, but tests that 
were performed have highlighted the im portant features 
of the software. A typical run time for analysis of the 
types of circuit discussed here is from less than 30 s up 
to a maximum of about 2-3  min on a Sun M icro­
systems SLC workstation. In the actual commissioning 
phase of the regenerative pum p test rig, fault diagnosis 
took several days. The software package clearly has the 
potential to reduce substantially the commissioning 
time of systems.
In its current form, the program  can cater for open- 
and closed-loop systems and circuits with m ulti­
connection components such as four-port directional 
control valves. The changes of flow direction associated 
with the operation of such valves can be accounted for, 
and qualitative flow values can be summed or split at 
pipe ‘node’ junctions. Both pressure and flow informa-
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Delivery pressure Load shaft speed Load shaft torque
Tcm bar r/min Nm
1 70 1456 44
3 166 1348 125
(a) Measured values
Base run Fault inserted
Base run Fault inserted
(c) Graphical comparison of load shaft torque before and after 
fault insertion
Base run Fault inserted
(b) Graphical comparison of delivery pressure level before and after 
fault insertion
(d) Graphical comparison of load shaft speed before and after 
fault insertion
FAILURE MODES AND EFFECTS ANALYSIS REPORT - SCENARIO I
Component Under Investigation - Loading ValveOl
Particular Fault Considered - high setting
Local Effects are: - Loading ValveOl cannot provide
pressure limitation 
Loading ValveOl cracks!
Global Effects are - Normal Flow from Supply_Pipe
High Pressure in Supply Pipe
Boost Relief ValveO I cracks!
Boost Relief ValveOl passes Normal Flow
Relief_ValveOl cracks'
Relief ValveOl passes Normal Flow
Var Bi MotorOl develops high
shaft torque
Zero Speed of Motor Shaft
High Torque of Motor Shaft
(e) Automated FM EA  report 
Fig. 10 Results of increased loading valve setting on hydrostatic transmission rig
tion are inferred throughout the system during an 
analysis, and consequently the operation of pressure- 
activated com ponents such as relief valves can be deter­
mined. In addition, more complex failures than the 
simple w orking/not-w orking failures characteristic of 
electrical systems can be assessed, allowing the effects of 
incorrect valve slections, high/low settings of relief valve 
cracking pressures etc. to be examined.
The tasks performed by the program  autom ate the 
repetitive analysis procedures of FMEA. N o attem pt 
has been made to autom ate the ranking or im portance 
of com ponent faults, or the criticality aspects of FM EA, 
since these areas are very application specific. A charac­
teristic of the program  is that it attem pts to indicate the 
worst possible, or most extreme effects of a fault. This 
was dem onstrated in the validation exercises when, for 
example, the predicted effect of increasing the loading 
valve setting in the regenerative pum p test rig was stal­
ling of the test pump, rather than the sharp drop in 
speed and the further gradual slow down that was 
observed during the tests. In practice it may be that the 
observed effects are not as severe as those predicted. 
The reason for this is associated with the abstraction 
from detail involved in setting up the qualitative vari­
<0 IMechE 1992
ables on which the entire reasoning approach is based. 
The results of this type of qualitative simulation are 
inevitably less precise than those obtainable from a 
numerical analysis, but are entirely adequate for 
FMEA, since the whole purpose of such analyses is not 
to determine the exact outcome of component faults but 
to indicate the more significant possibilities.
At present, the program deals with a single system 
operating point only. It is envisaged that systems with 
sequenced operation, or that have loads which exhibit 
duty cycles, will be dealt with in a piece-wise fashion. 
Each section of the operating sequence or load duty 
cycle will be dealt with separately in the same m anner 
as analysis is performed at present. An additional task 
to be undertaken is to autom ate the related analysis 
method of fault tree analysis, using multiple FMEAs.
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Fault Tree Analysis is a commonly used technique for assessing 
the reliability and safety of engineering systems at the design 
stage. Despite its widespread use, the method suffers a number 
of drawbacks which are exacerbated by the fact that it is tedious 
and time-consuming to apply. A number of computer programs 
exist which assist in the clerical aspects of the analysis, but few 
attempts have been made to automate die synthesis of trees with 
software solutions. A reconfigurable program is presented in this 
paper, which utilises a library of qualitative component models to 
enable fault tree type analyses of arbitrary hydraulic circuit 
configurations. The program is shown applied to the analysis of 
failures of an experimental rig and a complex industrial system, 
and some features of its design and performance are discussed.
INTRODUCTION
Fault Tree Analysis (FTA) has been widely used for assessing 
the safety and reliability of engineering systems since its 
conception during the Minuteman Missile project of the early 
1960’s. The purpose of such analyses is to identify all of the 
possible component fault combinations which could conceivably 
be responsible for the occurrence of a particular system failure, or 
Top Level Event’ (Villemeur, 1992a). The event possibilities are 
displayed in graphical form as a tree, with the individual 
component faults forming leaves. Subsequent analysis of the tree 
structure yields the possible culprit groups of component faults, 
or ’Cut Sets’. Of particular interest is the identification of what 
are known as ’Minimal Cut Sets’, which are the smallest event 
combinations that could cause the Top Level Event, and also any 
Common Cause Failures (CCF’s).
Despite its widespread use, FTA has drawbacks. There are no 
positive mechanisms for identifying the important system failure 
modes to study or the potential component faults within the 
system, and so the analysis tends to rely heavily on the expertise 
and experience of the team involved. Consequently, although 
attempts have been made to formalize the procedure, the 
technique remains a fundamentally subjective analysis method. 
Because of this fact, the reliability of FTA itself can be 
questioned; the problem being exacerbated by the fact that FTA 
is repetitive and notoriously tedious to apply.
This paper reports the results of research into the automation of 
the FTA process in order to address these problems in the field of 
hydraulic circuits. The work involves the development of a 
computer-based solution based upon a library of qualitative 
models of individual pieces of hydraulic equipment. These 
models have been developed using both object-oriented 
programming techniques (Payne and McArthur, 1992) and 
knowledge-based systems technology, and have also been 
employed as the basis for automation of the related system 
reliability assessment procedure Failure Modes and Effects 
Analysis (Atkinson et al„ 1992, Hogan et al. 1992). The software 
is reconfigurable in order to allow a wide variety of hydraulic 
systems to be analysed, and enables synthesis of fault trees for a 
number of system failure modes in arbitrary circuit configurations.
Section 2 of this paper briefly discusses some related projects 
and how this work contributes to the field. The basis of the 
approach is presented in section 3, and section 4 amplifies this to 
provide details of the program design and operation. In order to 
illustrate the use of the package, two examples are given in 
section S which show automated FTA’s of an experimental rig 
and a complex industrial system. Both of these automated FTA’s
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are constructed for particular Top Level Events. Finally in section 
6 , some conclusions are drawn about die suitability of die 
program design and the effectiveness of its operation.
BRIEF REVIEW OF RELATED WORK
A number of software codes have been developed for both 
qualitative and quantitative analysis of existing fault trees 
(Villemeur, 1992b). These programs are used to determine the 
Minimal Cut Sets of pre-defined trees which are supplied as input 
data, and also to calculate event probabilities at nodes in the tree 
structures. Whilst not contributing to the innovative aspects of 
tree construction, these programs provide useful assistance with 
the clerical aspects of the work. Iverson and Panerson-Hine 
(1990) describe a program with similar capabilities which has a 
number of advantages due to its object-oriented representation of 
the trees to be analysed, particularly in terms of operational speed.
In addition to these assistance tools, there have been a number 
of attempts to provide automated schemes for the construction of 
trees. Andrews and Brennan (1989) use digraph representations 
of the relationships between process variables in a system. These 
digraphs are supplied as input data to a fault tree construction 
algorithm. Although the technique is reported to work well when 
used manually, it is not yet sufficiently refined to allow 
implementation on a computer. Conceptually, the most similar 
work to this project of which the authors are aware is that 
involved in the ESCAF project (Villemeur. 1992b). This tool uses 
analogue simulation to generate fault trees with a similar core 
algorithm to that employed in the work presented in this paper. 
Electronic gates are used to model components, and faults are 
introduced by making and breaking circuit connections. The 
simulations are obviously very rapid, but are limited to the 
consideration of binary working/ not-working types of fault. This 
is not a sufficient basis from which to build a program for 
analysing hydraulic systems which can exhibit a wide variety of 
more complex faults.
Artificial Intelligence techniques have been employed in the 
EXPRESS program (Villemeur. 1992b) which actually succeeds 
in the automatic production of fault trees from a knowledge of the 
system construction. The program has. however, been developed 
using the ’rule-based’ paradigm, the disadvantages of which have 
been discussed at length (Price and Lee, 1988, Fink and Lusth, 
1986). Also, in the particular domain to which the program has 
been applied, only blockage or leakage faults need to be taken 
into account and no account is taken of pressure information or 
flow reversal. This approach greatly simplifies the analysis, but 
in the application area of hydraulic systems would rule out the 
consideration of many important classes of component failure. 
There is room for a more modular and generalised approach to the 
problem which allows the analysis of systems containing pressure- 
activated components such as relief valves, and directional control
valves which can alter the directions of flow. The work presented 
in this paper fulfils these requirements, and provides genuine 
synthesis of fault trees from a circuit description file and a library 
of pre-written, general qualitative models of component 
behaviour.
BASIS OF THE APPROACH
A library of qualitative models has been developed for an earlier 
project The structure of these models and full details of the 
qualitative modelling approach are given in previous publications 
(Atkinson et al., 1992, Hogan et al., 1992). ’Qualitative 
modelling’ attempts to describe the problem area from a first 
principles standpoint, using fundamental or ’deep', knowledge of 
the domain (Grantham and Ungar, 1990). The ’deep' knowledge 
is represented in qualitative terms rather than with mathematical 
equations as is the case with conventional numerical simulation 
packages. For instance, in applications such as fault analysis, it 
is normal to investigate problems which lead to the occurrence of 
'too much’ or ’too little’ of an action or event Thus the use of 
qualitative reasoning ensures that the program output is closely 













FIGURE 1: A SCHEMATIC DIAGRAM OF THE FIXED 
CAPACITY POSITIVE DISPLACEMENT PUMP MODEL
Each qualitative component model describes the behaviour of a 
separate and distinct piece of hydraulic equipment both during
2
correct operation and also under various possible fault conditions. 
The important variables to consider when analysing the 
performance of hydraulic systems are pressure and flow. In order 
to facilitate qualitative reasoning, these parameters are discretized 
into ranges with the labels ’high’, ’normal' and ’low', with the 
flow variable having an extra range labelled ’zero’. The models 
reason about what effects the particular component could have on 
the hydraulic fluid in terms of these qualitative variables.
As an example, consider the qualitative model of a fixed 
capacity positive displacement pump, a schematic diagram of 
which is shown in figure 1. Some typical faults currently 
modelled for this component are:
(i) excessive wear
(ii) seizing of internal components
The faults and consequent effects are introduced into the 
simulation when required in the analysis by the following 
algorithms:
IF  Active_Faull ■» ’jammed THEN  
MAKE Outlet_Flow Zero_Flow,
In le t Torque .*» HighJTorque,
InletJFlow  ;= Zero_Flow,
In le tJpeed  Zero_Speed,
END IF
IF  Active_FauIt ■ ’worn' THEN 
IF  Inlet_Flow  <> Zero_Flow THEN
MAKE Outlet_Flow :* Low_Flow
ELSE
MAKE Outlet_Flow .*a Z eroJ :low
END IF  
END IF
As can be seen from this code, the fault ’jammed' causes the 
pump inlet and outlet flows to be changed to ’zero’, and a Tiigh' 
torque to be generated in the driving shaft. The fault ’worn’ 
simply causes the outlet flow to be reduced to ’low’, unless it was 
’zero’ before insertion of die fault These algorithms are 
implemented as daemons, so that the relevant one is executed 
automatically once one of faults is selected for analysis.
In addition to the fault insertion algorithms, the pump model 
contains three sets of more complex procedures. These describe 
how the behaviour of the pump is affected by changes in inlet 
pressure and flow at the inlet port, outlet pressure and flow at the 
outlet port, and shaft speed and torque at the shaft port. These 
sets of algorithms are termed the ’inlet task’, 'outlet task’ and 
’forward task’ respectively and are also all implemented as 
daemons to provide an automatic response to changes in variable 
values at the ports.
In order to illustrate the modelled normal and faulty operational 
characteristics of the pump, a section of the pump model’s
forward task is shown below:
Normal Operation:
IF  A c tiv e jia n e  <> Comp_Name THEN  
IF  InletJSpeed = High-Speed THEN 
MAKE Outlet-Flow  .•= HighJFlow, 
InletJFlow H igh Flow
END IF
IF  Inlet J p e e d  *  Normal_Speed THEN  
M AKE Outlet_Flow ;* Normal_Flow, 
In le t_F low ;»  Normal-Flow
END IF
IF  Inlet-Speed «  Low Speed THEN  
M AKE Outlet_Flow ;*  Low_Flow, 
InletJFlow Low_Flow
END IF
IF  Inlet_Speed = Zero_Speed THEN 
MAKE Outlet_Flow ;* Zero J lo w ,
In let J lo w  :* Zero Flow
END IF  
END IF
Faulty Operation:
IF  Active_Name «= C om pjlam e THEN  
IF  Active JFault a  'jammed‘ THEN  
MAKE Outlet J lo w  ,*a Zero_Flow.
In le tJo rq u e  .*= High Jo rq u e , 
In le t-F low  .*= Zero J lo w ,
Inlet-Speed .** ZeroJSpeed
END IF
IF  Active_Fault a  ’worn' THEN  
IF  Inlet_Speed a  High-Speed THEN  
MAKE Outlet—Flow  .-a  Normal J lo w ,  
Inlet F low  := Normal-Flow
END IF
IF  Inlet_Speed a  Normal Jipeed THEN  
MAKE OutletJFlow  : a  Low_Flow, 
Inlet_Flow Low_Flow
END IF
IF  Inlet_Speed a  Low_Speed THEN  
MAKE Outlet-Flow :=  Low_Flow, 
InletJFlow  .•= Low_Flow
END IF
IF  Inlet Jipeed  a  Zero_Speed THEN  
MAKE Outlet-Flow  ; a  ZeroJFlow, 
Inlet J lo w  .*a ZerO-Flow
END IF  
END IF  
END IF
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The ’correct' operational section of the model takes note of the 
pump inlet speed and the pump inlet flow in order to deduce a 
value for the outlet flow. The latter condition is important, since 
the delivery of the pump must be affected if  the inlet Dow to the 
pump is reduced to ’low ’ or ’zero’ as a result o f an upstream 
fault.
The faulty operation sections of the code illustrate the important 
point that the effects of some faults require re-iteration in the 
forward and backward tasks to ensure they are represented 
correctly during propagations subsequent to the in itia l fault 
insertion. In this case, the effects o f the fault ’jammed’ are re­
iterated, whereas the effects o f the fault ’worn’ are modified with 
respect to the prevailing inlet flow and speed conditions. It is 
important to realise that the sections of code presented here are 
for illustration purposes only. They represent only a small part of 
the fu ll pump model and relate only to a limited sub-set of the 
pump's behavioural envelope.
information. This data is added from an ASCII circuit description 
file  at nm-dme, a feature which allows dynamic reconfiguration 
of the program to suit new problems. The method for linking 
models together is again fu lly detailed in an earlier paper. The 
object-oriented design of the model library aids this process by 
enforcing a modular program construction, and eases the addition 
of extra fault descriptions into existing component models. The 
library has been designed in an ’open-ended’ fashion so that the 
scope and number o f models can be readily expanded.
In object-oriented programming, it is normal to divide the 
problem into modules and arrange these modules into an order, or 
hierarchy, to allow information to be inherited from higher levels 
to lower points in the structure. In this application, the 
component models are treated as independent units and are 
arranged into a hierarchy as shown in figure 2. This arrangement 
allows the model o f a variable displacement pump, for instance, 
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FIGURE 2: THE COMPONENT CLASS  HIERARCHY
The models are independent of any particular circuit 
configuration and can be re-used in completely different 
applications simply through provision o f fresh connectivity
Consequently, the variable displacement pump model simply 
needs to contain a description of the variable displacement feature 
of the physical component Such inheritance reduces the amount
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o f duplicated code and enhances the program modularity.
The previous work used these models as a basis for automated 
Failure Modes and Effects Analysis (FMEA), where the effects o f 
individual component faults are propagated around a circuit in 
order to identify any system level consequences. During 
operation o f the FMEA program, a ’reference’ qualitative 
simulation o f the particular hydraulic circuit is run in order to 
establish a definition o f the correct system behaviour and the 
normal flow patterns at pipe junctions, or nodes. Particular 
component faults can then be inserted into the simulation and any 
consequent effects can be assessed by comparison with the 
reference. The models are sufficiently developed to enable 
multiple runs o f the central FMEA facility to be used as a basis 
for an automated FTA program.
PROGRAM DESIGN AND OPERATION
Figure 3 shows a schematic diagram of the automated FTA 
program design and operation. The user is required to select a 
circuit definition file  and supply the name o f a top level 
component and top level event as inputs to the analysis program. 
In order to define the depth of analysis, a decision on the number 
o f concurrent faults to be considered is also necessary. I f  three 
concurrent faults were to be investigated, for instance, then the 
program would search for all single component faults which could 
cause the top level event, along with all combinations of two and 
three faults. A t present the program can perform automated fault 
tree analysis with a maximum o f three concurrent faults.
A t the start of the FTA, each possible component fault is 
assessed individually in a separate FMEA run, with a 'reference' 
qualitative simulation of the hydraulic system having been run 
beforehand to provide the necessary benchmark data o f correct 
system operation. The results of each FMEA are compared to the 
specified top level event. For example, if  the top level event were 
'low  speed' o f a rotary load then the local and global effects of 
the results o f each individual FMEA run would be screened for 
this string value. Any matching indicates that the particular fault 
under consideration is a potential candidate for the system failure, 
and the fault details are saved. A ll of the variables in the 
simulation are then reset to allow another cycle to be made using 
the next fau lt Once all of the faults have been analysed 
singularly, multiple fault combinations are considered.
M ultiple faults are assessed on a sequential basis. i.e. for a two 
fault combination, one fault is inserted and its effects simulated 
followed by insertion of the second fault in the combination to 
create effects above and beyond those caused by the first fault 
alone. Such a strategy means that, although only one fault need 
be active at any one time in the simulation cycles, the component 
models have had to be further developed for this application. For 
example, the in itia l conditions for a fault simulation in a normal 
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FIGURE 3: THE FAULT TREE ANALYSIS ALGORITHM
qualitative simulation. i.e. all o f the flow values around the circuit 
are either 'normal' or 'zero' by definition. When the second fault 
is inserted during a multiple fault FTA, however, the fault 
simulation may start with some flow values set to ’ low’ or Tiigh’ 
due to the effects o f the first fault. Figure 4 illustrates how a 
multiple fault situation would be assessed. Figure 4(i) shows the
5
flow variable situation at a section of a hydraulic circuit after a 
reference qualitative simulation has completed. The prime mover 
causes the shaft to rotate at ’normal speed’ and consequently the 
pump produces ’normal flow ’. Figure 4(ii) shows the effect of 
inserting the fault ’high speed* of the prime mover. This fault 
obviously causes the shaft to rotate at ’high speed' and the pump 
to produce ’high flow ’. When the second fault ’ low swash 
setting’ o f the variable displacement piston pump is inserted, the 
pump model has to check the inlet speed and evaluate the effects 
o f the fault in conjunction with this other information. Figure 
4 (iii) shows the outcome in this case: ’high speed' o f the shaft but 
'normal flow ’ delivered from the pump. A review o f the entire 
library o f models has been conducted and as a consequence o f this 
refinement, the models themselves now see no difference between 













The results o f the automated FTA form a list o f component 
faults and groups of component faults which could each 
conceivably be responsible for the system failure. These are the 
cut-sets o f the analysis. In conventional FTA. further analysis of 
the fault tree is required in order to reduce the graphical structure 
down to the more useful cut-set information. The design of the 
automated scheme is such that the cut-sets are presented 
directly, w ith no further analysis being necessary. When the 
results are displayed, any cut-sets that contain a fault o f the top 
level component are presented first, in an attempt to present the 
information in a logical order. For example if  the top level event 
to be examined was ’no rotation of hydraulic motor’ in a 
particular circuit, then one o f the first solutions presented would 
be the possibility o f a seized hydraulic motor.
As the size of circuit to be examined grows, and the number of 
concurrent faults to be considered increases, so the number of 
individual FMEA runs required to construct the FTA grows 
exponentially. A number of methods have been employed in the 
program to reduce the necessary number o f iterations.
• The user has the option to lim it the number o f
concurrent faults to be considered in the analysis.
• In large circuit diagrams there tends to be a large 
number o f pipes, some o f which may in fact simply be 
manifold drillings and as such unlikely to be the cause 
of problems. The user is able to specify whether or not 
pipe bursts should be included as potential faults in the 
analysis.
• The consideration of only one fault per component is
allowed during multiple fault simulations. This avoids 
contradictory scenarios being investigated such as the 
combined faults of high and low prime mover speed 
together.






FIGURE 4: AN EXAMPLE OF A MULTIPLE FAULT 
SITUATION
Most importantly, the algorithms ensure that no 
redundancies occur in the final cut-sets. This is 
necessary since it is of no use to be presented with a 
three fault cut-set containing a fault which could cause 
the top level event on its own. When the program is 
being used to search for three fault combinations, 
searches are first earned out for any single faults and 
two fault scenarios. When any of these are confirmed 
as candidates, they are removed from the pool of 
possible faults. This feature ensures that the final cut­
set information is as concise as possible and also greatly 
reduces the necessary number o f iterations during the 
solution. This feature can be illustrated by 
consideration of a simple example: suppose that a
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system which can exhibit 50 different component faults 
is analysed and combinations of up to three component 
faults are required. The total number of iterations
necessary to complete the analysis is over 20 000. If,
however. 15 o f the single faults are identified as
candidates and removed from the pool of possible 
faults, along with 10 double fault scenarios, the number 
o f iterations falls to less than 3 000. This is less than 
15% of the original total, and the required time for the 
analysis decreases by a similar margin.
It has been noted (Hogan et al., 1992) that the central FMEA 
facility attempts to indicate the most extreme effects of an 
inserted fau lt This characteristic has ramifications when the 
procedure is used as a basis for FTA. The crux of the problem is 
the lack o f resolution afforded by the underlying qualitative 
reasoning inherent in the component models, in particular the 
d ifficu lty in distinguishing whether flow parameter values should 
be designated ’low* or ’zero'. This type of problem has been
cited in the literature as a block to progress towards a computer-
based solution method (Iverson and Patterson-Hine, 1990). When 
performing an FMEA, i f  the inserted fault could possibly cause a 
zero rotational speed o f a shaft for instance, then this w ill be the 
program prediction It is possible, however, that the same fault 
could actually cause just a reduction in the shaft speed if  it were 
slightly less severe. Consequently, when using multiple FMEA 
runs for an automated FTA of top level events such as low speeds 
etc., a search for all of the faults and fault combinations that 
could cause the low speed w ill miss any faults that could possibly 
cause a zero shaft speed. In this type of situation incomplete 
assessments can result.
Rather than this being an insurmountable obstacle to progress, 
the authors see a solution in careful use o f the automated FTA 
program. The lack o f resolution between the ’ low’ and ’zero’ 
regimes must be appreciated and accepted as an inherent feature 
o f the qualitative reasoning process. Refinement of the qualitative 
reasoning variables to include more ranges such a 'very low’ etc. 
does not solve the problem but merely shifts its emphasis. Any 
analyses which entail resolution between 'low ' and ’zero’ values 
must be carried out in two stages. For instance, in the example 
taken earlier separate searches must be made for both the fault 
combinations that could cause the low shaft speed of the top level 
component, and then for those that could cause zero rotational 
speed. The program frees the analyst from the repetitive and 
tedious aspects of the analysis, and hence allows more time for 
consideration of this type o f problem, for ensuring that all 
important system failure modes are considered and for ensuring 
that each analysis is complete.
EXAMPLE APPLICATIONS
The circuit diagram for a regenerative pump test rig is shown in 
figure 5. This rig was designed and built for another project in 
order to study the operation o f the test pump at high speeds and 
pressures. The arrangement allows the test pump to be operated 
against higher pressures and at higher flow rates than could be 
achieved simultaneously from the supply directly.
Once at die required operating speed, the supply pump purely 
'makes up’ the flow losses in the regenerative loop. The system 
is controlled by three valves: the loading valve and two relief 
valves. The function o f the Loading Valve is to provide a 
variable load pressure for the test pump, whereas Relief Valve 1 
is a safety override which prevents over-pressurisation and 
consequent damage to the supply pump and prime mover. Relief 
Valve 2 allows the system to be switched in and out o f the 
regenerative mode. A fuller description of the design o f the 
system is given in the paper by Edge and Harris (1991).
va iw t i
FIGURE 5: THE CIRCUIT DIAGRAM FOR THE 
REGENERATIVE PUMP TEST RIG
During the commissioning phase, this rig suffered a number of 
real life  component failures, one o f which caused the test pump 
speed to be substantially lower than expected. Figure 6 shows a 
single fault FTA performed on this circuit for this particular 
system failure. The results have been established through 
repealed applications o f the FMEA routine, and highlight each 
component fault which could possibly be responsible for the top 
level event There are a number o f faults such as 'Electric 
MotorOl: not switched on', 'CouplingOl: broken’ and 'PumpOl: 
jammed’ which may seem more likely to stop the test pump
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routing altogether. The program instead infers that the effect of 
these faults is to cause low shaft speed, since the hydraulic system 
is assumed to be operational when the fault occurs and component 
faults are assessed in terms o f how they could affect the system 
behaviour. Each of the three faults mentioned above occurs 
outside of the regenerative loop and removes the supply from the 
system. In reality this would cause the shaft speed in the 
regenerative loop to decrease gradually over a period o f one or 
two minutes and eventually stop as the leakage losses in the 
hydraulic motor/test pump regenerative loop are no longer being 
made up by the supply pump. The qualitative models do not have 
a sufficiently detailed description o f leakage phenomenon to allow 
this time-varying response to be simulated and predicted. 
Qualitative models with this type o f detail would lose the 
advantages of speed, conciseness, and clarity that they enjoy over 
numerical models, but would s till suffer from less resolution, 
detail and accuracy.
Top Level Com ponent Test.Pump.Shaft_______ (C on tin ue )
Top L e ve l.C ve n t low Speed________________________
Num ber o f Faults: One______________________________
Test_Pump_Sbaft: slipping




















FIGURE 6: OUTPUT FROM THE FAULT TREE 
ANALYSIS PROGRAM
Figure 6 also shows that no loading valve faults are reported as 
being possible candidates for the Top Level Event o f low_speed 
of the Test Pump Shaft A high setting of this Loading Valve or 
a jammed cartridge could, however, cause the system pressure to 
rise to such an extent that either Relief Valve 1 or Relief Valve 
2 could open and pass flow. This loss o f flow would lead to a 
reduction in the Test Pump shaft speed. In practice. Relief Valve 
1 is set to a lower cracking pressure than Relief Valve 2 and 
therefore opens first. When one o f these two Loading Valve 
faults is inserted during an FMEA run, the models infer that the 
system pressure w ill rise and that Relief Valve 1 w ill open and 
pass flow. The nature o f the qualitative reasoning process is such 
that the loss o f supply flow through Relief Valve 1, as the system 
pressure rises, is inferred to lead to zero speed of the Test Pump 
shaft rather than low shaft speed. This is because the Loading 
Valve fault occurs w ithin the regenerative loop and its effect is 
to stop the regenerative operation. This situation is a practical 
indication o f the need to perform two separate studies for such top 
level events as indicated in the previous section.
The behaviour o f the regenerative pump test rig  is quite 
complex, both during normal operation and under the effects of 
component failures. In spite of this, the fault trees produced for 
all top level events considered give only single component fault 
cut-sets. There are no system failures which necessarily require 
multiple component faults to have occurred. This is because the 
system has no duplicity and is essentially serial in construction. 
Another example application of the program is shown in figure 7. 
This is a much more complex system that features two boosted, 
ciosed-loop hydrostatic transmissions which are directly cross- 
linked, and also have cross-linking pressure relief valves. The 
obvious duplication of some o f the main components in this 
circuit leads to a certain amount o f redundancy in the system. 
Consequently, were a top level event to be analysed, such as 
failure of one load to route, the cut-sets of the fault tree for this 
top level event would ineviubly include a number o f double 
component fault scenarios.
Figure 8 shows a sample taken from the results of an automated 
FTA for the top level event of ’zero speed' o f Rotary_Load02. 
Since there are two cross-linked flow supplies in the system, both 
o f these must either be removed or diverted by faults in the 
system for zero rotational speed o f a load to occur. The fu ll set 
of results identifies over 70 two-fault candidate sets for the system 
failure analysed, but these selected results are sufficient to 
illustrate the ability of the program to analyse the combined 
effects of a number of different faults from different components. 
Additionally, a number o f single fault possibilities were identified. 
These were not included in the figure for the sake of brevity, but 
included events such as ’Coupling06: broken’, ’Relief_Valve05: 
low setting’ and ’Relief_Valve06: stuck_open’.
Due to the large number o f components in the circuit and the
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FIGURE 7: A COMPLEX HYDROSTATIC TRANSMISSION CIRCUfT
number of possibilities for flowpath alterations, analysis of 
systems o f this complexity is at the lim it of the capabilities of the 
current implementation o f the automated FTA program.
DevOl: stuck_centre and Dcv02: stuck_centre 
DcvOl: stuck_c«ntre and Var_Bi_Puwp02: jamned 
DcvOl: «tuck_centre and Coupling04: broken 
DcvOl: stuck_centre and Reliaf_Valve04: stuck_open
Var_Bi_Pojnp01: janmad and Dcv02: stuck_centre 
Var_Bi_Pump01: janmad and Var_Bi_Puinp02: janmad 
Var_Bi_Puap01: janmad and Coupling04: broken
Chack_Valve03: stuck_opan and DcvOl: stuck_centre 
Check_Valve03: stuck_opan and Var_Bi_Puap01: jammed 
Check_Valve03: stuck_open and Coupling03: broken
Relief_Valve01: low_setting and Dcv02: stuck_eentra 
Ralief_Valve01: low_setting and Var_Bi_Pump02: janmad 
Raliat_Valva01: lov_setting and Coupling04: broken
FIGURE 8: SAMPLE RESULTS FOR AN FTA OF TOP 
LEVEL EVENT OF ’NO ROTATION’ OF  
’ROTARY_LOAD02’ IN THE COMPLEX HYDROSTATIC  
TRANSMISSION
CONCLUSIONS 
This paper has discussed how a previously developed program 
for automating FMEA (Hogan et a]., 1992) has been extended and 
modified for use as the basis for automatic production o f fault tree 
type analyses for arbitrary hydraulic circuit configurations. The 
same library of qualitative component models has been used for 
automation of both of the analysis methods, with little
modification. This illustrates the generality of the approach taken, 
and also the robustness of the central automated FMEA facility. 
These factors have allowed both the FTA and FMEA programs to 
be combined into a unified analysis tool to assist in the reliability 
assessment o f hydraulic systems. Different systems can be 
addressed simply by reading in fresh component connectivity 
information from a circuit definition file, and the analysis can be 
switched from FMEA to FTA freely as the user wishes.
Since the FTA program is based on the same foundations as the 
FMEA software, it benefits from the same advantages o f the 
modular design in terms o f reconfigurability, maintainability and 
extensibility. The library o f models should be viewed only as a 
framework and not a closed product The number o f models can 
be re«ii]y expanded to allow analysis o f a wider range o f 
hydraulic systems, and individual component models can be 
refined and extended to take into account more detailed 
behavioural descriptions and additional fault possibilities.
The FTA program has been shown applied to an experimental 
hydraulic pump test rig in which real failures occurred during the 
commissioning phase, and to a complex industrial hydrostatic 
transmission. The program automates the repetitive part of FTA, 
that is the detailed assessment of component faults. This leaves 
the analyst with more time to address the less routine tasks such 
as identification o f important system failure modes and 
consideration o f the program output. In particular, care has to be 
taken to ensure that no component fault combinations are missed 
when analysing top level events which involve consideration o f 
the ’ low’ parameter value. The qualitative reasoning strategy 
employed has difficu lty in discriminating between ’ low’ and 
'zero' values. This problem has been confronted by other 
researchers working on related projects and is characteristic o f the 
methodology. The authors believe that it does not present 
insurmountable difficulties, but the user must be aware o f its 
existence and must give it consideration when planning automated 
system analyses.
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