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NORMAL HILBERT POLYNOMIALS : A SURVEY
MOUSUMI MANDAL, SHREEDEVI MASUTI AND J. K. VERMA
Abstract. We survey some of the major results about normal Hilbert
polynomials of ideals. We discuss a formula due to Lipman for complete
ideals in regular local rings of dimension two, theorems of Huneke, Itoh,
Huckaba, Marley and Rees in Cohen-Macaulay analytically unramified
local rings. We also discuss recent works of Goto-Hong-Mandal and
Mandal-Singh-Verma concerning the positivity of the first coefficient
of the normal Hilbert polynomial in unmixed analytically unramified
local rings. Results of Morale´s and Villarreal linking normal Hilbert
polynomial of monomial ideals with Ehrhart polynomials of polytopes
are also presented.
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Introduction
In this paper we survey results about normal Hilbert polynomials of ideals
in local Noetherian rings and polynomial rings. We first set-up the notation
and then describe the contents of this paper. Let I be an m-primary ideal
of a local ring (R,m) of dimension d. A sequence of ideals I = {In}n∈Z is
Key words and phrases. I-admissible filtrations, normal Hilbert polynomial, local
cohomology of Rees algebra, Ehrhart polynomial of a polytope, positivity conjecture.
2called an I-admissible filtration if there exists a k ∈ N such that for all
m,n ∈ Z,
(i) In+1 ⊆ In, (ii) ImIn ⊆ Im+n and (iii) I
n ⊆ In ⊆ I
n−k.
Marley in [27] showed that if I is an I-admissible filtration then theHilbert
function of I defined by HI(n) = λ(R/In) where λ denotes length as R-
module coincides with a polynomial PI(x) ∈ Q[x] of degree d for large n.
This polynomial is written as
PI(x) = e0(I)
(
x+ d− 1
d
)
− e1(I)
(
x+ d− 2
d− 1
)
+ · · · + (−1)ded(I)
and it is called the Hilbert polynomial of I. The uniquely determined
integers ei(I) for i = 0, 1, . . . , d are called the Hilbert coefficients of I.
The coefficient e0(I) is a positive integer and it is called the multiplicity
of I. The coefficient e1(I) is called the Chern number of I. If I is the
I-adic filtration, then e(I) := e0(I) = e0(I) (resp. e1(I) := e1(I)) is called
the multiplicity (resp. the Chern number) of I.
We set
n(I) = sup{n ∈ Z | HI(n) 6= PI(n)}.
The integer n(I) is called the postulation number of I. For an ideal I
in a ring R, the integral closure of I, denoted by I, is the set of elements
x ∈ R such that x satisfies an equation of the form
xn + a1x
n−1 + · · · + an = 0
where aj ∈ I
j for 1 ≤ j ≤ n. If x ∈ I we say x is integral over I. Note that I
is an ideal. An ideal I is said to be integrally closed or complete if I = I
and it is said to be normal if all its powers are integrally closed. An ideal I
is said to be asymptotically normal if there exists an integer N ≥ 1 such
that In is integrally closed for all n ≥ N . A ring R is said to be analytically
unramified if its m-adic completion Rˆ is reduced. Rees in [33] showed that
if R is analytically unramified then the integral closure filtration {In} is an
I-admissible filtration. It follows that if I is an m-primary ideal then the
normal Hilbert function HI(n) = λ(R/In) coincides with a polynomial
P I(n) of degree d for large n. This polynomial is referred to as the normal
Hilbert polynomial of I and it is written in the form
P I(x) = e0(I)
(
x+ d− 1
d
)
− e1(I)
(
x+ d− 2
d− 1
)
+ · · · + (−1)ded(I)
3where e0(I), . . . , ed(I) are integers uniquely determined by I. These integers
are known as normal Hilbert coefficients of I. The integer e1(I) is called
the normal Chern number of I. The Hilbert series of an I-admissible
filtration I = {In}, is defined as
FI(t) =
∑
n≥1
λ(In−1/In)t
n−1.
Given any filtration I = {In}, the Rees algebra, extended Rees algebra and
the associated graded ring of I are defined as
R+(I) =
⊕
n≥0
Int
n, R(I) =
⊕
n∈Z
Int
n and G(I) =
⊕
n≥0
In/In+1
respectively. For the integral closure filtration I = {In} we denote the
Hilbert series FI(t) by F I(t) the Rees algebra by R+(I), extended Rees
algebra by R(I) and the associated graded ring by G(I).
A reduction of an I-admissible filtration I = {In} is an ideal J ⊆ I1 such
that JIn = In+1 for all large n. Equivalently J ⊆ I1 is a reduction of I if
and only if R(I) is a finite R(J)-module. A minimal reduction of I is a
reduction of I minimal with respect to inclusion. For a minimal reduction
J of I, we set
rJ(I) = sup{n ∈ Z | In 6= JIn−1}.
The reduction number r(I) of I is defined to be the least rJ(I) over all
possible minimal reductions J of I. If I = {In} then we write r(I) := r(I).
The coefficient e0(I) has been studied extensively. We shall not discuss it
in this paper. Our purpose here is to focus on the other coefficients about
which not much is known.
In the first section, we discuss results about e1(I) for an I-admissible filtra-
tion. The principal result is a theorem of Huckaba and Marley which gives
sharp lower and upper bounds for this coefficient and relates them to the
depth of G(I). Using this result, we discuss when e1(I) vanishes. We will
also discuss conditions under which the normal reduction number is atmost
one or atmost two. Use of Huckaba-Marley Theorem simplifies the proofs
of these results.
In the second section, we discuss a remarkable result due to Morale´s, Trung
and Villamayor. It answers the question: when is e1(I) = e1(I) for a pa-
rameter ideal in an analytically unramified excellent local domain ? Their
result states that it is possible only when I is normal and R is regular. We
will see that this is true for unmixed analytically unramified local rings.
4In the third section we continue the study of the normal Chern number.
In this section we sketch the recent solution of the Positivity Conjecture of
Vasconcelos due to Goto, Hong and Mandal [10].
We shall survey main results about the second Hilbert coefficient in the
fourth section. The most decisive result in this direction is due to Marley.
It states that in a Cohen-Macaulay local ring e2(I) ≥ 0 for any I-admissible
filtration I. We discuss this for e2(I) using a formula of Blancafort for the
difference of Hilbert polynomial and Hilbert function of an I-admissible
filtration in terms of lengths of local cohomology modules of the Rees algebra
R(I) with support in
⊕
n>0 Int
n. We shall give a new proof of Itoh’s lower
bound e2(I) ≥ e1(I) − λ(I/I) and show that equality holds if and only if
r(I) ≤ 2. And in this case G(I) is Cohen-Macaulay.
In the fifth section, we study the third normal Hilbert coefficient. This co-
efficient is perhaps the most interesting. Marley constructed an example of
a monomial ideal I in the power series ring k[[x, y, z]] for which e3(I) = −1.
In contrast to this, Itoh proved that if R is any analytically unramified
Cohen-Macaulay local ring then e3(I) ≥ 0. This is proved by using a local
cohomological interpretation of this coefficient. One has to invoke a spe-
cial case of Itoh’s vanishing theorem : [H2
R(I)+
R(I)]n = 0 for all n ≤ 0 if
dimR ≥ 3. Itoh proved that if r(I) ≤ 2 and R is Cohen-Macaulay analyti-
cally unramified local ring of dimension at least 3 then e3(I) = 0.
In fact he showed that in this case G(I) is Cohen-Macaulay. Itoh conjectured
that if R is Gorenstein local ring of dimension at least three and e3(I) = 0
then r(I) ≤ 2.We will present his solution of this conjecture for the filtration
{In} for parameter ideals I for which I = m.
The normal Hilbert polynomial of an m-primary ideal in a two-dimensional
regular local ring (R,m) was computed by Rees and Lipman. In the sixth
section, we present a proof using Zariski’s theory of complete ideals for com-
putation of the normal Hilbert function λ(R/(IrJs)) for m-primary ideals I
and J. The formula of Rees and Lipman is a special case of it. This formula
also follows from a formula of Hoskin and Deligne for λ(R/I) where I is a
complete m-primary ideal of R.
Finally in section seven, we study the normal Hilbert polynomial of a zero-
dimensional monomial ideal in the polynomial ring R = k[x1, x2, . . . , xn]
over a field k. In this case, this polynomial is expressed as a difference of two
Ehrhart polynomials derived from the exponent vectors of the monomials
generating I.
51. Study of e1(I)
In this section we discuss results about the first normal Hilbert coefficient
e1(I). The first general result was proved by T. Marley in [27].
Theorem 1.1. [27, Lemma 3.19] Let (R,m) be a local ring and let I be an
m-primary ideal. Let I = {In} be an I-admissible filtration. Then
e1(I) ≥ e1(I).
In particular if R is an analytically unramified Cohen-Macaulay local ring
then e1(I) ≥ 0.
Proof. We may assume the residue field R/m is infinite and then by using
superficial elements [18, section 8.5] we can reduce to the case dimR = 1.
Since In ⊆ In for all n, PI(n) ≤ PI(n) for n sufficiently large. Then
e0(I)n− e1(I) ≤ e0(I)n − e1(I)
for n sufficiently large. Since e0(I) = e0(I), so e1(I) ≥ e1(I). Now let R be
an analytically unramified Cohen-Macaulay local ring. Let J be a minimal
reduction of I. Then In = Jn for all n. Thus
e1(I) = e1(J) ≥ e1(J) = 0.

Huckaba and Marley [13] have given lower and upper bounds for the Chern
number of an I-admissible filtration in a Cohen-Macaulay local ring.
Theorem 1.2 (Huckaba-Marley Theorem). [13, Theorem 4.7] Let (R,m) be
a d-dimensional Cohen-Macaulay local ring and let I be an m-primary ideal.
Let I = {In} be an I-admissible filtration and J be a minimal reduction of
I. Then
(1)
∑
n≥1
λ((In, J)/J) ≤ e1(I) ≤
∑
n≥1
λ(In/JIn−1).
(2) e1(I) =
∑
n≥1
λ((In, J)/J) if and only if G(I) is Cohen-Macaulay.
(3) e1(I) =
∑
n≥1
λ(In/JIn−1) if and only if depthG(I) ≥ d− 1.
This theorem has been proved for modules in [36, Theorem 2.5, 2.7]. Be-
fore we describe consequences of the Huckaba-Marley Theorem, we state
the Valabrega-Valla criterion for Cohen-Macaulayness of G(I) for an I-
admissible filtration I. This plays a fundamental role in the study of Hilbert
polynomials.
6Theorem 1.3 (Valabrega-Valla, [39]). Let (R,m) be a d-dimensional Cohen-
Macaulay local ring and let I be an m-primary ideal. Let I = {In} be an
I-admissible filtration. Let J = (x1, . . . , xd) be a minimal reduction of I and
x∗ = x∗1, . . . , x
∗
d be their images in I1/I2. Then x
∗ is a regular sequence if
and only if J ∩ In = JIn−1 for all n ≥ 1.
The next result of Marley shows the consequences of the vanishing of the
Chern number of an I-admissible filtration in Cohen-Macaulay local ring.
Corollary 1.4. [27, Theorem 3.21] Let (R,m) be a d-dimensional Cohen-
Macaulay local ring and I be an m-primary ideal. Let I = {In} be an
I-admissible filtration. Then the following are equivalent:
(1) I is generated by a system of parameters and I = {In},
(2) e1(I) = · · · = ed(I) = 0,
(3) e1(I) = 0.
Proof. (1)⇒ (2) : Since R is Cohen-Macaulay, I is generated by a regular se-
quence, G(I) ≃ R/I[x1, x2, . . . , xd] where x1, x2, . . . , xd are indeterminates.
Therefore for all n ≥ 1,
PI(n) = λ(R/I)
(
n+ d− 1
d
)
.
Hence e1(I) = e2(I) = · · · = ed(I) = 0.
(2)⇒ (3) : This is clear.
(3) ⇒ (1) : Let e1(I) = 0. Then by Theorem 1.2, G(I) is Cohen-Macaulay
and In ⊂ J for all n. By Theorem 1.3, In ∩ J = JIn−1 = In for all n ≥ 1.
This gives In = J
n for all n ≥ 1. 
As a consequence of the above result in an analytically unramified Cohen-
Macaulay local ring if e1(I) = 0 then In = I
n for all n, ej(I) = 0 for j ≥ 1
and r(I) = 0.
Corollary 1.5. [13, Corollary 4.9] Let (R,m) be a d-dimensional Cohen-
Macaulay local ring with R/m infinite and let I be an m-primary ideal. Let
I = {In} be an I-admissible filtration. Then λ(R/I1) ≥ e0(I) − e1(I) and
equality holds if and only if r(I) ≤ 1.
Proof. Let J be a minimal reduction of I. Since
λ((I1, J)/J) ≤
∑
n≥1
λ((In, J)/J) ≤ e1(I)
7we have
λ(I1/J) = e0(I)− λ(R/I1) ≤ e1(I).
If λ(I1/J) = e0(I)−λ(R/I1) = e1(I), we get λ((In, J)/J) = 0 for all n ≥ 2.
By Theorem 1.3, In = JIn−1 for all n ≥ 2. Hence r(I) ≤ 1. Conversely
let r(I) ≤ 1. Then by Theorem 1.2, λ(I1/J) ≤ e1(I) ≤ λ(I1/J). Hence
λ(I1/J) = e1(I) = e0(I)− λ(R/I1). 
The next result of Huckaba-Marley characterizes Cohen-Macaulay property
of the Rees algebra of an I-admissible filtration in terms of its Chern number.
Corollary 1.6. [13, Corollary 4.10] Let (R,m) be a d-dimensional Cohen-
Macaulay local ring and I be an m-primary ideal. Let R/m be infinite. Let
I = {In} be an I-admissible filtration and J be a minimal reduction of I.
Then R+(I) is Cohen-Macaulay if and only if e1(I) =
∑d−1
n=1 λ((In, J)/J).
Proof. We first prove that e1(I) =
∑d−1
n=1 λ((In, J)/J) if and only if G(I)
is Cohen-Macaulay and r(I) < d. The if part follows from Theorem 1.2
(1). Now suppose the equality holds. By Theorem 1.2(1), G(I) is Cohen-
Macaulay and In ⊆ J for all n ≥ d. By Theorem 1.3, J ∩ In = JIn−1 for all
n ≥ 1. Thus In = JIn−1 for ll n ≥ d. The rest follows from [42]. 
The next result describes the relationship between the postulation number
and reduction number of an I-admissible filtration.
Theorem 1.7. [27, Corollary 3.8] Let (R,m) be a d-dimensional Cohen-
Macaulay local ring with an infinite residue field. Let I be an m-primary
ideal and I = {In} be an I-admissible filtration such that depthG(I) ≥ d−1.
Then r(I) = n(I) + d.
Itoh in [20] has given another lower bound for the normal Chern number in
a Cohen-Macaulay local ring. We give a different proof of Itoh’s theorem.
Before we prove it we need some more results of Itoh proved in [19].
Theorem 1.8 (Huneke-Itoh Intersection Theorem). [19, Theorem 1] Let
(R,m) be a d-dimensional local ring and I be an ideal generated by a regular
sequence. Then for every n ≥ 1,
In ∩ In+1 = InI.
Recently Ulrich and Hong have given a simpler proof in a more general
settings of the Huneke-Itoh Intersection Theorem [11].
8Lemma 1.9. Let (R,m) be a local ring and I be a parameter ideal of R.
Then r(I) ≤ 2 if and only if In+2 = InI2 for all n ≥ 1.
Proof. We apply induction on n. If r(I) ≤ 2, In+2 = IIn+1 for all n ≥ 1.
Hence I3 = II2. Thus the result holds for n = 1. Now assume the results
holds for n and we will prove it for n+1. Note that In+3 = IIn+2 = In+1I2.
Conversely assume that In+2 = InI2 for all n ≥ 1. Apply induction on n.
Then In+3 = In+1I2 = IIn+2. Hence r(I) ≤ 2. 
Next we prove a result of Itoh about a lower bound on the normal Chern
number. For a generalisation of this result to good filtration of modules, see
[36, Theorem 3.1].
Theorem 1.10. [20, Theorem 2(1)] Let (R,m) be a d-dimensional analyt-
ically unramified Cohen-Macaulay local ring and let I be a parameter ideal.
Then
e1(I) ≥ λ(I/I) + λ(I2/II)
and equality holds if and only if r(I) ≤ 2.
Proof. Applying Theorem 1.2,
e1(I) ≥ λ(I/I) + λ((I2, I)/I)
= λ(I/I) + λ(I2/(I2 ∩ I))
= λ(I/I) + λ(I2/II) (by Huneke-Itoh intersection theorem).
Suppose that equality holds, i.e. e1(I) = λ(I/I) + λ(I2/II). By Theorem
1.2, λ((In, I)/I) = 0 for all n ≥ 3, which implies In ⊆ I for n ≥ 3. By
Theorem 1.2, G(I) is Cohen-Macaulay. Hence by Valabrega-Valla theorem
we have In∩I = IIn−1 for all n ≥ 1. Thus we have In+2 = In+2∩I = IIn+1
for all n ≥ 1. Hence r(I) ≤ 2.
Conversely assume that r(I) ≤ 2. Then we have In+2 = IIn+1 for all n ≥ 1.
By Theorem 1.2(1), we get e1(I) ≤ λ(I/I) + λ(I2/II). Hence we have
e1(I)− λ(I/I) = λ(I2/II).

2. On the equality e1(I) = e1(I)
In this section we observe how the equality of the Chern number and normal
Chern number characterizes the ring to be regular. In this direction Morale´s,
Trung and Villamayor proved the following interesting
9Theorem 2.1. [30, Theorem 1,2] Let (R,m) be an analytically unramified
excellent local domain and let I be a parameter ideal. If e1(I) = e1(I) then
R is regular and In = In for all n.
We prove that this result is true for analytically unramified unmixed local
domains. A local ring R is called unmixed if dim Rˆ/P = dimR for each
associated prime ideal P of Rˆ. In order to prove the theorem we need to
recall the theory of m-full ideals introduced by Rees. First we present Goto’s
Theorem regarding the characterization of regular local rings in terms of m-
full ideals. We say that an ideal I is m-full, if mI : x = I for some x ∈ m.
Lemma 2.2. [9, Lemma 2.2] Let (R,m) be a d-dimensional local ring and
I be an m-primary ideal. Then
(1) µ(I) ≤ λ(mI : x/mI) = λ(R/I + xR) + µ(I + xR/xR) for any ele-
ment x of m.
(2) If I is m-full then µ(J) ≤ µ(I) for any ideal J of R such that I ⊆ J .
Proof. (1) Consider the exact sequence
0 −→ mI : x/mI −→ R/mI
x
−→ R/mI −→ R/mI + xR −→ 0.
It follows from the above sequence that λ(mI : x/mI) = λ(R/mI + xR).
Since I ⊆ mI : x, we have µ(I) = λ(I/mI) ≤ λ(mI : x/mI). The equality
follows from
λ(R/(I, x)) + µ((I, x)/(x)) = λ(R/(I, x)) + λ(I + xR/mI + xR)
= λ(R/(mI, xR)).
(2) Since I is m-full there exists x ∈ m such that mI : x = I. Hence
µ(J) ≤ λ(J/mI + xJ), as mI + xJ ⊆ mJ . From the exact sequence given
below
0 −→ I/mI −→ J/mI
x
−→ J/mI −→ J/mI + xJ −→ 0
it follows that µ(I) = λ(J/mI + xJ). Thus we have µ(J) ≤ µ(I). 
Proposition 2.3. [9, Proposition 2.3] Let (R,m) be a local ring of dimension
d ≥ 1 and I be a parameter ideal. Then I is m-full if and only if R is regular
and λ(I +m2/m2) ≥ d− 1.
Proof. Let I be m-full. Let x ∈ m such that mI : x = I. Then by Lemma
2.2, we have µ(m) ≤ µ(I) = d. Thus R is regular. Note that by Lemma 2.2,
we have
λ(R/I + xR) + µ(I + xR/xR) = µ(I) = d.
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But λ(R/I + xR) ≥ 1 and µ(I + xR/xR) ≥ d − 1. Hence we must have
I + xR = m. Thus λ(I +m2/m2) ≥ d− 1.
Conversely assume that R is regular and λ(I + m2/m2) ≥ d − 1. Choose
x ∈ m\m2 such that m = I+xR. Then we have λ(mI : x/mI) = d by Lemma
2.2. We also have µ(I) = λ(I/mI) = d. Thus λ(I/mI) = λ(mI : x/mI) and
hence I = mI : x. Therefore I is m-full. 
Theorem 2.4. [9, Theorem 2.4] Let (R,m) be a d-dimensional local ring
such that R/m is infinite. If I = I then I is m-full or I =
√
(0).
Theorem 2.5. [30, Theorem 1] Let (R,m) be a d-dimensional analytically
unramified unmixed local ring and I be a parameter ideal. If e1(I) = e1(I)
then R is a regular ring and In = In for all n.
Proof. Since R is analytically unramified, λ(mn/mn+1) is a polynomial func-
tion of degree d− 1 with leading coefficient e(m). Note that
λ(mn/mn+1) ≤ λ(mn/mmn) = µ(mn) ≤ µ(In).
The last inequality holds because In is m-full by Theorem 2.4. We also have
µ(In) = λ(In/mIn) ≤ λ(In/mIn) = λ(In/In) + µ(In).
Since e1(I) = e1(I), λ(In/I
n) is a polynomial function of degree < d − 1
while µ(In) =
(
n+d−1
d−1
)
. Thus we have e(m) = 1. Since R is unmixed by
Nagata’s Theorem in [31], R is regular. Without loss of generality we may
assume that R is a complete local ring.
Let R(I) = ⊕n≥0Int
n and R(I) = ⊕n≥0I
ntn. Observe that R(I)/R(I) is
a finite graded R(I)-module. Since e1(I) = e1(I) the polynomial function
λ(In/In) is of degree < d − 1. Suppose that there exists n such In 6= In.
As R(I) is Cohen-Macaulay, it is the intersection of its localizations at the
minimal primes of principal ideals by [23, Theorem 53]. This shows that
ht
[
R(I) :R(I) R(I)
]
= 1. Thus dimR(I)/R(I) = d. Hence λ(In/In) is a
polynomial function of degree d − 1, which is a contradiction. Therefore
In = In for all n. 
3. The Positivity Conjecture
At a conference held in 2008 in Yokohama, Japan, Wolmer Vasconcelos [40]
announced several conjectures about the the Chern number of a parameter
ideal and the normal Chern number of an m-primary ideal in a Noetherian
local ring (R,m). First we quote his conjecture for the normal Chern number
and then sketch a solution of the conjecture.
11
Conjecture 1. [40, Vasconcelos] Let (R,m) be a d-dimensional analytically
unramified local ring and let I be an m-primary ideal. Then e1(I) ≥ 0.
We show that the Positivity Conjecture holds for the filtration mn where
m is the maximal homogeneous ideal of the face ring of a pure simplicial
complex ∆. Let ∆ be a (d − 1)-dimensional simplicial complex. Let fi
denote the number of i-dimensional faces of ∆ for i = −1, 0, . . . , d − 1.
Here f−1 = 1. Let ∆ have n vertices {v1, v2, . . . , vn}. Let x1, x2, . . . , xn be
indeterminates over a field k. The ideal I∆ of ∆ is the ideal generated by
the square free monomials xa1xa2 . . . xam where 1 ≤ a1 < a2 < · · · < am ≤ n
and {va1 , va2 , . . . , vam} /∈ ∆. The face ring of ∆ over a field k is defined as
k[∆] = k[x1, x2, . . . , xn]/I∆.
Lemma 3.1. Let R be a Noetherian ring and I be an ideal of R such that
the associated graded ring G(I) =
⊕∞
n=0 I
n/In+1 is reduced. Then In = In
for all n.
Proof. Let R(I) =
⊕
n∈Z I
ntn denote the extended Rees ring of I. Since
G(I) ≃ R(I)/(u), where u = t−1, is reduced, (u) = P1 ∩ P2 ∩ . . . ∩ Pr for
some height one prime ideals P1, . . . , Pr of R(I). Therefore (u) is integrally
closed in R(I). As PiR(I)Pi = (u)R(I)Pi for all i, R(I)Pi is a DVR for all
i. Since u is regular, Ass(R(I)/(un)) = {P1, P2, . . . , Pr} for all n ≥ 1. Thus
(un) = ∩ri=1P
(n)
i is integrally closed. Hence I
n = (un)∩R is integrally closed
for all n. 
Theorem 3.2. Let ∆ be a simplicial complex of dimension d − 1. Let m
denote the maximal homogeneous ideal of the face ring k[∆] over a field k.
Then
(1) mn = mn for all n.
(2) e1(m) = e1(m) = dfd−1 − fd−2.
(3) If ∆ is pure then e1(m) = e1(m) ≥ 0.
Proof. (1) Since k[∆] is a standard graded k-algebra, G(m) = k[∆]. Hence
G(m) is reduced and then by Lemma 3.1, mn = mn for all n ≥ 0.
(2) Since λ(mn/mn+1) = dimk k[∆]n, The Hilbert Series of the face ring is
H(k[∆], t) =
∞∑
n=0
dimk k[∆]nt
n =
h0 + h1t+ · · ·+ hst
s
(1− t)d
.
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Put h(t) = h0 + h1t+ · · ·+ hst
s. The face vector (f−1, f1, f0, . . . , fd−1) and
the h-vector are related by the equation
s∑
i=0
hit
i =
d∑
i=0
fi−1t
i(1− t)(d−i)
by [4, Lemma 5.1.8]. Then by [4, Proposition 4.1.9] we have
e1(m) = e1(m) = h
′(1) = dfd−1 − fd−2.
(3) Now we prove that if ∆ is a pure simplicial complex then dfd−1 ≥ fd−2.
Let σ be a facet. For any vi ∈ σ = {v1, . . . , vd}, σ \ {vi} is a (d − 2)-
dimensional face and σ \{vi} are distinct for all i = 1, . . . , d. Therefore each
facet gives rise to d faces of dimension d−2. But different facets may produce
same faces of dimension d − 2. Since ∆ is pure, each (d − 2)-dimensional
face is contained in a facet. Hence dfd−1 ≥ fd−2. Therefore e1(m) ≥ 0 by
Theorem 3.2. 
The above theorem indicates that the maximal homogeneous ideal of the
face ring of a non-pure simplicial complex may have negative Chern num-
ber. Indeed, consider the simplicial complex ∆n with its vertex set as
{v1, v2, . . . , vn+2} where n ≥ 2 and
∆n = {{v1, v2}, v3, . . . , vn+2}.
Then e1(m) = dfd−1 − fd−2 = −n. Hence we need to add the assumption of
unmixedness on the ring in Vasconcelos’ Positivity Conjecture.
By a finite cover S/R, we mean a ring extension R ⊆ S such that S is a
finite R-module. Then S is a Noetherian semilocal ring. We say that the
finite cover S/R is birational if R is reduced and S is contained in the total
ring of fractions of R; that S/R is of finite length if λ(S/R) is finite; and
that S/R is Cohen-Macaulay if S is Cohen-Macaulay as an R-module.
Theorem 3.3 (Mandal-Singh-Verma, [26]). Let (R,m) be an analytically
unramified Noetherian local ring of positive dimension. Then e1(I) ≥ 0 for
all m-primary ideals I of R if R satisfies any one of the following conditions:
(1) R has a finite Cohen-Macaulay cover which is of finite length or is
birational,
(2) dimR = 1,
(3) The integral closure of R is Cohen-Macaulay as an R-module,
(4) dimR = 2 and all maximal ideals of the integral closure of R have
the same height,
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(5) R is a complete local integral domain of dimension 2.
In [10] the solution to the Positivity Conjecture has been given for ana-
lytically unramified unmixed local rings. In order to prove the Theorem
we need a lemma. First we set up the notation for the lemma. Sup-
pose z1, z2, . . . , zd are indeterminates. Let R
′ = R[z1, . . . , zd]q where q =
mR[z1, . . . , zd] and take quotient by a general element x = a1z1+ · · ·+adzd,
where I = (a1, . . . , ad) and consider the ring D
′ = R′/(x). For a function
f : Z → Z we define ∆f(n) = f(n) − f(n − 1). The next lemma is crucial
for applying induction on the dimension of the ring. It is proved in [20] and
[10].
Lemma 3.4. Let (R,m) be a complete normal local domain. Then with the
notation above
(1) InD′ = InD′ for large n.
(2) P ID′(n) = ∆P IR′(n).
Theorem 3.5 (Goto-Hong-Mandal, [10]). Let (R,m) be an analytically un-
ramified unmixed local ring of dimension d ≥ 2. Then for every m-primary
ideal I,
e1(I) ≥ 0.
Proof. We sketch the proof. Without loss of generality we may assume R
is complete and I is a parameter ideal. We prove the theorem by induction
on d. Let S = R. For each P ∈ AssR we put S(P) = R/P . Then S(P) is a
module-finite extension of R/P and we get by [18, Corollary 2.1.13]
S =
∏
P∈AssR
S(P) and In = InS ∩R
for all n ≥ 1. Consider the map χ : R/In −→ S/InS. Then kerχ =
InS ∩R = In. So χ is injective. Hence
λR(R/In) ≤ λR(S/InS) =
∑
P∈AssR
λR(S(P)/InS(P))
=
∑
P∈AssR
λR(S(P)/mS(P))λS(P)(S(P)/InS(P)),
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where mS(P) denotes the maximal ideal of S(P). As dimS(P) = d for each
P ∈ AssR, we have
e0(I,R) = e0(I,R) = e0(I, S) =
∑
P∈AssR
e0(I, S(P))
=
∑
P∈AssR
λR(S(P)/mS(P))e0(IS(P), S(P))
=
∑
P∈AssR
λR(S(P)/mS(P))e0(IS(P), S(P)).
Therefore
0 ≤ λR(S/In+1S)− λR(R/In+1)
=
[
e1(I,R)−
∑
P∈AssR
λR(S(P)/mS(P))e1(IS(P), S(P))
](
n+ d− 1
d− 1
)
+ terms of lower degree in n.
Hence
e1(I,R) ≥
∑
P∈AssR
λR(S(P)/mS(P))e1(IS(P), S(P)).
In order to prove e1(I,R) ≥ 0, it suffices to show that e1(IS(P), S(P)) ≥ 0
for each P ∈ AssR. If d = 2, as S(P) is a Cohen-Macaulay local ring,
e1(I,R) ≥ 0. Suppose that d ≥ 3 and that our assertion holds true for d−1.
Passing to the ring S(P), we may assume that R is a complete local normal
domain. Then we consider the general extension ring T = R[z1, z2, . . . , zd]
and R′ = R[z1, . . . , zd]q where q = mR[z1, . . . , zd] and take quotient by a
general element x = a1z1 + · · · + adzd, where I = (a1, . . . , ad) and consider
the ring D′ = R′/(x). Then D′ is unmixed and analytically unramified. By
using Lemma 3.4 we have InD′ = InD′ for large n and
P ID′(n) = ∆P IR′(n).
Then using induction on d we are done. 
4. Study of e2(I)
In this section we survey results on e2(I). As in case of e1(I), it turns out
that e2(I) is also non-negative in analytically unramified Cohen-Macaulay
local rings. Itoh has given a lower bound for e2(I) and has given a necessary
and sufficient condition for the bound to be attained. We give a proof of
this theorem. As a consequence we prove Huneke’s theorem which gives a
necessary and sufficient condition for vanishing of e2(I) in terms of reduction
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number r(I). We give a necessary and sufficient condition for e2(I) = 1. We
also discuss a necessary and sufficient condition for r(I) ≤ 2 in terms of
e2(I). As a consequence we derive a theorem of Corso, Polini and Rossi [6,
Theorem 3.12] which gives a condition for a normal ideal to have reduction
number two.
T. Marley in his thesis [27, Proposition 3.23] proved that e2(I) ≥ 0 for any
I-admissible filtration I in a Cohen-Macaulay local ring.
Theorem 4.1. [27, Proposition 3.23] Let (R,m) be a d-dimensional Cohen-
Macaulay local ring and I be an m-primary ideal. Let I = {In} be an
I-admissible filtration. Then e2(I) ≥ 0.
We give a proof of positivity of e2(I). In order to prove this we will use the
following results.
Theorem 4.2. [2, Theorem 4.1] Let (R,m) be a d-dimensional local ring
and I be an m-primary ideal. Let I = {In} be an I-admissible filtration. Let
R+ =
⊕
n>0 I
ntn. Then
(1) For all i ≥ 0, λ([H iR+(R(I))]n) <∞ for all n ∈ Z.
(2) For all n ∈ Z,
PI(n)−HI(n) =
d∑
i=0
(−1)iλ([H iR+(R(I))]n).
The following result of Itoh is a key point in proving results about normal
Hilbert polynomials using induction on the dimension of R. See also [5].
Theorem 4.3. [20, Theorem 1 and Corollary 8] Let I a parameter ideal
of a Cohen-Macaulay analytically unramified local ring (R,m) of dimension
d. Then there exists a system of generators x1, . . . , xd of I such that, if
we put C = R(T )/(
∑
i xiTi) and J = IC, where R(T ) = R[T ]m[T ] and
T = (T1, . . . , Td) is a set of d indeterminates. Then
(1) Jn ∩R = In for every n ≥ 0,
(2) J = IC,
(3) Jn = InC ∼= InR(T )/(
∑
i xiTi)I
n−1R(T ) for large n,
(4) If R is analytically normal and dimR ≥ 3, then C is normal.
(5) ei(I) = ei(J) for i = 0, 1, . . . , d− 1.
We quote some results of Itoh about vanishing of graded components of local
cohomology modules. See also a recent paper of Hong and Ulrich [11].
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Theorem 4.4. [20, Proposition 13] Let (R,m) be an analytically unramified
Cohen-Macaulay local ring of dimension d ≥ 2. Let N = ItR(I) and M =
(t−1, It)R(I). Then
(1) H0M(R(I)) = H
1
M(R(I)) = 0,
(2) [H2M(R(I)]j = 0 for j ≤ 0,
(3) H iM (R(I)) = H
i
N(R(I)) for i = 0, 1, . . . , d− 1.
Now we prove nonnegativity of e2(I). For a generalisation to good filtrations
in Cohen-Macaulay modules, see [36, Proposition 3.1].
Theorem 4.5. Let (R,m) be an analytically unramified Cohen-Macaulay
local ring of dimension d ≥ 2 and let I be an m-primary ideal. Then
e2(I) ≥ 0.
Proof. We apply induction on d. Let d = 2. By Theorem 4.2,
P I(n)−HI(n) =
2∑
i=0
(−1)iλ([H iN (R(I))]n)
for all n ∈ Z. Taking n = 0 we get e2(I) = λ([H
2
N (R(I))]0) ≥ 0. Let
d > 2. Let C and J be as in Theorem 4.3. Then by induction hypothesis
e2(I) = e2(J) ≥ 0. 
The following theorem of Itoh gives a lower bound on e2(I). For a generali-
sation for good filtration of modules see [36, Theorem 3.1].
Theorem 4.6. [20, Theorem 2(2)] Let (R,m) be a d-dimensional analyt-
ically unramified Cohen-Macaulay local ring. Let I be a parameter ideal.
Then
e2(I) ≥ e1(I) − λ(I/I).
Proof. Apply induction on d. For d = 2, by Theorems 4.2 and 4.4 ,
P I(1) −HI(1) = λ([H
2
N (R(I))]1) ≥ 0.
Hence e0(I)− e1(I) + e2(I) ≥ λ(R/I). Since I is a parameter ideal, e0(I) =
λ(R/I). Therefore e2(I) ≥ e1(I)− λ(I/I). Let d > 2. Let C and J be as in
Theorem 4.3. Since J = IC, λ(I/I) = λ(J/J). Hence the inequality follows
by induction hypothesis. 
Theorem 4.7. Under the assumptions of Theorem 4.6,
(1) [20, Theorem 2(2)] e2(I) = e1(I)− λ(I/I) if and only if r(I) ≤ 2.
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(2) [6, Theorem 3.12] If r(I) ≤ 2 then G(I) is Cohen-Macaulay and its
Hilbert series is given by
F I(t) =
λ(R/I) + [e0(I)− λ(R/I)− λ(I2/II)]t+ λ(I2/II)t
2
(1− t)d
.
Proof. Let r(I) ≤ 2. By Huckaba-Marley Theorem,∑
n≥1
λ(In/I ∩ In) ≤ e1(I) ≤
∑
n≥1
λ(In/IIn−1) = λ(I/I) + λ(I2/II).
Using Huneke-Itoh Intersection theorem we get I ∩ I2 = II. Therefore
e1(I) =
∑
n≥1
λ(In/I ∩ In) = λ(I/I) + λ(I2/II).
Hence by Theorem 1.2, G(I) is Cohen-Macaulay. Let I = (x1, x2, . . . , xd).
Let x∗i denote the image of xi in I/I
2. Let F = {In + I/I}. Then
G(I)/(x∗1, · · · , x
∗
d) = G(F)
=
⊕
n≥0
In + I
In+1 + I
=
R
I
⊕
I
I2 + I
⊕
I2 + I
I3 + I
.
Therefore
H(G(I), t) =
λ(R/I) + λ(I/I2 + I)t+ λ(I2 + I/I)t2
(1− t)d
.
Hence
e2(I) = λ(I2 + I/I) = λ(I2/I ∩ I2) = λ(I2/II).
Also e1(I) = λ(I/I) + λ(I2/II). Therefore e2(I) = e1(I)− λ(I/I).
Conversely let e2(I) = e1(I)−λ(I/I). Use induction on d. Let d = 2. Since
λ(R/I) = e0(I)− e1(I) + e2(I), P I(1) = HI(1). Therefore by Theorems 4.2
and 4.4, λ([H2N (R(I))]1) = 0. By [3, Lemma 4.3.5], λ([H
2
N (R(I))]n) = 0 for
all n ≥ 1. Hence P I(n) = HI(n) for all n ≥ 1. Hence n(I) ≤ 0. By Theorem
1.7, r(I) ≤ 2. Consider C as and J as in theorem 4.3. Then by induction
Jn+2 = JnJ2 for all n ≥ 0. Therefore by [20, Proposition 17] In+2 = InI2
for all n ≥ 0. Hence r(I) ≤ 2. 
Now we analyse vanishing of e2(I). By Theorem 1.5, λ(R/I1) = e0(F) −
e1(F) if and only if r(F) ≤ 1. In this case, G(F) is Cohen-Macaulay by
Huckaba-Marley Theorem. Hence e2(F) = 0. For integral closure filtration,
F = {In}, converse is also true. In other words vanishing of e2(I) is sufficient
to gurantee that r(I) ≤ 1. Huneke [15, Theorem 4.5] proved this if d = 2.
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Theorem 4.8. Let (R,m) be a d-dimensional analytically unramified Cohen-
Macaulay local ring with infinite residue field and let I be an m-primary ideal.
Then e2(I) = 0 if and only if r(I) ≤ 1.
Proof. Let e2(I) = 0. Let J be a minimal reduction of I. By Theorem 4.6
and Theorem 1.10,
0 = e2(J) ≥ e1(J)− λ(J/J) ≥ λ(J2/JJ).
Therefore λ(J2/JJ) = 0 = e1(J) − λ(J/J). Hence e1(I) = λ(I/J). By
Theorems 1.5, r(I) ≤ 1. Conversely let r(I) ≤ 1. We may assume that I
is a parameter ideal. Then by Theorem 4.7, e2(I) = e1(I) − λ(I/I). By
Theorem 1.5, e1(I)− λ(I/I) = 0. So e2(I) = 0.

Next proposition gives a necessary and sufficient condition for e2(I) = 1.
Proposition 4.9. [21, Theorem 9] Let (R,m) be an analytically unramified
Cohen Macaulay local ring of dimension d. Let I be a parameter ideal. Then
e1(I) = e0(I) − λ(R/I) + 1 if and only if e2(I) = 1. In this case, r(I) = 2
and
F I(t) =
λ(R/I) + [e0(I)− λ(R/I) + 1]t+ t
2
(1− t)d
.
Proof. Let e1(I) = e0(I)−λ(R/I)+ 1. We use induction on d to prove that
e2(I) = 1. Let d = 2. Let J ⊆ I be a minimal reduction of I. Then by
Huckaba-Marley Theorem,∑
n≥2
λ(Jn/J ∩ Jn) ≤ e1(J) − λ(J/J).
Therefore
∑
n≥2 λ(J
n/J ∩Jn) ≤ 1. Suppose
∑
n≥2 λ(J
n/J ∩Jn) = 0. Then
J2 = J ∩ J2 = JJ , by Huneke-Itoh intersection theorem. By [27, Theorem
3.26] e2(J) = 0. But Theorem 4.6 implies that
e2(J) ≥ e1(J)− λ(J/J) = e1(I)− e0(I) + λ(R/I) = 1,
a contradiction. Hence
∑
n≥2 λ(J
n/J ∩ Jn) = 1. Therefore by Theorem
1.2, G(I) is Cohen-Macaulay. Similar argument as above shows that J2 6=
JJ . Therefore Jn = J ∩ Jn for all n ≥ 3. Hence by Valabrega-Valla
theorem, Jn = JJn−1 for all n ≥ 3. Therefore Theorem 4.7 implies that
e2(J) = e1(J) − λ(J/J) = 1. Hence e2(I) = 1. Let d > 2. We may assume
that I is a parameter ideal. Let C and J be as in theorem 4.3. Hence
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e1(J) = e0(J) − λ(C/J) + 1. Therefore by induction, e2(J) = 1. Hence
e2(I) = 1.
Conversely, let e2(I) = 1. Let J be a minimal reduction of I. Then by
Theorem 4.6 and 1.10,
1 = e2(J) ≥ e1(J) − λ(J/J) ≥ 0.
Suppose e1(J) − λ(J/J) = 0. Then Huckaba-Marley Theorem implies that
e1(J) =
∑
n≥1 λ(J
n/J ∩ Jn) and G(I) is Cohen-Macaulay. Therefore Jn =
J ∩Jn for all n ≥ 2. By Valabrega-Valla theorem, Jn = JJn−1 for all n ≥ 2.
Hence r(J) ≤ 1. By Theorem 4.8, e2(J) = 0, a contradiction. Therefore
e1(J)− λ(J/J) = 1 and hence e1(I) = e0(I)− λ(R/I) + 1.

As a consequence of Theorem 4.7 we get similar result for normal ideals
in [6, Theorem 3.12]. However the following example in [6] shows that
λ(R/I) = e0(I)−e1(I)+e2(I) is not a sufficient condition to guarantee that
G(I) is Cohen-Macaulay.
Example 4.10. [6, Example 3.10] Let (R,m) be the 2-dimensional local
Cohen-Macaulay ring
k[|x, y, z, u, v|]/(z2 , zu, zv, uv, yz − u3, xz − v3)
with k a field and x, y, z, u, v indeterminate. One can see that the depth
G(m) = 0 and
Fm(t) =
1 + 3t+ 3t3 − t4
(1− t)2
.
In this case e2(m) = e1(m)− e0(m) + 1 but G(m) is not Cohen-Macaulay.
5. Study of e3(I)
So far we have seen that e1(I) and e2(I) are non-negative for any I-admissible
filtration in a Cohen-Macaulay local ring. But the non-negativity does not
hold true for e3(I). Note that e3(m) = −1 in Example 4.10. Marley in [27]
has given an another example in which e3(I) is negative.
Example 5.1. Let R = k[|x, y, z|] where k is a field. Then the Hilbert
polynomial PI(x) of the ideal
I = (x3, y3, z3, x2y, xy2, yz2, xyz)
is given by
PI(x) = 27
(
x+ 2
3
)
− 18
(
x+ 1
2
)
+ 4x+ 1.
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Hence e3(I) = −1.
However Itoh has proved that e3(I) is non-negative in a Cohen-Macaulay
analytically unramified local ring. He has proposed a conjecture for the
vanishing of e3(I) in [20].
Itoh’s Conjecture: Let (R,m) be a analytically unramified Gorenstein
local ring of dimension d ≥ 3. Then e3(I) = 0 if and only if r(I) ≤ 2.
Itoh has given a solution to the conjecture when I = m. In order to prove
this first we recall some preliminary results.
Proposition 5.2. [19, Proposition 10] Let (R,m) be a d-dimensional an-
alytically unramified Cohen-Macaulay local ring and let I be a parameter
ideal. Then for all n ≥ 0,
λ(R/In+1) ≤ λ(R/I)
(
n+ d
d
)
− [λ(I/I) + λ(I2/II)]
(
n+ d− 1
d− 1
)
+ λ(I2/II)
(
n+ d− 2
d− 2
)
.
Moreover, equality holds for all n ≥ 1 if and only if r(I) ≤ 2. In particular
if r(I) ≤ 2 then ei(I) = 0 for i ≥ 3.
Proof. If n = 0 then the inequality trivially holds. So assume n ≥ 1. Since
InI ⊆ In−1I2 ⊆ In+1 we have λ(R/In+1) ≤ λ(R/InI) − λ(In−1I2/InI).
Since In/In+1 ⊗R/I ∼= In/InI and In/In+1 is a free R/I module we get
λ(R/InI) = λ(R/In) + λ(In/InI)
= λ(R/I)
(
n− 1 + d
d
)
+ λ(R/I)
(
n+ d− 1
d− 1
)
= λ(R/I)
(
n+ d
d
)
− λ(I/I)
(
n+ d− 1
d− 1
)
.
Therefore it is sufficient to prove that λ(In−1I2/InI) = λ(I2/II)
(
n−1+d−1
d−1
)
.
Since InI ⊆ In−1I2 ∩ In ⊆ In+1 ∩ In = InI (by Theorem 1.8), we have
InI = In−1I2 ∩ In and hence In−1I2/InI ∼= (In−1I2 + In)/In.
Now we prove that the canonical morphism
In−1/In ⊗ I2/II −→ (In−1I2 + In)/In
is an isomorphism. Let x1, . . . , xd be a regular sequence such that I =
(x1, . . . , xd) and let {Mj} be the set of monomials in x1, . . . , xd of degree
n− 1. It is sufficient to show that if
∑
j ajMj ∈ I
n with aj ∈ I2 then aj ∈ I
and hence aj ∈ I2 ∩ I = II. Suppose that
∑
j ajMj =
∑
j bjMj with bj ∈ I.
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Since x1, . . . , xd is a regular sequence we have aj − bj ∈ I for each j and
hence aj ∈ I. Therefore (I
n−1I2 + In)/In ∼= In−1/In ⊗ I2/II . 
Let x = x1, . . . , xd be a minimal generators of I. Then the natural exact
sequence of Cˇech-complexes,
0 −→ C(x;R)[t, t−1] −→ C(t−1, xt;R(I)) −→ C(xt;R(I)) −→ 0
gives an exact sequence
0 −→ HdM(R(I)) −→ H
d
R+
(R(I)) −→ Hdm(R)[t, t
−1] −→ Hd+1M (R(I)) −→ 0.
Consider the the canonical graded homomorphism
α : HdR+(R(I)) −→ H
d
m(R)[t, t
−1].
We denote by αj the graded part of degree j of α. Then we have
Lemma 5.3. [20, Lemma 18] The map αj = 0 if and only if for all n ≥ 0,
In+d−1+j ⊆ In.
Proof. Let x1, . . . , xd be a system of minimal generators of I. We have a
natural morphism of Cˇech complexes and its cohomologies:
[
∏
iR(I)x1t...(xit)∧...xdt]j
//

[R(I)x1t...xdt]j
//
βj

[HdR+(R(I))]j
//
αj

0
∏
iRx1...(xi)∧...xd
f
// Rx1...xd
// Hdm(R) // 0
Let In+d−1+j ⊆ In for all n ≥ 0. Let
z = atjtnd/(x1t . . . xdt)
n ∈ [R(I)x1t...xdt]j .
Therefore a ∈ Ind+j ⊆ Ind+j−(d−1+j) = Ind−d+1. Let xc = xc11 . . . x
cd
d for
(c1, . . . , cd) ∈ N
d and
a =
∑
c1+···+cd=nd+d−1
rcx
c.
If ci < n for all i, then c1 + · · · + cd ≤ d(n − 1) < nd − d + 1. Therefore
ci ≥ n for some i. Hence a ∈ (x
n
1 , · · · , x
n
d ). Let a =
d∑
i=1
rix
n
i . Then
f
(
d∑
i=1
(−1)i−1ri/(x1 . . . xˆi . . . xd)
n
)
= a/(x1 . . . xd)
n.
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Thus βj(z) = a/(x1 · · · xd)
n ∈ image f and hence αj ≡ 0. Conversely, let
αj ≡ 0. Since
In =
⋂
c1+···+cd=n+d−1
(xc11 , . . . , x
cd
d ),
it is sufficient to show that In+d−1+j is contained in (xc11 , . . . , x
cd
d ) for all
integers ci ≥ 1 with c1 + · · · + cd = n + d − 1. Let a ∈ In+d−1+j. Then
z = atj/(xc11 . . . x
cd
d ) ∈ [R(I)x1t···xdt]j . Therefore βj(z) ∈ image f . Let
βj(z) = a/(x
c1
1 . . . x
cd
d ) =
∑
(aix
s
i )/(x1 . . . xd)
s
for some ai ∈ R and s ≥ max{ci | i = 1, . . . , d}. Since ax
s−c1
1 · · · x
s−cd
d =∑
aix
s
i we get a ∈ (x
c1
1 , · · · , x
cd
d ). This proves the assertion. 
Proposition 5.4. [20, Proposition 19] Let (R,m) be a Gorenstein, analyti-
cally unramified local ring of positive dimension. Let I be a parameter ideal
such that I2 6= II. If In+2 and mIn+1 are contained in In for every n ≥ 0,
then λ(I2/II) = 1 and r(I) ≤ 2.
Proof. Let I = (x1, . . . , xd). Since I
n ⊇ mIn+1, using Huneke-Itoh Intersec-
tion Theorem
(In : m)/In ⊇ (In+1 + In)/In = In+1/In ∩ In+1 = In+1/InI.
Therefore λ(In+1/InI) ≤ λ((In : m)/In). As R is Gorenstein, (xc11 , . . . , x
cd
d )
is an irreducible ideal. Hence
In =
⋂
c1+···+cd=n+d−1
(xc11 , . . . , x
cd
d )
is an irredundant decomposition of In as a product of irreducible ideals
where c1, c2, . . . , cd ≥ 1. The dimension of (I
n : m)/In as R/m-vector space
equals the number of irreducible components of In. Hence λ((In : m)/In) =(
n−1+d−1
d−1
)
. Therefore λ(In+1/InI) ≤
(
n−1+d−1
d−1
)
. Now
λ(R/In+1) = λ(R/In+1)− λ(In+1/In+1)
= λ(R/In+1)− λ(InI/In+1)− λ(In+1/InI).
But
λ(InI/In+1) = λ(R/In+1)− λ(R/InI)
= λ(R/In+1)− λ(R/In)− λ(In/InI)
= λ(In/In+1)− λ(In/InI).
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Since In/In+1 ⊗R/I ∼= In/InI, for all n ≥ 0,
λ(In/InI) = λ(R/I)
(
n+ d− 1
d− 1
)
.
Hence λ(InI/In+1) = λ(I/I)
(
n+d−1
d−1
)
. Therefore
λ(R/In+1) ≥ λ(R/I)
(
n+ d
d
)
− λ(I/I)
(
n+ d− 1
d− 1
)
−
(
n− 1 + d− 1
d− 1
)
= λ(R/I)
(
n+ d
d
)
− [λ(I/I) + 1]
(
n+ d− 1
d− 1
)
+
(
n+ d− 2
d− 2
)
By Proposition 5.2, for all n ≥ 0,
λ(R/In+1) ≤ λ(R/I)
(
n+ d
d
)
− [λ(I/I) + λ(I2/II)]
(
n+ d− 1
d− 1
)
+ λ(I2/II)
(
n+ d− 2
d− 2
)
.
Hence −
(
n+d−2
d−1
)
≤ −λ(I2/II)
(
n+d−2
d−1
)
. Therefore λ(I2/II) = 1 and equality
holds in Proposition 5.2. Hence r(I) ≤ 2.

Theorem 5.5. [20, Theorem 3] Let (R,m) be a d-dimensional analytically
unramified Cohen-Macaulay local ring and let I be a parameter ideal. Sup-
pose d ≥ 3. Then
(1) e3(I) ≥ 0 and if e3(I) = 0 then In+2 ⊆ I
n for every n ≥ 0.
(2) If R is Gorenstein and I = m then e3(I) = 0 if and only if r(I) ≤ 2.
Proof. (1) Apply induction on d. Assume d = 3. By Theorem 4.2 and
Theorem 4.4, we have e3(I) = λ(H
3
R+
(R(I))0 ≥ 0. If e3(I) = 0 then[
H3R+(R(I))
]
0
= 0. Therefore α0 = 0 in lemma 5.3. Hence In+2 ⊆ I
n for
every n ≥ 0. Using Theorem 4.3 it is easy to see that the result holds in
higher dimension also.
(2) Let R be Gorenstein and I = m. Let e3(I) = 0. Then mIn+1 ⊆ In+2 ⊆
In for all n ≥ 0. By proposition 5.4, In+2 = InI2 for every n ≥ 0. The
converse follows from Proposition 5.2. 
Huckaba-Huneke in [14] gave a different proof of the non-negativity of e3(I)
by reducing to dimension three and then applying the following theorem.
Theorem 5.6. [14, Theorem 3.1] Let (R,m) a d-dimensional Cohen-Macaulay
local ring. Let I be a normal ideal with grade(I) ≥ 2 and I be integral over
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an ideal generated by an R-regular sequence. Then there exists n such that
depthG(In) ≥ 2.
In [6] Corso, Polini and Rossi showed that in an analytically unramified
Cohen-Macaulay local ring of dimension three if e3(I) = 0 for an m-primary
ideal then G(In) is Cohen-Macaulay for large n.
Theorem 5.7. [6, Corollary 4.5] Let (R,m) be a local Cohen-Macaulay ring
of dimension three with infinite residue field. Let I be an m-primary ideal of
R such that I is asymptotically normal. Then e3(I) = 0 if and only if there
exists some n such that the reduction number of In is at most two. Under
these conditions, G(In) is Cohen-Macaulay for n >> 0.
The following example from [6] shows that if an ideal I is asymptotically
normal such that e3(I) = 0 then G(I) need not be Cohen-Macaulay.
Example 5.8. Let R = k[|x, y, z|] with k a field and x, y, z indeterminates.
Consider the ideal I = (x2 − y2, y2 − z2, xy, xz, yz). Then In is integrally
closed for every n ≥ 2. We also have
FI(t) =
5 + 6t2 − 4t3 + t4
(1− t)3
which gives e3(I) = 0 but G(I) has depth zero. On the other hand I
2 is a
normal ideal with e3(I
2) = 0 and G(I2) is Cohen-Macaulay and reduction
number is two.
Huckaba and Huneke in [14] have shown that in a two dimensional analyt-
ically unramified Cohen-Macaulay local ring, for some n, G(In) is Cohen-
Macaulay.
Theorem 5.9. [14, Theorem 3.1] Let (R,m) be a two dimensional Cohen-
Macaulay local ring with infinite residue field and let I be an normal m-
primary ideal of R. Then there exists n such that G(In) is Cohen-Macaulay.
They have also shown that the above result cannot be extended to higher
dimension in view of
Example 5.10. Let k be a field of characteristic 6= 3. Set R = k[|x, y, z|].
Let
N = (x4, x(y3 + z3), y(y3 + z3), z(y3 + z3))
and set I = N + m5 where m = (x, y, z). Then I is a height 3 normal ideal
of R and G(In) is not Cohen-Macaulay for any n ≥ 1.
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6. Normal Hilbert Polynomials in two dimensional regular
local rings
Throughout this section, we assume that (R,m) is a regular local ring of
dimension two unless otherwise stated.
In this section we present a formula for the normal Hilbert polynomial of
two m-primary ideals of R. This is a consequence of a result of Lipman
and Teissier [25] that for any complete m-primary ideal in R, r(I) ≤ 1.
The formula has also been derived in [24], [16] and [35]. We shall use joint
reductions and Zariski’s theory of complete ideals in R to derive this formula.
We shall also derive the same formula using a formula of Hoskin and Deligne
for the colength of a complete m-primary ideal.
A crucial step for obtaining a formula for the normal Hilbert polynomial of
two ideals is to show that if I and J are complete m-primary ideals in R
with R/m infinite then there exist a ∈ I and b ∈ J such that aI + bJ = IJ .
This was proved in [41]. By taking I = J we get Lipman-Teissier formula:
I2 = (a, b)I.
Joint reductions were introduced by Rees in [34]. Let I1, I2 . . . , Ir be ideals
in a local ring (R,m). A set of elements (x1, . . . , xr) such that xi ∈ Ii is
called a joint reduction of the set of ideals (I1, . . . , Ir) if there are positive
integers a1, . . . , ar such that
r∑
i=1
xiI
a1
1 I
a2
2 . . . I
ai−1
i . . . I
ar
r = I
a1
1 . . . I
ar
r .
Rees showed [34] that if R/m is infinite and I1, . . . , Ir are m-primary ideals
in any local ring (R,m) then joint reductions exist. Liam O’Carroll showed
the existence of joint reductions for the arbitrary ideals [32].
We now recall a few facts from Zariski’s theory of complete ideals. An ideal I
of R is called contracted if there is an x ∈ m\m2 such that IR[m/x]∩R = I.
Here R[m/x] = R[y/x] where m = (x, y). By [44, Lemma 3, Appendix 5], if
I and J are contracted from R[m/x] then so is IJ . Rees [35, Lemma 3.1]
and Lipman [24, Corollary 3.2] showed that if I is m-primary and contracted
then µ(I) = 1 + o(I) where µ(I) = dim(I/mI) and o(I) = m-adic order of
I = max{n | I ⊆ mn}. Huneke and Sally [17, Theorem 2.1] proved that if
R/m is infinite and µ(I) = 1+o(I) then I is a contracted ideal. An important
fact about complete ideal is that they are contracted [16, Proposition 3.1].
Let I be an m-primary ideal contracted from S = R[m/x]. Let N be a
maximal ideal containing mS. Then SN is a 2-dimensional regular local
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ring. Suppose o(I) = r. Then IS = xrI ′S for an ideal I ′ of S. We say
I ′ is a transform of I in S and I ′N is called the transform of I in SN . By
Proposition 5 of [44, Appendix 5], if I is complete then so is I ′ and I ′N .
Finally by [16, Proposition 3.6], e(I) > e(I ′N ).
Theorem 6.1. [41, Theorem 2.1] Let (R,m) be a 2-dimensional regular local
ring with R/m infinite. Let I and J be m-primary complete ideals. Then
there exists a joint reduction (a, b) of (I, J) such that
aJ + bI = IJ.
Proof. We may assume that R/m is infinite. Apply induction on t =
max{e(I), e(J)}. Let t = 1. Then e(I) = 1 = λ(R/L) where L is a minimal
reduction of I. Thus I = L = m and similarly J = m. Since R is regular
m = (x, y) for some x, y ∈ m. Thus xm + ym = m2. Now let t > 1. Let
(a, b) be a joint reduction of (I, J). We show that the ideal K = aJ + bI is
contracted. Let
aIn−1Jn + bInJn−1 = InJn
for some n. This equation implies that a ( respectively b) is part of a minimal
basis of I (respectively J). Let o(I) = r and o(J) = s. Since I and J are
complete, they are contracted. Hence µ(I) = r + 1 and µ(J) = s + 1. Let
I = (a0, . . . , ar) and J = (b0, . . . , bs) where a = a0 and b = b0. Now we show
that K is minimally generated by the r + s+ 1 elements:
a0b0, a0b1, . . . , a0bs, b0a1, b0a2, . . . , b0ar.
Indeed, let
s∑
i=0
a0biui +
r∑
j=1
b0ajvj = 0
where u0, . . . , us and v1, . . . , vr ∈ R. As a, b is a regular sequence there is an
f ∈ R such that
a0f =
r∑
j=1
ajvj and hence b0f = −
s∑
i=0
biui.
Hence f, v1, . . . , vr ∈ m and u0 + f, u1, . . . , us ∈ m. Thus µ(K) = r + s+ 1.
Since K = aJ + bI is a reduction of IJ , o(K) = o(IJ) = r + s. Hence K
is a contracted ideal. Pick x ∈ m \ m2 such that K and IJ are contracted
from S = R[m/x]. We write a = a′xr, b = b′xs, I = xrI ′S, J = xsJ ′S where
I ′, J ′ are ideals in S and a′, b′ ∈ S. Then
KS = (a′J ′ + b′I ′)xr+sS, IJS = xr+sI ′J ′S.
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Therefore (a′, b′) is a joint reduction of (I ′, J ′). As IJ and K are contracted
from S it is enough to show a′J ′ + b′I ′ = I ′J ′. To prove that a′J ′ + b′I ′ =
I ′J ′, localize at any maximal ideal N of S containing a′J ′ + b′I ′. Since
e(I ′N ) < e(I) and e(J
′
N ) < e(J), it follows that (a
′J ′ + b′I ′)SN = I
′J ′SN .
Therefore a′J ′ + b′I ′ = I ′J ′ and consequently IJ = aJ + bI.
Lemma 6.2. Let (R,m) be a local ring of dimension ≥ 2. Let I and J be
ideals of R and a ∈ I, b ∈ J be such that (a, b) is a regular sequence. Then
the R-module homomorphism
f :
R
I
⊕
R
J
−→
(a, b)
aJ + bI
defined as f(x, y) = (xb+ ya) + (aJ + bI) is an isomorphism.
Proof. It is clear that f is surjective. For injectivity let xb+ ya ∈ aJ + bI.
Then xb ∈ (a, bI). Choose c ∈ R and d ∈ I such that xb = ac + bd. Hence
b(x − d) = ca which implies x − d ∈ (a : b) = (a). Thus x ∈ I. Similarly
y ∈ J . Therefore f is injective and hence an isomorphism. 
Theorem 6.3. Let (R,m) be a 2-dimensional Cohen-Macaulay local ring
with R/m infinite. Let I and J be m-primary ideals. Then the following are
equivalent.
(a) There exist a ∈ I and b ∈ J such that aJ + bI = IJ ,
(b) For all r, s ≥ 1 arJs + bsIr = IrJs,
(c) For all r, s ≥ 1, λ(R/IrJs) = λ(R/Ir) + rse1(I|J) + λ(R/J
s) where
e1(I | J) = e(a, b),
(d) e1(I|J) = λ(R/IJ)− λ(R/I)− λ(R/J).
Proof. (a) =⇒ (b) By symmetry it is enough to show that arJ + bIr = IrJ
for all r ≥ 1, Apply induction on r. Assume that arJ + bIr = IrJ . Then
Ir+1J = I(IrJ)
= I(arJ + bIr)
= arIJ + bIr+1
= ar(aJ + bI) + bIr+1
= ar+1J + bIr+1.
(b) =⇒ (c) Since
R/Ir ⊕R/Js ∼= (ar, bs)/(arJs + bsIr) = (ar, bs)/IrJs,
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we get
λ(R/IrJs) = λ(R/(ar, bs)) + λ(R/Ir) + λ(R/Js)
= rsλ(R/(a, b)) + λ(R/Ir) + λ(R/Js)
= rse1(I|J) + λ(R/I
r) + λ(R/Js).
(c) =⇒ (d) Clear.
(d) =⇒ (a) As R/m is infinite there exists a joint reduction (a, b) of (I, J).
Since
R/I ⊕R/J ∼= (a, b)/(aJ + bI),
we have λ(R/aJ + bI)− e1(I|J) = λ(R/I) + λ(R/J). Substitute e1(I|J) =
λ(R/IJ)− λ(R/I)− λ(R/J) to get IJ = aJ + bI. 
Corollary 6.4. [24] Let I be an m-primary ideal of a regular local ring of
dimension 2. Then for all n ≥ 1,
λ(R/In) = e(I)
(
n+ 1
2
)
− [e(I) − λ(R/I)]n.
Proof. By Zariski’s theorem, In = I
n
for all n. Hence we may assume that
I is a complete ideal. Use induction on n. Assuming the result of n− 1, we
have
λ(R/In) = λ(R/In−1I) = λ(R/In−1) + (n− 1)e(I) + λ(R/I)
= e(I)
(
n
2
)
− [e(I)− λ(R/I)](n − 1) + n− e(I) + λ(R/I)
= e(I)
(
n+ 1
2
)
− [e(I) − λ(R/I)]n.

Corollary 6.5. Let I and J be m-primary ideals of a regular local ring of
dimension 2. Then for all r, s ≥ 0,
λ(R/IrJs) = e(I)
(
r
2
)
+ rse1(I|J) + e(J)
(
s
2
)
+ rλ(R/I) + sλ(R/J).
Proof. We may assume that R/m is infinite. Thus for any joint reduction
(a, b) of (I, J), aJ + bI = IJ. Thus
λ(R/I
r
J
s
) = λ(R/I
r
) + rse1(I|J) + λ(R/J
s
).
By Zariski’s theorem I
r
= Ir, J
s
= Js and I
r
J
s
= IrJs. Now use Corollary
6.4 to finish the proof. 
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We end this section by sketching an alternate proof of Lipman’s formula for
normal Hilbert polynomial of an m-primary ideal in a regular local ring of
dimension two. This is done by invoking a formula of Hoskin [12] which is
also proved by Deligne [8] and Rees [35] independently. We refer the reader
to section 14.5 of [17] for a very readable account.
Let I be an m-primary complete ideal in a 2-dimensional regular local ring
(R,m). We say that a 2-dimensional regular local ring (S, n) dominate R
birationally if R ⊂ S, n∩R = m and R and S have equal fraction fields. Let
N be a maximal ideal of T = R[m/x] where x ∈ m \m2 and mT ⊂ N . Then
TN is a 2-dimensional regular local ring, called a local quadratic transform
of R. Abhyankar [1, Theorem 3] showed that if S birationally dominates R
then there is a unique sequence
R = R0 ⊂ R1 ⊂ . . . ⊂ Rn = S
of 2-dimensional regular local ring such that Ri is a local quadratic transform
of R for i = 1, . . . , n. A point basis of I is the set
B(I) = {o(IT ) : T dominates R birationally }
where IT = transform of I in T and o(IT ) = mT -adic order of I
T . 
Theorem 6.6 (Hoskin-Deligne Formula). Let (R,m) be a regular local ring
of dimension 2 with infinite residue field and let I be a complete m-primary
ideal of R. Then
λ(R/I) =
∑
T≻R
(
o(IT ) + 1
2
)
[T/mT : R/m]
where the sum is over all 2-dimensional regular local rings T which bira-
tionally dominate R, written as T ≻ R and mT is the maximal ideal of
T .
Corollary 6.7. Let I be a complete m-primary ideal of 2-dimensional reg-
ular local ring (R,m). Then for all n ≥ 1,
λ(R/In) = e(I)
(
n+ 1
2
)
− [e(I) − λ(R/I)]n.
Proof. By Zariski’s theorem In is complete. Moreover o((In)T ) = no(IT ).
Hence for all n ≥ 1,
λ(R/In) =
∑
T≻R
(
no(IT ) + 1
2
)
[T/mT : R/m].
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Let us write [T/mT : R/m] = d(T ) and o(I
T ) = o(T ). Then for all n ≥ 0,
λ(R/In) =
∑
T≻R
1
2
(n2o(T )2 + no(T ))d(T )
=
1
2
e(I)(n2 + n)− e1(I)n+ e2(I)
Hence
e(I) =
∑
T≻R
o(T )2d(T ), e1(I) =
∑
T≻R
(
o(T )
2
)
d(T ), e2(I) = 0.
These expressions imply that e1(I) = e(I)− λ(R/I). 
The Hoskin-Deligne formula has been generalized for finitely supported m-
primary ideals in regular local rings of dimension at least three by C. D’Cruz
[7]. B. Johnston [22] established a multiplicity formula for the same class of
ideals.
7. The normal Hilbert polynomial of a monomial ideal
Let R = k[x1, x2, . . . , xd] be the polynomial ring over a field k with dimension
d ≥ 2. The maximal homogeneous ideal of R will be denoted by m. Let
I = (xv1 , . . . , xvq ) be an m-primary monomial ideal where vi ∈ N
d for i =
1, 2, . . . , q. If w = (w1, . . . , wd) ∈ N
d then we put xw = xw11 . . . x
wd
d . First
we describe the integral closure of I in terms of convex polytopes which
will lead to a formula for the normal Hilbert polynomial of I in terms of
Ehrhart polynomials of certain polytopes derived from the exponent vectors
v1, v2, . . . , vq.
Let e1, e2, . . . , ed be the standard basis vectors of Q
d. Since I is an m-
primary ideal, there are natural numbers a1, a2, . . . , ad such that vi = aiei
for i = 1, 2, . . . , d after we have permuted the generators of I. Let a =
(1/a1, 1/a2, 1/a3, . . . , 1/ad). We may asume that 〈vi, a〉 < 1 for i = d +
1, . . . , s and 〈vi, a〉 ≥ 1 for i = s + 1, . . . , q. Consider the convex polytopes
in Qd.
P = conv(v1, v2, . . . , vs)
S = conv(0, v1, v2, . . . , vd)
and the convex polyhedron Q = Qd+ + conv(v1, v2, . . . , vq). B. Teissier [38]
identified In in terms of lattice points of nQ. See also [43].
Proposition 7.1. With above settings In = ({xa | a ∈ nQ ∩ Zd}) for all
n ∈ N.
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Proof. Let xα ∈ In and J = In then xα ∈ J which implies that there
exists 0 6= m ∈ N such that xmα ∈ Jm. We have I = (xv1 , . . . , xvq ). Thus
xmα ∈ (xv1 , . . . , xvq )mn which implies that xmα = (xv1)k1 . . . (xvq )kqxβ where∑
ki = mn. Thus we get mα =
∑
kivi + β which implies α =
∑
ki
m
vi +
β
m
.
Let li =
ki
m
then α =
∑
livi + β
′ where
∑
li = n and 0 ≤ β
′ ∈ Qd. Thus
α
n
=
∑
li
n
vi +
β′
n
where
∑
li
n
= 1 which implies that α
n
∈ conv(v1, . . . , vq) +
Qd+ = Q. Therefore α ∈ nQ ∩ Z
d.
Conversely let α ∈ nQ ∩ Zd for some n ≥ 0. Then α = u + w where u ∈
nconv(v1, . . . , vq) and w ∈ Q
d
+. Therefore α = n
∑
livi + w with 0 ≤ li ≤ 1
and
∑
li = 1. Let m = l.c.m(denominators of li) and mi = mli ∈ Z. Thus
mα = mw+n
∑
mivi which implies that x
mα = xmw((xv1)m1 . . . (xvq )mq )n.
Therefore xmα ∈ Imn and hence xα ∈ In. 
Villarreal [43] has shown that the normal Hilbert polynomial of a monomial
ideal is the difference of two Ehrhart polynomials. First we recall the Ehrhart
polynomial of a convex polytope and some of its properties.
Theorem 7.2 (Ehrhart, 1962). Let P be an integral convex polytope of
dimension d. Then the function χP (n) = |nP ∩Z
d| for n ∈ N is a polynomial
function of degree d denoted by
EP (n) = adn
d + · · ·+ a1n+ a0
with ai ∈ Q for all i.
The polynomial EP (n) is called the Ehrhart polynomial of P . Some well
known properties of EP are
(1) Let vol(P ) denote the relative volume of P . Then ad = vol(P ).
(2) Suppose F1, . . . Fs are facets of P . Then ad−1 = (
∑s
i=1 vol(Fi)) /2.
(3) We have χP (n) = EP (n) for all integers n ≥ 0.
Morale´s first proved the following result in [29] later Villarreal [43] has given
another proof.
Theorem 7.3. [43, Proposition 3.6] Let I be an m-primary monomial ideal
of the polynomial ring k[x1, x2, . . . , xd] over a field k. Then
λ(R/In) = |Nd \ nQ| = ES(n)− EP (n)
for all n. In particular
P I(n) = [vol(S)− vol(P )]n
d + lower degree terms
and the constant term of P I(x) is zero.
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Proof. Since λ(R/In) = dimk(R/In), by Proposition 7.1, we have λ(R/In) =
|Nd\nQ|. As ES(0) = EP (0) = 0, we get the equality at n = 0. Now assume
n ≥ 1. Notice that we can decompose Q as Q = (Qd+ \ S)∪ P . Thus we get
nQ = (Qd+ \ nS) ∪ nP =⇒ N
d \ nQ = [Nd ∩ (nS)] \ [Nd ∩ (nP )].
Hence we get λ(R/In) = ES(n) − EP (n). Using the properties of Ehrhart
polynomial we can write
P I(n) = [vol(S)− vol(P )]n
d + lower degree terms
with the constant term zero. 
It follows from a result of Marley [27] that not only the normal Chern number
but all the coefficients of the normal Hilbert polynomial of a monomial ideal
in a polynomial ring are non-negative. We present a different proof of this
theorem.
Theorem 7.4. Let I be a zero-dimensional monomial ideal of a polyno-
mial ring R = k[x1, x2, . . . , xd] over a field k. Then ei(I) ≥ 0 for all
i = 0, 1, 2, . . . , d− 1.
Proof. We may assume without loss of generality that k is infinite. The
integral closure of a monomial ideal is a monomial ideal by [18, Proposi-
tion 1.4.6]. Hence The Rees algebra R = R(I) =
⊕∞
n=0 I
ntn is a normal
semigroup ring. Hence by Hochster’s theorem [4, Theorem 6.3.5]R is Cohen-
Macaulay. Therefore the associated graded ring G = G(I) = ⊕∞n=0I
n/In+1
is Cohen-Macaulay by [42]. Let J be a minimal reduction of I. Then the ini-
tial forms of generators of J in degree one component of G form a G-regular
sequence. Hence
H(G/JG, z) = (1− z)dH(G, z)
= λ(R/I) + λ(I/J + I2)z + · · · + λ(Id−1/JId−2 + Id)zd−1
:= f(z)
In the above calculation we have used the celebrated theorem of Brianc¸on-
Skoda Theorem [18, Theorem 13.3.3] which asserts that In+d ⊆ In+1 for
all n ≥ 0. Since for i = 1, . . . , d− 1
i ! ei(I) =
dif(z)
dzi
| z=1 .
Therefore ei(I) ≥ 0 for i = 0, 1, . . . , d− 1. 
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