Abstract. This manuscript is dedicated to prove a new inequality that involves an important case of Leibniz rule regarding Riemann-Liouville and Caputo fractional derivatives of order α ∈ (0, 1). In the context of partial differential equations, the aforesaid inequality allows us to address the Faedo-Galerkin method to study several kinds of partial differential equations with fractional derivative in the time variable; particularly, we apply these ideas to prove the existence and uniqueness of solution to the fractional version of the 2D Stokes equations in bounded domains.
Introduction
The fractional calculus is nowadays considered a prominent mathematical branch which investigate properties of derivatives and integrals of non-integer order. Historically, it emerged almost at the same time of the genesis of classical calculus and owes its origin to an inquiry raised by L'Hospital, in a letter sent to Leibniz, of whether the meaning of a derivative to an integer order could be extended to a non-integer order. For further details on the history of fractional calculus, see Ross [43] and MachadoKiryakova-Mainardi [35, 36] .
Ever since, much has been done to settle down the cornerstones of the theory and to obtain important results; we may cite as few examples of papers recently published in journals of high impact in the mathematical society [4, 6, 11, 12, 13, 20, 24, 25, 33, 40, 52] .
In addition to the relevance of fractional calculus to mathematics as a whole, we emphasize that this theory is highly used in applied sciences. Besides the several authors that discuss the possible applications of fractional calculus to engineering, physics, biology, and others (see as general references [16, 30, 34, 55] ), there is a very interesting connection between random walks, anomalous diffusion and the fractional formulation of differential equations. A precise and important survey that discuss all this connections was done by Metzler-Klafter in [37] .
Nonetheless, it is important to stress that many classical and simple problems, already solved in the standard calculus theory, sometimes, can be quite complicated to be addressed using the ideas and tools of the fractional calculus. For instance, assume that f, g : [t 0 , t 1 ] ⊂ R → R are functions with nth continuous derivatives, for some n ∈ N * := {1, 2, 3, . . .}.
(a) The general Leibniz rule elucidates that:
(b) By recalling Francesco Faà di Bruno formula (see [14, 53] as good sources on this subject)
where the sum is taken over all possible combinations of nonnegative integers γ 1 , γ 2 , . . . , γ n such that γ 1 + 2γ 2 + . . . + nγ n = n and γ l + γ 2 + . . . + γ n = m.
In the framework of fractional calculus we cannot expect analogous formulas to (1) and (2) , mainly because fractional derivatives have a non-local behavior, sometimes called "memory property", that is not compatible with these identities (see [38] for more details on the concept that underlies this notion). Despite of the fact that some authors proclaim that their fractional versions of derivative satisfy these equalities (see for instance [8, 23, 27, 56] and several others), Tarasov and Liu have already constructed sufficiently convincing arguments that invalidate such claim, as can be seen in [32, 48, 49, 50] .
On the other hand, with a remarkable argument, Podlubny in [39] , Baleanu-Trujillo in [7] and others, give a proof of the correct fractional version of (1) and (2); these results are respectively stated bellow:
(a') Assume that α ∈ (0, 1) and f, g : [t 0 , t 1 ] ⊂ R → R along with all its derivatives are continuous. Then (b') Like before, if we assume that α ∈ (0, 1) and f, g : [t 0 , t 1 ] ⊂ R → R along with all its derivatives are continuous, we deduce that
for every t ∈ (t 0 , t 1 ], and cD α t 0 ,t f g(t) = (t − t 0 ) −α Γ(1 − α) f g(t) − f g(t 0 )
where the sum without limits is taken over all possible combinations of nonnegative integers γ 1 , γ 2 , . . . , γ k such that γ 1 + 2γ 2 + . . . + kγ k = k and γ l + γ 2 + . . . + γ k = m.
Above, the binomial satisfies the identity
while the symbol D p t 0 ,t cD p t 0 ,t is used to denote the Riemann-Liouville (Caputo) fractional derivative of order p at t 0 , when p > 0, and the Riemann-Liouville fractional integral of order p at t 0 , when p < 0 (for more details on the definition see Section 2).
We observe that even the particular case (and yet fundamental to study energy estimates to partial differential equations) that occurs in the standard Leibniz formula when n = 1 and f = g, or in the standard chain rule when n = 1 and f (t) = t 2 , i.e.,
does not have a simple formulation in the fractional calculus setting.
There are some studies in the direction of achieving some analogous version of equality (3) to fractional derivatives; we may cite Shinbrot in [46, Lemmas 5.1 and 5.2] as one of the first examples in the literature. However, it was Alikhanov in [3, Lemma 1] that manage to obtain a breakthrough on this subject.
Theorem A. Consider α ∈ (0, 1) and assume that f : [0, T ] → R is an absolutely continuous function. Then
In the proof of Theorem A, the author heavily uses the restrictive fact that f is absolutely continuous (cf. Definition 9). This kind of hypothesis is tied closely to the following result: If α ∈ (0, 1) and f : [t 0 , t 1 ] ⊂ R → R is an absolutely continuous function, it holds that (see Remark 10 for more details)
where J 1−α t 0 ,t denotes the Riemann-Liouville fractional integral of order (1 − α) at t 0 . We point out that Zhou-Peng stated in their paper [57, Lemma 2.3 ] that a natural generalization of the above inequality should be described by the following.
Theorem Z-P. Suppose that α ∈ (0, 1), H is a Hilbert space and
H is absolutely continuous. Then it holds that
Motivated by the above result, Zhou-Peng in [57] applied the Faedo-Galerkin method to study the fractional version of the Navier Stokes equations in bounded domains. However, the solutions of the reduced Feado-Galerkin equations are not (in general) absolutely continuous and therefore it is not possible to directly apply Theorem Z-P to complete the steps of the method (for more details see Remark 10, Sections 5 and 6).
Hence, the main objective of this work is to introduce a generalization of Theorems A and Z-P, besides proving that this kind of result also holds for Riemann-Liouville fractional derivative of order α ∈ (0, 1). We also verify that the obtained inequalities cannot be improved.
The paper is organized as follows: we begin Section 2 by introducing some special functions and its properties. Then we recall some classical notions and results from the theory of fractional calculus that are recursively used in this manuscript. In Section 3 we introduce several new ideas by using matrix theory in order to prove Theorem 13, which is a weaker version of our main results. We end this section discussing the sharpness of this theorem. Section 4 contains our main results, which are Theorems 39, 42 and 47. In Section 5 we apply the results obtained in the previous sections to prove the existence and uniqueness of solution to the fractional version of the 2D Stokes equations in bounded domains. Finally, we dedicate Section 6 to discuss some statements done throughout this manuscript and also to point some other applications to the theory developed here.
Theoretical prerequisites
In this section we introduce the main tools used in this paper. The subjects addressed here are mainly connected with fractional calculus, which nowadays is a theory well established in the literature. There are several papers, surveys and books which can be used as references for this topic; here follows few examples of them: [10, 26, 39, 45] .
2.1. Special functions and related results. We start, for the sake of completeness of this paper, by introducing the gamma function, the digamma function and some properties that are fundamental to this work. Definition 1. Let Γ : C\{0, −1, −2, . . .} → C be the analytical gamma function, which possess the following properties:
Above, Re(z) denotes the real part of z.
Between the several results already discussed in the literature regarding the useful properties of gamma function, we begin by introducing Gautschi's inequality (see equation (7) in [18] for details)
We also emphasize the following theorem proved by Alzer in [5, Theorem 10 and its remark].
Theorem 3 (Alzer's Theorem). Consider n ∈ N * and assume that {a k } n k=1 ⊂ R and
In the above situation, we obtain
Another important function introduced bellow is the so-called Digamma function.
Definition 4. Assume that ̥ : C\{0, −1, −2, . . .} → C denotes the analytical digamma function, which is given by the relation
, for every z ∈ C\{0, −1, −2, . . .}.
For more details see [1] .
Remark 5.
(a) Digamma function is the first order derivative of the logarithm of the gamma function. More precisely,
(b) The digamma function satisfies
2.2.
A small survey on fractional calculus of vectorial functions. There are several fractional derivatives defined along the history (see [36] for details). Nevertheless, among all these derivatives, in this work we only address the ones which nowadays are attributed to Riemann, Liouville and Caputo.
In order to establish a concise notation, throughout this section assume that I ⊂ R denotes a non-empty interval (bounded or unbounded) and X a Banach space. Assume,
denotes the function space composed of all measurable functions (in Bochner's sense) f : I → X, such that
This previous sets imbued with the respective norms
are Banach spaces.
The above function spaces are enough for us to define the following classical integral from the theory of fractional calculus.
It is worth to pointing out that if we consider Gel'fand-Shilov function g β : R → R, for each fixed β > 0, given by
(for further information see [19, Chapter 3] ) and let f be equal to zero outside [t 0 , t 1 ], then we conclude that
With the purpose of discussing a broader definition to Riemann-Liouville and Caputo fractional derivatives, we consider the following function spaces:
(a) If n ∈ N, we define C n (I; X) as being the space composed of every n-times continuously differentiable function f : I → X. If I is a compact set, by introducing the norm
, it becomes a Banach space. Above f (k) (t) denotes the standard k-times derivative of f (t). We also assume that C ∞ (I; X) symbolizes the function space given by
and belongs to L p (I; X), for every k ∈ {1, 2, . . . , n} .
By considering W n,p (I; X) with norm
it becomes a Banach space. From now on, for any α ∈ (0, ∞) we use the symbol [α] to denote the smallest integer that is greater or equal then α. Definition 7. Let α ∈ (0, ∞) and t 0 < t 1 be fixed real numbers. Assume that function
The Riemann-Liouville fractional derivative of order α at t 0 is given by
) is taken in the weak sense.
Remark 8. Observe that equality (4) can be reinterpreted as
In spite of the fact that differential equations with Riemann-Liouville fractional derivative can be analyzed and solved (for classical surveys on this subject see [39, 45] ), it requires special initial conditions given in form of convolutions with the Gel'fand-Shilov function, and in general this kind of behavior lacks a clear physical interpretation.
Therefore, as an attempt to meet the requirements of physical reality, Caputo in his famous paper [9] reformulated the Riemann-Liouville fractional derivative, and nowadays in a more sophisticated and general version, several researchers study the Caputo fractional derivative which is completely describe below.
Definition 9. Assume that α ∈ (0, ∞) and consider t 0 < t 1 fixed real numbers. If
, the Caputo fractional derivative of order α at t 0 is given by
where D α t 0 ,t denotes the Riemann-Liouville fractional derivative of order α at t 0 .
Remark 10. In the science areas where fractional calculus is applied, it is standard to assume that the domain of the Caputo fractional derivative of order α
, which denotes the space of every absolutely continuous function from [t 0 , t 1 ] to X. In this case we are able to prove, by straightforward computations (see [10, 26] ), that
However, in order to address a more general result we avoid this kind of particularization (cf. Definition 9). In fact, recall that Morrey's Inequality to vector-valued functions ensures that
Nevertheless, the broader domain of Caputo fractional derivative of order α ∈ (0, 1) contains several other functions besides W 1,1 (t 0 , t 1 ; X); for instance, the Weierstrass function w(t) is continuous in [0, 1], does not have weak derivative in [0, 1] and also satisfies g 1−α * w ∈ W 1,1 (0, 1; R). The proof of this fact can be found in [42, 44, 54] .
There are several important properties concerning the two fractional derivatives introduced above, however in the following result we present just the ones that are referred in this manuscript.
Proposition 11. Let α, γ ∈ (0, 1), t 0 < t 1 be fixed real numbers and consider functions f,f ∈ L 1 (t 0 , t 1 ; X) and h,h ∈ C 0 ([t 0 , t 1 ]; X). Then the following statements are true.
(a) For Riemann-Liouville fractional integral: (i) given λ, µ ∈ R, it holds that
(c) For Caputo fractional derivative:
Proof. We refer to [10, 26, 39] .
There are some examples, which are used forward in this manuscript, that should be evidenced here. For this purpose, assume that α ∈ (0, 1), k ∈ N, t 0 < t 1 are fixed real numbers and that ϑ : R → R is the function
(a) Using the definition of the Riemann-Liouville fractional derivative, we obtain
(b) Like before, using the definition of Caputo fractional derivative we achieve
Remark 12. By analyzing the definitions of the fractional derivatives addressed here, observe that for functions
This identity is recurrently used in this manuscript.
Matrix analysis and first results
Taking into account the considerations presented so far, we now state Theorem 13 which is our first main result.
Theorem 13. Consider α ∈ (0, 1), t 0 ∈ R and P : R → R a polynomial function with real coefficients. Then we have
and
Since the goal of this section is to prove Theorem 13, in what follows we introduce all the results and technicalities that are needed to completely address it.
3.1. Auxiliary results. The proof of the aforementioned theorem is motivated by several matrix results. This is why we begin by introducing the following notion.
Above, the symbol (· , ·) denotes the standard inner product of R m . Now fix n ∈ N, with n ≥ 2, and consider the partitioned matrix B ∈ M n+1 (R), given by
where A ∈ M n (R) is a symmetric matrix, e = (e 1 , e 2 , . . . , e n ) ∈ R n , which is viewed as a column matrix, e T a row matrix given by the transpose of e and d ∈ R. By taking into account Schur complement theory, we may address the following result regarding the partitioned matrix B introduced above (see [22, Theorem 7.7 .6] as a classical reference for this result).
Theorem 15. Assume that B ∈ M n+1 (R) is given by (9), with d = 0, and define matrix 
Then B is positive definite if, and only if, d > 0 and D := A − E is a positive definite matrix.
In the following results our objective is to ensure enough conditions to verify that D, defined in the above theorem, is indeed a positive definite matrix. Thus, from this moment on, we use recursively the notations introduced by (9) and Theorem 15.
n \ {0} and (e, Ae) > 0, then
Proof. Since e = 0 and (e, Ae) > 0, it holds that Ae = 0 and therefore span(Ae) ⊥ is a vector subspace of R n of dimension n − 1. Let {u 2 , . . . , u n } be a base of span(Ae) ⊥ . A standard computation shows that {e, u 2 , . . . , u n } is a base of R n . To prove that R n = span(e) ⊕ Ker E, first notice the following identity
Now consider {w 1 , . . . , w n−1 } a base of span(e) ⊥ . Then it holds that Ew i = 0, for i ∈ {1, 2, . . . , n − 1}, what ensures that span(e) ⊥ ⊂ Ker E. However, we known that
and since E = 0, it follows that dim(Ker E) ≤ n − 1. Thus, the result follows.
In view of Theorem 16, for each x ∈ R n there is α ∈ R such that x = αe + u for some u ∈ span(Ae) ⊥ = Ker E. Therefore, we introduce the following result.
Lemma 17. Assume the same hypotheses of Theorem 16. Then
Proof. Since E is symmetric and u ∈ Ker E, we see by (10) that (x, Ex) = α 2 e 4 /d. On the other hand, since (e, Au) = (u, Ae) and u ∈ span(Ae) ⊥ , we deduce the identity (x, Ax) = α 2 (e, Ae) + (u, Au).
The result now follows.
Using the above lemma we can state the following theorem. Proof. This is a straightforward application of Lemma 17.
We end this subsection addressing a corollary that is used to prove inequality (7).
Corollary 19. Let B be a matrix as in (9) such that A = (a ij ) n×n is a positive definite matrix and d > 0. If e i = d and a ij d, then B is a positive definite matrix.
Proof. Since A is a positive definite matrix that satisfies
Theorem 18 ensures that D := A − E is a definite positive matrix. Thus, Theorem 15 completes this proof.
3.2.
Initial considerations and the proof of Theorem 13. Assume that α ∈ (0, 1), t 0 ∈ R and P n (t) := n k=0 b k t k is a polynomial function with real coefficients in the variable t. Observe that we can rewrite P n (t) = n k=0 a k (t − t 0 ) k , where a 0 , a 1 , . . . , a n are given by
Thus, together with item (iii) of Proposition 11 and identity (5), we obtain
Let us assume for a moment that inequality (7) holds true. Then, if we apply equations (11) and (12) to it, we would obtain
where ψ : N × N → R is the symmetric function defined by
Now we can reinterpret inequality (13) as
where v a (t) := a 0 , a 1 (t − t 0 ), . . . , a n (t − t 0 ) n and B = ψ(i, j) is a symmetric matrix of order n + 1, with i, j ∈ {0, . . . , n}.
By repeating the above procedure to the Caputo fractional derivative (recall item (vi) of Proposition 11 and equation (6)), we achieve
and 2 cD
Like before, if we assume that inequality (8) holds true and replace equations (16) and (17) in it, we shall deduce
where u a (t) = a 1 (t − t 0 ), . . . , a n (t − t 0 ) n , A = ψ(i, j) , with i, j ∈ {1, . . . , n}, is a matrix of order n and ψ(i, j) is the function defined in (14) .
By comparing (15) and (18) we observe the relation
where δ = ψ(0, 0) and ε T = (ε 1 , ε 2 , . . . , ε n ), with ε i = ψ(i, 0), for i ∈ {1, 2, . . . , n}. The discussion developed above leads us to state the following crucial result. Proof. The proof of item (a) follows from the relation between (8) and (18), while the proof of item (b) from the relation between (7) and (15) .
Proposition 20 together with inequalities (15) and (18) indicates that we should first understand some properties of function ψ before proceed with the proof of Theorem 13. Hence, we dedicated the remainder of this subsection to study these properties.
Proof. Here we only address k = 1, since the general situation is a consequence of this case.
(a) Let i ≥ 0 and j > 0. By recalling gamma function properties, we get
.
Hence, we conclude that
Since α ∈ (0, 1), equation (20) is strictly positive if, and only if,
However, inequality (21) holds for i ≥ 0 and j > 0 by Theorem 3; just define x = i + 1,
Now we introduce two important results.
Theorem 22. Let A and B be the matrices given in (19) . If A is a positive definite matrix, then B is a positive definite matrix.
Proof. Since A is a positive definite matrix and Proposition 21 ensures that To prove that A is a positive definite matrix, we use an induction argument on its order. For this purpose, for each n ≥ 2, we reinterpret matrix A as being given by
In the next results we change the issue of verifying that matrix A n is positive definite by an easier problem. In fact, the following proposition begins this approach.
Proposition 25. Consider n ∈ N. Matrix A n is positive definite if, and only if, matrix A n := ψ(n + 1 − i, n + 1 − j) n×n is positive definite.
Proof. This follows directly from the fact that A n is a symmetric matrix.
Next corollary uses almost the same steps already implemented in Theorem 22, however here matrix A n does not have a constant first line and column.
Corollary 26. For n ≥ 2, if A n is a positive definite matrix and
then A n+1 is a positive definite matrix.
Proof. Observe that
where h T n = ψ(n + 1, n), . . . , ψ(n + 1, 1) . Now assume that A n is a positive definite matrix. Since (22) holds true and Proposition 21 ensures that the value of ψ(n + 1, n + 1) is positive, Theorems 15 and 18 guarantees that A n+1 is a positive definite matrix.
At this point in our study, it is necessary to explain our modus operandi. In fact, Corollary 26 guarantees that inequality (22) is fundamental to prove that A n is a positive definite matrix, for any n ≥ 2. Hence, we proceed in a sequence of reductions of this inequality.
We start pointing out that (22) is equivalent to n i,j=1
In order to verify that inequality (23) holds, it is enough to prove that
, for every i, j ∈ {1, . . . , n} and n ∈ N * .
On the other hand, for fixed values n ∈ N * and i ∈ {1, . . . , n}, if we manage to obtain the inequality ψ(j + 1, n + 1)
for every j ∈ {1, 2, . . . , n}, then (24) becomes a consequence of it. Now, in order to verify inequality (25), we first prove the following result.
Proposition 27. Consider function φ : N × N → R given by
Then the following relations are true:
, for every i, j ∈ {1, 2, . . . , n}, where n ∈ N * .
Proof. Items (a) and (b) are direct consequences of Proposition 21. Item (c) is just a straightforward computation and item (d) is a consequence of item (c).
Now we focus in the proof of item (e). Assume that i ≥ 2 and j ≥ 2 (the case i = 1 or j = 1 is obtained from analogous arguments). Then, item (a) ensures that
since ψ(1, j) = ψ(j, 1).
But item (d) allows us to conclude
By adding and subtracting αφ(0, 1) from the right side of the above equality, and by reorganizing the sums, we achieve item (e).
Since ψ(i, j) is symmetric and considering item (a) of Proposition 27, inequality (25) can be reinterpreted as
which is equivalent to
for every i, j ∈ {1, 2, . . . , n} and n ∈ N * . However, inequality (26) can be derived directly from
if we prove it for every i, j ≥ 1. Finally, observe that items (a) and (c) of Proposition 27 and a straightforward computation ensures the equivalence of (27) and
for every i, j ≥ 1. Our final equivalent inequality, which is obtained by applying items (d) and (e) of Proposition 27 in inequality (28) , is given by
Now, item (b) of Proposition 27 allows us to conclude that
we conclude that the first term of (29) is positive. Thus, to prove that inequality (29) holds, and therefore that inequality (23) is true, we present our last proposition.
Proposition 28. Given i, j ∈ N and k, l such that 0 ≤ k ≤ i − 1 and 0 ≤ l ≤ j − 1,
Proof. By definition φ(i, 1) = (1 − α)Γ(i + 1)/Γ(i + 3 − α) > 0 and therefore
Hence, by considering (31) and (32), inequality (30) can be rewritten as
, which is equivalent to
Now, consider the infinitely differentiable function f : [0, ∞) → R given by
for fixed numbers x, y, z, w ∈ (0, ∞).
By considering item (a) of Remark 5, we conclude that the derivative of f (s) is given by
where ̥(z) denotes de digamma function. Then, f ′ (s) < 0 if, and only if,
Firstly observe that item (b) of Remark 5 ensures the equality
for each p ∈ N * . Thus, by choosing x = k + l + 1, y = i + j + 1, z = i + l + 1 and w = j + k + 1, the above equality allows us to conclude that
Now, since by hypotheses k ≤ i − 1 and l ≤ j − 1, we rewrite (34) as
and therefore,
The above computations ensure that f ′ (s) < 0, that is, f is a decreasing function in s. Then, since α ∈ (0, 1), we have f (0) > f (2 − α) which is exactly inequality (33) . This completes the proof.
Finally we are able to present the whole proof of Theorem 13.
Proof of Theorem 13. We begin by proving inequality (8) . Recall that item (a) of Proposition 20 ensures that it is enough for us to prove that A, defined in (18), is a positive definite matrix. Now, observe that Proposition 25 ensures that A is a positive definite matrix if, and only if, A n is a positive definite matrix, for every n ≥ 2.
From now on, we proceed with an induction argument. At first notice that
and the determinant of its leading principal minors are
Thus, A 2 is a positive definite matrix. Now, assume that A n is a positive definite matrix and let us show that A n+1 is positive definite matrix. Recall that inequality (22) derives from Proposition 28 (as it was discussed throughout this subsection), and therefore Corollary 26 ensures that A n+1 is positive definite matrix. This finishes the induction argument, completing in this way the proof of inequality (8) .
Lastly, (7) derives from Corollary 23.
Remark 29.
(a) At first we emphasize that the proof developed in this section, actually, ensures that inequality (7) holds strictly when P (t) is not the null polynomial function. (b) On the other hand, inequality (8) does not own this property; recall that the Caputo fractional derivative of a constant function is indeed zero (see the identity (6)), therefore (8) is strict just when we consider non constant polynomial functions.
(c) By continuity, inequality (8) holds for every t ≥ t 0 . The same argument does not hold for (7). This is due to the fact that Riemann-Liouville fractional derivative sometimes is not defined at t 0 ; and example of this is the constant polynomial function.
We end this section by presenting two results that ensure the sharpness of Theorem 13; in fact, they are obtained as a consequence of Theorem 2. Proof. (a) At first, observe that
which holds for each k ∈ N. Now Theorem 2 implies that
By classical properties of Gamma function (see item (c) of Definition 1), the latest inequality is equivalent to 2(2k + 1)(k + 1 − α) (2k + 1 − α)(2k + 2 − α) > 1.
Since last inequality holds true, we conclude the first part of the proof. The second part is a consequence of Theorem 2.
Theorem 31. Assume that λ ∈ R \ {2}.
(a) Then, there exists a polynomial function with real coefficients P λ (t) satisfying
(b) Also, there exists a polynomial function with real coefficients Q λ (t) satisfying
Proof. For simplicity we assume that t 0 = 0. Nonetheless, it worths to point out that the general situation follows the same ideas used bellow.
(b) To obtain the proof of this item, we split it in three cases.
(i) If λ ≤ 2/(2 − α), choose Q λ (t) := t + 1 and observe that (6), Proposition 11 and Gamma function properties ensure the equivalence between (36) and the inequality
which holds for every t > 0.
(ii) For 2/(2 − α) < λ < 2 and Q λ (t) := t + 1, identity (37) holds for every
(iii) Finally, if λ > 2 and we consider Q λ (t) := t − 1, then (36) is equivalent to
which holds for every
(a) We also split this proof in three cases. Notice that in this situation we need another approach.
(i) Assume that λ < 2 α is fixed and consider P k (t) := t k + 1, where k ∈ N * . Observe that the existence oft > 0 such that (35) holds, is equivalent to
where ϕ k := Γ(k + 1)/Γ(k + 1 − α), for each k ∈ N * . Since Lemma 30 ensures that {ϕ 2k /ϕ k } is an increasing sequence that converges to 2 α , there exists k 0 = k 0 (λ) ∈ N such that ϕ 2k /ϕ k > λ, for every k ≥ k 0 . Hence, we conclude that A k > 0, for every k ≥ k 0 , and therefore that lim
This implies that there exists t 0 > 0 such that f k 0 (t) > 0, for all t ∈ [t 0 , ∞). (ii) For a fixed value 2 α ≤ λ < 2, consider P k (t) := t k + 1. Like before, inequality (35) is equivalent to (38) , but now A k < 0, for every k ∈ N * . On the other hand, observe that
is an increasing sequence that satisfies
which in turn, is equivalent to
By applying Lemma 30 we conclude that this inequality holds for sufficiently large values of k; this ensures that the proof of this item is completed. (iii) For the case λ > 2, consider P k (t) := t k − 1 and observe that inequality (35) is equivalent to
for some t > 0. By the conclusions obtained in the previous items, we already know that in this case A k < 0 and −B k > 0, for any k ∈ N. But then, by the same arguments implemented in item (ii) we conclude that this item holds true for sufficiently large values of k.
Main results
Last section discussed the proof of a sharp inequality that relates Leibniz rule with the fractional derivatives (Caputo and Riemann-Liouville) of polynomial functions. However, these inequalities are valid in a much broader aspect. Observe that throughout all this section we assume that α ∈ (0, 1) and t 0 < t 1 are fixed real numbers.
4.1.
A first generalization of Theorem 13. We begin with an auxiliary proposition that is recurrently used in this manuscript.
Proposition 32. Assume that X is a Banach space and 1 ≤ p ≤ ∞. Then, there exists a constant K = K(p, α, t 0 , t 1 ) > 0, such that
Proof. The proof is an adaptation (to Banach spaces) of Samko-Kilbas-Marichev [45, page 48].
Next we present a first improvement of Theorem 13, which is not our most robust result, however, plays an important role in our forward proofs.
Proof. Since the polynomial functions are dense in C 1 ([t 0 , t 1 ]; R) (with its standard topology), for every f ∈ C 1 ([t 0 , t 1 ]; R) there exists a sequence of polynomial functions
when k → ∞. But then Remarks 10 and 12 ensure that
for every t ∈ (t 0 , t 1 ]. Hence, by applying Proposition 32 (when p = ∞) we obtain
Following the same idea presented above, we deduce
for every t ∈ (t 0 , t 1 ], and therefore
for every t ∈ (t 0 , t 1 ].
The proof now follows when we apply (41), (42) and (43) in the first inequality of Theorem 13. The second inequality proposed by this theorem has an analogous proof (however in this situation without the restriction t > t 0 ; see also item (c) of Remark 29) and therefore is omitted.
Remark 34.
(a) Observe that for any function in C 1 ([t 0 , t 1 ]; R) we can compute Riemann-Liouville and Caputo fractional derivatives of order α; this is mainly due to Remarks 10 and 12. 
4.
2. An improvement of inequality (39) . Our objective at this point is to improve the first inequality of Theorem 33. To this end, we first recall a classical functional analysis result.
Proposition 35. Consider ̺ ∈ C ∞ (R; R) with compact support and
Remark 38. Observe that the above proof also ensure that J
Bearing in mind the results discussed so far, we finally present the main theorem of this subsection.
Proof. At first assume that t 0 = 0. Consider F ∈ L p (R; R), with
Choose ̺ ∈ C ∞ (R; R) with compact support contained in (0, t 1 ) satisfying
In this way, Proposition 35 ensures
Now, observe that for any t ∈ [0,
by the commutative and associative properties of convolutions and Leibniz integral rule, we achieve
Since Proposition 37 ensures that J 1−α 0,s f (s)| s=0 = 0, we finally obtain
where G ∈ L 2 (R; R) is given by
otherwise.
Hence, Proposition 35 and identity (45) ensure that
In order to give continuity to this proof, just recall that Theorem 33 guarantees
Hence, if φ ∈ C ∞ [0, t 1 ]; R has compact support contained in (0, t 1 ) and φ(t) ≥ 0, for every t ∈ (0, t 1 ), we deduce the inequality
By applying (44), (46) and Proposition 32 in (47), we obtain
Since g 1−α * f 2 ∈ W 1,1 (0, t 1 ; R), we achieve
(b) We conjecture that the restriction over p and α, which were presented in Theorem 39 and discussed in item (ii) above, cannot be removed; recall that HardyLittlewood have already struggled with this kind of restriction (see [21, Theorem 4] for details).
3. An improvement of inequality (40) . Now we address the Caputo fractional derivative. For this scenario we need a slightly distinct approach, since here the functions are at least continuous. We begin by proving an auxiliary result, which can be considered a more regular version of Theorem 39.
Proof. Assume that t 0 = 0. With the ideas and notation introduced in the proof of Theorem 39, however here with new regularities, we deduce that
for any [τ 0 , τ 1 ] ⊂ (0, t 1 ) and
Thus the proof of the theorem follows. With the conditions introduced by items (a) and (b), if V ′ represents the dual of V , we arrive at the continuous inclusions
In this case, if
then u is almost everywhere equal to a continuous function from [0, T ] into H and
Above the symbol ·, · V ′ ,V denotes the duality pairing.
Hence, in order to generalize Theorems 39 and 42 to functions with values in a Hilbert space, we add several new ideas to the classical proof of Theorem 43, so that we can overcome the barriers imposed by the non-local definition of Riemann-Liouville and Caputo fractional derivatives.
Theorem 44. Consider W a Hilbert space and define the set
; R) and w k ∈ W, for each k ∈ {1, 2, . . . , n} .
For every function u ∈ C 1 ([t 0 , t 1 ]; R) ⊗ W , it holds that:
and cD
Proof. Recall that Zorn's lemma ensures the existence of an orthonormal Hamel basis to W , which we denote by B. Thus, we rewrite
; R) and v k ∈ B, for each k ∈ {1, 2, . . . , n} .
Therefore, since each v ∈ C 1 ([t 0 , t 1 ]) ⊗ W can be expressed as v(t) := n k=1 φ k (t)v k , Proposition 11 and Theorem 33 guarantees that
for every t ∈ (t 0 , t 1 ]. The inequality involving Caputo fractional derivative relies on similar arguments.
We point out that function space C 1 [t 0 , t 1 ] ⊗ W denotes a standard structure from the approximation theory which was extensively studied in several classical books from this area; see [29, 41] as standard references on this subject. 
; R) and w k ∈ W, for each k ∈ {1, 2, . . . , n} , such that sup
when k → ∞. If we assume that sequence {ũ k (t)} ∞ k=1 is given bỹ
and define {u k (t)} ∞ k=1 by
we shall achieve that
we impose the hypotheses cD For the case t 0 = 0 we also argument like in Theorem 39.
(b) The proof of this inequality follows very similar steps to those discussed in the proof of item (a) together with Lemma 41 and Theorem 42, therefore it is omitted.
5. An application of the theory in partial differential equations
In this section we apply all the techniques developed throughout this manuscript in the theory of partial differential equations with fractional derivative in the time variable.
At first we emphasize that several researchers recently started to study the incompressible Navier-Stokes equations with fractional derivative in the time variable, in the most varied circumstances; as a survey on this topic see [12, 57, 58, 59] and references therein.
This motivated us to study the fractional version of the 2D Stokes equations in bounded domains. More specifically, we consider the following system of equations: Theorem 47 allows us to obtain the inequality
Finally, by applying Young inequality to (58) we achieve
The bounds obtained above and the blow up result presented in [10, 15] , guarantees that the maximum time of existence T n = T , for any n ∈ N * . Also, (59) The above conclusions allow us to apply a limit argument in
exactly as in the classical procedure, to conclude that u is the weak solution of this problem. The uniqueness of solution is done with standard arguments that we avoid express here.
Last considerations
Recall that in Section 2 we have obtained two inequalities involving polynomial functions and the Leibniz rule, which in its classical formulation is recursively used to study the energy equation of PDE's. We also emphasize that the inequality with RiemannLiouville fractional derivative is completely new to the literature of fractional calculus; this allows us to conjecture that this method could be used to prove inequalities, like the ones presented here, to other fractional derivatives.
Observe that the example presented in Section 5 is just a simple application of the inequality presented in Section 4. In fact, the Heat Equation with fractional derivatives could have be another example where this method works. We could also have used this inequalities to prove that systems of ordinary differential equations with fractional derivatives that possess a quadratic Lyapunov function (for instance V (x, y) = x 2 + y 2 ) are stable or asymptotically stable (see [2, 28, 47] for details on the definitions and previous studies) or even to study the asymptotic profile of the solutions of some partial differential equations.
At last, let us give a simple argument to support the fact that Theorem 47 can be a better option then Theorem Z-P. Our major concern resides in the fact that the solution of (57) belongs to C α ([0, T ]; V ) which is a space much bigger then AC([0, T ]; V ). This is why we cannot see clearly how to apply Theorem Z-P in the proof of Theorem 51.
