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Abstract
The shifted number system is presented: a method for detecting and avoiding error producing
carries during approximate computations with truncated expansions of rational numbers. Using the
shifted number system the high-order lifting and integrality certiﬁcation techniques of Storjohann
2003 for polynomial matrices are extended to the integer case. LasVegas reductions to integer matrix
multiplication are given for some problems involving integer matrices: the determinant and a solution
of a linear system can be computed with about the same number of bit operations as required to
multiply together two matrices having the same dimension and size of entries as the input matrix. The
algorithms are space efﬁcient.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Integer matrix; Matrix determinant; Linear system solving; Las Vegas algorithms; Bit complexity;
Matrix multiplication
1. Introduction
From the point of view of computational complexity there is an important analogy be-
tween the ring of integers Z and the ring of univariate polynomials k[x] with coefﬁcients
from a ﬁeld k. The cost of computations over k[x] is usually estimated in terms of the number
of ﬁeld operations from k and thus depends on the degrees of polynomials, while overZ the
measure is the number of bit operations and thus the cost depends on the bitlength of the inte-
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gers. Many of the core algorithms and techniques in computer algebra have polynomial and
integer analogues (for example, multiplication and gcd computation, homomorphic imag-
ing and Chinese remaindering). These and many other examples are addressed in detail in
the textbooks [2,15,16].
But the analogy between Z and k[x] is not complete. Over k[x] we have the possibility
of reversion: instead of working with a = a0 + a1x + · · · + akxk we can choose to work
with rev(a) = ak + ak−1x + · · · + a0xk . If b is another polynomial then the leading three
terms of ab can be recovered by computing rev(a)× rev(b)modulo x3. This technique has
no analogue over Z. In particular, consider the situation when x is a positive integer radix
and a and b are integers written as x-adic expansions. Another difference is that the degree
norm over k[x] is non-Archimedean (deg(a + b) max(deg a, deg b)) while the absolute
value norm overZ isArchimedean— the triangle inequality |a+b| |a|+ |b| is tight. This
property of | · | is well known for causing complications and errors in algorithms due to
carry propagation. Even a small additive perturbation can affect the high order coefﬁcients,
for example 6659999999999999989+ 911 = 6660000000000000900.
A method for detecting error producing carries has been proposed in [29]. There, the
authors consider the problemof computing themost signiﬁcantMdigits of the product of two
multi-precision ﬂoating point numbers using a “short product”, outlined in [28, Exercise 15
in Section 4.3.1],which can speed the product operation by avoiding the computation of low-
order terms if these are not required.Unfortunately, the phenomenonof integer carriesmeans
the lower-order terms might cause an under- or over-ﬂow, leading to an incorrect rounding
of the ﬂoating point number. The solution proposed in [29] is to compute the leadingM+2
digits of the product, then check certain conditions on the trailing coefﬁcients, whichwewill
call guard coefﬁcients. If these conditions are satisﬁed, the short product is guaranteed to
be correct. Under a hypothesis that the guard coefﬁcients are distributed uniformly (which
seems reasonable in the context of multi-precision ﬂoating point computation) they show
that this check on the guard coefﬁcients will rarely fail. In any case, if the check does fail,
the full operands may be used to compute the correct result.
In this paper we generalize the technique of using guard coefﬁcients to computations with
approximate rational numbers, a number a+where  is an integer perturbation. Similar to
[29], we establish a sufﬁcient and easily assayable condition on the approximation a+  so
that, if this condition holds, we know the leading terms in theX-adic expansion of a+ equal
the leading terms in the expansion of a. Unlike the scenario in [29], we don’t have recourse
to using the full operands if the check on the guard coefﬁcients should fail. We show how
to ensure, based on a single random shift choice at the start of the computation, that the
required condition on all the guard coefﬁcients will hold throughout a given computation
with high probability. For this reason we call our scheme the shifted number system.
In [43] we introduced the high-order lifting and integrality certiﬁcation techniques for
polynomial matrices. In this paper we extend these techniques to the ring Z and give new
complexity bounds for some linear algebra problems on integer matrices, including linear
system solving and determinant computation. These algorithms are randomized of the Las
Vegas type; the output is certiﬁed to be correct but the running time is expected.
The most fundamental problem we consider is linear system solving. Let A ∈ Zn×n be
nonsingular and b ∈ Zn×1. The rational system solving problem is to compute A−1b ∈
Qn×1. The bitlength of the numerators and denominators of entries inA−1b will be about n
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times the bitlength of entries inA. The most effective algorithms for rational system solving
are based on p-adic lifting [11,30] and cost (n3 log ‖A‖)×O∼(log n+ (log log ‖A‖)2) bit
operations [31, Section 5], assuming ‖b‖ = ‖A‖O(n), where ‖A‖ denotes the maximum
entry in absolute value.The radixp shouldusually be relatively prime todetA and is typically
chosen at random, but if a suitable p is known the algorithm supporting theO∼(n3 log ‖A‖)
bound is deterministic. In this paper we show how to computes A−1b with (n log ‖A‖)×
O∼((log n+ log log ‖A‖)2) bit operations (Las Vegas), where O(n) scalar operations are
sufﬁcient to multiply two n× n matrices.
The complexity of computing the determinant of an integer matrix has been well stud-
ied [1,3,7,13,14,23,24,26,27,34]. We refer to [26] for a recent survey. Our focus here is
the asymptotic worst-case complexity. The previous best complexity bound in [27] is
O∼(n3.2 log ‖A‖) bit operations (Las Vegas) without using sub-cubic matrix multiplica-
tion algorithms, andO∼(n2.697263 log ‖A‖) bit operations (Las Vegas) using the fast matrix
multiplication algorithms in [8,9]. Our approach here is more similar to [13], who achieve
O∼(n3.5(log ‖A|‖)1.5) bit operations (Monte Carlo) without the use of fast matrix multi-
plication techniques. In Theorem 59 we establish that the determinant can be computed
with (n log ‖A‖) × O∼((log n)3 + (log log ‖A‖)2) bit operations, or O∼(n2.376 log ‖A‖)
bit operations (Las Vegas) assuming the currently best known value for .
We now give an outline of the paper. Section 2 deﬁnes our cost model. The results in the
rest of the paper can be partitioned along the following lines.
The shifted number system: Sections 3 and 4 present the shifted number system for
certiﬁed computation as discussed above. This part of the paper is self-contained and should
be of independent interest.
Low level algorithms for high-order lifting and integrality certiﬁcation: Sections 5, 6,
8, 10 and 11 extend the high-order lifting and integrality certiﬁcation techniques of [43]
to the case of integer matrices. The algorithms in these sections compute parts of the p-
adic expansion of A−1 or A−1B. The algorithms are speciﬁed with pre-/post-conditions
and detailed pseudo-code in terms of low-level basic operations such as integer matrix
multiplication and integer division with remainder. The algorithms are deterministic, taking
as input a shifted number system, and either return the correct result or fail.
Las Vegas reductions to integer matrix multiplication: Sections 7, 9 and 13 take a more
high-level approach, applying the algorithms of the previous sections, up to that point in
the paper, to get Las Vegas reductions to matrix multiplication for various linear algebra
problems on integer matrices. Section 7 gives an algorithm for unimodularity certiﬁcation.
Section 9 focuses on problems related to linear system solving, and discusses the details
of choosing random primes and initializing a suitable shifted number system so that the
called-upon low-level algorithm has a positive probability of success. Section 13 develops
the algorithm for the determinant. Cost estimates are presented in a slightly less precise but
more standard and usable form than the low-level algorithms.
Augmentative preconditioning of integer matrices: Section 12 has a different ﬂavor than
the rest of the paper. Here we develop some preconditioners that will be used in the integer
determinant algorithm in Section 13. For the polynomial case of the problem [43] we could
directly appeal to multiplicative preconditioners from [25] of the form UAV for randomly
chosen U and V. Due to the density of integer primes, in particular also small primes, the
technique used to prove the multiplicative preconditioners breaks down in the integer case.
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Instead, here we use augmentative preconditioners: the original matrix A is embedded into
a larger matrix, parts of which are chosen randomly. One of the main results in this section
is an extension of a result in [13], where the authors prove that an integer matrix chosen
uniformly and randomly from {0, 1, . . . , n− 1}n×n will have an expected constant number
of nontrivial invariant factors.
2. Basic operations and cost functions
Cost estimates will be given in terms of the following functions. The parameter t is a
bitlength, while n is a matrix dimension and X is a bound on the magnitude of integer matrix
coefﬁcients.
Cost function Operations
M(t) integer multiplication
B(t) integer multiplication and gcd-like operations
MM(n) matrix multiplication over a ring
MM(n,X) integer matrix multiplication
MM(n,X) reduction to integer matrix multiplication
This section deﬁnes these functions and states our assumptions on them.
LetM :Z>0 −→ R>0 be such that integers bounded in magnitude by 2t can be multiplied
using at mostM(t) bit operations. The Schönhage–Strassen algorithm [39] allowsM(t) =
O(t(log t)(log log t)). We assume thatM(a)+M(b)M(a + b) andM(ab)M(a)M(b)
for a, b ∈ Z2. See [15, Section 8.3] for further references and discussion about integer
multiplication.
It will be useful to deﬁne an additional function B for bounding the cost of integer
gcd-related computations. We assume that B(t) = M(t) log t or B(t) = t2. Then the
extended gcd problem with two integers bounded in magnitude by 2t , and the rational
number reconstruction problem [15, Section 5.10] with modulus bounded by 2t , can be
solved with O(B(t)) ﬁeld operations [38] (compare with [35]).
LetMM :Z>0 −→ R>0 be such that two n×nmatrices over a ring (commutative, with 1)
can bemultiplied using atmostMM(n) ring operations. The classicalmethod hasMM(n) =
2n3 − n2. Strassen’s algorithm [44] allowsMM(n) = 42nlog 7. The asymptotically fastest
known method allows MM(n) = O(n2.376). We refer to [15, Section 12.1] and [4] for
further references and detailed discussion about matrix multiplication.
We now deﬁneMM with two arguments. LetMM :Z>0 × Z>0 −→ R>0 be such that
• twomatrices fromZn×n with entries bounded in magnitude by X can be multiplied using
at mostMM(n,X) bit operations, and
• n2M(logX + log n)MM(n,X).
The second part of the deﬁnition will be motivated below. First we consider bounding
MM(n,X) in terms of MM(n) and M. We need to account for the possible growth in the
magnitude of entries in the product matrix. Recall that ‖ · ‖ denotes the largest entry in
absolute value.
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Fact 1. If A ∈ Z∗×n and B ∈ Zn×∗ then ‖AB‖n‖A‖‖B‖.
The use of ∗ for the row dimension ofA and column dimension ofB in Fact 1 indicates that
the result is valid for these dimensions chosen arbitrary. Now, let t be the smallest positive
integer such that 2t > 2n‖A‖‖B‖. Then we can multiplyA and B over the residue class ring
Z/(2t ), elements of Z/(2t ) represented in the symmetric range. This gives MM(n,X) =
O(MM(n)M(logX + log n)) but better bounds are possible (for example, by employing a
homomorphic imaging and Chinese remaindering scheme).
In our algorithms, every time we multiply two integer matrices we will need to perform
O(n2M(logX + log n)) bit operations additional work (for example, reduce all entries
in the product matrix modulo X). For this reason, the deﬁnition ofMM(n,X) includes the
stipulation that n2M(logX+ log n) = O(MM(n,X)). This is a reasonable assumption. On
the one hand there exist algorithms supporting the boundM(logX+ log n) = O∼(logX+
log n). On the other hand the total size of the product matrix is (n2(logX + log n)) bits
so n2(logX + log n) = O(MM(n,X)).
We use MM for some problems (see below) that can be reduced recursively to matrix
multiplication. For n a power of two, deﬁne
MM(n,X) :=

log n∑
i=0
4iMM(2−in,X)

+ n2(log n)B(logX + log n). (1)
If n is not a power of two, then deﬁne MM(n,X) := MM(n¯, X), where n¯ is the smallest
power of two greater than n. We now motivate the deﬁnition ofMM.
Suppose X ∈ Z is nonzero. Then R := Z/(X) is a principal ideal ring. R can be taken
to be the set of all nonnegative integers with magnitude strictly less than X. Multiplication
in R costsO(M(logX)) bit operations and is accomplished by ﬁrst multiplying over Z and
then reducing modulo X. Similarly, matrices in Rn×n can be multiplied withMM(n,X) bit
operations. Given an A ∈ Rn×n, the following can be performed with O(MM(n,X)) bit
operations:
• Compute a unimodular matrix U such that UA is upper triangular.
• Compute the inverse of A or determine that A is not invertible.
• Compute the Smith canonical form of A.
An algorithm supporting the running time O(MM(n,X)) bit operations for the ﬁrst
problem is given in [21]. Now consider the second problem. The matrix Awill be invertible
precisely if all diagonal entries of UA are invertible. If so, the inverse of UA can be found
using an additionalO(MM(n,X)+nB(logX+ log n)) bit operations: ﬁrst multiplyUA by
the diagonal matrixD such that diagonal entries inDUA are equal to one, then apply a stan-
dard recipe for triangular matrix inversion, see for example [10]. The result for computing
the Smith form is given in [41, Chapter 7], see also [40].
We always haveMM(n,X) = O((log n)MM(n)B(logX+log n)). If there exists an abso-
lute constant  > 0 such that n2+ = O(MM(n)), thenMM(n,X) = O(MM(n)B(logX+
log n)). In this paper we don’t assume that n2+ = O(MM(n)).
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2.1. Simpliﬁcation of cost estimates using assumptions
Some cost estimates will be greatly simpliﬁed by explicitly making one of the following
assumptions:
• B(t) = O(MM(t)/t),
• MM(a)B(b) = O(MM(ab)/b).
These assumptions are nearly identical; the ﬁrst is implied by the secondwith a = 1, and the
second follows from the ﬁrst if MM(a)MM(b) = O(MM(ab)). These assumptions stip-
ulate that if fast matrix multiplication techniques are used then fast integer multiplication
should be used also. For example, the algorithms we present for nonsingular rational system
solving requires us to do n gcd-like operations on integers bounded in bitlength by nd. Mak-
ing the assumption B(t) = O(MM(t)/t) allows us to bound nB(nd) byO(MM(n)B(d)).
3. (X, t)-adic expansions of rational numbers
Let a ⊥ b denote that two integers a and b are relatively prime. Fix an integer radix
X > 1, and consider the set of rational numbers
S := {n/d | n, d ∈ Z, d ⊥ X}.
The set S is closed under the operations {+,−,×}. We are going to deﬁne two additional
operations Left and Trunc and give some of their properties. First we need to consider the
X-adic expansion of elements of S. Fix an integer shift t, 0 t < X− 1. Then every a ∈ S
has a unique and possibly inﬁnite expansion
a = a0 + a1X + a2X2 + a3X3 + · · · , (2)
where each integer coefﬁcient ai is chosen in the range [−t, X − 1− t] so that the partial
sum a0 + a1X + · · · + aiXi is congruent to a modulo Xi+1. We call (2) the (X, t)-adic
expansion of a. The (X, t)-adic expansion gives an embedding of elements of S into the
ring of (X, t)-adic expansions. The functions Left and Trunc will be parameterized in terms
of a proscribed X and t. By default, Trunc := Trunc[(X, t)] and Left := Left[(X, t)].
Let a ∈ S have (X, t)-adic expansion as in (2), and let k be a nonnegative integer. Then
Trunc is deﬁned as follows:
Trunc(a, k) := a0 + a1X + a2X2 + · · · + ak−1Xk−1.
The Trunc operation truncates an X-adic expansion:
a = a0 + a1X + a2X2 + a3X3 + a4X4 + a5X5 + a6X6 + · · ·
Trunc(a, 4)= a0 + a1X + a2X2 + a3X3.
Every ﬁnite, and thus every truncated (X, t)-adic expansion is an integer.
The Left operation is deﬁned as follows.
Left(a, k) := ak + ak+1X + ak+2X2 + · · · .
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The Left operation corresponds to division by a power of X. The name for this operation
comes from the fact that all coefﬁcients of the (X, t)-adic expansion are shifted left:
a = a0 + a1X + a2X2 + a3X3 + a4X4 + a5X5 + a6X6 + · · ·
Left(a, 3)= a3 + a4X + a5X2 + a6X3 + a7X4 + a8X5 + a9X6 + · · · .
The following lemmas follow from the deﬁnition of Left and Trunc.
Lemma 2. a = Trunc(a, k)+ Left(a, k)Xk .
Lemma 3. If lk then Left(Trunc(a, k), l) = Trunc(Left(a, l), k − l).
All the above deﬁnitions extend naturally to the case of matrices by element-wise appli-
cation. Just replace the scalar a with a matrix A.
3.1. The (X, t)-adic shifted number system
Negative integers have inﬁnite (X, 0)-adic expansions. For this reasonwewant to disallow
the shift choice t = 0.Moreover, for reasons that will become clear in the next sectionwhere
we discuss the problem of carry propagation, we want the endpoints of the coefﬁcient range
[−t, X−1−t] to be a distance of at least two away from zero. This is achieved by stipulating
that 1 < t < X − 2, which implies that X > 4.
Recall that S := {n/d | n, d ∈ Z, d ⊥ X}.
Deﬁnition 4. For 1 < t < X−2 the (X, t)-adic shifted number system is the set of rational
numbers S together with the operations {+,−,×,Left,Trunc} as deﬁned above.
In a shifted number system there is a natural isomorphism between Z and the subset of
S comprised of all elements having a ﬁnite (X, t)-adic expansion. We have
k−1∑
i=0
(−t)XiTrunc(a, k)
k−1∑
i=0
(X − 1− t)Xi.
Converting the sums to closed form gives the following.
Lemma 5. In an (X, t)-adic shifted number system, Trunc(a, k) = a and Left(a, k) = 0
if and only if a ∈ Z and
−t (Xk − 1)
X − 1 a
(X − 1− t) (Xk − 1)
X − 1 .
As expected, the size of the range is Xk . It will be useful to have a version of Lemma 5
that does not depend on t. The stipulation that 1 < t < X − 2 gives the following.
Corollary 6. If a ∈ Z and |a|2(Xk − 1)/(X − 1) then Trunc(a, k) = a.
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Lemma 5 and Corollary 6 extend naturally to the case of matrices. Just replace the scalar
a with a matrix A. The condition on A is that each entry is an integer in the speciﬁed range.
The next result gives an additional extension to matrices.
Corollary 7. If A ∈ Z∗×n and B ∈ Zn×∗ then Left(ATrunc(B, k), k)n‖A‖.
Proof. Corollary 6 was obtained by minimizing the range for a in Lemma 5. Maximizing
the range gives the upper bound |Trunc(a, k)|(X−3)(Xk−1)/(X−1), which is strictly
less than Xk . Thus ‖Trunc(B, k)‖ < Xk . Let c be any entry of ATrunc(B, k). Then Fact 1
gives |c| < n‖A‖Xk . Recall that c = Trunc(c, k)+ Left(c, k)Xk . Using |Left(c, k)|Xk −
|Trunc(c, k)| |c| and |Trunc(c, k)| < Xk gives Left(c, k) < n‖A‖ + |Trunc(c, k)|/Xk <
n‖A‖ + 1. 
3.2. The (X, t, s)-adic shifted number system
In the next section we demonstrate the problem of error producing carries and develop
a technique, based on using “guard” coefﬁcients, to detect and avoid such carries. Using
an entire coefﬁcient in the (X, t)-adic expansion for this purpose will be wasteful. This
motivates the following deﬁnition.
Let (X, t) and (X¯, t¯) be shifted number systems such that (X, t) = (X¯s, t¯(1+ X¯+· · ·+
X¯s−1)), for some integer s2. We call this an (X, t, s)-adic shifted number system. Note
that the (X, t)-adic and (X¯, t¯)-adic expansions of a are related as follows:
a =
a0︷ ︸︸ ︷
a¯0 + a¯1X¯ + · · · + a¯s−1X¯s−1+
a1X︷ ︸︸ ︷
a¯sX¯
s + a¯s+1X¯s+1 + · · · + a¯2s−1X¯2s−1+ · · · .
Then Trunc(a, k) = Trunc[(X¯, t¯)](a, sk) and Left(a, k) = Left[(X¯, t¯)](a, sk). (Recall that
Trunc := Trunc[(X, t)] and Left := Left[(X, t)] by default.) Corollary 6 then states that
Trunc[(X¯, t¯)](a, sk) = a if a ∈ Z and |a|2(Xk−1)/(X¯−1). Noting thatXk/X¯(Xk−
1)/(X¯ − 1) if k1 gives the following simpliﬁed version.
Corollary 8. If a ∈ Z and |a|2Xk/X¯ then Trunc(a, k) = a.
Most of the computations in our algorithms will be performed in the (X, t)-adic system,
but at those points where we need to check guard coefﬁcients we work in the (X¯, t¯)-adic
system. Then, instead of using a1 as a guard coefﬁcient, for example, it will sufﬁce to use
a¯2s−1.
3.3. Computing in a shifted number system
Considering (X, t)-adic expansions of elements of S allowed for natural deﬁnitions of
Left and Trunc, but to compute in an (X, t)-adic number system we don’t necessarily need
to work with (X, t)-adic expansions. Let mod(a, b) denote the unique integer r ∈ [0, b−1]
that is congruent to a modulo b. Then the Trunc and Left operations can be implemented
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as follows.
Trunc[(X, t)](a, k) :=


r := mod(a,Xk);
if r > (X − 1− t)(Xk − 1)/(X − 1) then
r := r −Xk
ﬁ;
return r
Left[(X, t)](a, k) :=
[
# Let Trunc := Trunc[(X, t)].
return (a − Trunc(a, k))/Xk
4. Certiﬁed computation in shifted number systems
The algorithms in subsequent sections work in an (X, t)-adic shifted number system and
use approximate arithmetic to compute exact results. Let a ∈ {n/d | n, d ∈ Z, d ⊥ X},
 be an integer, and k be a positive integer. Suppose a represents an exact quantity, while
 is a small perturbation: ||Xk−1 in which case Left(, k) = 0. The scenario is that we
have computed an approximation a +  of a, and hope to recover from this the high-order
coefﬁcients Left(a, k) of a.
a = a0 + a1X + · · · + ak−1Xk−1 + Left(a, k)Xk,
= 0 + 1X + · · · + k−1Xk−1 (||Xk−1),
a + = b0 + b1X + · · · + bk−1Xk−1 + Left(a + , k)Xk.
The obvious approach is to compute Left(a + , k) and hope that this equals Left(a, k).
Unfortunately, the phenomenon of carry propagationmeans that thismay not be the case. For
example, if (X, t) = (10, 5) then Trunc(4, 1) = 4 and Trunc(1, 1) = 1, but Left(4+1, 1) =
Left(4, 1)+Left(1, 1). From an algorithm design point of view there are two questions we
must address.
(1) How can we assay if the high-order coefﬁcients of a+ have been corrupted by a carry
propagation?
(2) How can we ensure that error producing carry propagations will be rare?
This section gives answers.
Let the (X, t)-adic expansion of a,  and a +  be as above. Consider adding together
Trunc(a, k) and :
Trunc(a, k)= a0 + a1X + · · · + ak−1Xk−1
= 0 + 1X + · · · + k−1Xk−1 (||Xk−1).
The following lemma gives a sufﬁcient condition on ak−1 that ensures the expansion of
Trunc(a, k)+  looks like:
Trunc(a, k)+  = b0 + b1X + · · · + bk−1Xk−1.
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In other words, there will be enough “room” in the ﬁrst k coefﬁcients of the expansion of a
to “absorb” the perturbation , without causing an under- or over-ﬂow to the coefﬁcient of
Xk in the expansion of Trunc(a, k)+ .
Lemma 9. If ak−1 /∈ {−t, X − 1− t} then Left(a + , k) = Left(a, k).
Proof. The bounds ||Xk−1 and −t < ak−1 < X − 1− t give upper and lower bounds
for a − Left(a, k)Xk +  that allow application of Lemma 5:
= Trunc(a + , k)︷ ︸︸ ︷
Trunc(a − Left(a, k)Xk + , k) = a − Left(a, k)Xk + .
By deﬁnition, Left(a + , k) = (a + − Trunc(a + , k))/Xk . Now substitute Trunc(a +
, k) = a − Left(a, k)Xk +  to get the result. 
By symmetry, we get the following corollary.
Lemma 10. If bk−1 /∈ {−t, X − 1− t} then Left(a + , k) = Left(a, k).
Let us remark on the crucial difference between Lemmas 9 and 10 in the context of the
scenario we have sketched above. On the one hand, we can’t check that ak−1 ∈ {−t, X−1−
t} because we don’t know a. On the other hand, we can check that bk−1 /∈ {−t, X− 1− t}
because bk−1 is a coefﬁcient of the computed approximation a+ . Thus, Lemma 10 gives
an answer to our ﬁrst question.
Now we turn our attention to the second question. The next theorem gives a sufﬁcient
condition on ak−1 for the test suggested by Lemma 10 not to fail.
Theorem 11. If ak−1 /∈ {−t,−t + 1, X− 2− t, X− 1− t} then bk−1 ∈ {−t, X− 1− t}.
Proof. The bounds ||Xk−1 and −t + 1 < ak−1 < X − 2 − t give upper and lower
bounds for Trunc(a, k)+  that imply −t < bk−1 < X − 1− t . 
The key idea of this section is that the condition of Theorem 11 can be made to hold with
high probability (if X is large enough) by making a single random choice for the shift t at
the start of the computation. Although X, a and k are ﬁxed, the perturbation  as well as
coefﬁcients ak−1 and bk−1 in the (X, t)-adic expansions of a and a +  will depend on the
choice of t. We want to identify possible bad choices of t: choices for which the condition
of Theorem 11 on ak−1 does not hold. Let c = mod((a−mod(a,Xk−1))/Xk−1, X), where
mod(a, b) denotes the unique r ∈ [0, b − 1] that is congruent to a modulo b. Then c is
invariant of the choice of the shift t. The next lemma follows from the deﬁnition of Left and
Trunc.
Lemma 12. ak−1 ∈ {c, c −X, c + 1, c + 1−X}.
Lemma 12 observes that over all possible values of t, a particular coefﬁcient of the
(X, t)-adic expansion can take on at most four different values. Considering Lemma 12,
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the condition of Theorem 11 on ak−1 will be satisﬁed if the following set is empty:
{c, c −X, c + 1, c + 1−X} ∩ {X − 2− t, X − 1− t,−t,−t + 1}.
A sufﬁcient condition for the intersection to be empty is that no element of {c, c − X, c +
1, c+1−X} be congruent modulo Xwith an element of {X−2− t, X−1− t,−t,−t+1}.
This gives the following result.
Theorem 13. If t /∈ {mod(−c − 3, X), mod(−c − 2, X), mod(−c − 1, X), mod(−c,X),
mod(−c + 1, X)} then bk−1 /∈ {−t, X − 1− 1}.
Our algorithm for the certiﬁed Left operation works in an (X, t, s)-adic shifted number
system: (X, t) = (X¯s, t¯(1 + X¯ + · · · + X¯s−1). Let the (X¯, t¯)-adic expansions of a,  and
a +  be
a = a¯0 + a¯1X¯ + · · · + a¯sk−1X¯sk−1 + Left[(X¯, t¯)](a, sk)X¯sk,
= ¯0 + ¯1X¯ + · · · + ¯sk−1X¯sk−1,
a + = b¯0 + b¯1X¯ + · · · + b¯sk−1X¯sk−1 + Left[(X¯, t¯)](a + , sk)X¯sk.
Note that Left(a + , k) = Left(a, k) if and only if Left[(X¯, t¯])(a + , sk) = Left[(X¯, t¯)]
(a, sk). Working in the (X, t, s)-adic system has the advantage that we can relax the condi-
tion on themagnitude of .While before we had ||Xk−1, here it sufﬁces that X¯sk−1 =
Xk/X¯. While before we checked coefﬁcient bk−1 of the (X, t)-adic expansion of a + ,
here we check coefﬁcient b¯sk−1 of the (X¯, t¯)-adic expansion:
bk−1Xk−1 = b¯s(k−1)X¯s(k−1) + b¯s(k−1)+1X¯s(k−1)+1 + · · · + b¯sk−1X¯sk−1.
We obtain the following subroutine.
Subroutine 14. CertLeft[(X, t, s)](a + , k)
Remark: (X, t) = (X¯s, t¯(1+ X¯ + · · · + X¯s−1))
Input: a +  ∈ Z such that  ∈ Z with ||Xk/X¯, k > 0.
Output: Failure, or Left(a, k)
b¯sk−1 := Left[(X¯, t¯)](Left(Trunc(a + , k), k − 1), s − 1);
if b¯sk−1 ∈ {−t¯ , X¯ − 1− t¯} then
return fail
else
return Left(a + , k)
ﬁ;
The next result follows as a corollary of Lemma 10 and Theorem 13.
Theorem 15. Subroutine 14 (CertLeft) is correct. Fix X, s and k and suppose that
[(X, ∗, s)](a+, k) is a valid input to the algorithm. Ifmod((a−mod(a,Xk−1))/Xk−1, X)
is also ﬁxed (independent of the choice of t) then there are at most ﬁve choices for t¯ ∈
[2, X¯ − 3] for which CertLeft[(X, t, s)](a + , k) will return fail, ||Xk/X¯.
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Subroutine 14 extends naturally to handle matrix arguments. Just replace a and  with
matrices A ∈ Zn×m and  ∈ Zn×m. The condition on b¯sk−1 must hold for all nm entries of
B¯sk−1.
5. (X, t)-adic lifting using short products
LetA ∈ Zn×n be nonsingular,X ⊥ detA. LetB ∈ Zn×m. Lifting can be used to compute
a truncated (X, t)-adic expansion of A−1B. The next deﬁnition and lemma give the key
idea. Note that the division by Xk is exact, k0.
Deﬁnition 16. Res(A,B, k) := (B − ATrunc(A−1B, k))/Xk .
Lemma 17. A−1B = Trunc(A−1B, k)+ A−1 Res(A,B, k)Xk .
Lemma 17 may be understood as follows. The problem of computing A−1B up to a
certain order can be divided into two parts. The ﬁrst is to compute Trunc(A−1B, k). The
second is to continue by computing the expansion of A−1Res(A,B, k). A fact we will use
later is that ‖Res(A,B, k)‖ may be small even if ‖B‖ is large. The next lemma is used to
prove this claim.
Lemma 18. Res(A,B, k) = Left(−ATrunc(A−1B, k), k) if and only B = Trunc(B, k).
Proof. Let B = L1 +H1Xk where L1 = Trunc(B, k) and H1 = Left(B, k). Similarly, let
ATrunc(A−1B, k) = L2+H2Xk . Then Res(A,B, k) = (L1−L2)/Xk +H1−H2 where
L1 ≡ L2 mod Xk . We must have L1 = L2 since L1 = Trunc(L1, k), L2 = Trunc(L2, k).
The result follows. 
Corollary 7 gives the bound ‖Left(−ATrunc(A−1B, k), k)‖n‖A‖.At this point we as-
sume we are working over an (X, t, s)-adic number system. Recall that (X, t) = (X¯s, t¯(1+
X¯+ · · ·+ X¯s−1)). Then a sufﬁcient condition that B = Trunc(B, k) is furnished by Corol-
lary 8: ‖B‖2Xk/X¯. The next result now follows from Lemma 18.
Corollary 19. If k satisﬁes ‖B‖2Xk/X¯ then ‖Res(A,B, k)‖n‖A‖.
We now develop the two key subroutines in this paper.
5.1. The short product lift: SPL
Let k2, and consider the (X, t)-adic expansion
Trunc(A−1, k) =
C︷ ︸︸ ︷
∗ + ∗X + · · · + ∗Xk−3+
EXk−2︷ ︸︸ ︷
∗Xk−2 + ∗Xk−1 . (3)
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Suppose we want to compute only the single high-order coefﬁcient
D := Left(Trunc(A−1B, k), k − 1)
together withM := Left(Trunc(A−1, k)B, k), as shown in (4).
Trunc(A−1, k)B =
Trunc(A−1B, k)︷ ︸︸ ︷
Trunc(A−1B, k − 1)+DXk−1+MXk. (4)
In general, we need all coefﬁcients of Trunc(A−1, k) to compute D andM. The next result
shows that it may sufﬁce to have only E in case ‖B‖ is small enough.
Theorem 20. If n‖B‖X/X¯, and CertLeft(EB, 1) does not return fail, then
Left(EB, 1) = D +MX.
Proof. Trunc(A−1, k) = C + EXk−2. This gives D +MX = Left(CB + EBXk−2, k −
1). Assume that n‖B‖X/X¯. Then ‖CB‖n‖C‖‖B‖ < nXk−2‖B‖Xk−1/X¯, so the
conditions of Subroutine 14 (CertLeft) are satisﬁed, that is, if CertLeft does not
return fail, then
Left(
a︷ ︸︸ ︷
EBXk−2 + CB +
︷ ︸︸ ︷
(−CB), k − 1) = Left(
a︷ ︸︸ ︷
EBXk−2 + CB, k − 1). (5)
The result follows. 
Based on Theorem 20 we get the following subroutine for computing the tuple (D,M).
The subroutine MUL(∗, ∗) computes the product of two integer matrices.
Subroutine 21. SPL[(X, t, s)](E,B)
Remark: (X, t) = (X¯s, t¯(1+ X¯ + · · · + X¯s−1))
Input: E = Left(Trunc(A−1, k), k − 2) for some A ∈ Zn×n and k2, B ∈ Zn×m
Output: Failure, or (Left(Trunc(A−1B, k), k − 1),Left(Trunc(A−1, k)B, k)).
Condition: n‖B‖X/X¯.
S := CertLeft(MUL(E,B), 1);
if S = fail then
return fail
else
return (Trunc(S, 1),Left(S, 1))
ﬁ
The call to CertLeft in Subroutine 21 (SPL) is the only point where any of the
algorithms developed in the subsequent sections check guard coefﬁcients. In order to be
able to apply Theorem 15 to bound the number of bad choices for t¯ ∈ [2, X¯ − 3] (that is,
choices for which SPL[(X, t, s)](E,B)will return fail) we need to be able to relate EB, the
argument to CertLeft, to a ﬁxed quantity (independent of t) plus an additive perturbation
(which may depend on t). We now explain how this will be done.
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The algorithms in subsequent sections also work in an (X, t, s)-adic number system,
and a particular input tuple (E,B) to SPL, the result of an intermediate computation, will
depend on the choice of t. Thus, the a shown in (5) is not ﬁxed with respect to the choice
of t and is unsuitable for our current purpose. However, in all invocations of SPL made by
the algorithms in subsequent sections, we have E = Left(Trunc(A−1, k), k − 2) and B =
Res(A,R, j) for a ﬁxed (A,R, k, j) ∈ (Zn×n,Zn×m,Z2,Z0). The key observation
now, using Lemma 17, is that
A−1R ≡ Trunc(A−1R, j)+ (CB + EBXk−2)Xj (mod Xj+k−1).
Let a = A−1R and  = −(Trunc(A−1R, j) + CBXj). Then EBXj+k−2 ≡ a + 
(mod Xj+k−1) and CertLeft(EB, 1)will fail if and only if CertLeft(a+, j+k−1)
fails. Finally, note that
‖‖  ‖Trunc(A−1R, j)‖ + ‖CB‖Xj
 (Xj − 1)+ n(Xk−2 − 1)‖B‖Xj
< Xj + (Xk−2 − 1)Xj+1/X¯
= Xj −Xj+1/X¯ +Xj+k−1/X¯
< Xj+k−1/X¯
so that the conditions of Theorem 15 are all satisﬁed. We obtain the following result.
Lemma 22. Let [(X, ∗, s)](E,B) be a valid input tuple to Subroutine 21 (SPL). If E =
Left(Trunc(A−1, k), k−2) andB = Res(A,R, j) for a ﬁxed (A,R, k, j) ∈ (Zn×n,Zn×m,
Z2,Z0), independent of t, then there are most 5n2 choices for t¯ ∈ [2, X¯− 3] for which
SPL[(X, t, s)](E,B) will return fail.
5.2. The short product residue: SPR
Now we consider the computation of Res(A,B, k), shown in (6).
A−1B =
Trunc(A−1B, k)︷ ︸︸ ︷
∗ + ∗X + · · · + ∗Xk−2 +DXk−1+A−1Res(A,B, k)Xk. (6)
In general, we need all coefﬁcients of Trunc(A−1B, k) to compute Res(A,B, k). In fact, it
sufﬁces to have only D in case ‖A‖ and ‖B‖ are small enough.
Lemma 23. Res(A,B, k) = Left(−AD, 1) if and only if Left(B − ATrunc(A−1B, k −
1), k) = 0.
Proof. By deﬁnition, Res(A,B, k) = (B − ATrunc(A−1B, k))/Xk . Using
Trunc(A−1B, k) = Trunc(A−1B, k − 1)+DXk−1
gives
−ADXk−1 = Res(A,B, k)Xk − (B − ATrunc(A−1B, k − 1).
The result follows. 
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An a priori bound is ‖B−ATrunc(A−1B, k−1)‖‖B‖+n‖A‖Xk−1. The next theorem
follows as a corollary of Corollary 8 and Lemma 23.
Theorem 24. If ‖B‖ + n‖A‖Xk−12Xk/X¯, then Res(A,B, k) = Left(−AD, 1).
Instead of the condition of Theorem 24, we use in the following subroutine the slightly
more restrictive, but simpler condition: ‖B‖Xk/X¯ and n‖A‖X/X¯.
Subroutine 25. SPR[(X, t, s)](A,D)
Remark: (X, t) = (X¯s, t¯(1+ X¯ + · · · + X¯s−1))
Input: A ∈ Zn×n, D = Left(Trunc(A−1B, k), k − 1) for some k1, B ∈ Zn×m.
Output: Res(A,B, k).
Condition: ‖B‖Xk/X¯ and n‖A‖X/X¯.
return Left(−MUL(A,D), 1)
6. High-order segment of inverse
Weareworking over an (X, t)-adic shifted number system. LetA ∈ Zn×n be nonsingular,
and suppose X ⊥ detA. We present an algorithm to compute a high-order segment E =
Left(Trunc(A−1, k), k − 2), k = 2l for a given l1.
Algorithm 26. Segment[(X, t, s)](A, l)
Remark: (X, t) = (X¯s, t¯(1+ X¯ + · · · + X¯s−1))
Input: A ∈ Zn×n, l1.
Output: Failure, or Left(Trunc(A−1, k), k − 2) for k = 2l .
Condition: X ⊥ detA and n2‖A‖X/X¯.
(1) L := Trunc(A−1, 1)
H := Trunc(MUL(L,Left(I − MUL(A,L), 1)), 1);
E := L+HX;
(2) # If any call to SPL fails then exit early with fail.
for i from 1 to l − 1 do
(L, ∗) := SPL(E,SPR(A,L));
(H, ∗) := SPL(E,SPR(A,H));
E := L+HX
od;
return E
Wenowprove correctness. Phase 1 computesE = Trunc(A−1, 2). Now consider phase 2.
Assume that none of the calls to SPL fail. Provided we show that all the preconditions hold
for each call to Subroutines 21 (SPL) and 25 (SPR), then induction on i together with the
speciﬁcation of the subroutines shows that at the start of each iteration of the loop, E is equal
to the following segment of coefﬁcients in the truncated (X, t)-adic expansion of A−1:
Trunc(A−1, 2i ) = ∗ + ∗X + · · · + ∗X2i−3 +
EX2
i−2︷ ︸︸ ︷
LX2
i−2 +HX2i−1 . (7)
The result will follow.
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The ﬁrst line of the loop body computesSPR(A,L) = Res(A, I, 2i−1) and then the new
L. Similarly, the next line computes SPR(A,H) = Res(A, I, 2i ) and the new H. We now
show the preconditions for the subroutines hold. The preconditions for SPR in the ﬁrst line
of the loop is: ‖I‖X2i−1/X¯ and n‖A‖X/X¯. The latter is satisﬁed by the precondition
of the algorithm. The former is satisﬁed because i1. The precondition for SPL in the
ﬁrst line is: n‖SPR(A,L)‖X/X¯. Corollary 19 gives n‖SPR(A,L)‖n2‖A‖, which is
X/X¯, again using the precondition of the algorithm. Similarly, the preconditions for the
second calls to SPR and SPL also hold. This ends the inductive proof of correctness.
The algorithm will fail only if one of the 2(l − 1) calls to CertLeft inside SPL fails.
Lemma 22 bounds the number of bad choices for t¯ by 10n2(l − 1).
Theorem 27. Algorithm 26 (Segment) is correct. The cost of the algorithm is
O(lMM(n,X) + MM(n,X)) bit operations. Corresponding to a valid input [(X, ∗, s)]
(A, l), there are fewer than 10n2(l−1) choices for t¯ ∈ [2, X¯−3] for whichSegment[(X, t,
s)](A,B, l) will fail.
7. Unimodularity certiﬁcation
A matrix A ∈ Zn×n is said to be unimodular if A is invertible over Z. The unimodular
matrices are precisely those with determinant equal to±1.We present an algorithm to assay
if a given A ∈ Zn×n is unimodular. Our approach is to assay if the (X, t)-adic expansion
of A−1 is ﬁnite, where X is a power of two.
Algorithm 28. UniCert(A)
Input: A ∈ Zn×n.
Output: Failure, or true if A is unimodular and false otherwise
(1) if det(A) mod 2 = 0 then return false ﬁ;
(2) # Let X¯ := 2d and X := X¯s .
# Choose (d, s, k) ∈ (Z3,Z2,Z2) to satisfy
(a) 10n2(k − 1)/(X¯ − 4) < 1/2,
(b) n2‖A‖X/X¯, and
(c) (n− 1)(n−1)/2‖A‖n−12X2k−2/X¯.
# For example, choose (d, s, k) to be lexicographically minimal.
# Choose t¯ uniformly and randomly from [2, X¯ − 3];
t := t¯ (1+ X¯ + · · · + X¯s−1);
(3) # If the call to Segment fails then exit early with fail.
E := Segment[(X, t, s)](A, k);
if E is the zero matrix then
return true
else
return false
ﬁ
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We now prove correctness. Phase 1 checks that 2 ⊥ detA, a condition that must hold if
A is unimodular. Now consider phase 3. Condition (b) in phase 1 matches the precondition
of Algorithm 26 (Segment). Assume that the call to Segment does not fail. Then
Trunc(A−1, 2k) = Trunc(A−1, 2k − 2)+ EX2k−1.
On the one hand, supposeA is unimodular. Then entries inA−1 are, up to sign,minors ofA of
dimension n− 1. Hadamard’s inequality gives ‖A−1‖(n− 1)(n−1)/2‖A‖n−1. Thus, con-
dition (c) in phase 2 ensures that k is chosen so that E is the zero matrix (Corollary 8). This
shows that truewill be returnedwhen the inputmatrix is unimodular. On the other hand, sup-
pose E is the zero matrix. Then Theorem 24 gives Res(A, I, 2k) = Left(−ALeft(E, 1), 1)
(that is, also the zero matrix). Considering Lemma 17, the expansion of A−1 must be ﬁnite
in this case. This shows that the return value of true is always correct.
Nowwemake some remarks about the choice of (s, d, k) in phase (2). Roughly speaking,
the exponent d, the bitlength of the guard coefﬁcient X¯, corresponds to the number of bits
of precision that are sacriﬁced for the purpose of avoiding and detecting carry propagations.
Condition (a) ensures that d is chosen large enough to afford sufﬁciently many choices for
the random shift t¯ ∈ [2, X¯− 3], see Theorem 27. The exponent s should be chosen as small
as possible to minimize the cost of the integer arithmetic. To obtain a good cost estimate
the algorithm chooses (d, s, k) lexicographically minimal so that the probability of success
is at least 1/2. Then logX = (log ‖A‖ + log n) and k = O(log n). The next result now
follows from Theorem 27.
Theorem 29. Algorithm 28(UniCert) is correct and fails with probability less than 1/2.
The running time of algorithm isO((log n)MM(n,X)+MM(n,X)) bit operations, where
logX = (log ‖A‖ + log n).
Using the upper bounds MM(n,X) = O(MM(n)B(logX + log n)) and MM(n,X) =
O((log n)MM(n)B(logX + log n)) gives the following.
Corollary 30. Let A ∈ Zn×n be given. There exists a Las Vegas algorithm that assays
if A is unimodular with an expected number of O((log n)MM(n)B(log ||A|| + log n)) bit
operations.
8. The sparse inverse expansion
Weareworking over an (X, t)-adic shifted number system. LetA ∈ Zn×n be nonsingular,
and suppose X ⊥ detA. For i1, deﬁne
• R(i) = Res(A, I, 2i ), and
• M(i) = Left(Trunc(A−1, 2i ) R(i), 2i ).
Then
Trunc(A−1, 2i+1)= Trunc(A−1, 2i )+ Trunc(A−1R(i), 2i )X2i
= Trunc(A−1, 2i )+ Trunc(A−1, 2i )R(i)X2i −M(i)X2i+1
This gives the following.
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Theorem 31. Trunc(A−1, 2i+1) = Trunc(A−1, 2i )(I + R(i)X2i )−M(i)X2i+1 .
As an illustration of Theorem 31, let x = 10 and consider the computation of mod(7−1,
x16) = 3+ 4x+ 1x2+ 7x3+ 5x4+ 8x5+ 2x6+ · · · + 1x14+ 7x15. Repeated application
of the theorem gives:
mod(7−1, x16)=mod(7−1, x8)(1− 3x8)+ 2x16
= ((mod(7−1, x4)(1− 5x4)+ 4x8)(1− 3x8)+ 2x16
= ((43(1− 3x2)+ 2x4)(1− 5x4)+ 4x8)(1− 3x8)+ 2x16
= 7142857142857143.
The second to last expression, an example of the sparse inverse expansion, expresses the
16 digit number mod(7−1, x24) as an arithmetic expression involving the two digit number
mod(7−1, x2) = 43 and the six single digit numbers −3,−2,−5,−4,−3,−2. In general,
Trunc(A−1, 2k) can be expressed as an arithmetic expression involving Trunc(A−1, 2) and
the 2(k − 1) matrices R(i) andM(i), 1 ik − 1.
Let B ∈ Zm×n. Theorem 31 gives the following scheme, k1:
B Trunc(A−1, 2k) :=


C := B Trunc(A−1, 2);
for i from 1 to k − 1 do
C := C(I + R(i)X2i )− BM(i)X2i+1
od;
return C
For computing Trunc(BA−1, 2k), k2, we can set the loop to go up to k − 2 and return
Trunc(C(I +R(k−1)X2k−1), 2k) instead.Also, we can optimize the computation slightly by
computing all intermediate quantities moduloX2k . This gives the following scheme, k1:
Trunc(BA−1, 2k) :=


C := B Trunc(A−1, 2);
for i from 1 to k − 2 do
C¯ := Trunc(C, 2k − 2i );
B¯ := Trunc(B, 2k − 2i+1);
C := Trunc(C + C¯R(i)X2i − B¯M(i)X2i+1 , 2k)
od;
C¯ := Trunc(C, 2k − 2k−1);
return Trunc(C + C¯R(k−1)X2k−1 , 2k)
Algorithm 32 (RSeries) follows the above scheme exactly, but the matricesR(i) andM(i)
are computed as required on the ﬂy.
Algorithm 32. RSeries[(X, t, s)](A,B, k)
Remark: (X, t) = (X¯s, t¯(1+ X¯ + · · · + X¯s−1))
Input: A ∈ Zn×n, B ∈ Zm×n with Trunc(B, 2k) = B, k2.
Output: Failure, or Trunc(BA−1, 2k).
Condition: X ⊥ detA and n2‖A‖X/X¯.
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(1) L := Trunc(A−1, 1)
H := Trunc(MUL(L,Left(I − MUL(A,L), 1)), 1);
E := L+HX;
C := Trunc(MUL(B,L)+ MUL(B,H)X, 2k);
(2) # If any call to SPL fails then exit early with fail.
for i from 1 to k − 2 do
(L, ∗) := SPL(E,SPR(A,L));
R := SPR(A,H);
(H,M) := SPL(E,R);
E := L+HX;
C¯ := Trunc(C, 2k − 2i );
B¯ := Trunc(B, 2k − 2i+1);
C := Trunc(C + MUL(C¯, R)X2i − MUL(B¯,M)X2i+1 , 2k)
od;
(3) R := SPR(A,H);
C¯ := Trunc(C, 2k − 2k−1);
return Trunc(C + MUL(C¯, R)X2k−1 , 2k)
The algorithm is almost identical to Algorithm 26 (Segment). The proof of correctness is
analogous. The only difference here is that we keep track of the intermediate quantities R
and M and use them to update C.
As for complexity, the algorithm performs the same computations as Algorithm 26
(Segment), except for the lines involving B or C (the last line in each phase). We can
derive a slightly better bound for the cost of these lines if we assume that the input B is
provided as an (X, t)-adic expansion and give the output in (X, t)-adic form. Note that the
computation of C¯ and B¯ is free in this case. We need to bound the cost of all the calls
to MUL. By Corollaries 7 and 19, all the quantities R and M computed by the algorithm
satisfy ‖R‖, ‖M‖n‖A‖, which by the precondition of the algorithm is < X. Consider
the computation of MUL(B,L) in phase 1. Suppose B = B0 + B1X + · · · + B2k−1X2k−1.
Then compute

D0
D1
...
D2k−1

 =


B0
B1
...
B2k−1

L
at a cost bounded by 2km/nMM(n,X) bit operations. Since we are working moduloX2k
it will sufﬁce to compute the ﬁrst 2k coefﬁcients of the (X, t)-adic expansion MUL(B,L) =
F0 + F1X + F2X2 + · · · . These are computed from D0,D1, . . . , D2k−1 as follows.
R := the m× n zero matrix;
for i from 0 to 2k − 1 do
R := R +Di ;
Fi := Trunc(R, 1);
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R := Left(R, 1)
od
At the start of each loop iterationR = Left(Trunc(B, i)L, i), which shows that ‖R‖n‖L‖
throughout (Corollary 7). Thus, the code fragment above has cost bounded by
O(nm2kM(logX + log n)), which by the deﬁnition of MM(n,X) is bounded by
O(m2k/nMM(n,X)). The remaining matrix multiplications involving C¯ and B¯ are ac-
complished similarly. Note that multiplication by a power of X is for free if we assume we
are working in (X, t)-adic representations.
Theorem 33. Algorithm 32(RSeries) is correct. The cost of the algorithm isO(km2k/
nMM(n,X)+MM(n,X)) bit operations, assuming the input parameter B and output are
given in (X, t)-adic form. Corresponding to a valid input [(X, ∗, s)](A,B, k), there are
fewer than 10n2(k− 2) choices for t¯ ∈ [2, X¯− 3] for which RSeries[(X, t, s)](A,B, k)
will fail.
Considering the transpose situation gives the existence of an algorithmwith the following
speciﬁcation.
Algorithm 34. LSeries[(X, t, s)](A,B, k)
Remark: (X, t) = (X¯s, t¯(1+ X¯ + · · · + X¯s−1))
Input: A ∈ Zn×n, B ∈ Zn×m with Trunc(B, 2k) = B, k2.
Output: Failure, or Trunc(A−1B, 2k).
Condition: X ⊥ detA and n2‖A‖X/X¯.
9. Reduction of linear system solving to matrix multiplication
In this section we show how to apply the algorithm of the previous section to get Las
Vegas reductions tomatrixmultiplication for a number of linear algebra problems on integer
matrices. Before we can apply Algorithm 34 (LSeries) we need to initialize a suitable
(X, ∗, s)-adic number system.Wewill choose X¯ to be a power of a prime p. The next lemma
and corollary recall how to ﬁnd a suitable p quickly using randomization.
Lemma 35. LetB ∈ Zn×m be given,nm.Aprimepwith logp = O(logm+log log ‖B‖)
and such that the rank of B mod p over Z/(p) is equal to the rank of B over Z with
probability at least 1/2 can be found with O(m(logm + log ‖B‖)(logm + log log ‖B‖))
bit operations.
Proof. Let M be a nonzero minor of B of maximal dimension. Then |M|D where
D=mm/2‖B‖m (Hadamard’s bound). Let l=6+ln lnD and set to be a set of 2logD/
(l−1) primes between 2l−1 and 2l . Then fewer than half the primes in  divideM. In [17,
Theorem 1.8], based on bounds by [36], it is shown that there are at least this many primes in
this range, and that the construction of  can be accomplished withO((logD)(log logD))
bit operations using the sieve of Eratosthenes (see [28, Section 4.5.4]). Choose p uniformly
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and randomly from. For the cost estimate note that logD = O(m(logm+ log ‖B‖)) and
log logD = O(logm+ log log ‖B‖). 
Now suppose that B is known to have full column rank over Z. Then for all but a ﬁnite
number of primes p, B mod p will have full column rank over Z/(p). Testing if B mod p
over Z/(p) has full column rank costs O((n/m)MM(m, p)) bit operations and is accom-
plished by computing, overZ/(p), an LSP decomposition [22] or an echelon transform [41,
Chapter 2]. These algorithms also identify a minor of maximal rank. Repeatedly choosing
primes p until B mod p has full column rank over Z/(p) gives the following.
Corollary 36. Let a full column rank B ∈ Zn×m be given. A prime p with logp =
O(logm+ log log ‖B‖) together with a permutation matrix P such that the principalm×m
submatrix of PB mod p is nonsingular over Z/(p) can be found with an expected number
of O(n(logm)(MM(m)/m)B(log ‖B‖ + logm)) bit operations.
9.1. Nonsingular rational system solving
Consider the problem of computing A−1b ∈ Qn×1 for a given nonsingular A ∈ Zn×n
and b ∈ Zn×1. Denominators of entries inA−1bwill be divisors of detA. Hadamard’s bound
gives | detA|nn/2‖A‖n. Similarly,Cramer’s rule gives‖(detA)A−1b‖nn/2‖A‖n−1‖b‖.
The most effective methods for computing A−1b are based on X-adic lifting, see [31,
Section 5] for a brief survey. The idea is to compute A−1b mod Xn ∈ Zn×1 for Xn >
2| detA|‖(detA)A−1b‖, and then recoverA−1b ∈ Qn×1 using rational reconstruction. The
best previous methods have a cost in terms of bit operations that is cubic in n. Here we
show how to use Algorithm 34 (LSeries) presented in the previous section to reduce the
exponent of n to that of matrix multiplication.
Use Corollary 36 to ﬁnd a prime p = O(log n+ log log ‖A‖) such that p ⊥ detA. Let
k = max(2, log n) and choose d ∈ Z1 minimal so that X¯ := pd satisﬁes
10n2(k − 2)/(X¯ − 4) < 1/2. (8)
Now choose s ∈ Z2 minimal so that X := X¯s satisﬁes
n2‖A‖X/X¯ and Xn > 2nn/2‖A‖n−1‖b‖nn/2‖A‖n. (9)
The ﬁrst part of condition (9) is a precondition of Algorithm 34 (LSeries). Repeatedly
choose t¯ ∈ [2, X¯− 3] uniformly and randomly until LSeries[(X, t, s)](A, b, k) does not
return fail, t = t¯ (1 + X¯ + · · · + X¯s−1). By Theorem 33 and condition (8), any particular
call to LSeries will fail with probability < 1/2. Thus, the expected number of calls
to LSeries is < 2. Finally, reconstruct A−1b from Trunc(A−1b, 2k), the output of the
successful call to LSeries(A, b, k), using rational reconstruction.
Algorithm 34 (LSeries) assumes that input and output is given inX-adic representation.
If a = O(Xn) then theX-adic expansion of a can be computed from the binary expansion (or
vice versa) withO(M(n logX) log n) bit operations [15, Theorem 9.17], which is bounded
more simply by O(B(n logX)) bit operations. Thus, the binary expansion and rational
reconstruction of Trunc(A−1B, 2k), which is given in X-adic form, can be computed with
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O(nB(n logX)) bit operations, which simpliﬁes to O(MM(n)B(logX)) if we make the
assumption that B(t) = O(MM(t)/t). We get the following as a corollary of Theorem 33.
Note that condition (9), together with the minimality of s, gives that logX = (log ‖A‖+
(log ‖b‖)/n+ log n).
Theorem 37. There exists a Las Vegas algorithm that takes as input a nonsingular A ∈
Zn×n and b ∈ Zn×1, and returns as output the vector A−1b ∈ Qn×1. The expected cost of
the algorithm isO((log n)MM(n)B(d+ log n)) bit operations, where d is a bound for both
log ‖A‖ and (log ‖b‖)/n. This result assumes that B(t) = O(MM(t)/t).
9.2. Computing the largest invariant factor
The largest invariant factor of a nonsingular matrix A ∈ Zn×n is equal to the greatest
common divisor of all minors of A of dimension n − 1. The largest invariant factor can
be computed with high probability as the least common multiple of the denominators of
A−1b(1) andA−1b(2) for randomly chosen b(i), ﬁrst observed in [33] for polynomial matri-
ces. In [13, Theorem 2.1] it is shown that choosing entries in b(i) uniformly and randomly
from {0, . . . ,M − 1} withM = 6+ 2n(log n+ log ‖A‖) gives a probability of success
at least 1/3. We get the following as a corollary of Theorem 37:
Theorem 38 (LargestInvariantFactor(A)). There exists aMonte Carlo algorithm
that takes as input a nonsingular A ∈ Zn×n, and returns as output a factor of the largest
invariant factor of A, equal to the largest invariant factor with probability at least 1/3. The
cost of the algorithm is O((log n)MM(n)B(log n + log ‖A‖)) bit operations. This result
assumes that B(t) = O(MM(t)/t).
9.3. Certiﬁed dense linear system solving
Let A ∈ Zn×m and b ∈ Zn×1 be given. Suppose that Ax = b admits a rational solution
vector x. If d is the smallest positive integer such that dx is integral, and d is minimal among
all solutions to the system, then x is a solution with minimal denominator.
The certiﬁed linear system solving problem [31] is to either prove that Ax = b has
no rational solution vector (that is, prove that the system is inconsistent over the ﬁeld of
rational numbers) or to compute a solution vector with minimal denominator. Algorithm
CertiﬁedSolver [31, p. 506] reduces the problem to solving an expected constant number of
nonsingular rational systems plus some additional work.We get the following as a corollary
of [31, Proposition 44] and Theorem 37.
Theorem 39. Let A ∈ Zn×m and b ∈ Zn×1 be given. There exists a Las Vegas algorithm
that computes a solution to the certiﬁed linear system solving problem with input (A, b)
with an expected number ofO(nm(log r)(MM(r)/r2)B(d + logm)) bit operations, where
r is the rank of A and d is a bound for both log ‖A‖ and (log ‖b‖)/r . This result assumes
that B(t) = O(MM(t)/t).
We remark that if MM(r) = O(r3) then the cost estimate of Theorem 39 becomes
O(nmr B(d + logm)) bit operations, see [31, Corollary 45]. Thus, our incorporation of
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matrix multiplication (the reduction of nmr to nm(MM(r)/r2)) comes at the cost of intro-
ducing a factor of log r .
9.4. Certiﬁed testing of matrix rank maximality
Testing if a given matrix A ∈ Zn×m has full column rank is equivalent to determining if
r := rank(A) < m. Our approach is to either ﬁnd a prime p such that A mod p over Z/(p)
has rank m (in which case A is certiﬁed to have rank m over Z) or to ﬁnd a b ∈ Z1×m such
that the system xA = b is inconsistent over the ﬁeld of rational numbers (in which case A is
certiﬁed to have rank strictly less thanm). Compute a prime p as in Lemma 35, then compute
the rank r¯ of A mod p over Z/(p). We must have r¯r , and with probability at least 1/2
we have r¯ = r . If r¯ = m then we’re done. Otherwise, choose a random b ∈ {0, 1}1×m and
try to solve the system xA = b using the algorithm supporting Theorem 39. If r < n then,
by [31, Corollary 12], with probability at least 1/2 the vector b does not lie in the row space
of A over Q, in which case the system will be determined to be inconsistent. If xA = b is
consistent then choose another prime and repeat. Since the probability of failure in either
case (r < m or r = m) is less than 1/2, the expected number of repetitions is fewer than 2.
Theorem 40. Let A ∈ Zn×m be given, nm. There exists a Las Vegas algorithm that
assays if A has rank m with an expected number of
O(n(logm)(MM(m)/m)B(log ‖A‖ + logm))
bit operations. This result assumes that B(t) = O(MM(t)/t).
10. High-order lifting
Let A ∈ Zn×n be nonsingular, detA ⊥ X. Let B ∈ Zn×m. We present an algorithm to
compute a segmentH = Left(Trunc(A−1B, h+ k), h) of coefﬁcients from the (X, t)-adic
expansion of A−1B. Note that
A−1B = ∗ + ∗X + · · · +
HXh︷ ︸︸ ︷
∗Xh + · · · + ∗Xh+k−1+ ∗Xh+k + · · · (10)
If h = 0 we can use Algorithm 34 (LSeries) to compute H. In high-order lifting, what
is important is that h be larger than some speciﬁed bound l. The particular value of h is not
important, only that h > l. The cost of the algorithm is linear in log l. This is important
because in typical applications l?k.
Algorithm 41. HighOrderLift[(X, t, s)](A,B, l, k)
Remark: (X, t) = (X¯s, t¯(1+ X¯ + · · · + X¯s−1))
Input: A ∈ Zn×n, B ∈ Zn×m, l2, k a power of two.
Output: Failure, or Left(Trunc(A−1B, h+ k), h) for some h > l.
Condition: X ⊥ detA and n2‖A‖X/X¯.
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(1) # If the call to LSeries fails then exit early with fail.
k¯ := the smallest integer 2 such that ‖B‖X2k¯ /X¯;
D¯ := Left(LSeries(A,B, k¯), 2k¯ − 1);
R¯ := SPR(A, D¯);
(2) # If the call to Segment or SPL fails then exit early with fail.
l¯ := the smallest integer 2 such that 2l¯ + 2k¯ > l;
E := Segment(A, l¯);
(D, ∗) := SPL(E, R¯);
R := SPR(A,D);
(3) # If the call to LSeries fails then exit early with fail.
H := LSeries(A,R, log k);
return H
Given l, the algorithm here chooses h := 2l¯ + 2k¯ . The purpose of phase 1 is to reduce
a possible large magnitude right-hand side B to a small magnitude residue R¯. In phase 1
we choose k¯ to ensure the preconditions for Subroutine 25 (SPR) are satisﬁed. Note that
2k¯ < 2 logX(‖B‖X¯) = O((log ‖B‖)/(logX)). After phase 1 ﬁnishes, R¯ = Res(A,B, 2k¯)
and ‖R¯‖n‖A‖ (Corollary 19). In phase 2 we choose l¯ to satisfy 2l¯+2k¯ > l. After phase 2
ﬁnishes, R = Res(A, R¯, 2l¯ ), which is equal to Res(A,B, 2l¯ + 2k¯). Finally, the high-order
lift is computed in phase 3.
The costs of phases 1, 2 and 3 are dominated by the calls to LSeries(A,B, k¯),
Segment(A, l¯) and LSeries(A,R, log k), respectively. By Theorems 27 and 33 these
calls will have cost bounded by O((log n)MM(n,X)+MM(n,X)) bit operations if all of
k¯m2k¯/n, l¯ and (log k)mk/n
are O(log n); we can ensure this bound by making some assumptions on the input para-
maters. First, assume that m× k = O(n). Then log k = O(log n) and m = O(n). Second,
assume that m × (log ‖B‖)/(logX) = O(n). Then m × 2k¯ = O(n) and k¯ = O(log n).
Third, assume that log l = O(log n). We get the following result.
Theorem 42. Algorithm 41(HighOrderLift) is correct. If log l = O(log n) and both
m×k andm× (log ‖B‖)/(logX) areO(n), then the cost of the algorithm isO((log n)MM
(n,X) +MM(n,X)) bit operations, assuming the input parameter B and the output are
given in (X, t)-adic form.
The number of calls to SPL depends on the input parameters l, k and ‖B‖. If these
parameters satisfy log l, log k = O(log n) and logX ‖B‖ = O(n), then we may easily
derive the estimate O(log n) for the number of calls, but for actual applications of the
algorithm (for example, in the next section) we will need an explicit bound. Using
k¯ = max(2, log(logX ‖X¯B‖)) and l¯ = max(2, log(l − 2k¯ + 1)) (11)
gives the following.
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Theorem 43. Corresponding to a valid input [(X, ∗, s)](A,B, l, k) to Algorithm 41
(HighOrderLift), there are fewer than 10n2(k¯ + l¯ + log k) choices for t¯ ∈ [2, X¯ − 3]
for which HighOrderLift[(X, t, s)](A,B, l, k) will fail, k¯ and l¯ as in (11).
11. Integrality certiﬁcation
Let A ∈ Zn×n be nonsingular, detA ⊥ X. Let B ∈ Zn×m and T ∈ Zm×m. This section
presents an algorithm to assay if A−1BT is integral.
For any h0, post multiplying both sides of
A−1B = Trunc(A−1B, h)+ A−1Res(A,B, h)Xh
by T gives the following observation.
Lemma 44. A−1BT is integral if and only if A−1Res(A,B, h)T is integral.
The next result is an extension of Corollary 19, which gave a condition on h for
‖Res(A,B, h)‖ to be small (that is, independent of the size of ‖B‖).
Lemma 45. Assume A−1BT is integral and h satisﬁes ‖A−1BT ‖2Xh/X¯. Then
A−1Res(A,B, h)T is integral and ‖A−1Res(A,B, h)T ‖m‖T ‖.
Proof. Notice that
A−1BT =
‖ · ‖ < m‖T ‖Xh︷ ︸︸ ︷
Trunc(A−1B, h)T +A−1Res(A,B, h)T Xh. (12)
By the assumption on h we have
A−1BT = Trunc(Trunc(A−1B, h)T , h). (13)
Subtract (13) from (12) and divide both sides by Xh (an exact division) to get
0 =
‖ · ‖m‖T ‖︷ ︸︸ ︷
Left(Trunc(A−1B, h)T , h)+A−1Res(A,B, h)T .
The magnitude bound in the last formula follows from Corollary 7. 
The next equation deﬁnes the quantities S andC, and is obtained by applying Trunc(·, h+
k) to both sides of (12).
S︷ ︸︸ ︷
Trunc(A−1BT, h+ k)= Trunc(
‖ · ‖ < m‖T ‖Xh︷ ︸︸ ︷
Trunc(A−1B, h)T
+
C︷ ︸︸ ︷
Trunc(A−1Res(A,B, h)T , k)Xh, h+ k). (14)
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Theorem 46. Assume h satisﬁes ‖A−1BT ‖, ‖BT ‖2Xh/X¯ and k satisﬁes 2nm‖T ‖‖A‖
2Xk/X¯. Then A−1BT is integral if and only if ‖C‖m‖T ‖.
Proof. (If:) It follows from the deﬁnition of S (left-hand side of (14)) that Trunc(AS, h+
k) = Trunc(BT , h+ k). If both ‖AS‖ and ‖BT ‖ are 2Xh+k/X¯ then AS = BT (Corol-
lary 8) and it follows that S = A−1BT , in which caseA−1BT is integral. The assumption on
h gives the bound for ‖BT ‖. Now assume ‖C‖m‖T ‖. Then ‖S‖ < 2m‖T ‖Xh (cf. (14)),
giving the bound ‖AS‖ < 2nm‖T ‖‖A‖Xh, which by the assumption on k is 2Xh+k/X¯.
(Only If:) Follows from Lemma 45. 
If A−1BT is integral the algorithm returns C, a left integrality certiﬁcate for A−1B with
respect to T.
Algorithm 47. LIntCert[(X, t, s)](A,B, T )
Remark: (X, t) = (X¯s, t¯(1+ X¯ + · · · + X¯s−1))
Input: A ∈ Zn×n, B ∈ Zn×m, T ∈ Zm×m.
Output: Failure, a left integrality certiﬁcate for A−1B with respect to T if A−1BT is over
Z, false otherwise.
Condition: X ⊥ detA and n2‖A‖X/X¯.
(1) # If the call to HighOrderLift fails then exit early with fail.
h := smallest integer such that mn(n− 1)(n−1)/2‖A‖n−1‖B‖‖T ‖2Xh/X¯;
k := smallest power of two such that 2nm‖T ‖‖A‖2Xk/X¯;
H := HighOrderLift(A,B, h, k);
(2) C := Trunc(MUL(H, T ), k);
if ‖C‖m‖T ‖ then
return C
else
return false
ﬁ
The operation MUL(H, T ) can be computed as the product of an n× km by a km× km
block Toeplitz matrix
[
H0 H1 · · · Hk−1
]


T0 T1 · · · Tk−1
T0 · · · Tk−2
. . .
...
T0


and then adjusting to get back the (X, t)-adic representation of C, see the discussion after
Algorithm 32. In this way, no integer arithmetic with large operands is required.
Now consider the choice of h and k in phase 1. Considering the restrictions on m,
‖B‖ and ‖T ‖ in the statement of the following theorem, and using the condition that
n2‖A‖X/X¯, gives that h is O(n) and k is O(logX ‖T ‖). Thus, all the conditions of
Theorem 42 are met and we may apply that theorem to bound the cost of the call to
HighOrderLift.
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Theorem 48. Algorithm 47(LIntCert) is correct. If all ofm,m×(log ‖B‖)/(logX) and
m× (log ‖T ‖)/(logX) are O(n), then the cost of the algorithm is O((log n)MM(n,X)+
MM(n,X)) bit operations, assuming the input parameters B and T and the output are given
in (X, t)-adic form.
The following helper method computes an upper bound on the number of bad choices
for the shift t¯ ∈ [2, X¯ − 3]— choices for which the call to call to HighOrderLift will
fail.
Bad(A,B, T ) :=


k := log(nm‖T ‖‖A‖X¯),
l := logX(mn(n− 1)(n−1)/2‖A‖n−1‖B‖‖T ‖X¯/2),
k¯ := max(2, log(logX ‖X¯B‖)),
l¯ := max(2, log(l − 2k¯ + 1)),
return 10n2(k¯ + l¯ + log k).
If the assumptions of Theorem 48 are satisﬁed then Bad(A,B, T ) isO(n2 log n). To com-
pute an integrality certiﬁcate usingAlgorithm 47 requires knowing a suitable (X, ∗, s)-adic
number system. Use Corollary 36 to ﬁnd a prime p = O(log n+ log log ‖A‖) such that p ⊥
detA. Set X¯ := pd and X := X¯s , where (d, s) ∈ (Z1,Z2) is chosen lexicographically
minimal to satisfy the following conditions: n2‖A‖X/X¯ and Bad(A,B, T )/( ¯X − 4) <
1/2. Then, for a random choice of t¯ ∈ [2, X¯ − 3], the call LIntCert[(X, t, s)](A,B, T )
will fail with probability less than 1/2, t := t¯ (1+ X¯ + · · · + X¯s−1).
The conversation between X-adic and binary representation can be accomplished in the
allotted time if we assume that B(t) = O(MM(t)/t).
Theorem 49 (LeftIntegralityCertificate(A,B,T)). There exists a LasVegas al-
gorithm that takes as input
• nonsingular A ∈ Zn×n,
• B ∈ Zn×m, and
• T ∈ Zm×m,
and returns as output
• false, if A−1BT is not integral, or
• a left integrality certiﬁcate C for A−1B with respect to T.
If m isO(n) and bothm× (log ‖B‖)/n andm× (log ‖T ‖)/n areO(log n+ log ‖A‖), then
the expected cost of the algorithm is O((log n)MM(n)B(log n + log ‖A||) bit operations.
This result assumes that B(t) = O(MM(t)/t).
Note that a right integrality certiﬁcate forBA−1 with respect to T is equal to the transpose
of a left integrality certiﬁcate of Transpose(BA−1) with respect to Transpose(T ).
12. Preconditioners for the determinant
Our algorithm to compute the determinant requires some preconditioning of the input
matrix. This section is reasonably self-contained, but further background material can be
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found in [32,41,43].We ﬁrst recall some deﬁnitions about the Hermite and Smith canonical
forms of matrices.
The notation StackMatrix(A1, A2) is deﬁned by
StackMatrix(A1, A2) =
[
A1
A2
]
.
A matrix A is a left multiple of B if A = ∗B for a matrix ∗ over Z. Right multiple is deﬁned
analogously. A matrix G ∈ Zm×m is a row basis for a full column rank A ∈ Zn×m if A and
G are left multiples of each other. Corresponding to every full column rank A ∈ Zn×m is a
unimodular (invertible over Z) matrix U ∈ Zn×n such that
UA = StackMatrix(H, 0) =


h1 h12 · · · h1m
h2 · · · h2m
. . .
...
hm


∈ Zn×m
with all entries in H nonnegative, and off-diagonal entries h∗j strictly smaller than the
diagonal entry hj in the same column. The principal nonsingular submatrix H is the unique
Hermite row basis ofA. The product h1h2 · · ·hk of the ﬁrst k diagonal entries is equal to the
gcd of all k× k minors of the ﬁrst k columns of A, 1kn. If n = m and A is nonsingular,
then h1h2 · · ·hn = detH = | detA|.
Our ﬁrst result, Theorem 50, is inspired by and based on [13, Section 6]. To clarify our
starting point from [13], and indicate what our extension is, we begin by giving an example
of a special case of the theorem. Suppose B ∈ Zn×(n−10) has entries chosen uniformly
and randomly from {0, 1, 2, . . . , n − 1}. Then [13, Section 6] shows that with probability
greater than 7/8 the matrix B has full column rank n − 10 over Z and, moreover, that for
every prime p the matrix B mod p over the ﬁeld Z/(p) has rank at least n− 11 (that is, at
most one less than full column rank. 2 )
We extend this result in two ways. First, suppose C ∈ Z5×(n−10) also has entries cho-
sen uniformly and randomly from {0, 1, 2, . . . , n − 1}. Then we show that with probabil-
ity at least 4/5 the matrix F := StackMatrix(B,C) ∈ Z(n+5)×(n−10) has Hermite basis
In−10, which is equivalent to saying that for every p the matrix F mod p over Z/(p) has
full column rank. Second, consider a rectangular matrix A ∈ Zn×m, nm + 15, with
full column rank and Hermite row basis H. Theorem 50 states that we can extend A to a
nearly square matrix (only 15 fewer columns than rows) that has the same Hermite basis
of A but augmented with the identity. In other words, if the entries in B and C are well
2 The technique usedwas to give a lower bound on the probability that the analogous result held for the submatrix
of B comprised of the ﬁrst i columns, considering i = 1, 2, . . . , n− 10 in succession, and basing the estimate for
i2 conditionally on the estimate for i − 1.
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chosen, then[
A B
C
]
∈ Z(n+5)×(n−10)
has Hermite row basis[
H
In−m−10
]
∈ Z(n−10)×(n−10).
In the proof we use the fact that AH−1 is an integral matrix with Hermite row basis Im.
Theorem 50. For nm + 15, let A ∈ Zn×m have full column rank and Hermite row
basis H. If entries in B ∈ Zn×(n−m−10) and C ∈ Z5×(n−m−10) are chosen uniformly and
randomly from {0, 1, . . . , − 1} with  = max(‖A‖, n), then the Hermite row basis of
F :=
[
AH−1 B
C
]
∈ Z(n+5)×(n−10)
is equal to In−10 with probability at least 4/5.
Proof. If the Hermite basis of F differs from I then there is a prime p so that the rank of
F mod p over the ﬁeld Z/(p) of integers modulo p drops below n−10. Following [13] we
deﬁne two events. Let Dep denote the event that [AH−1 |B] ∈ Zn×(n−10) does not have
full column rank n− 10. LetMDep denote the event that there exists at least one prime p
such that [AH−1 |B] mod p has rank at most n − 12 over Z/(p). It follows from [13] 3
that Dep ∨MDep holds with probability less than 1/8.
Under the assumption that ¬(Dep ∨MDep) holds, our goal is to bound the probability
that there exits a prime p such that F mod p does not have full column rank n − 10 over
the ﬁeld Z/(p) of integers modulo p.
If ¬MDep is satisﬁed, then corresponding to each prime p there exists a submatrix R of
[AH−1 |B] of dimension (n− 11)× (n− 11) such that p does not divide detR. Moreover,
since AH−1 has Hermite row basis Im, there exists such an R involving all m columns of
AH−1 and all but one column of B. Without loss of generality (up to a permutation of the
rows and columns of F involving B) suppose that R is the principal (n − 11) × (n − 11)
submatrix of [AH−1 |B]. Consider any choice of the entries in all but the last column c of
C, and recall that entries in C are selected independently. Then a necessary condition for
F mod p to have rank less than n − 10 is that the following submatrix of F has rank less
than n− 10 over Z/(p).[
R ∗2
∗1 c
]
The Schur complement of this matrix with respect to R is c − ∗1R−1∗2. Thus, we need to
bound the probability that c−∗1R−1∗2 mod p is zero overZ/(p). Following the technique
of [13, Section 6] we consider primes p <  and primes p separately.
3We obtain this by ﬁrst substituting i = n− 10 and n into the bound for P [MDepi] given directly before
Theorem 6.2, and then simplifying using the estimate n15.
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Ifp < , the probability that entries in c ∈ Z5×1 are chosen so that c−∗1R−1∗2 mod p is
the zero vector overZ/(p) is at most ((1+p/)/p)5, since the likelihood that a given entry
of c assumes any ﬁxed value, mod p, is bounded by /p(1/)(1+ p/)/p. Summing
over all primes p < , and using the fact that n15, gives ∑p((1 + p/)/p)5 <∑
p∈{2,3,5,7,11,13}((1 + p/15)/p)5 +
∑
i17(2/i)5, which is less than 0.0712. Thus, if¬MDep holds, then the probability that there exists a prime p <  such that F mod p has
rank less than n− 10 over Z/(p) is less than 0.0707.
Now, if p is a prime that is greater than or equal to , then the probability that the rank
of F mod p over Z/(p) is less than n− 10 is bounded by (1/)5, since the likelihood that
a given entry of c assumes any ﬁxed value, mod p, is either 0 or 1/. Since ¬Dep holds
there exists a nonsingular (n− 10)× (n− 10) submatrix [A¯H−1 | B¯] of [AH−1 |B]. The
determinant d of this submatrix is equal to the determinant of [A¯ | B¯] divided by detH .
Since ‖[A¯ | B¯]‖, the magnitude of d is bounded by (n − 10)!n−10 < 2n, and the
number of primes p that can divide d is bounded by log 2n = 2n. Thus, when neither
the events Dep or MDep arise, the probability that there exists a prime p such that
F mod p has rank less than n − 10 over Z/(p) is at most 2n(1/)52n(1/n)5, which is
less than 2/50625 for all n15.
Since 1/8+ 0.0707+ 2/50625 < 1/5, the result follows. 
Recall the deﬁnition of the Smith form: corresponding to any matrix A ∈ Zn×m are
unimodular matrices U ∈ Zn×n and V ∈ Zm×m such that
UAV = Smith(A) = Diag(PrincipalSmith(A), 0),
where PrincipalSmith(A) = Diag(s1, s2, . . . , sr ) is unique, each si positive and si dividing
si+1 for 1 ir−1, r the rank ofA. The si are called the invariant factors ofA. The product
s1s2 . . . , sk of the ﬁrst k invariant factors is equal to the gcd of all k× k minors of A. Noting
that every minor of A is bounded in magnitude by m!‖A‖m gives the following fact which
will be used in the proof of the subsequent lemma.
Fact 51. There are fewer than 2m primes p max(‖A‖,m, 2) that divide sr .
Our next result is similar to [13, Section 3], where the authors give a relationship between
the invariant factors of A and the invariant factors of A+B, where B is a well chosen rank
k perturbation. In the next lemma, let Diag(s1, s2, . . . , sm) denote the Smith form of full
column rank A ∈ Zn×m, and let Diag(1,2, . . . ,m) denote the principal Smith form of
StackMatrix(A,B), for some given B over Z. For a given k, 1km, the lemma states
that for a well chosen B ∈ ZO(k)×m, Diag(1, . . . , 1, s1, s2, . . . , sm−k) will be a multiple of
Diag(1,2, . . . ,m).
Lemma 52. Fix k, 1km, and let e10+ 2 log k. If B ∈ Z(k+e)×m has entries chosen
uniformly and randomly from {0, 1, . . . , − 1} with  = max(‖A‖,m, 2), then i = 1 for
1 ik and i divides si−k for k + 1 im, with probability at least 1/(4k).
Before proving Lemma 52 we give an example of a special case to illustrate the main
ideas of the proof. Suppose A ∈ Zm×m is in Smith form, say A = Diag(S1, S2) where S2
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has dimension k × k. Let e and B be chosen as in the lemma. Decompose B = [B1 B2 ]
where B2 has dimension (k+ e)× k. The lemma states that Diag(Ik, S1) will be a multiple
of the principal Smith form of
 S1 S2
B1 B2


with probability at least 1/(4k). Indeed, a sufﬁcient condition for success is that the principal
Smith form of StackMatrix(S2, B2) be equal to Ik , for if so, then there exists a sequence of
unimodular row and column transformations such that
 S1 S2
B1 B2

→

 S1∗ I
∗

→

 I S1
∗

 .
A sufﬁcient condition for StackMatrix(S2, B2) to have principal Smith form Ik is that
B2 mod p have full column rank k over Z/(p) for every prime p which divides sm. Fact 51
will be used to bound the number of primes dividing sm. Then, using a counting argument
similar to [13, Section 3] and as used in the proof of Theorem 50, we consider primes p < 
and p separately, summing a bound on the probability of failure for a given prime over
all the primes to arrive at an overall bound on the probability of failure. The following proof
generalizes the above argument to the case where A may be rectangular and not in Smith
form.
Proof (Of Lemma 52). Let U and V be unimodular matrices such that UAV is in Smith
form. Decompose V = [V1 |V2] where V2 has dimensionm× k. Similarly, decompose the
Smith form S of A as StackMatrix(Diag(S1, S2), 0) where S2 has dimension k × k. Then
[
U
I
][
A
B
] [
V1 V2
] =


S1
S2
0 0
BV1 BV2

 .
Now, if the principal Smith form of StackMatrix(S2, BV2) is Ik , then there exists a sequence
of unimodular row and column transformations such that
 S1 S2
BV1 BV2

→

 S1∗ I
∗

→

 I S1
∗

 .
The result will follow, since diagonal entries in the principal Smith form of StackMatrix(S1,
∗) necessarily divide the corresponding entries of S1.A sufﬁcient condition for StackMatrix
(S2, BV2) to have principal Smith form I is that, for every prime p that divides sm,BV2 mod
p has full column rank over the ﬁeld Z/(p).
Let N ∈ Z(m−k)×m be a left kernel of V2 over Z. Recall the deﬁnition of a left kernel: N
has full row rank, NV2 is the zero matrix, and the Hermite column basis of N is I. Since V2
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is a subset of columns of a unimodular matrix, V2 has Hermite row basis I and it follows
that for any prime p the rows of N mod p comprise a left nullspace for V2 mod p over the
ﬁeld Z/(p). It is easy to show (see for example [31, Lemma 15]) that BV2 ∈ Z(k+e)×k has
full column rank overZ/(p) if and only if StackMatrix(N,B) ∈ Z(m+e)×m has rankm over
Z/(p). Because N is a left kernel, there exists an (m− k)× (m− k) submatrix of N that has
determinant relatively prime to p. Without loss of generality (up to a column permutation
of StackMatrix(N,B)) assume that the principal (m − k) × (m − k) submatrix of N has
determinant relatively prime to p. Decompose N = [N1 |N2] and B = [B1, |B2] where
N1 and B1 have m− k columns. Then the Schur complement of[
N1 N2
B1 B2
]
with respect to N1 is B2 − B1N−11 N2. Now, let elements of B1 be chosen, and recall
that elements in B2 are chosen independently. Our goal is to bound the probability that
B2 − B1N−11 N2 mod p has rank less than k over Z/(p). We consider primes p <  and
p separately.
Let p. Using a similar argument 4 as in the proof of Theorem 50 we can show that
the probability that B2 − B1N−11 N2 mod p has rank less than k over Z/(p) is bounded
by
∑k
i=1(1/)k+e−(i−1)(1/)e+1
∑k−1
i=0 (1/)i < (1/)e+1
∑∞
i=0(1/2)i = 2(1/)e+1.
Since there are fewer than 2m primes p that divide sm (Fact 51), the sum of this bound
over all such primes is 4m(1/)e+1, which is 4(1/)e using the condition m. Thus,
the probability that there exists a prime p such that StackMatrix(N,B) has rank less
than n over Z/(p) is bounded by 4(1/2)e.
Now consider primes p < . Similar to the above, we get that the probability that there
exists a prime p <  such that StackMatrix(N,B) has rank less than k over Z/(p) is
bounded by
∑
p<
k∑
i=1
(
1+ p/
p
)k+e−(i−1)
<
∑
p<
((
1+ p/
p
)e+1 ∞∑
i=0
(
1+ p/
p
)i)

∑
p<
((
1+ p/
p
)e+1 ∞∑
i=0
(2/3)i
)
< 3
∑
p<
(
1+ p/
p
)e+1
< 3(2/3)e−1
∞∑
i=2
(2/i)2
< 9(2/3)e−1.
4 By summing, for i = 1 . . . k, a bound on the probability that column i of B2 is chosen such that column i of
B2 − B1N−11 N2 is a linear combination over Z/(p) of the previous i − 1 columns.
A. Storjohann / Journal of Complexity 21 (2005) 609–650 641
Summing the error bound for primes  with the bound for primes <  gives 4(1/2)e +
9(2/3)e−1. Finally, if e10+ 2 log k then
4(1/2)e + 9(2/3)e−1 = 4(1/2)10(1/k2)+ 9(2/3)9(1/k2 log 3/2)
 (4(1/2)10 + 9(2/3)9)(1/k)
< 0.239(1/k)
< 1/(4k)
The result follows. 
For the remainder of this section letA ∈ Zn×n benonsingularwithSmith formdiag(s1, s2,
. . . , sn). As in [13], we are going to exploit the structure of the Smith form. The next lemma
follows from the fact that s1s2 · · · sn = | detA| and si | si+1 for 1 in− 1.
Lemma 53. If  is such that | detA|2n, then sn2n and sn−2i+1(2n)1/2i for i =
1, 2, . . . , log n.
We will need one additional fact.
Fact 54. Let s be the largest invariant factor of a nonsingular matrix A. Then sI is a multiple
of the Hermite row basis of A.
Assume that n = 2t+1 − 1 for some integer t, and let A ∈ Zn×n be nonsingular with
Smith form Diag(s1, s2, . . . , sn). For i = 0, 1, . . . , t , choose entries in Bi ∈ Z(2i+10+2i)×n
uniformly and randomly from {0, 1, 2, . . . ,  − 1}, where  = max(‖A‖, n, 2). Then
| detA|2n and Lemma 53 applies. Let the Hermite row basis of
C :=


A
Bt I
...
. . .
B1 I
B0 I

 be


Ht+1 ∗ · · · ∗ ∗
Ht · · · ∗ ∗
. . .
...
H1 ∗
H0

 . (15)
Let us identify A0 with A. Following the approach of [41, Lemma 6.2], we can transform
C to a triangular row basis via a sequence of t + 1 unimodular transformations, of which
the ﬁrst two look like

A0
Bt I
...
. . .
B2 I
B1 I
B0 I


→


A1 ∗
Bt I
...
. . .
B2 I
B1 I
H0


→


A2 ∗ ∗
Bt I
...
. . .
B2 I
H1 ∗
H0


.
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Note that the Hermite row basis of[
Ai
Bi I
]
is
[
Ai+1 ∗
Hi
]
.
Fact 54 states that the largest invariant factor of Ai will be a multiple of Hi .
An application of Lemma 52with k = 20 gives that Diag(1, s1, s2, . . . , sn−1) is amultiple
of the principal Smith formof StackMatrix(A0, B0), and thus sn−1 is amultiple of the largest
invariant factor of StackMatrix(A0, B0)with probability at least 3/4. The next theorem fol-
lows by applying Lemma 52 for k = 20, 21, . . . , 2t with StackMatrix(Alog k, Blog k). The
key observation is that StackMatrix(Ai+1, 0) has the same Smith form as StackMatrix(Ai,
Bi) since these matrices are left equivalent. Summing the probabilities of failure of the pre-
conditioning gives
∑t
i=0(1/4)2−i < (1/4)
∑∞
i=0 2−i1/2. Note that
∑i
l=0 2l = 2i+1−1.
For convenience deﬁne s0 := 1.
Theorem 55. If each Bi has entries chosen uniformly and randomly from {0, 1, . . . ,  −
1} where  = max(‖A‖, n, 2), then sn−2i+1+1 is a multiple of the largest invariant of
StackMatrix(Ai, Bi) for all i = 0, 1, . . . , t simultaneously, with probability at least 1/2.
13. Certiﬁed computation of the determinant
Our algorithm for the determinant will call upon almost all of the algorithms presented
in the previous sections. In addition, we need to extend the results of [43, Sections 12–15]
for matrices over k[x] to the case of integer matrices.
13.1. Smith of trailing Hermite basis
Let A ∈ Zn×n be nonsingular. For some m, 1mn, decompose the Hermite row basis
of A as
H =
[
H1 ∗
H2
]
, (16)
where H2 has dimension m × m. If we are given an s ∈ Z1 such that sH−12 is integral,
then following [43,Algorithm 9] we can compute the Smith form S2 ofH2 as follows. Let B
be the last m rows of In and compute a right integrality certiﬁcate C for BA−1 with respect
to sIm. Compute D := PrincipalSmith([C | sIm]) and set S2 := Smith((sIm)D−1).
The cost of computing C and D depends on m and the bitlength of s. We are going
to assume that these parameters are balanced: m × (log s)/n = O(log n + log ‖A‖) or,
equivalently, that log s = O((n/m) × (log n + log ‖A‖)). Then Theorem 49 bounds the
expected cost of computing C byO((log n)MM(n)B(log n+ log ‖A‖)) bit operations. The
Smith form D can be computed by working over the ring Z/(s) with O((n/m)MM(m))
ring operations [41, Chapter 7]. The cost of a single operation in Z/(s) is bounded by
B(log s) bit operations. Using B(ab) = O(B(a)B(b)) and our assumption on log s gives
that B(log s) = O(B(n/m)B(log n+ log ‖A‖)).
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Theorem 56 (SmithOfTrailingHermite(A,m,s)). There exists a Las Vegas
algorithm that takes as input
• A ∈ Zn×n, nonsingular,
• m ∈ Z, 1mn, and
• s ∈ Z, nonzero,
and returns as output
• false, if sIm is not a multiple of the trailing m × m submatrix H2 of the Hermite row
basis of A, see (16), otherwise,
• the Smith form S2 of H2.
If m × (log s)/n is O(log n + log ‖A‖) then the algorithm uses an expected number of
O((log n)MM(n)B(log ‖A‖+ log n)) bit operations. This result assumes thatMM(a)B(b)
= O(MM(ab)/b).
13.2. Determinant reduction
Let A ∈ Zn×n be nonsingular with Hermite row basis


h1 h1,2 · · · h1,n−1 h1,n
h2 · · · h2,n−1 h2,n
. . .
...
...
hn−1 hn−1,n
hn

 . (17)
In [43, Section 15] we described algorithm DetReduction(A) that computes a new
matrix B ∈ Zn×n that has Hermite row basis


h1 h1,2 · · · h1,n−1
h2 · · · h2,n−1
. . .
...
hn−1
1

 . (18)
As a side effect the algorithm also computes the trailing diagonal entry hn. The algorithm
described in [43] was for the case k[x] but extends directly to the case Z, see the worked
example given in [43, Section 15]. The algorithm computes solutions to two nonsingular
rational systems involving A, plus does some additional work like an extended gcd compu-
tation that can be accomplished withO(nB(n(log ‖A‖+ log n))) bit operations. Thematrix
B produced will be identical to A except for possibly the last column. An inspection of the
algorithm reveals that entries in the last column will be bounded in magnitude by n2‖A‖.
Let P ∈ Zn×n be the permutation matrix that rotates the columns to the right by one (that
is, such that column (j mod n)+ 1 of BP is equal to column j of B). Now, if B has Hermite
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row basis as in (18), then BP will have Hermite row basis

1
h1 h1,2 · · · h1,n−1
h2 · · · h2,n−1
. . .
...
hn−1

 . (19)
For a given k, 1kn, decompose A and the Hermite row basis of A as
A =
[
A11 A12
A21 A22
]
and H =
[
H11 H12
H22
]
, (20)
where A22 and H22 are k × k, and consider executing the following code fragment, where
P is the permutation matrix described above.
B := A;
for i from 1 to k do
B := DetReduction(B);
B := BP
od
On output
B =
[ ∗ A11
∗ A21
]
with Hermite basis
[
I
H11
]
. (21)
This gives the following result.
Theorem 57 (IteratedDetRedution(A,k)). There exists a Las Vegas algorithm that
takes as input
• A ∈ Zn×n, nonsingular, and
• k ∈ Z, 1kn,
and returns as output
• the determinant of H22, where H22 is the trailing k × k submatrix of the Hermite row
basis of A, and
• a B ∈ Zn×n with ‖B‖n2k‖A‖, and such that the Hermite row basis of B has the shape
shown in (21), where the Hermite row basis of A is as in (20).
The algorithm uses an expected number of O(k(log n)MM(n)B(log ‖A‖ + k log n)) bit
operations. This result assumes B(t) = O(MM(t)/t).
The bound for ‖B‖ in Theorem 57 is very pessimistic. In our application of algorithm
IteratedDetReduction the parameter k will be O(1), so the bound sufﬁces for our
purposes.
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13.3. Extension to nonsingular matrix
Let A ∈ Zn×m have full column rank. Our goal is to construct a nonsingular matrix
B ∈ Z(n+5)×(n+5) that has Hermite row basis equal to Diag(I,H), where H is the Hermite
row basis of A. If n = mwe may simply choose B := Diag(I5, A), so assume that n > m.
We consider two cases: nm+ 15 and n > m+ 15.
Suppose nm+15. Use the method supporting Corollary 36 to ﬁnd a set {i1, i2, . . . , im}
of row indices such that these rows of A are linearly independent. Let A¯ be equal to A
augmented with columns {1, 2, . . . , n} − {i1, i2, . . . , im} of In. Then A¯ is nonsingular, and
B := Diag(I5,IteratedDetReduction(A¯, n−m))
will be as desired.
Now suppose n > m+15. Then extendA to a nearly squarematrix (ﬁfteen fewer columns
than rows)
E :=
[
A ∗
∗
]
∈ Z(n+5)×(n−10)
where entries in the blocks labelled∗ are chosenuniformly and randomly from {0, 1, . . . , −
1}, where  := max(n, ‖A‖). Then the Hermite row basis of E is equal to Diag(H, I) with
probability at least 4/5 (Theorem 50). Check thatE has full column rank using themethod of
Theorem 40 and if not choose a different E. Assume henceforth that E has full column rank.
Extend E to a nonsingular matrix E¯ ∈ Z(n+5)×(n+5) by augmenting with a subset of ﬁfteen
columns of In+5, as described above. Let B := IteratedDetReduction(E¯, 15). Fi-
nally, try computing a right integrality certiﬁcate for the last n−m− 10 rows of B−1 with
respect to In−m−10 to check that the trailing (n − m − 10) × (n − m − 10) submatrix of
the Hermite row basis of B is equal to In−m−10. If this check returns false then repeat the
construction ofE and try again. Otherwise, rotate the columns ofB to the right by n−m−10.
Theorem 58 (ExtensionToNonsingular(A)). There exists a Las Vegas algorithm
that takes as input
• A ∈ Zn×m with rank m,
and returns as output
• a nonsingularB ∈ Z(n+5)×(n+5) with ‖B‖n30 max(n, ‖A‖), and such that theHermite
row basis of B has the shape[
I
H
]
,
where H is the Hermite row basis of A.
The algorithm uses an expected number ofO(MM(n)(log n)B(log ‖A‖ + log n)) bit oper-
ations. This result assumes B(t) = O(MM(t)/t).
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13.4. The determinant algorithm
Let A ∈ Zn×n. Assume, at the cost of assaying if A is singular using the method of
Theorem 40, that detA = 0. Assume, up to embedding A into a larger matrix Diag(I, A),
that n = 2t+1 − 1 for some integer t.
For i = 0, 1, . . . , t , choose entries in Bi ∈ Z(2i+10+2i)×n uniformly and randomly
from {0, 1, 2, . . . ,  − 1}, where  := max(‖A‖, n, 2). Let m := ∑ti=0(2i + 10 + 2i) =
n + O((log n)2), and let C be the (n + m) × (n + m) matrix shown in (15) on page 39.
Then | detC| = | detA|2n. We will compute detHi (see (15)) for i = 0, 1, 2, . . . , t in
succession, terminating early and reporting fail if an i ∈ {0, 1, . . . , t} is found such that the
trailing entry in Smith(Hi) has magnitude larger than (2n)1/2
i
. By Theorem 55, failure
will be reported with probability less than 1/2.
Let C[1 . . . n+m, 1 . . . k] denote the submatrix of C comprised of the ﬁrst m columns.
Initialize k := n+m and d := 1 and execute the following:
for i from 0 to t do
repeat
R := ExtensionToNonsingular(C[1 . . . n+m, 1 . . . k]);
s := LargestInvariantFactor(R);
if s > (2n)1/2i then return fail ﬁ;
S := SmithOfTrailingHermite(R, 2i + 10+ 2i, s)
until S = fail;
d := d × det(S);
k := k − (2i + 10+ 2i)
od;
If fail is returned, then construct a new C and try again. If the loop completes, then R has
Hermite row basis Diag(I,Ht+1), see (15). Check that UniCert(R) returns true to ensure
thatHt+1 = I . If not, construct a newC and try again. IfUniCert(R) does return true then
d = | detA|. Compute the determinant of A modulo a small prime in order to determine if
d needs to be negated.
Each of theO(log n) calls to algorithm SmithOfTrailingHermite has (2i + 10+
2i)× (log s)/n = O(log ‖A‖ + log n).
Theorem 59. Let A ∈ Zn×n. There exists a Las Vegas algorithm that computes the de-
terminant of A using an expected number of O((log n)2MM(n)B(log ‖A‖ + log n)) bit
operations. This result assumesMM(a)B(b) = O(MM(ab)/b).
14. Conclusions
Consider the following problems on an inputmatrixA ∈ Zn×n and, in the case of problem
LINSYS, a b ∈ Zn×1 with ‖b‖ = ‖A‖O(n).
A. Storjohann / Journal of Complexity 21 (2005) 609–650 647
Problem Compute the
LINSYS vector A−1b for A nonsingular
DET determinant
MINPOLY minimal polynomial
CHARPOLY characteristic polynomial
FROBENIUS Frobenius canonical form
SMITH Smith canonical form
Given an algorithm that can multiply two n × n matrices in O(n) scalar operations,
we have given a Las Vegas algorithms for problem LINSYS (Theorem 37) and for pro-
blem DET (Theorem 59) that use an expected number of O∼(n log ‖A‖) bit
operations.
To the best of our knowledge, algorithms with costO∼(n log ‖A‖) bit operations are not
yet known for the problems MINPOLY, CHARPOLY, FROBENIUS and SMITH. The currently
best know cost estimate forMINPOLY isO∼(n2.697263 log ‖A‖) bit operations (MonteCarlo),
given in [27]. This result assumes the best-known value for  (= 2.375477 [9]) and uses
also the fast rectangular matrix multiplication techniques in [8]. Without using fast matrix
techniques the cost estimate derived in [27] forMINPOLY isO∼(n3.2 log ‖A‖) bit operations.
This result for MINPOLY extends to the other problems using some known reductions. We
recall these now.
For two problems P1 and P2, let us write P1P2 if a Monte Carlo algorithm for P2
with running timeO∼(n log ‖A‖) bit operations () gives us a Monte Carlo algorithm
for P1 with running time O∼(n log ‖A‖) bit operations. Then MINPOLY = FROBENIUS
= CHARPOLY. The reduction of FROBENIUS to either CHARPOLY or MINPOLY uses the
observation that the entire Frobenius form F over Z can be reconstructed from either the
minimal or characteristic polynomial together a single image (a signature) of F mod p
over Z/(p) for well chosen prime p, the image being computed in O∼(n log log ‖A‖) bit
operations using any of the algorithms in [12,18,41]. A reduction SMITH  MINPOLY is
given in [19]. The reductions SMITH  MINPOLY and FROBENIUS  MINPOLY are used in
[27], see [27, Section 7] for more details.
Our algorithms for LINSYS and DET are based on the high-order lifting and integrality
certiﬁcations techniques of [43], developed for polynomial matrices. The shifted number
system allowed us to extend these techniques to the integer case. Actually, the low level
algorithms in the current paper are based also on a new idea: the sparse inverse expansion.
On the one hand, the algorithm for computing A−1b in the polynomial case [43, Section 9]
precomputedO(log n) high-order segments of the expansion of the inverse. Precomputation
was required because the segments were used in the reverse order of their computation. On
the other hand, the sparse inverse expansion introduced in Section 8 applies the segments in
the order of their computation, thus allowing them to be computed on the ﬂy.Wemay derive
that the intermediate space requirement of our algorithms for LINSYS and DET is bounded
byO(n2(log ‖A‖+log n)) bits, which is a factor of at mostO(log n)more than the space re-
quired towrite down the inputmatrix.We remark that the sparse inverse expansion is applica-
ble in the polynomial case also andwill reduce the intermediate space requirement of the lin-
ear solving algorithm in [43, Section 9] by a factor ofO(log n), or down toO(n2 degA)ﬁeld
elements.
648 A. Storjohann / Journal of Complexity 21 (2005) 609–650
For a nonsingular A ∈ Zn×n our algorithm for Det in Section 13 can probably be adapted
to get a Las Vegas algorithm for SMITHFORM. If A is singular, however, a difﬁcult arises
in that a Las Vegas Smith form algorithm must necessarily certify the rank of A (since this
is one of the invariants revealed by the form). We currently don’t know how to extend our
techniques to certify the rank (for example, when the rank is about n/2). To the best of our
knowledge, the current best cost estimate for rank certiﬁcation isO∼(n2.697263 log ‖A‖) bit
operations, also obtained using the MINPOLY algorithm of [27] and the reduction of rank
certiﬁcation to MINPOLY given in [37].
In the future we will report on implementations the high-order lifting technique de-
scribed in this paper. In [5,6] the Integer Matrix Library (IML) is described. On a modern
processor, 5 IML computes the exact solution of a nonsingular system of dimension 500,
2000 and 10,000 (with single decimal digit entries) in about one second, one minute and
one hour, respectively. The performance of IML is achieved in part by using the highly
optimized and portable ATLAS/BLAS software library for numerical linear algebra [45].
Large integer arithmetic is performed using GMP [20]. Currently, IML’s nonsingular solver
is based on the classic linear lifting algorithm as described in [11,30]. IML also includes
an implementation of a new algorithm for ﬁnding minimal denominator solutions to inte-
ger input systems of arbitrary shape, rank proﬁle and entry size. In the future we plan to
add functionality for unimodularity certiﬁcation and determinant computation based on the
techniques described in this paper.
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