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A class of infinitely divisible processes includes not only well-known Le´vy processes,
but also awide variety of processes such as the Gaussian and the stable processes, mov-
ing averages driven by Le´vy processes (e.g., Ornstein-Uhlenbeck processes), and har-
monizable processes. This dissertation focuses on the limit theorems for heavy tailed
stationary infinitely divisible processes of a certain integral form.
In the light of a recently developed, ergodic theoretical approach, an infinitely di-
visible process with integral representation can be decomposed into two processes; one
with short range dependence and the other with long range dependence. In the lan-
guage of ergodic theory, the former process is generated by a dissipative flow, while
the latter one is generated by a conservative flow. If the underlying flow is dissipa-
tive, the process is known to be identical to moving averages. On the other hand, only
few attempts have been made on the study of the processes generated by conservative
flows, and this dissertation discusses three limit theorems for such processes. Specifi-
cally, we establish the functional central limit theorem, the limit theorem on the sample
autocovariance, and the functional limit theorem on the partial maxima.
Taking advantage of some ergodic theoretical notions, called pointwise dual ergod-
icity, the memory length in the process whose underlying flow is conservative can be
quantified by a single parameter. It then turns out that the growth rates of partial sums,
autocovariances, and partial maxima, together with the properties of their weak lim-
its, all depend on not only heaviness of the marginal tail but also the memory length.
In particular, the limiting process in the functional central limit theorem constitutes a
new class of stable process. Similarly, a new class of Fre´chet process can be derived
as weak limits for the normalized partial maxima. These new classes of weak limits
exhibit dramatically different features that have never been observed in the limiting
processes for moving averages.
Subsequently, we also propose a new notion, called a tail measure, as an infinite-
dimensional object that can measure the dependence of extremes of stochastic pro-
cesses or random fields with regularly varying tails. Focusing on stationary infinitely
divisible processes of integral forms, we will investigate the connection between the
ergodic theoretical properties of tail measures and those of the probability laws of the
processes.
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CHAPTER 1
INTRODUCTION
1.1 Heavy-Tail Analysis and Stable Distributions
Heavy-tail analysis typically assumes that a random variable X has an algebraically
decaying tail:
P (X > x)  Cx L(x); as x!1 ; (1.1)
where C > 0 and  > 0 are constants, and L is a slowly varying function; that is,
L(tx)=L(x) ! 1 as x ! 1 for all t > 0. X is then said to have a regularly varying tail
with index . If 0 <  < 2, X has infinite variance, and if 0 <  < 1, even the mean of
X becomes infinite. By comparison, for a standard normal random variable N , Mill’s
ratio yields
P (N > x)  1
x
p
2
e x
2=2 as x!1 :
Thus, N has an exponentially decaying tail, which is significantly lighter than that of
(1.1). Heavy-tail analysis applies to the systems governed by a series of extremal events
that occur at a non-negligible rate. Under such circumstances, using light-tail models
and treating those extremal events as outliers can lead to a serious misunderstanding
of the system, and (1.1) is presented as a more plausible alternative. Indeed, the heavy-
tail assumption (1.1) has been applied to diverse fields such as data network analysis,
finance, insurance, and natural disasters; for details, see Adler et al. (1998), Beirlant
et al. (2004), de Haan and Ferreira (2006), Embrechts et al. (1997), and McNeil et al.
(2005).
One of the most basic and useful distributions satisfying (1.1) is stable distribution.
A random variableX is said to have a stable law if for all n  1, there exist normalizing
constants an > 0 and bn 2 R such that
X1 +X2 +   +Xn d= anX + bn ; (1.2)
1
where X1; : : : ; Xn are independent copies of X and
d
= represents equality in distribu-
tion. Clearly, normal distributions satisfy (1.2). If X is non-Gaussian and yet satisfies
(1.2), then the tail probability P (jXj > x) behaves as x  for some 0 <  < 2, when x is
large enough (see p. 16 in Samorodnitsky and Taqqu (1994)). A stable random variable
X thus possesses the heavy-tail law in (1.1). To emphasize the dependence on the tail
parameter , X is often said to have an -stable law.
Stable laws are closely related to the so-called generalized central limit theorem
(Gnedenko and Kolmogorov (1954), Embrechts et al. (1997)). The generalized central
limit theorem asserts that a class of stable laws coincides with that of all possible limit
laws for properly normalized and centered sums of i.i.d. random variables. This indi-
cates that, in heavy-tail analysis, stable laws play a fundamental role equivalent to that
of normal distributions in light-tail models. Applications of stable distributions can
be found in numerous publications. Early studies include those of Mandelbrot (1963)
and Fama (1965), who applied stable distributions to financial data, and Paulson et al.
(1975). A later study was conducted by, for instance, Nolan (2001).
Zolotarev (1986) is an encyclopedic book, which covers numerous topics such as
an asymptotic expansion of stable densities and an inference problem of stable param-
eters. Janicki and Weron (1994) focused primarily on the simulation of stable distri-
butions. Samorodnitsky and Taqqu (1994) is another encyclopedic book, covering a
wide range of topics such as multivariate stable laws and the sample path properties
of stable processes.
1.2 Long Range Dependence
In a stochastic process (X(t); t  0), long range dependence (sometimes called long
memory) refers to non-negligible dependence between the current value X(t) and ini-
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tial valueX(0), which persists even as t increases. Long range dependence was empir-
ically observed for the first time by Hurst in the 1950s (Hurst (1951, 1955)). Involved in
a dam design project and studying the annual data of the water level of the Nile River,
Hurst noticed what is now known as the Hurst phenomenon. Specifically, he discov-
ered that the R=S statistics (= adjusted range / standard deviation) grows much faster
than what is expected from independently and identically distributed observations.
The Hurst phenomenon attracted much theoretical interest, culminating in a stochas-
tic model with fractional Gaussian noise proposed byMandelbrot and VanNess (1968),
which can theoretically explain the Hurst phenomenon.
Over the past several decades, long range dependence has been observed in di-
verse research areas such as DNA sequencing (Karmeshu and Krishnamachari (2004)),
finance (Lobato and Velasco (2000), Lo (1997)), data networks (Beran et al. (1995), Kara-
giannis et al. (2004)), and climate (Fanchiotti et al. (2004), Varotsos and Kirk-Davidoff
(2006)). For a historical background of long range dependence, we refer to Samorod-
nitsky (2006).
Long range dependence has historically been defined by the second order proper-
ties of stochastic processes. The most widely used definition is that, given a stochastic
process (Xn; n  0) with finite variance, the process is a short memory process if the
correlation function (Xn; X0) is absolutely summable; otherwise, (Xn) is a long mem-
ory process. Because of the one-to-one correspondence between autocovariances and
their spectral densities, long/short range dependence can also be defined in terms of
behavior of the spectral density at the origin.
On the other hand, the classical definition of long/short range dependence becomes
ambiguous when applied to heavy-tailed processes. In particular, using the second or-
der property to distinguish between long and short range dependence is nonsensical if
the process has infinite variance. To overcome this problem, several authors have pro-
posed alternative covariance-like approaches such as covariation (Miller (1978)) and
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codifference (Kokoszka and Taqqu (1994)). However, the amount of information cap-
tured by these notions appears to be limited; see Samorodnitsky (2006) formore details.
As an alternative to those covariance-like functions, we shall adopt a recently de-
veloped, ergodic theoretical approach in categorizing long/short range dependence.
The basic notions of ergodic theory on which our approach is based are summarized
in, for example, Samorodnitsky (2004) and Roy (2008). We will explain those basics in
more detail in Chapter 2.
1.3 Three Limit Theorems for Heavy-tailed Long Memory Infinitely
Divisible Processes
A random vector X 2 Rd is said to be infinitely divisible if for all n 2 N, there exist
i.i.d. random vectors Y1; : : : ; Yn 2 Rd such that
X
d
= Y1 +   + Yn :
For an index set T , a stochastic process (X(t); t 2 T ) is called an infinitely divisible
process if for all k  1 and t1; : : : ; tk 2 T ,
 
X(t1) : : : X(tk)

forms an infinitely divisible
random vector. A class of infinitely divisible processes includes not only well-known
Le´vy processes, but also a wide variety of processes such as the Gaussian and the sta-
ble processes, moving averages driven by Le´vy processes (e.g., Ornstein-Uhlenbeck
processes), and harmonizable processes. Sato (1999) covers a range of topics on in-
finitely divisible distributions. More information on infinitely divisible processes and
their integral representations is given in Rajput and Rosin´ski (1989).
Throughout this dissertation, we consider stationary heavy-tailed infinitely divisi-
ble processes of the form
Xn =
Z
E
f  T n(x)dM(x) ; n = 1; 2; : : : (1.3)
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As shall be rigorously argued in Chapter 2, the length of memory in the process
X = (X1; X2; : : : ) is characterized by ergodic properties of the sequence of the oper-
ators (T n). Our interest is in the process that is classified as a long memory process in
such an ergodic theoretical sense. Our main goal is to establish three limit theorems
for the processX; the functional central limit theorem, the limit theorem on the sample
autocovariance, and the functional limit theorem on the partial maxima. In the subsec-
tions below, we review how these limit theorems have evolved and discuss how our
research relates to the previous work.
1.3.1 Functional Central Limit Theorems
Let X = (X1; X2; : : :) be a discrete time stationary stochastic process. A (functional)
central limit theorem for such a process is a statement of the type0@ 1
cn
dnteX
k=1
Xk   hnt; 0  t  1
1A) Y (t); 0  t  1 : (1.4)
Here (cn) is a positive sequence growing to infinity, (hn) a real sequence, and

Y (t); 0 
t  1

is a non-degenerate (i.e. non-deterministic) process. Convergence in (1.4) is at
least in finite dimensional distributions, but preferably it is weak convergence in the
space D[0; 1] equipped with an appropriate topology. Not every stochastic process
satisfies a central limit theorem, and for those that do, it is well known that both the
rate of growth of the scaling constant cn and the nature of the limiting process Y = 
Y (t); 0  t  1 are determined both by the marginal tails of the stationary process
X and its dependence structure. The limiting process (under very minor assumptions)
is necessarily self-similar with stationary increments; this is known as the Lamperti
theorem; see Lamperti (1962).
If, say, X1 has a finite second moment, andX is an i.i.d. sequence then, clearly, one
can choose cn = n1=2, and then Y is a Brownian motion. With equally light marginal
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tails, if the memory is sufficiently short, then one expects the situation to remain, ba-
sically, the same, and this turns out to be the case. When the variance is finite, the
basic tool to measure dependence is, obviously, the correlations, which have to decay
fast enough. It is well known, however, that a fast decay of correlations is alone not
sufficient for this purpose, and, in general, certain strong mixing conditions have to
be assumed. See for example Rosenblatt (1956) and, more recently, Merleve´de et al.
(2006). If the memory is not sufficiently short, then both the rate of growth of cn can
be different from n1=2, and the limiting process can be different from the Brownian mo-
tion. In fact, the limiting process may fail to be Gaussian at all; see e.g. Dobrushin and
Major (1979) and Taqqu (1979).
If the marginal tails of the process are heavy, which, in this case, means thatX1 is in
the domain of attraction of an -stable law, 0 <  < 2, andX is an i.i.d. sequence then,
clearly, one can choose cn to be the inverse of the marginal tail (this makes cn vary reg-
ularly with exponent 1=), and thenY is an -stable Le´vy motion. Again, one expects
the situation to remain similar if the memory is sufficiently short. Since correlations
do not exist under heavy tails, statements of this type have been established for special
models, often for moving average models; see e.g. Davis and Resnick (1985), Avram
and Taqqu (1992) and Paulauskas and Surgailis (2008). Once again, as the memory
gets longer, then both the rate of growth of cn can be different from that obtained by
inverting the marginal tail, and the limiting process will no longer have independent
increments (i.e. be an -stable Le´vy motion). It is here, however, that the picture gets
more interesting than in the case of light tails. First of all, in absence of correlations
there is no canonical way of measuring howmuch longer the memory gets. Even more
importantly, certain types of memory turn out to result in the limiting processY being
a self-similar -stable process with stationary increments of a canonical form, the so-
called Linear Fractional Stable motion; see e.g. Maejima (1983) for an example of such
a situation, and Samorodnitsky and Taqqu (1994) for information on self-similar pro-
cesses. However, when the memory gets even longer, Linear Fractional Stable motions
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disappear as well, and even more “unusual” limiting processes Y may appear. This
phenomenon may qualify as change from short to long memory; see Samorodnitsky
(2006).
In Chapter 3, we consider a functional central limit theorem for a class of heavy
tailed stationary process exhibiting long memory in this sense. It is particularly inter-
esting both because of the manner in which memory in the process is measured, and
because the limiting process Y is a new class of stable self-similar processes with sta-
tionary increments. Interestingly, under certain parameter choices, Y happens to be
an extension of a recently discovered local-time fractional stable motion (see Dombry
and Guillotin-Plantard (2009)). We remark that Jung (2011) has proposed the so-called
indicator fractional stable motions, which exhibit long memory in the same sense as
the process by Dombry and Guillotin-Plantard (2009).
1.3.2 Limit Theorems of Sample Autocovariances and Sample Auto-
correlations
For a discrete stationary process (Xn; n  0), the sample autocovariance function and
the sample autocorrelation function are vital statistics in the analysis of dependence
structure of the process. According to theWold decomposition (see p. 187 in Brockwell
and Davis (1991)), every stationary process with zero mean and finite variance can be
represented by the sum of an infinite-order moving average and a perfectly predictable
process. This fact justifies, to some extent, that every stationary process of finite sec-
ond moment can be approximated by a moving average process (or equivalently, an
ARMA(p; q) process of finite order). Thus, in a classical L2-context, linear models are
sufficient for data analysis; indeed, the sample autocorrelation function has tradition-
ally been an important model-fitting and diagnostic tools (see, for example, Chapter 7
of Brockwell and Davis (1991)).
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If stationary processes lack finite variance, they cannot generally be approximated
by linear processes. Thus, it is natural to question whether classical methods based on
sample autocorrelations are still plausible. For instance, a major feature of heavy tail
models is that the sample autocorrelation converges to a random limit. If a random limit
actually occurs, one needs to be more careful in applying traditional model-fitting and
diagnostic tools such as the Akaike Information Criterion or Yule-Walker estimators.
For more details, see Davis and Resnick (1996), Resnick and Van Den Berg (2000) and
Resnick et al. (1999).
To determine the limit behavior of the sample autocovariances of infinite variance
stationary processes, it is also important to see how rapidly the sample autocovariances
grow. Many studies have revealed that if the tail of a marginal distribution is regularly
varyingwith index  for some 0 <  < 2, then a proper normalizing sequence (cn) for
the sample autocovariances may be written as cn = n1 2=L(n), where L(n) is a slowly
varying function. Among the processes that possess such type of normalizing sequence
are the linear process whose noise distribution has a balanced regularly varying tail
(Davis and Resnick (1986)), the bilinear process (Davis and Resnick (1996), Resnick
and Van Den Berg (2000)), certain ARCH processes (Davis and Mikosch (1998)) and
-stable moving average processes (Resnick et al. (1999)).
Resnick et al. (2000) reported an interesting phenomenon with respect to the grow-
ing rate of the sample autocovariance. They considered a process of the form (1.3),
where E = ZN, M is a symmetric -stable random measure, and T (x0; x1; : : : ) =
(x1; x2; : : : ) is the left shift map defined on ZN. Furthermore, M is assumed to have
a control measure of the form (A) =
P
i2Z iPi(A), where Pi() is a probability law of
an irreducible, null recurrent Markov chain with state space Z, and (i) is its unique
(up to multiplicative factors) -finite and invariant measure. By introducing an extra
parameter 0    1, they proved that a proper normalizing sequence in this situation
is cn = n(1 )(1 =2)L(n). The parameter  accounts for the significantly longer mem-
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ory of this process, relative to the other processes described in the previous paragraph;
more details can be found in Samorodnitsky (2005).
An obvious drawback of the process studied by Resnick et al. (2000) is the highly
specific form of the process and its control measure. In Chapter 4, we propose a more
general framework inspired by the infinite ergodic theory, in which the asymptotics
of the sample autocovariances can be more comprehensively assessed. In terms of
the growth rate of the sample autocovariance and its weak limit, we will demonstrate
that results similar to those of Resnick et al. (2000) are obtainable in the generalized
framework.
1.3.3 Functional Limit Theorems for Partial Maxima Processes
Given a discrete stationary sequence (Xn; n  1), we will investigate the limit theo-
rems on the partial maxima max1kn jXkj, n = 1; 2; : : : . The most famous classical
result of the limit behavior of the partial maxima is known as the Fisher Tippett the-
orem (see Fisher and Tippett (1928)). According to this theorem, if (Xn) are i.i.d. ran-
dom variables, properly normalized partial maxima will converge to either a Fre´chet,
a Weibull, or a Gumbel distribution. In particular, if the distribution function of X1
has a regularly varying tail with index   for some  > 0, the limiting distribution
must be Fre´chet. Since this dissertation aims to study heavy-tailed processes, we will
focus only on the Fre´chet limit case. The maxima dynamics of a stationary but non
i.i.d. sequence are treated in detail in Leadbetter et al. (1983). These authors formu-
lated several conditions, under which the extremes of the stationary sequence display
the same qualitative behavior as that of an associated i.i.d. sequence. Leadbetter (1983)
introduced the so-called extremal index, which can be regarded as a reciprocal of the
mean cluster size. In the context of limit theorems of partial maxima for non i.i.d. ran-
dom variables, extremes of moving averages have been discussed by many authors;
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see, for example, Rootze´n (1978), Davis and Resnick (1985), and Fasen (2005). Mikosch
and Staˇricaˇ (2000) investigated the extremes of GARCH processes.
A Fre´chet process appears as a weak limit when the partial maxima process
(max1kbntc jXkj; t  0) is concerned. A stochastic process (Y (t); t 2 T ) is called a
Fre´chet process if for all n  1, a1; : : : ; an > 0 and t1; : : : ; tn 2 T , max1jn ajY (tj) fol-
lows a Fre´chet law. Recently, the structure of Fre´chet processes, including their ergodic
properties, has been gradually revealed; see Stoev (2008), Kabluchko et al. (2009), Wang
and Stoev (2010). The spectral representations of Fre´chet processes have also been ex-
tensively studied by Stoev and Taqqu (2005) and Kabluchko and Stoev (2012).
By adopting an ergodic theoretical approach, Samorodnitsky (2004) decomposed
a stationary symmetric -stable process (hereafter SS process) into two independent
processes; one with short range dependence and the other with long range depen-
dence. He proved that if SS processes exhibit long range dependence, their partial
maxima grow strictly slower than n1=. He also expressed SS processes by a series rep-
resentation, whose crucial components are arrival times ( j; j = 1; 2; : : : ) of a unit rate
Poisson process. Assuming that a single Poisson jump contributes to the maximum,
Samorodnitsky concluded that the weak limit of the partial maxima has a Fre´chet law.
Given the stationary process X in (1.3) and adopting the single Poisson jump as-
sumption, the limit behavior of the partial maxima max1kbntc jXkj, n = 1; 2; : : : , t  0
is investigated in Chapter 5. As expected, the limiting process turns out to be some
Fre´chet process. Interestingly, however, it is parametrized not merely by heavy tailed-
ness of the marginal distributions of the process X, but also by the length of memory
inX.
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1.4 Tail Measures
The heavy-tail assumption (1.1) can be extended to a multivariate form as follows. Let
X be a d-dimensional random vector. X is said to have a regularly varying tail if there
exists a functionH : (0;1) 7! (0;1) growing to infinity, and a nonzero Radonmeasure
 on Rk n f0g = [ 1;1]k n f0gwith (Rk n Rk) = 0, such that
H(u)P
 
u 1X 2   v! () (1.5)
vaguely in Rk n f0g. Various alternative definitions to (1.5) exist. Among the most
popular is that there exists a random vector  on a unit sphere Sk 1 = fx 2 Rk : jxj =
1g, such that
P
 jXj > ux; X=jXj 2 
P (jXj > u) ) x
 P ( 2 )
weakly in Sk 1. The probability measure P   1 is said to be a spectral measure. For
other alternative definitions, we refer to Basrak et al. (2002a) and Resnick (2007).
Researchers are becoming increasingly interested in developing the statistics to
measure dependence on extremes of stochastic processes. To this end, Ledford and
Tawn (2003) introduced the so-called upper tail dependence coefficient; for a stationary
sequence (Xn; n  0) of random variables,
(n) = lim
x!1
P
 
Xn > x jX0 > x

: (1.6)
Under the multivariate regular variation condition (1.5), Davis and Mikosch (2009)
considered extremograms; for a stationary sequence (Xn; n  0) of Rd-valued random
vectors,
AB(n) = lim
u!1
H(u) 1P
 
u 1X0 2 A; u 1Xn 2 B

; (1.7)
AB(n) = lim
u!1
P
 
u 1Xn 2 B ju 1X0 2 A

; (1.8)
where H : (0;1) ! (0;1) is a regularly varying function, and both A and A  B are
Borel sets bounded away from zero. Resnick (2004) analyzed the alternative notion of
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extreme dependence measure. Fasen (2010) provides an elegant review of these types of
notions.
However, all of these measures mainly describe dependence on extremes between
two vectors only, X0 and Xn. We are thus naturally motivated to develop the statis-
tics for describing high-level dependence of the whole process X. Let T be a (possibly
infinite) parameter space and X = (Xt; t 2 T ) be a stochastic process or a random
field. We further assume that X has regularly varying tails. That is, for all k  1 and
t1; : : : ; tk 2 T , the random vector
 
Xt1 ; : : : ; Xtk

has a regularly varying tail with limit-
ing measure t1:::tk . In Chapter 6, we shall define a cylindrical measure  onRT , termed
a tail measure, such that for all k  1 and t1; : : : ; tk 2 T ,

n
x 2 RT : (xt1 ; : : : ; xtk) 2 B
o
= t1:::tk(B) ; B  Rk n f0g : (1.9)
The measure  can be seen to be an infinite-dimensional extension of a family of Radon
measures (t1:::tk : t1; : : : ; tk 2 T; k  1).
Basrak and Segers (2009) proposed a related infinite-dimensional object, called a
tail process, which contains information on high-level dependence for multivariate time
series models. The notion of regular variation in Rd has been extended to probability
laws on non-locally compact metric spaces (e.g. C[0; 1], D[0; 1]); see Hult and Lindskog
(2005, 2006). Such an extension, however, requires that usual vague convergence be
replaced by the so-called bw-convergence ( bw-convergence is detailed in Daley and Vere-
Jones (2003)).
1.5 Outline of Dissertation
Asmentioned earlier, we study the properties of stationary heavy-tailed, longmemory,
infinitely divisible processes of the form (1.3). A main characteristic of this dissertation
is to adopt a recently developed, ergodic theoretical approach.
12
In Chapter 2, we overview basic notions on the ergodic theory. We also establish
several novel results, namely a generalized Darling-Kac theorem and its variants, which
will prove crucial in subsequent chapters.
Chapter 3 discusses the functional central limit theorems of the process in (1.3). We
find that the limiting processes constitute a new class of symmetric stable self-similar
processes with stationary increments. Under certain parameter choices, the limiting
process is identical to that of Dombry and Guillotin-Plantard (2009). Chapter 4 treats
limit theorems for sample autocovariances. Both the normalizing sequence and the
weak limit determined by our ergodic framework are similar to those of Resnick et al.
(2000). In Chapter 5, we prove the functional limit theorems on the partial maxima,
under the single Poisson jump assumption. Throughout Chapters 3 to 5, the length
of the memory in the process is parametrized by a specific assumption on the map T .
Such parametrization enables us to understand more clearly the connection between
the length of the memory in the process and the properties of the limiting processes.
Chapter 6 investigates a new notion called a tail measure. The first section provides
a rigorous definition of a tail measure as a cylindrical measure  given in (1.9). Subse-
quently, we study several properties of tail measures. We will then make use of the fact
that, as an infinite-dimensional measure defined on a big spaceRT (T is an arbitrary pa-
rameter space), tail measures have similar structure as (function level) Le´vy measures
of infinitely divisible processes. In fact, our argument is heavily inspired by an in-
structive lecture note on infinitely divisible processes by Rosin´ski (2007), which itself
is partly based on Maruyama (1970). Section 6.2 covers several examples of tail mea-
sures for moving averages, independent processes, stochastic volatility processes and
GARCH processes. Section 6.3 reveals the relation between tail measures and other
related notions such as extremograms and tail processes. Finally, focusing on station-
ary infinitely divisible processes of the form (1.3), we will investigate the connection
between the ergodic theoretical properties of tail measures and those of the probability
13
laws of the processes.
14
CHAPTER 2
SOME ERGODIC THEORY
2.1 Preliminaries on Ergodic Theory
To rigorously characterize the memory properties of the process given in (1.3), we
present some necessary elements of ergodic theory. The main reference for these no-
tions is Aaronson (1997); see also Zweimu¨ller (2009).
Let
 
E; E ;  be a -finite measure space. We will often use the notation A = B mod
 for A;B 2 E when (A4B) = 0.
Let T : E ! E be a measurable map. T is called nonsingular if   T 1 and  are
equivalent. If  T 1 and  coincide, T is said to be a measure preserving map. When the
entire sequence T; T 2; T 3; : : : of iterates of T is involved, we will sometimes refer to it
as a flow. The map T is called ergodic if the only sets A in E for which A = T 1Amod 
are those for which (A) = 0 or (Ac) = 0. The map T is called conservative if
1X
n=1
1A  T n =1 a.e. on A
for every A 2 E with (A) > 0. If T is ergodic, then the qualification “on A” above is
not needed. For a nonsingular map T on a -finite measure space (E; E ; ), E can be
partitioned into two measurable subsets C and D, such that the map T is conservative
onC andD = EnC. We refer toC andD as a conservative part and a dissipative part. This
decomposition is called the Hopf decomposition. A measurable setW 2 E is a wandering
set if T kW , k  0, are disjoint. If T is nonsingular and invertible, D can be written
as D =
S
k2Z T
 kW by some wandering set W . We refer the reader to Section 1.1 in
Aaronson (1997) for more information on the Hopf decomposition.
The dual operator bT is an operator L1()! L1() defined by
bTf = d(f  T 1)
d
;
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with f a signed measure on
 
E; E given by f (A) = RA f d, A 2 E . The dual operator
satisfies the relation Z
E
bTf  g d = Z
E
f  g  T d (2.1)
for f 2 L1(); g 2 L1(). For any nonnegative measurable function f on E a similar
definition gives a nonnegative measurable function bTf , and (2.1) holds for any two
nonnegative measurable functions f and g.
An ergodic conservative measure preserving map T is called pointwise dual ergodic
if there is a sequence of positive constants an %1 such that
1
an
nX
k=1
bT kf ! Z
E
f d a.e. (2.2)
for every f 2 L1(). If the measure  is infinite, pointwise dual ergodicity rules out
invertibility of themap T ; in fact no factor of T can be invertible, see p. 129 of Aaronson
(1997).
We often require that the above convergence takes place uniformly on a set of finite
measure. Let A 2 E with 0 < (A) <1. A is said to be a uniform set for a conservative
ergodic and measure preserving map T , if there exist a normalizing sequence an %1
and a nonnegative measurable function f 2 L1() such that
1
an
nX
k=1
bT kf ! (f) uniformly, a.e. on A : (2.3)
If a measurable function f in (2.3) can be replaced by an indicator function 1A, the set
A is particularly called a Darling-Kac set. That is,
1
an
nX
k=1
bT k1A ! (A) uniformly, a.e. on A. (2.4)
From the similar argument as the proof of Proposition 3.7.5 in Aaronson (1997), one
can see that T is pointwise dual ergodic if and only if T admits a uniform set. It is
important to note that it is legitimate to use the same sequence (an) both in (2.2) and
(2.3).
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We often need to put a more strict assumption than (2.3). LetA 2 E with 0 < (A) <
1. A is said to be a uniformly returning set for a conservative ergodic and measure
preserving map T , if there exist a normalizing sequence bn % 1 and a nonnegative
measurable function f 2 L1() such that
bn bT nf ! (f) uniformly, a.e. on A : (2.5)
Clearly any uniformly returning set is a uniform set. Further information on uniformly
returning sets is given, for example, in Kessebo¨hmer and Slassi (2007).
Given a set A 2 E , the map ' : E ! N [ f1g defined by '(x) = inffn  1 :
T nx 2 Ag, x 2 E is called the first entrance time to A. If T is conservative and ergodic
(in addition to being measure preserving), and (A) > 0, then ' < 1 a.e. on E. It is
natural to measure how often the set A is visited by the flow (T n) by the wandering rate
sequence
wn = 
 
n 1[
k=0
T kA
!
; n = 1; 2; : : : :
There are several alternative expressions for the wandering rate sequence, the last two
following from the fact that T is measure preserving.
wn =
n 1X
k=0
(Ak) =
n 1X
k=0

 
A \ f' > kg = 1X
k=1
min(k; n)
 
A \ f' = kg : (2.6)
Here A0 = A and Ak = Ac \ f' = kg for k  1. If  is an infinite measure, T is
conservative and ergodic, and 0 < (A) <1, then it follows from (2.6) that
wn  (' < n) as n!1 : (2.7)
Let T be a conservative ergodic measure preserving map. If a set A is a uniform
set, then there is a precise connection between the return sequence (wn) and the nor-
malizing sequence (an) in (2.3) (and, hence, also in (2.2)), assuming regular variation.
Specifically, if either (wn) 2 RV1  or (an) 2 RV for some  2 [0; 1], then
an  1
 (2  ) (1 + )
n
wn
as n!1 : (2.8)
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Proposition 3.8.7 in Aaronson (1997) gives one direction of this statement, but the ar-
gument is easily reversed. Analogously, a similar kind of connection between (wn)
and (bn) in (2.5) is shown by Kessebo¨hmer and Slassi (2007). If either (wn) 2 RV1  or
(bn) 2 RV1  for some  2 (0; 1], then
bn   () (2  )wn : (2.9)
2.2 Distributional Results in Ergodic Theory
In this section we prove three distributional ergodic theoretical results that will be used
in the subsequent chapters. These results may be of interest on their own as well. We
call our first result a generalized Darling-Kac theorem, because the first result of this
type was proved in Darling and Kac (1957) as a distributional limit theorem for the oc-
cupation times of Markov processes and chains under a certain uniformity assumption
on the transition law.
As a preparation for understanding the limiting law of our ergodic distributional re-
sults, we start with defining the Mittag-Leffler process. For 0 <  < 1, let
 
S(t); t  0

be a -stable subordinator, i.e. a Le´vy process with increasing sample paths, satisfying
Ee S(t) = expf tg for   0 and t  0; see e.g. Chapter III of Bertoin (1996). Define
its inverse process by
M(t) = S
 
 (t) = inf

u  0 : S(u)  t
	
; t  0 : (2.10)
Recall that the marginal distributions of the process
 
M(t); t  0

are the Mittag-
Leffler distributions, with the Laplace transform
E expfM(t)g =
1X
n=0
(t)n
 (1 + n)
;  2 R; (2.11)
see Proposition 1(a) in Bingham (1971). We will call this process the Mittag-Leffler pro-
cess. This process has a continuous and non-decreasing version; wewill always assume
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that we are working with such a version. It follows from (2.11) (or simply from the def-
inition) that the Mittag-Leffler process is self-similar with exponent . Further, all of its
moments are finite. Recall, however, that this process has neither stationary nor inde-
pendent increments; see e.g. Meerschaert and Scheffler (2004). A formal substitution of
 = 1 into (2.11) indicates thatM1(t) should be regarded as a straight line process, i.e.
M1(t) = t, t  0. A straight line process can be viewed as the inverse of the degenerate
1-stable subordinator S1(t) = t, t  0. On the other hand, a formal substitution of  = 0
into (2.11) leads to a well-defined processM0(0) = 0 andM0(t) = E, the same standard
exponential random variable for all t > 0. This process is no longer the inverse of a
stable subordinator.
Under the same setup and assumptions as Darling and Kac (1957), Bingham (1971)
extended their results to weak convergence in the space D[0;1) endowed with the
Skorohod J1 topology, and the limiting process is the Mittag-Leffler process defined in
(2.10). The result of Darling and Kac (1957) was put into ergodic-theoretic context by
Aaronson (1981) who established the one-dimensional convergence for abstract con-
servative infinite measure preserving maps under the assumption of pointwise dual
ergodicity, i.e. dispensing with a condition of uniformity. Furthermore, Aaronson
proves convergence in a strong distributional sense, a stronger mode of convergence
than weak convergence. The same strong distributional convergence was established
later in Thaler and Zweimu¨ller (2006), with the assumption of pointwise dual ergod-
icity replaced by a different type assumption involving the dynamics of the first en-
trance time to a certain reference set. The latter assumption was further weakened in
Zweimu¨ller (2007a). Our result, Theorem 2.2.1 below, extends Aaronson’s result to the
space D[0;1), under the assumption of pointwise dual ergodicity.
We define strong distributional convergence. Let Y be a separable metric space,
equipped with its Borel -field. Let
 

1;F1;m

be a measure space and
 

2;F2; P2

a probability space. We say that a sequence of measurable maps Rn : 
1 ! Y , n =
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1; 2; : : : converges strongly in distribution to a measurable map R : 
2 ! Y if P1 
R 1n ) P2 R 1 in Y for any probability measure P1  m on
 

1;F1

. That is,Z

1
g(Rn) dP1 !
Z

2
g(R) dP2
for any such P1 and a bounded continuous function g on Y . We will use the notation
Rn
L(m)) R when strong distributional convergence takes place.
Theorem 2.2.1. (Generalized Darling-Kac Theorem)
Let T be an ergodic conservative measure preserving map on an infinite -finite measure
space
 
E; E ; . Assume that T is pointwise dual ergodic with a normalizing sequence (an) that
is regularly varying with exponent  2 (0; 1). Let f 2 L1() be such that (f) = R
E
fd 6= 0,
and denote Sn(f) =
Pn
k=1 f  T k, n = 1; 2; : : :. Then
1
an
Sdne(f)
L()) (f) (1 + )M() in D[0;1) ; (2.12)
whereM is the Mittag-Leffler process, and D[0;1) is equipped with the J1 topology.
Proof. It is shown in Corollary 3 of Zweimu¨ller (2007b) that proving weak convergence
in (2.12) for one fixed probability measure on
 
E; E, that is absolutely continuous with
respect to , already guarantees the full strong distributional convergence. We choose
and fix an arbitrary set A 2 E with 0 < (A) < 1, and prove weak convergence in
(2.12) with respect to A() = ( \ A)=(A).
It turns out that we only need to consider one particular function f = 1A and to
establish the appropriate finite-dimensional convergence, i.e. to show that
1
an
Sdntie(1A)
k
i=1
) ((A) (1 + )M(ti))ki=1 in Rk (2.13)
for all k  1, 0  t1 <    < tk, when the law of the random vector in the left hand side
is computed with respect to A.
Indeed, suppose that (2.13) holds. By Hopf’s ergodic theorem (also some-
times called a ratio ergodic theorem; see Theorem 2.2.5 in Aaronson (1997)), the
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finite-dimensional convergence immediately extends to the corresponding finite-
dimensional convergence with any function f 2 L1() such that (f) 6= 0. Next,
write f = f+   f , the difference of the positive and negative parts. Since the process 
Sdnte(f+); t  0

has, for each n, nondecreasing sample paths, Theorem 3 in Bing-
ham (1971) tells us that the convergence of the finite-dimensional distributions, and
the continuity in probability of the limiting Mittag-Leffler process already imply weak
convergence, hence tightness, of this sequence of processes. Similarly, the sequence of
the processes
 
Sdnte(f ); t  0

, n = 1; 2; : : : is tight as well. Since both converge to a
continuous limit, their sum,
 
Sdnte(f); t  0

, n = 1; 2; : : :, is tight as well, because in
this case the uniform modulus of continuity can be used instead of the J1 modulus of
continuity; see e.g. Billingsley (1999).
This will give us the required weak convergence and, hence, finish the proof of the
theorem.
It remains to show (2.13). We will use a strategy similar to the one used in Bingham
(1971). We start with defining a continuous version of the process
 
Sdnte(1A); t  0

given by the linear interpolation
~Sn(t) =
 
(i+ 1)  ntSi(1A) + (nt  i)Si+1(1A) if i
n
 t  i+ 1
n
; i = 0; 1; 2; : : : : (2.14)
With the implicit argument x 2 E viewed as random (with the law A), each ~Sn defines
a random Radon measure on [0;1). Therefore, for any k  1 the k-tuple product
~Skn = ~Sn  : : : ~Sn is a random Radon measure on [0;1)k. By Fubini’s theorem,
~m(k)n (B) =
Z
A
~Skn(B)(x)A(dx); B  [0;1)k; Borel,
is a Radon measure on [0;1)k. We define, similarly, Sn, Skn and m(k)n , starting with
Sn(t) = Sdnte(1A); t  0. Finally, we perform the same operation on the limiting process
and defineM;A by (A) (1 + )M , and then constructMk;A andm
(k)
;A = EM
k
;A.
Note that ~m(k)n is absolutely continuous with respect to the k-dimensional Lebesgue
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measure, and
dk ~m
(k)
n
dt1 : : : dtk
= nk
Z
A
kY
j=1
1A T ij(x)A(dx) on ij
n
 tj < ij + 1
n
; ij = 0; 1; : : : ; j = 1; : : : ; k :
We will prove that for all k  1, 1; : : : ; k  0,
1
akn
Z 1
0
: : :
Z 1
0
e 
Pk
j=1 jtj ~m(k)n (dt1; : : : dtk)!
Z 1
0
: : :
Z 1
0
e 
Pk
j=1 jtj m
(k)
;A(dt1; : : : dtk)
(2.15)
as n!1. We claim that this will suffice for (2.13).
Indeed, suppose that (2.15) holds. Convergence of the joint Laplace transforms
implies that
a kn ~m
(k)
n
v! m(k);A
(vaguely) in [0;1)k. Since the rectangles are, clearly, compact continuity sets with
respect to the limiting measure m(k);A, we conclude that for every k = 1; 2; : : : and tj 
0; j = 1; : : : ; k, we haveZ
A
kY
j=1
a 1n ~Sn(tj)(x)A(dx) = a
 k
n ~m
(k)
n
 kY
j=1
[0; tj]

! m(k);A
 kY
j=1
[0; tj]

= E
h kY
j=1
(A) (1 + )M(tj)
i
as n!1. Since for every fixed " > 0 and n > 1=",
~Sn(t)  Sn(t)  ~Sn(t+ ")
for each t  0, we conclude by monotonicity and continuity of the Mittag-Leffler pro-
cess that Z
A
kY
j=1
a 1n Sn(tj)A(dx)! E
h kY
j=1
(A) (1 + )M(tj)
i
: (2.16)
We claim that (2.16) implies (2.13). By taking linear combinations with nonnegative
weights, we see that it is enough to show that the distribution of such a linear combi-
nation,
kX
j=1
jM(tj); j > 0; j = 1; : : : ; k ;
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is determined by its moments, and by the Carleman sufficient condition it is enough to
check that
1X
m=1
 
1
E
 Pk
j=1 jM(tj)
m
!1=(2m)
=1 :
A simple monotonicity and scaling argument shows that it is sufficient to verify only
that
1X
m=1
 
1
E
 
M(1)
m
!1=(2m)
=1 : (2.17)
However, the moments ofM(1) can be read off (2.11), and Stirling’s formula together
with elementary algebra imply (2.17). Hence (2.13) follows.
It follows that we need to prove (2.15). Taking into account the form of the density
of ~m(k)n with respect to the k-dimensional Lebesgue measure, we can write the left hand
side of (2.15) as X

Fn;A((1) : : : (k)) ;
where
Fn;A(1 : : : k) =

n
an
k Z
  
Z
0<t1<<tk
e 
Pk
j=1 jtjA
 
k\
j=1
T dntjeA
!
dt1 : : : dtk ;
and  runs through the permutations of the sets f1; : : : ; kg. To establish (2.15), it is
enough to verify that
Fn;A(1 : : : k)!
 
(A) (1 + )
k 
(1 +   + k)(2 +   + k) : : : k
  (2.18)
as n!1, because Lemma 3 in Bingham (1971) shows that summing up the expression
in the right hand side of (2.18) over all possible permutations ((1) : : : (k)) produces
the expression in the right hand side of (2.15).
Given 0 < " < 1, we use repeatedly pointwise dual ergodicity and Egorov’s theo-
rem to construct a nested sequence of measurable subsets of E, with A0 = A, and for
i = 0; 1; : : :, Ai+1  Ai, and (Ai+1)  (1  ")(Ai), while
1
an
nX
k=1
bT k1Ai ! (Ai) uniformly on Ai+1. (2.19)
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It is elementary to see that with v1 = 1 + 2 +   + k, v2 = 2 +   + k; : : : ; vk = k,
Fn;A(1 : : : k)  1
akn
1X
m1=0
: : :
1X
mk=0
e n
 1Pk
j=1 vjmjA
 
k\
j=1
T (m1+:::+mj)A
!
(2.20)
=
1
akn
Z
A
24 1X
m1=0
bTm11A e v1m1=n! kY
j=2
0@ 1X
mj=0
1A  Tm2+:::+mj e vjmj=n
1A35 dA
 1
akn
Z
A1

  

;
where the equality is due to the duality relation (2.1). Note that by (2.19) with i = 0,
1X
m1=0
bTm11A e v1m1=n =  1  e v1=n 1X
i=0
 
iX
m1=0
bTm11A0
!
e v1i=n (2.21)
 (A0)v1
n
1X
i=0
aie
 v1i=n
uniformly on A1 as n!1. Therefore,
Fn;A(1 : : : k) 
 
1  o(1) 1
akn
(A0)v1
n
1X
i=0
aie
 v1i=n

Z
A1
kY
j=2
0@ 1X
mj=0
1A  Tm2+:::+mj e vjmj=n
1A dA
=
 
1  o(1) 1
akn
(A0)v1
n
1X
i=0
aie
 v1i=n

Z
A
24 1X
m2=0
bTm21A1 e v2m2=n
!
kY
j=3
0@ 1X
mj=0
1A  Tm3+:::+mj e vjmj=n
1A35 dA
  1  o(1) 1
akn
(A0)v1
n
1X
i=0
aie
 v1i=n
Z
A2

  

:
Using now repeatedly (2.19) with larger and larger i, together with the same argument
as in (2.21), we conclude that
Fn;A(1 : : : k) 
 
1  o(1) 1
akn
(A0)(A1)v1v2
n2
1X
i1=0
ai1e
 v1i1=n
1X
i2=0
ai2e
 v2i2=n

Z
A2
kY
j=3
0@ 1X
mj=0
1A  Tm3+:::+mj e vjmj=n
1A dA
24
      1  o(1) 1
akn
Qk 1
j=0 (Aj)vj+1
nk
kY
j=1
 1X
i=0
aie
 vji=n
!
(Ak)
(A)
  1  o(1)(1  ")k(k+1)=2(A)
nan
k
(v1 : : : vk)
kY
j=1
 1X
i=0
aie
 vji=n
!
:
Extending the sequence (an) into a piece-wise constant regular varying function of real
variable
 
a(x); x > 0

and using Karamata’s Tauberian Theorem (see e.g. Corollary
1.7.3 in Bingham et al. (1987)), we conclude that for every j = 1; : : : ; k,
1X
i=0
aie
 vji=n   (1 + ) n
vj
a(n=vj); n!1 :
It follows that
Fn;A(1 : : : k) 
 
1  o(1)(1  ")k(k+1)=2(A) (1 + )k kY
j=1
a(n=vj)
an
! (1  ")k(k+1)=2

(A) (1 + )
k kY
j=1
v j
by the regular variation. Since this is true for every 0 < " < 1, we have obtained the
lower bound
lim inf
n!1
Fn;A(1 : : : k) 
 
(A) (1 + )
k 
(1 +   + k)(2 +   + k) : : : k
 
: (2.22)
The lower bound (2.22) is valid for any measurable set A with 0 < (A) < 1. We
will now show that for any k  1 and 0 <  < 1 there is a measurable set Ak;  A such
that

 
Ak;
  (1  )(A) ; (2.23)
and such that
lim sup
n!1
Fn;Ak;(1 : : : k) 
 
(Ak;) (1+)
k 
(1+  +k)(2+  +k) : : : k
 
: (2.24)
We know that (2.22) and (2.24) together imply (2.18), hence that (2.13) holds for the set
Ak;. We claim that this implies that (2.13) for every measurable Awith 0 < (A) <1.
Indeed, suppose that, to the contrary, (2.13) fails for some measurable A with
0 < (A) < 1, some k  1 and some 0 < t1 < : : : < tk. By the one-dimensional
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result of Aaronson (1981), the k components in the left hand side of (2.13), individu-
ally, converge weakly. Therefore, the sequence of the laws of the k-dimensional vectors
in the left hand side of (2.13) is tight, and so there is a sequence of integers nl " 1 and
a random vector (Y1; : : : ; Yk)with
(Y1; : : : ; Yk)
d
6= (A) (1 + ) M(t1) : : :M(tk) ; (2.25)
such that
1
anl
 
Sdnlt1e(1A); : : : ; Sdnltke(1A)
) (Y1; : : : ; Yk) ; (2.26)
when the law of the random vector in the left hand side is computed with respect to
A. It follows from (2.25) that there is a Borel set B  Rk such that, for each b > 0, bB is
a continuity set for both (Y1; : : : ; Yk) and (A) (1 + )
 
M(t1) : : :M(tk)

and (abusing
the notation a bit by using the same letter P ),
P

(A) (1 + )
 
M(t1) : : :M(tk)
 2 B > (1 + )P(Y1; : : : ; Yk) 2 B (2.27)
for some  > 0. In fact, since the law of a Mittag-Leffler random variable is atomless,
such a B can be taken to be either a “SW corner” of the type B =
Qk
j=1( 1; xj] for
some (x1; : : : ; xk) 2 Rk, or its complement.
Choose now 0 <  < 1 so small that
(1  )(1 + ) > 1 ; (2.28)
and consider the set Ak;. It follows from (2.26) and Hopf’s ergodic theorem that
1
anl
 
Sdnlt1e(1Ak;); : : : ; Sdnltke(1Ak;)
)  Ak;
(A)
(Y1; : : : ; Yk) ;
when the law of the random vector in the left hand side is still computed with respect
to A. However, since (2.13) holds for the set Ak;, we see that
P

(Y1; : : : ; Yk) 2 B

= lim
l!1
A
 1
anl
 
Sdnlt1e(1Ak;); : : : ; Sdnltke(1Ak;)
 2  Ak;
(A)
B

=

 
Ak;

(A)
lim
l!1
Ak;
 1
anl
 
Sdnlt1e(1Ak;); : : : ; Sdnltke(1Ak;)
 2  Ak;
(A)
B

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 (1  )P

(A) (1 + )
 
M(t1) : : :M(tk)
 2 B
> P
 
(Y1; : : : ; Yk) 2 B

;
where the last inequality follows from (2.27) and (2.28). This contradiction shows that,
once we prove (2.24), this will establish (2.13) for every measurable Awith 0 < (A) <
1.
We call a nested sequence (A0; A1; : : :) of sets in (2.19) an "-sequence starting at
A0. Its finite subsequence (A0; A1; : : : ; Ak) will be called an "-sequence of length k + 1
starting at A0 and ending at Ak. Let A be a measurable set with 0 < (A) < 1. Fix
0 <  < 1. Let 0 < r < 1 be a small number, to be specified in the sequel. We construct
a nested sequence of sets as follows.
Let B0 = A. Construct an r-sequence of length k + 1 starting at B0, and ending
at some set B1  B0. Next, construct an r2-sequence of length k + 1 starting at B1,
and ending at some set B2  B1. Proceeding this way we obtain a nested sequence of
measurable sets A = B0  B1  B2  : : :, such that
(Bn) 
nY
i=1
(1  ri)k (A); n = 1; 2; : : : :
The sets (Bn) decrease to some set Ak; with
(Ak;) 
1Y
i=1
(1  ri)k (A) :
Notice that, by choosing 0 < r < 1 small enough, we can ensure that (2.23) holds. Note,
further, that by construction, for every d = 1; 2; : : :,
(Ak;)  fd (Bd); with fd =
1Y
i=d+1
(1  ri)k :
Clearly, fd " 1 as d!1. Starting with the first line in (2.20), we see that
Fn;Ak;(1 : : : k)
  1 + o(1) 1
akn
1X
m1=0
: : :
1X
mk=0
e n
 1Pk
j=1 vjmjBd
 
k\
j=1
T (m1+:::+mj)Bd
!
(Bd)

 
Ak;

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  1 + o(1) 1
fd
1
akn

Z
Bd
24 1X
m1=0
bTm11Bd 1 e v1m1=n
!
kY
j=2
0@ 1X
mj=0
1Bd  Tm2+:::+mj e vjmj=n
1A35 dBd :
Using repeatedly uniform convergence as in (2.21) above, we conclude, as in the case
of the corresponding lower bound calculation, that
Fn;Ak;(1 : : : k) 
 
1 + o(1)
 1
fd
1
akn

 
Bd 1

v1
n
1X
i=0
aie
 v1i=n

Z
Bd
24 1X
m2=0
bTm21Bd 1 e v2m2=n
!
kY
j=3
0@ 1X
mj=0
1Bd  Tm3+:::+mj e vjmj=n
1A35 dBd
      1 + o(1) 1
fd
(Bd 1)
nan
k 
v1 : : : vk
 kY
j=1
 1X
i=0
aie
 vji=n

  1 + o(1) 1
fdfkd 1
(Ak;)
nan
k 
v1 : : : vk
 kY
j=1
 1X
i=0
aie
 vji=n

:
As in the case of the lower bound, Karamata’s Tauberian theorem shows that
Fn;Ak;(1 : : : k) 
 
1 + o(1)
 1
fdfkd 1

(Ak;) (1 + )
k kY
j=1
a(n=vj)
an
! 1
fdfkd 1

(Ak;) (1 + )
k kY
j=1
v j
as n ! 1. Since this is true for every d  1, we can let now d ! 1 to obtain (2.23),
and the proof of the theorem is complete.
Remark 2.2.2. It follows immediately fromTheorem 2.2.1 and continuity of the limiting
Mittag-Leffler process that for the continuous process ( ~Sn) defined in (2.14), strong
distributional convergence as in (2.12) also holds, either in D[0;1) or in C[0;1).
We use the strong distributional convergence obtained in Theorem 2.2.1 in the fol-
lowing propositions. Proposition 2.2.3 below will apply in the proof of the main theo-
rem in Chapter 3.
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Proposition 2.2.3. Under the assumptions of Theorem 2.2.1, let A 2 E , 0 < (A) <1, be a
uniform set for T . Let A0 = A, Ak = Ac \ f' = kg, k  1, where ' is the first entrance time
of A. Suppose that bT n1An
(An)
! K uniformly, a.e. on A , (2.29)
whereK : E ! R+ is a measurable function, and that the function f is supported byA. Define
a probability measure on E by n() = ( \ f'  ng)=(f'  ng). Let 0  t1 <    < tH ,
H  1, and fix L 2 N with tH  L. Then under nL,
Sdnthe(f)
an
; h = 1; : : : ; H

)  (f) (1 + )M((th   T (L)1 )+); h = 1; : : : ; H in RH ;
where T (L)1 is a random variable independent of the Mittag-Leffler processM , with P
 
T
(L)
1 
x

= (x=L)1 ; 0  x  L.
Remark 2.2.4. The condition (2.29) is an extension of the property shared by certain
operators T , the so-called Markov shifts (see Chapter 4 in Aaronson (1997)), to a more
general class of operators.
Proof. Since T preserves measure , for the duration of the proof we may and will
modify the definition of Sn to Sn(f) =
Pn 1
k=0 f  T k, n = 1; 2; : : :. Fix 1; : : : ; H 2 R and
let  2 R. Since f is supported by A, we have, as n!1,
nL
 
1
an
HX
h=1
hSdnthe(f) > 
!
 nL
 
Ac \
(
1
an
HX
h=1
hSdnthe(f) > 
)!
= ('  nL) 1
nLX
m=1

 
Am \
(
1
an
HX
h=1
hSdnthe(f) > 
)!
 ('  nL) 1
nLX
m=1

 
Am \ T m
(
1
an
HX
h=1
hS(dnthe m)+(f) > 
)!
=
Z
A
1
('  nL)
nLX
m=1
bTm1Am  1fPHh=1 hS(dnthe m)+ (f)>angd :
Note that the measure on E defined by () = RKdwithK in (2.29) is necessarily
a probability measure. We conclude by (2.29) that
nL
 
1
an
HX
h=1
hSdnthe(f) > 
!

nLX
m=1

 
1
an
HX
h=1
hS(dnthe m)+(f) > 
!
pn(m) ; (2.30)
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where pn(j) = (Aj)=
PnL
m=1 (Am), j = 1; : : : ; nL, is a probability mass function. Let
T
(L)
n be a discrete random variable with this probability mass function, independent of
Sdne(f), which is, in turn, governed by the probability measure . If we declare that
T
(L)
n is defined on some probability space
 

n;Fn; Pn

, then the right hand side of (2.30)
becomes  
  Pn
 1
an
HX
h=1
hS(dnthe T (L)n )+(f) > 
!
:
Since  is a probability measure absolutely continuous with respect to , it follows
from the strong distributional convergence in Theorem 2.2.1 that
1
an
Sdne(f)) (f) (1 + )M() in D[0; L] ; (2.31)
when the law in the left hand side is computed with respect to . On the other hand,
by the regular variation of the wandering rate sequence and (2.7), for x 2 [0; L],
Pn
 
T
(L)
n
n
 x
!
=
dnxeX
m=1
pn(m)  wdnxe
wnL

x
L
1 
; (2.32)
which is precisely the law of T (L)1 . We can put together (2.31), (2.32), and independence
between Sn and T
(L)
n to obtain
nL
 
1
an
HX
h=1
hSdnthe(f) > 
!
! P
 
(f) (1 + )
HX
h=1
hM((th   T (L)1 )+) > 
!
for all continuity points  of the right hand side, and all 1 : : : H 2 R by, e.g., Theorem
13.2.2 in Whitt (2002). This proves the proposition.
If one-dimensional weak convergence suffices in Proposition 2.2.3, the condition
(2.29) can be replaced by a weaker uniform boundedness condition. Proposition 2.2.5
below works as a crucial piece in the proof of the main theorem in Chapter 4. The
proof is essentially different from that of Proposition 2.2.3 and is entirely independent
of Theorem 2.2.1.
Proposition 2.2.5. Under the assumptions of Theorem 2.2.1, we allow the limiting case  = 0
as well. Let A 2 E , 0 < (A) <1, be a uniform set for T . Let A0 = A, An = Ac \ f' = ng,
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n  1, where ' is the first entrance time of A. Suppose that
1
('  n)
nX
k=1
bT k1Ak is uniformly bounded on A : (2.33)
Suppose that the function f is supported by A. Define a probability measure on E by n() =
( \ f'  ng)=(f'  ng). Then under n,
Sn(f)
an
) (f) (1 + )M(1  V) in R ;
where V is a random variable independent of the Mittag-Leffler processM , with
P (V  x) = x1 ; 0  x  1 : (2.34)
Proof. We first claim that
Sn(1A)
an
) (A) (1 + )M(1  V) in R (2.35)
with respect to n, and try to replace 1A by a more general function f thereafter.
Because of (2.11) and the fact thatM(t) is a self-similar process with self-similarity
exponent , the moments ofM(1  V) are given by
EM(1  V)r = E(1  V)rEM(1)r = r!  (2  )
 (r + 2  ) :
Recall the fact that given the moments of any order, the Mittag-Leffler laws can be
uniquely determined (see e.g., Bingham (1971)). A simple application of the Carleman
sufficient condition proves that the laws ofM(1 V) can also be uniquely determined
by their moments. From these observations, (2.35) follows if we can show thatZ
E

Sn(1A)
an
r
dn !
 
(A) (1 + )
r
r!
 (2  )
 (r + 2  ) ; for every r = 1; 2; : : :
From now, we will repeatedly use the Karamata’s Tauberian theorem for power series
(see e.g., Corollary 1.7.3 in Bingham et al. (1987)).
First, we claim that
1X
n=1
0B@Z
E
0B@Sn(1A)
r
1CA d
1CA e n  1
(r   1)!
(A)

1X
n=1
Z
A
Sn(1A)
r 1dA

e n as  # 0 ;
(2.36)
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where A() = ( \ A)=(A).
For the proof, the following identity is needed:0B@Sn(1A)
r
1CA = nX
k=1
0B@1A
0B@Sn k(1A)
r   1
1CA
1CA  T k; r = 1; 2; : : : :
As  # 0, we have
1X
n=1
0B@Z
E
0B@Sn(1A)
r
1CA d
1CA e n = 1X
n=1
nX
k=1
0B@Z
E
0B@1A
0B@Sn k(1A)
r   1
1CA
1CA  T kd
1CA e n
 (A)

1X
n=1
0B@Z
A
0B@Sn(1A)
r   1
1CA dA
1CA e n:
It is elementary to show that
Z
A
0B@Sn(1A)
r   1
1CA dA  1
(r   1)!
Z
A
Sn(1A)
r 1dA n!1 ;
which completes (2.36).
We already know from the proof of Theorem 9.1 in Thaler and Zweimu¨ller (2006)
(or Aaronson (1981)) thatZ
A
Sn(1A)
r 1dA 
 
(A) (1 + )
r 1
EM(1)
r 1ar 1n
=
 
(A) (1 + )
r 1
(r   1)! a
r 1
n
 ((r   1) + 1) as n!1 :
Since an is regularly varying with exponent , one can set an = nL(n) by some slowly
varying function L. Then, from the Karamata’s Tauberian theorem,
1X
n=1
Z
A
Sn(1A)
r 1dA

e n  (r   1)!((A) (1 + ))r 1 1
(r 1)+1
L( 1)r 1 as  # 0 :
(2.37)
Consequently, from (2.36) and (2.37),
1X
n=1
0B@Z
E
0B@Sn(1A)
r
1CA d
1CA e n  (A)r (1 + )r 1 1
r+2 
L( 1)r 1 as  # 0 :
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Since
R
E
0B@Sn(1A)
r
1CA d is nondecreasing in n and r + 2   > 0, one more application
of the Karamata’s Tauberian theorem yields
Z
E
0B@Sn(1A)
r
1CA d  (A)r (1 + )r 1
 (r + 2  ) na
r 1
n as n!1 :
It is not difficult to justify
Z
E
0B@Sn(1A)
r
1CA d  1
r!
Z
E
Sn(1A)
rd :
Therefore, we getZ
E

Sn(1A)
an
r
d  (A)rr!  (1 + )
r 1
 (r + 2  )
n
an
as n!1 : (2.38)
Thus we get, from (2.7) and (2.8),Z
E

Sn(1A)
an
r
dn =
1
('  n)
Z
E

Sn(1A)
an
r
d
! (A)rr! (2  ) (1 + )
r
 (r + 2  ) as n!1 ;
which completes (2.35).
Next, the indicator function 1A must be replaced by f . To this end, it suffices to
show that
n
 Sn(f)Sn(1A)   (f)(A)
 > ! 0 for every  > 0 : (2.39)
Indeed, if the above is true, the Slutsky theorem gives
Sn(1A)
an
;
Sn(f)
Sn(1A)

)

(A) (1 + )M(1  V); (f)
(A)

with respect to n. Here, the convergence of the ratio Sn(f)=Sn(1A) is obtained by the
Hopf’s ergodic theorem (sometimes also called a ratio ergodic theorem; see Theorem
2.2.5 in Aaronson (1997)). Applying the continuous mapping theorem, we get
Sn(f)
an
) (f) (1 + )M(1  V) in R:
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Since (A) <1, it is enough to verify
n

Ac \
 Sn(f)Sn(1A)   (f)(A)
 > ! 0 for every  > 0 :
Denote
Kn =
 f + Sn(f)1 + Sn(1A)   (f)(A)
 >  :
Noting that f is supported by A, we obtain


Ac \ f'  ng \
 Sn(f)Sn(1A)   (f)(A)
 >  = nX
m=1

 
Am \ T mKn mg

:
Thus, for an arbitrary constant  2 (0; 1), one can proceed as follows.
n

Ac \
 Sn(f)Sn(1A)   (f)(A)
 > 
 1
('  n)
d(1 )neX
m=1

 
Am \ T mKn m

+
1
('  n)
nX
m=d(1 )ne+1
(' = m)
=
Z
A
1
('  n)
d(1 )neX
m=1
bTm1Am  1Kn md+ 1  ('  d(1  )ne)('  n)

Z
A
1
('  d(1  )ne)
d(1 )neX
m=1
bTm1Am sup
n d(1 )nein
1Kid+ 1 
('  d(1  )ne)
('  n) :
Because of (2.33), ('  d(1   )ne) 1Pd(1 )nem=1 bTm1Am is uniformly bounded on A;
further, the Hopf’s ergodic theorem yields
sup
n d(1 )nei:::n
1Ki ! 0 as n!1 a.e. on A :
Applying the dominated convergence theorem, we conclude
lim sup
n!1
n

Ac \
 Sn(f)Sn(1A)   (f)(A)
 >   1  (1  )1  :
Letting  # 0 on the right hand side, we get (2.39).
Remark 2.2.6. In Proposition 2.2.5, we assumed that T is conservative, ergodic, mea-
sure preserving, and pointwise dual ergodic with return sequence (an). However, a
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careful inspection of Theorem 9.1 in Thaler and Zweimu¨ller (2006) reveals the follow-
ing. Suppose that a measurable map T defined on (E; E ; ) is measure preserving and
satisfies
1
an
nX
k=1
bT k1A ! (A) uniformly, a.e. on A
(this condition does make sense because bT is well-defined as long as T is measure pre-
serving). We assume neither conservativity nor ergodicity for the operator T . How-
ever, relation (2.38) still follows. This observation plays an important role in the proof
of the main theorem in Chapter 4 (see particularly Lemma 4.4.3).
We will next discuss ergodic distributional convergence of the partial maxima
Mbntc(f)(x) = max
1kbntc
jf  T k(x)j ; x 2 E; t  0 :
By convention, we set maxmkn ak = 0 whenever m > n. The proposition below will
be repeatedly applied in the proof of the main theorem in Chapter 5. For the sake of
notational convenience in Chapter 5, we now replace the exponent  with 1   . As a
consequence, a normalizing sequence (an) of pointwise dual ergodicity is assumed to
be regularly varying with exponent 1   for some 0 <  < 1.
Proposition 2.2.7. Let T be a conservative ergodic and measure preserving map on a -finite
infinite measure space (E; E ; ). We assume that T is a pointwise dual ergodic map with
normalizing sequence (an) that is regularly varying with exponent 1   for some 0 <  < 1.
Let A 2 E , 0 < (A) < 1, be a uniform set for T . Let A0 = A, An = Ac \ f' = ng, n  1,
where ' is the first entrance time of A. Suppose thatbT n1An
(An)
! K uniformly, a.e. on A . (2.40)
where K : E ! R+ is a measurable function. Define a probability measure on E by n() =
( \ f'  ng)=(f'  ng). Let f : E ! R be a measurable function supported by the set A
such that jf(x)j < L a.e. on A for some L > 0.
Let 0  t1 <    < td, d  1. Then
n 
 
Mbntic(f)
d
i=1
 1
)    P 0   M1(f)1fVtigdi=1 1 in Rd+ ;
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where M1(f)(x) = supk1 jf  T k(x)j, x 2 E and () =
R
K(x)(dx) is a probability
measure on E, and V is a random variable defined on a probability space (
0;F 0; P 0) with
P 0(V  x) = x , 0 < x  1.
Proof. Since T preserves measure , for the duration of the proof we may and will
modify the definition of Mn(f) to Mn(f) = max0kn 1 jf  T kj. Fix  > 0 and i > 0,
i = 1; : : : ; d. Let
Wd
i=1 ai = max1id ai. Since f is supported by A, as n!1, we have
n
 
d_
i=1
iMbntic(f) > 
!
 ('  n) 1
nX
m=1

 
Am \ T m
(
d_
i=1
iM(bntic m)+(f) > 
)!
=
Z
A
1
('  n)
nX
m=1
bTm1Am  1
 
d_
i=1
iM(bntic m)+(f) > 
!
d :
It follows from (2.40) thatZ
A
1
('  n)
nX
m=1
bTm1Am  1
 
d_
i=1
iM(bntic m)+(f) > 
!
d (2.41)

nX
m=1

 
d_
i=1
iM(bntic m)+(f) > 
!
pn(m) ;
where pn(m) = (Am)=
Pn
j=1 (Aj), m = 1; : : : ; n, is a probability mass function. Let
Tn be a random variable with probability mass function (pn(m); m = 1; : : : ; n), inde-
pendent of Mbnc(f). We may declare that Tn is defined on some probability space
(
n;Fn; Pn). Then the right hand side of (2.41) becomesZ
A
Pn
 
d_
i=1
iM(bntic Tn)+(f) > 
!
d :
We note that Tn=n converges in law to V . Indeed, as n!1,
Pn

Tn
n
 x

=
bnxcX
m=1
pn(m)  ('  bnxc)
('  n) ! x
 = P 0
 
V  x

for all 0 < x  1. Since V is a non-degenerate random variable, we concludeZ
A
Pn
 
d_
i=1
iM(bntic Tn)+(f) > 
!
d !    P 0 M1(f) d_
i=1
i1fVtig > 
!
:
Note thatM1(f) <1 a.e. on A because f is bounded almost everywhere on A.
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CHAPTER 3
FUNCTIONAL CENTRAL LIMIT THEOREM FOR HEAVY TAILED
STATIONARY INFINITELY DIVISIBLE PROCESSES GENERATED BY
CONSERVATIVE FLOWS
This chapter states the functional central limit theorems of the process (1.3). After
describing our setup in Section 3.1, Section 3.2 introduces the limiting symmetric -
stable (henceforth, SS) self-similar processes with stationary increments and discuss
its properties. In Section 3.3, we present the statement of the functional central limit
theorem and several examples. The proof of the theorem uses several distributional
ergodic-theoretical results we have presented and proved in Section 2.2. Finally, the
proof of the main theorem is completed in Section 3.4.
3.1 The setup
We consider infinitely divisible processes of the form
Xn =
Z
E
fn(x)dM(x); n = 1; 2; : : : ; (3.1)
whereM is an infinitely divisible random measure on a measurable space (E; E), and
the functions fn; n = 1; 2; : : : are deterministic functions of the form
fn(x) = f  T n(x) = f
 
T nx

; x 2 E; n = 1; 2; : : : ; (3.2)
where f : E ! R is a measurable function, and T : E ! E a measurable map.
The (independently scattered) infinitely divisible random measure M is assumed to
be a homogeneous symmetric infinitely divisible randommeasure without a Gaussian
component, with control measure  and local Le´vy measure . That is,  is a -finite
measure on E, which we will assume to be infinite. Further,  is a symmetric Le´vy
measure on R, and for every A 2 E with (A) < 1, M(A) is a (symmetric) infinitely
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divisible random variable such that
EeiuM(A) = exp

 (A)
Z
R
 
1  cos(ux) (dx) u 2 R:
Our basic assumption is the heaviness of the marginal tail of the process X =
(X1; X2; : : : ). We will assume that the local Le´vy measure  has a regularly varying
tail with index  , 0 <  < 2. That is,
(;1) 2 RV  at infinity. (3.3)
We will impose an extra assumption on the lower tail of the local Le´vy measure: for
some p0 < 2
xp0(x;1)! 0 as x! 0: (3.4)
We will assume that the measurable map T preserves the control measure . We in-
tend to relate the ergodic-theoretical properties of themap T to the dependence proper-
ties of the processX and, subsequently, to the kind of central limit theorem the process
satisfies. The major “player” in that sense is the assumption that the map T is con-
servative. This property has already been observed to be related to long memory in
the process X; see e.g. Samorodnitsky (2004) and Roy (2008). In fact, throughout, T is
assumed to be an ergodic conservative measure preserving map on an infinite -finite
measure space
 
E; E ; . We will assume that the operator T has a Darling-Kac set A,
with 0 < (A) < 1, (recall (2.4)), and that the normalizing sequence (an) is regularly
varying with exponent  2 (0; 1). We will add an extra assumption on the set A; there
exists a measurable functionK : E ! R+ such that, in the notation of (2.29),
bT n1An
(An)
! K uniformly, a.e. on A. (3.5)
This condition is an extension of the property shared by certain operators T , the so-
called Markov shifts (see Chapter 4 in Aaronson (1997) and Remark 2.2.4), to a more
general class of operators. See examples 3.3.5 and 3.3.6 below.
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Let f : E ! R be a measurable function with the following integrability properties:
f 2
8>>>><>>>>:
L1_p() for some p > p0 if 0 <  < 1
L1() if  = 1
L2() if 1 <  < 2
: (3.6)
We will, further, assume that
(f) =
Z
E
f(s)(ds) 6= 0 ; (3.7)
and that f is supported by the Darling-Kac set A.
We consider again a stochastic process X =
 
X1; X2; : : :

of the form (3.1) - (3.2).
The integral is well defined under the conditionZ
E
Z
R
min
 
1; x2fn(s)
2

(dx)(ds) <1 :
It is not difficult to verify that this condition holds due to the assumptions on the Le´vy
measure  and the integrability conditions (3.6) on f . Once the process X is well de-
fined, it is, automatically, a symmetric and infinitely divisible process, without a Gaus-
sian component. The function level Le´vy measure of the processX is given by
 = ( ) K 1 ;
whereK(x; s) = x
 
f1(s); f2(s); : : :

, s 2 E; x 2 R. Since the Le´vy measure  is invariant
under the left shift  and, hence, the processX is stationary. For details see Rajput and
Rosin´ski (1989).
Let H : R  E ! R be defined by H(x; s) = xf(s). Then the assumptions on the
Le´vy measure  and the integrability conditions (3.6) on f imply that
( ) H 1(;1) 
Z
E
jf(s)j (ds)

(;1)
as !1. It follows that the marginal tail of the process itself is the same:
P (Xn > ) 
Z
E
jf(s)j (ds)

(;1)
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as  ! 1; see Rosin´ski and Samorodnitsky (1993). In particular, the marginal distri-
butions of the processX are in the domain of attraction of a SS law.
The assumptions on the Le´vy measure  and the operator T lead to a rather satis-
fying picture, in which the kind of the central limit theorem that holds for the process
X depends both on the marginal tails of the process and on the length of memory in it.
Both are clearly parametrized by the exponents  2 (0; 2) and  2 (0; 1), respectively.
We proceed, first, with a description of the limiting process we will eventually ob-
tain.
3.2 The limiting process
In this section, we will introduce a class of self-similar SS processes with stationary
increments. These processes will later appear as weak limits in the central limit theo-
rem. We will see this process is an extension (to a wider range of parameters) of a class
recently introduced by Dombry and Guillotin-Plantard (2009). Before introducing this
process, we need to recall the Mittag-Leffler process. For 0 <  < 1, let
 
S(t); t  0

be a -stable subordinator, satisfying Ee S(t) = expf tg for   0 and t  0. Define
the Mittag-Leffler process by
M(t) = S
 
 (t) = inf

u  0 : S(u)  t
	
; t  0 : (3.8)
We will frequently use the Laplace transform ofM(t)
E expfM(t)g =
1X
n=0
(t)n
 (1 + n)
;  2 R : (3.9)
See Section 2.2 for several properties of the Mittag-Leffler processes.
We are now ready to introduce the new class of self-similar SS processes with
stationary increments. Let 0 <  < 2 and 0 <  < 1, and let (
0;F 0; P 0) be a probability
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space. We define
Y;(t) =
Z

0[0;1)
M
 
(t  x)+; !0

dZ;(!
0; x); t  0; (3.10)
where Z; is a SS random measure on 
0 [0;1)with control measure P 0  , with
 a measure on [0;1) given by (dx) = (1   )x  dx; x > 0. Here M is a Mittag-
Leffler process defined on (
0;F 0; P 0). The random measure Z; itself and, hence, also
the process Y; , are defined on some generic probability space (
;F ; P ). We refer
the reader to Samorodnitsky and Taqqu (1994) for more information on integrals with
respect to stable random measures.
In Theorem 3.2.1 below we prove that the process
 
Y;(t); t  0

is a well defined
self-similar SS processes with stationary increments. We call it the -Mittag-Leffler (or
-ML) fractional SS motion.
Theorem 3.2.1. The -ML fractional SS motion is a well defined self-similar SS processes
with stationary increments. It is also self-similar with exponent of self-similarityH = +(1 
)=.
Proof. By the monotonicity of the processM we have, for any t  0,Z
[0;1)
Z

0
M((t  x)+; !0)P 0(d!)(dx)  tE 0M(t) <1 ;
which proves that the process
 
Y;(t); t  0

is well defined. Further, by the -self-
similarity of the processM , we have for any k  1, t1 : : : tk  0, and c > 0, for all real
1; : : : ; k,
E exp
(
i
kX
j=1
jY;(ctj)
)
= exp
(
 
Z 1
0
E 0
 kX
j=1
jM((ctj   x)+)
(1  )x dx)
= exp
(
 
Z 1
0
E 0
 kX
j=1
jc
HM((tj   y)+)
(1  )y dy) = E exp(i kX
j=1
jc
HY;(tj)
)
;
which shows the H-self-similarity of the -ML fractional SS motion.
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For the proof of stationary increment property, it suffices to check that
E exp
(
i
kX
j=1
j
 
Y;(tj + s)  Y;(s)
)
= E exp
(
i
kX
j=1
jY;(tj)
)
for all k  1, t1 : : : tk  0, s  0, and 1 : : : k 2 R. This is equivalent to verifying the
equality in Z 1
0
E 0
 kX
j=1
jfM((tj + s  x)+) M((s  x)+)g
x dx
=
Z 1
0
E 0
 kX
j=1
jM((tj   x)+)
x dx :
Changing variable by r = s  x in the left hand side and rearranging the terms shows
that we need to check the equality inZ s
0
E 0
 kX
j=1
j(M(tj + r) M(r))
(s  r) dr (3.11)
=
Z 1
0
E 0
 kX
j=1
jM((tj   x)+)
(x    (s+ x) )dx:
Let r = S
 
M(r)
   r be the overshoot of the level r > 0 by the -stable subordi-
nator
 
S(t); t  0

related to
 
M(t); t  0

by (3.8). The law of r is known to be given
by
P (r 2 dx) = sin 

r(r + x) 1x  dx; x > 0 ; (3.12)
see e.g. Exercise 5.6 in Kyprianou (2006). Further, by the strong Markov property of
the stable subordinator we have
 
M(t+ r) M(r); t  0
 d
=
 
M((t  r)+); t  0

;
with the understanding that M and r in the right hand side are independent. We
conclude that Z s
0
E 0j
kX
j=1
j(M(tj + r) M(r))j(s  r) dr (3.13)
=
sin 

Z 1
0
Z s
0
E 0j
kX
j=1
jM((tj   x)+)jr(r + x) 1x (s  r) drdx:
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Using the integration formulaZ 1
0

t
1  t

1
t+ y
dt =

sin 
"
1 

y
1 + y
#
; y > 0 ;
given on p. 338 of Gradshteyn and Ryzhik (1994), shows that (3.13) is equivalent to
(3.11). This completes the proof.
Recall that, when 0 <   1=2, the Mittag-Leffler process of (3.8) is distributionally
equivalent to the local time at zero of a symmetric stable Le´vy process with index of
stability ^ = (1   ) 1. Specifically, let  W^(t); t  0 be a symmetric ^-stable Le´vy
process, such that EeirW^(t) = expf tjrj^g for r 2 R and t  0. This process has a
jointly continuous local time process, Lt(x); t  0; x 2 R; see e.g. Getoor and Kesten
(1972). Then  
M(t); t  0
 d
=
 
cLt(0); t  0

(3.14)
for some c > 0; see Section 11.1.1 in Marcus and Rosen (2006). Therefore, in the range
0 <   1=2, the -ML fractional SS motion (3.10) can be represented in law as
Y;(t) = c
Z

0[0;1)
L(t x)+
 
0; !0

dZ;(!
0; x); t  0;
where
 
Lt(x)

is the local time of a symmetric ^-stable Le´vy process defined on
(
0;F 0; P 0). Recall also the ^-stable local time fractional SS motion introduced in
Dombry and Guillotin-Plantard (2009) (see also Cohen and Samorodnitsky (2006)).
That process can be defined by
Y^;(t) =
Z

0R
Lt
 
x; !0

dZ^(!
0; x); t  0;
where Z^ is a SS randommeasure on 
0Rwith control measure P 0Leb. We claim
that, in fact, if 0 <   1=2,
 
Y;(t) t  0
 d
= c
(1)

 
Y^;(t) t  0

; (3.15)
for some multiplicative constant c(1) . Therefore, one can view the ML fractional SS
motion as an extension of the ^-stable local time fractional SS motion from the range
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1 < ^  2 to the range 1 < ^ <1. It is interesting to note that the central limit theorem
in Section 3.3 is of a very different type from the random walk in random scenery situ-
ation of Cohen and Samorodnitsky (2006) and Dombry and Guillotin-Plantard (2009).
To check (3.15), let
Hx = inf

t  0 : W^(t) = x
	
; x 2 R :
Since 1 < ^  2, Hx is a.s. finite for any x 2 R; see e.g. Remark 43.12 in Sato
(1999). Further, by the strong Markov property, for every x 2 R, the conditional law of 
LHx+t(x); t  0

given F 0Hx , coincides a.s. with the law of
 
Lt(0); t  0

. We conclude
that for any k  1, t1 : : : tk  0, and real 1; : : : ; k,
  logE exp
n kX
j=1
jY^;(tj)
o
=
Z
R
E 0
 kX
j=1
jLtj(x)
 dx
=
Z
R
Z 1
0
E 0
 kX
j=1
jL(tj y)+(0)
 Fx(dy) dx ;
where Fx is the law ofHx. Using the obvious fact thatHx
d
= jxj^H1, an easy calculation
shows that the mixture
R
R Fx dx is, up to a multiplicative constant, equal to the measure
 in (3.10). Therefore, for some constant c
(1)
 ,
  logE exp
n kX
j=1
jc
(1)
 Y^;(tj)
o
=   logE exp
n kX
j=1
jY;(tj)
o
;
and (3.15) follows.
Remark 3.2.2. It is interesting to observe that, for a fixed 0 <  < 2, the range of the
exponent of self-similarity H =  + (1   )= of the -ML fractional SS motion, as
 varies between 0 and 1, is a proper subset of the feasible range of the exponent of
self-similarity of stationary increment self-similar SS processes, which is 0 < H 
max(1; 1=); see Samorodnitsky and Taqqu (1994).
It was shown in Dombry and Guillotin-Plantard (2009) that the stable local time
fractional SS motion is Ho¨lder continuous. We extend this statement to the ML frac-
tional SS motion.
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Theorem 3.2.3. The -ML fractional SS motion satisfies, with probability 1,
sup
0s<t1=2
Y;(t)  Y;(s)
(t  s)log(t  s)1  <1
if 0 <  < 1, and
sup
0s<t1=2
Y;(t)  Y;(s)
(t  s)log(t  s)3=2  <1
if 1   < 2.
Proof. The statement of the theorem follows from Lemma 3.2.4 and the argument in
Theorem 5.1 in Cohen and Samorodnitsky (2006); see also Theorem 1.5 in Dombry and
Guillotin-Plantard (2009).
The next lemma establishes Ho¨lder continuity of the Mittag-Leffler process (3.8).
The statement might be known, but we could not find a reference, so we present a
simple argument. In the case 0 <   1=2 (most of) the statement is in Theorem 2.1 in
Ehm (1981), through the relation with the local time (3.14).
Lemma 3.2.4. For B > 0 let
K = sup
0s<t<s+1=2B
M(t) M(s)
(t  s)log(t  s)1  :
Then K is an a.s. finite random variable with all finite moments.
Proof. Because of the self-similarity of the Mittag-Leffler process it is enough to con-
sider B = 1=2. In the course of the proof we will use the notation c() for a finite
positive constant that may depend on , and that may change from one appearance to
another. Recall the lower tail estimate of a positive -stable random variable:
P
 
S(1)  
  exp c() =(1 )	; 0 <   1 ; (3.16)
see Zolotarev (1986). Let   1. We have
P (K > ) 
1X
n=1
P

sup
0s<t1=2
2 (n+1)t s2 n
M(t) M(s) > c()n1 2 n

:=
1X
n=1
qn() :
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For n = 1; 2; : : :we use the following decomposition:
qn()  P
 
S( log n)  1=2

+P
h
for some 0 < t   log n; S

t+c()n1 2 n

 S(t)  2 n
i
:= q(1)n ()+q
(2)
n () :
Using (3.16) and self-similarity of the stable subordinator, we obtain
1X
n=1
q(1)n ()  c() 1 exp
 c()1=(1 )	 :
On the other hand,
q(2)n ()  P

S

2 1(i+ 1)c()n1 2 n

  S

2 1ic()n1 2 n

 2 n;
some i = 0; : : : ; Kn

;
with Kn  2c() 1n 12n log n. Switching to the complements, and using once again
(3.16) together with the independence of the increments and self-similarity of the stable
subordinator, we conclude, after some straightforward calculus, that for all   () 2
(0;1),
1X
n=1
q(2)n ()  c() 1 exp
 c()1=(1 )	 :
The resulting bound on the tail probability P (K > ) is sufficient for the statement of
the lemma.
Recall that the only self-similar Gaussian process with stationary increments is the
Fractional Brownian motion (FBM), whose law is, apart from the scale, uniquely de-
termined by the self-similarity parameter H 2 (0; 1); see Samorodnitsky and Taqqu
(1994). This parameter of self-similarity also determines the dependence properties of
the increment process of the FBM, the so-called Fractional Gaussian noise, with the
caseH > 1=2 regarded as the long memory case. In contrast, the self-similarity param-
eter almost never determines the dependence properties of the increment processes
of stable self-similar processes with stationary increments; see Samorodnitsky (2006).
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Therefore, it is interesting and important to discuss the memory properties of the in-
crement process
V (;)n = Y;(n+ 1)  Y;(n); n = 0; 1; 2; : : : ; :
We refer the reader to Rosin´ski (1995) and Samorodnitsky (2005) for some of the notions
used in the statement of the following theorem.
Theorem 3.2.5. The stationary process
 
V
(;)
n

is generated by a conservative null flow and
is mixing.
Proof. Note that the increment process has the integral representation
V (;)n =
Z

0[0;1)
 
M
 
(n+ 1  x)+; !0
 M (n  x)+; !0 dZ;(!0; x); n = 0; 1; 2; : : : :
Since for every x > 0, on a set of P 0 probability 1, by the strong Markov property of the
stable subordinator we have
lim sup
n!1
M
 
(n+ 1  x)+
 M (n  x)+ > 0 ;
we see that
1X
n=1
 
M
 
(n+ 1  x)+; !0
 M (n  x)+; !0 =1 P 0   a.e..
By Corollary 4.2 in Rosin´ski (1995) we conclude that the increment process is generated
by a conservative flow.
It remains to prove that the increment process is mixing, since mixing implies er-
godicity which, in turns, implies that the increment process is generated by a null flow;
see Samorodnitsky (2005). By Theorem 5 of Rosin´ski and Z˙ak (1996), it is enough to
show that for every  > 0,
(P 0  )f(!0; x) : M((1  x)+; !0) > ; M((n+ 1  x)+; !0) M((n  x)+; !0) > g
! 0 as n!1 :
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However, an obvious upper bound on the expression in the left hand side isZ 1
0
P 0
 
M(n+ 1  x) M(n  x) > 

(1  )x  dx
=
Z 1
0
P 0
 
M((1  n x)+) > 

(1  )x  dx ;
where for r > 0, r is a random variable, independent of the Mittag-Leffler process,
with the distribution given by (3.12). Since r converges weakly to infinity as r ! 1,
by the dominated convergence theorem, the above expression converges to zero as
n!1.
Remark 3.2.6. Two extreme cases deserve mentioning. A formal substitution of  = 0
into (3.9) leads to a well-defined processM0(0) = 0 andM0(t) = E, the same standard
exponential random variable for all t > 0. It can, however, be used in (3.10). It is
elementary to see that the resulting SS process Y;0 is, in fact, a SS Le´vy motion.
On the other hand, a formal substitution of  = 1 into (3.9) leads to the degenerate
process M1(t) = t for all t  0 (which can be viewed as the inverse of the degenerate
1-stable subordinator S1(t) = t for t  0.) Once again, this process can be used in (3.10),
if one interprets the measure  as the unit point mass at the origin. The resulting SS
process Y;1 is now the degenerate process Y;1(t) = tY;1(1) for all t  0, where Y;1(1)
is a SS random variable.
Both limiting cases, Y;0 and Y;1, are processes of a very different nature from the
-ML fractional SS motion with 0 <  < 1.
3.3 Central Limit Theorem Associated with Conservative Flows
In this section we state and discuss a functional central limit theorem for station-
ary infinitely divisible processes described in Section 3.1. We will first determine
the normalizing sequence (cn) in the functional central limit theorem below. Let
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 (y) = inf

x  0 : (x;1)  y	; y > 0 be the left continuous inverse of the tail
of the local Le´vy measure. The regular variation of the tail implies that  2 RV1= at
infinity. Define
cn =  (1 + )C
 1=
 an 
 (1=wn); n = 1; 2; : : : ; (3.17)
where C is the -stable tail constant given by
C =
Z 1
0
x  sinx dx
 1
=
8>><>>:
(1  )= (2  ) cos(=2) if  6= 1;
2= if  = 1;
(3.18)
see Samorodnitsky and Taqqu (1994). Moreover, (an) is the normalizing sequence in the
Darling-Kac property (2.4) (or, equivalently, in the pointwise dual ergodicity property
(2.2)), and (wn) is the wandering rate sequence for the set A (related to the sequence
(an) via (2.8)). It follows immediately that
cn 2 RV+(1 )=:
We will see that under the conditions of that theorem we have the asymptotic relation
 (cn=an;1)  C
 
C;= (1+)
j(f)jan
 Z
E
j
nX
k=1
f  T k(x)j(dx)
! 1
as n!1 ;
(3.19)
with
C; =  (1 + )

(1  )B(1  ; 1 + )E (M(1))
1=
:
Here B is the standard beta function, and M the Mittag-Leffler process defined in
(3.8). The following is our functional central limit theorem.
Theorem 3.3.1. Let T be an ergodic conservative measure preserving map on an infinite -
finite measure space
 
E; E ; , possessing a Darling-Kac set A whose normalizing sequence
(an) is regularly varying with exponent  2 (0; 1). Assume that (3.5) holds. Let M be a
symmetric homogeneous infinitely divisible random measure on (E; E) with control measure 
and local Le´vy measure , satisfying the regular variation with index , 0 <  < 2 at infinity
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condition (3.3). Assume, further, that (3.4) holds for some p0 < 2.
Let f be a measurable function supported by A and satisfying (3.6) and (3.7). If 1 <  < 2,
assume further that either
(i) A is a uniform set for jf j, or
(ii) f is bounded.
Then the stationary infinitely divisible stochastic processX =
 
X1; X2; : : :

given by (3.1) and
(3.2) satisfies
1
cn
dneX
k=1
Xk ) j(f)jY; in D[0;1) ; (3.20)
where (cn) is defined by (3.17), and fY;g is the -Mittag-Leffler fractional SSmotion defined
by (3.10).
Remark 3.3.2. The type of the limiting process obtained in Theorem 3.3.1 is an in-
dication of the long memory in the process X. On the other hand, the Darling-Kac
assumption (2.4) and the duality relation(2.1) imply that
1
an
nX
k=1
(A \ T kA) = 1
an
nX
k=1
Z
E
1A  1A  T k d =
Z
A
1
an
nX
k=1
bT k1A d! (A)2 2 (0;1)
as n!1. Since an = o(n), and f is supported by A, we see that for every  > 0,
1
n
nX
k=1


x 2 E : jf(x)j > ; jf  T k(x)j > 	  1
n
nX
k=1
(A \ T kA)! 0;
and it follows immediately, e.g. from Theorem 2 in Rosin´ski and Z˙ak (1997), that the
processX is ergodic.
Under certain additional assumptions on the map T , one can check that the process
X is, in fact, mixing. We skip the details. See, however, examples 3.3.5 and 3.3.6 below.
Remark 3.3.3. The statement of Theorem 3.3.1 makes sense in the limiting cases  = 0
and  = 1 of Remark 3.2.6 (in the case  = 1 the constant C;1 needs to be interpreted as
C
1=
 ). Most of the argument in the proof of Theorem 3.3.1 automatically works in these
cases. The limiting processes would then turn out to be, correspondingly, a SS Le´vy
motion and the straight line process; see Remark 3.2.6. This case  = 0 corresponds to
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short memory in the process X, while the case  = 1 corresponds to extremely long
memory.
Remark 3.3.4. When 0 <  < 1, the argument we will use in the proof of Theorem
3.3.1 can be used to establish a “positive” version of the theorem. Specifically, assume
now that the local Le´vy measure  is concentrated on (0;1), and that the function f is
nonnegative. Then
1
cn
dneX
k=1
Xk ) (f)Y +; in D[0;1) ; (3.21)
where fY +;g is a positive -Mittag-Leffler fractional -stable motion defined as in
(3.10), but with SS randommeasure Z; replaced by a positive -stable randommea-
sure with the same control measure.
We finish this section with two examples of different situations where Theorem
3.3.1 applies. The first example is close to the heart of a probabilist.
Example 3.3.5. Consider an irreducible null recurrent Markov chain with state space
Z and transition matrix P = (pij). Let fj; j 2 Zg be the unique invariant measure
of the Markov chain that satisfies 0 = 1. We define a -finite measure on (E; E) = 
ZN;B(ZN) by
() =
X
i2Z
iPi() ;
with the usual notation of Pi() being the probability law of the Markov chain starting
in state i 2 Z. SincePj j =1,  is an infinite measure.
Let T : ZN ! ZN be the left shift map T (x0; x1; : : : ) = (x1; x2; : : : ) for fxk; k =
0; 1; : : : g 2 ZN. Obviously, T preserves the measure . Since the Markov chain is
irreducible and null recurrent, the flow fT ng is conservative and ergodic; see Harris
and Robbins (1953).
Consider the set A =

x 2 ZN : x0 = 0
	
and the corresponding first entrance time
51
'(x) = minfn  1 : xn = 0g, x 2 ZN. Assume that
nX
k=1
P0('  k) 2 RV1 
for some  2 (0; 1). Since (' = k) = P0('  k) for k  1 (see Lemma 3.3 in Resnick
et al. (2000)), we see that ('  n) 2 RV1  and, hence, by (2.7), the wandering rates
(wn) have the same property,
wn 2 RV1  : (3.22)
In this example,
bT k1A(x) = P0(xk = 0); constant for x 2 A;
see Section 4.5 in Aaronson (1997). In particular, the set A is a Darling-Kac set, and by
(3.22) and (2.8), we see that the corresponding normalizing sequence (an) is regularly
varying with exponent . The assumption (3:5) is easily seen to hold in this exam-
ple. Indeed, applying the explicit expression for the dual operator given on p. 156 in
Aaronson (1997) to the function
f(x0; x1; : : :) = 1
 
xj 6= 0; j = 0; : : : ; n  1; xn = 0

;
we see that
bT n1An x0; x1; : : : = 1 x0 = 0X
i0 6=0
i0
X
i1 6=0
pi0i1 : : :
X
in 1 6=0
pin 2in 1pin 10
is constant on A and vanishes outside of A. Therefore, the ratio in (3.5) is identically
equal to 1 on A.
We conclude that Theorem 3.3.1 applies in this case if we choose any measurable
function f supported by A and satisfying the conditions of the theorem.
It is easy to see that the stationary infinitely divisible process X in this example is
mixing. Indeed, by Theorem 5 of Rosin´ski and Z˙ak (1996) it is enough to check that


x : jf(x)j > ; jf  T n(x)j > 	! 0
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for every  > 0. However, since f vanishes outside of A, null recurrence implies that
as n!1,


x : jf(x)j > ; jf  T n(x)j > 	 (A \ T nA) = P0(xn = 0)! 0:
The next example is less familiar to probabilists, but is well known to ergodic theo-
rists.
Example 3.3.6. We start with a construction of the so-called AFN-system, studied in,
e.g., Zweimu¨ller (2000) and Thaler and Zweimu¨ller (2006). Let E be the union of a
finite family of disjoint bounded open intervals in R and let E be the Borel -field on
E. Let  be the one-dimensional Lebesgue measure.
Let  be a (possibly, infinite) collection of nonempty disjoint open subintervals (of
the intervals in E) such that 
 
E nSZ2 Z = 0. Let T : E ! E be a map that is twice
differentiable on (each interval of) E. We assume that T is strictly monotone on each
Z 2 .
The map T is further assumed to satisfy the following three conditions, (A), (F ),
and (N), (giving rise to the name AFN-system).
(A) Adler’s condition:
T 00=(T 0)2 is bounded on
[
Z2
Z :
(F ) Finite image condition:
the collection T = fTZ : Z 2 g is finite:
(N) A possibility of non-uniform expansion: there exists a finite subset    such that
each Z 2  has an indifferent fixed point xZ as one of its end points. That is,
lim
x!xZ ;x2Z
Tx = xZ and lim
x!xZ ;x2Z
T 0x = 1:
Moreover, we suppose, for each Z 2  ,
either T 0 decreases on ( 1; xZ) \ Z; or T 0 increases on (xZ ;1) \ Z ;
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depending on whether xZ is the left endpoint or the right endpoint of Z. Finally, we
assume that T is uniformly expanding away from fxZ : Z 2 g, i.e. for each  > 0,
there is () > 1 such that
jT 0j  () on E n
[
Z2
 
xZ   ; xZ + 
 \ Z:
If the conditions (A), (F ), and (N) are satisfied, the triplet (E; T; ) is called an AFN-
system, and themap T is called anAFN-map. If T is also conservative and ergodic with
respect to , and the collection  is nonempty, then the AFN-map T is said to be basic;
we will assume this property in the sequel. Finally, we will assume that T admits nice
expansions at the indifferent fixed points. That is, for every Z 2  there is 0 < Z < 1
such that
Tx = x+ aZ jx  xZ j1=Z+1 + o
 jx  xZ j1=Z+1 as x! xZ in Z; (3.23)
for some aZ 6= 0.
It is shown in Zweimu¨ller (2000) that every basic AFN-map has an infinite invariant
measure   with the density given by d=d(x) = h0(x)G(x), x 2 E, where
G(x) =
8><>: (x  xZ)
 
x  (T jZ) 1(x)
 1 if x 2 Z 2 ;
1 if x 2 E nSZ2 Z ;
and h0 is a function of bounded variation bounded away from both 0 and infinity.
We view T as a conservative ergodic measure-preserving map on the infinite measure
space (E; E ; ).
An example of a basic AFN-map is Boole’s transformation placed on E = (0; 1=2)[
(1=2; 1), defined by
T (x) =
x(1  x)
1  x  x2 ; x 2 (0; 1=2); T (x) = 1  T (1  x); x 2 (1=2; 1) :
It admits nice expansions at the indifferent fixed points xZ = 0 and xZ = 1 with Z =
1=2 in both cases. The invariant measure  satisfies
d
d
(x) =
1
x2
+
1
(1  x)2 ; x 2 E :
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See Thaler (2001).
Let T be a basic AFN-map. We put
A = E n
[
Z2
 
xZ   ; xZ + 
 \ Z
for some  > 0 small enough so that the set A is non-empty. Since (@A) = 0 and A is
bounded away from the indifferent fixed points fxZ : Z 2 g, it follows from Corol-
lary 3 of Zweimu¨ller (2000) that A is a Darling-Kac set. Moreover, the corresponding
normalizing sequence (an) is regularly varying with exponent  = minZ2 Z in the
notation of (3.23); see Theorems 3 and 4 in Zweimu¨ller (2000). The assumption (3.5)
also holds; see (2.6) in Thaler and Zweimu¨ller (2006).
Once again, Theorem 3.3.1 applies if we choose any measurable function f sup-
ported by A and satisfying the conditions of Theorem 3.3.1. Note that, by Theorem 9
in Zweimu¨ller (2000), Riemann integrability of jf j on A suffices for the uniformity of
the set A for jf j.
The stationary infinitely divisible processX in this example is also mixing. Indeed,
the basic AFN-map T is exact, i.e. the -field \1n=1T nB is trivial; see e.g. p. 1522 in
Zweimu¨ller (2000) . The exactness of T implies that
(A \ T nA) =
Z
A
bT n1A d! 0
as n ! 1; see p. 12 in Thaler (2001). Now mixing of the process X follows from the
fact that f is supported by A, as in Example 3.3.5.
3.4 Proof of the Main Theorem
In this section we prove Theorem 3.3.1. We start with several preliminary results. The
first lemma explains the asymptotic relation (3.19).
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Lemma 3.4.1. Under the assumptions of Proposition 2.2.3, assume, additionally, that the set
A supporting f is a Darling-Kac set. Let 0 <  < 2. If 1 <  < 2, assume, additionally, that
f 2 L2(), and that either
(i) A is a uniform set for jf j, or
(ii) f is bounded.
Then Z
E
jSn(f)jd
1=
 j(f)jC; anw1=n as n!1; (3.24)
and (3.19) holds.
Proof. It is an elementary calculation to check that (3.24) implies (3.19), so in the sequel
we concentrate on checking (3.24). It follows from (2.7) and the fact that f is supported
by A, that Z
E
jSn(f)jd
1=
= an
 
('  n)1=A()n  anw1=n A()n ;
whereA()n = (
R
E
jSn(f)=anjdn)1=. Therefore, proving (3.24) reduces to checking that
A()n ! j(f)jC; as n!1. (3.25)
If  = 1 and f is nonnegative, then this follows by direct calculation, using the def-
inition of C; . If f is not necessarily nonnegative, we can use the obvious bound
 Sn(jf j)  Sn(f)  Sn(jf j) together with the so-called Pratt lemma; see Pratt (1960),
or Problem 16.4 (a) in Billingsley (1996).
It remains to consider the case  2 (0; 1)[ (1; 2). Proposition 2.2.3 shows that  A()n 
is the sequence of the -norms of a weakly converging sequence, and the expression
in the right hand side of (3.25) is easily seen to be the -norm of the weak limit. There-
fore, our statement will follow once we show that this weakly convergent sequence is
uniformly integrable, which we proceed now to do.
Suppose first that 0 <  < 1. Recalling the relation (2.8) and the fact that T preserves
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measure , we see that
sup
n1
Z
E
Sn(f)an
 dn = sup
n1
1
an('  n)
Z
E
jSn(f)jd (3.26)
 sup
n1
n
an('  n)
Z
E
jf jd <1 ;
which proves uniformly integrability in this case.
Finally, we consider the case 1 <  < 2, when it is sufficient to prove that
sup
n1
Z
E

Sn(f)
an
2
dn <1: (3.27)
Under the assumption (i), since f is supported by A, we can use the duality relation
(2.1) to write Z
E
Sn(f)
2d = n
Z
E
f 2d+
nX
k=1
nX
l=1;k 6=l
Z
E
f  T kf  T ld
= n
Z
E
f 2d+ 2
n 1X
k=1
n kX
j=1
Z
A
bT jf  fd ;
so thatZ
E

Sn(f)
an
2
dn  n
a2n('  n)
Z
E
f 2d+
2
a2n('  n)
n 1X
k=1
n kX
j=1
Z
A
bT jjf j  jf jd:
Clearly, n=
 
a2n('  n)
! 0. Further, since A is uniform for jf j,
1
a2n('  n)
n 1X
k=1
n kX
j=1
Z
A
bT jjf j  jf jd  n
an('  n)
Z
A
1
an
nX
j=1
bT jjf j  jf jd
 (jf j)2 n
an('  n) :
Using (2.8), we see that (3.27) follows. On the other hand, under the assumption (ii),
the ratio Sn(f)=Sn(1A) is bounded, hence for some finite C > 0,
sup
n1
Z
E

Sn(f)
an
2
dn  C sup
n1
Z
E

Sn(1A)
an
2
dn:
However, the Darling-Kac property of Ameans that it is uniform for 1A, and so we are,
once again, under the assumption (i).
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In preparation for the proof of Theorem 3.3.1, we introduce a useful decomposition
of the process X given in (3.1). We begin by decomposing the local Le´vy measure 
into a sum of two parts, corresponding to “large jumps” and “small jumps”. Let
1() = 
  \ fjxj > 1g;
2() = 
  \ fjxj  1g ;
and let M1; M2 be independent homogeneous symmetric infinitely divisible random
measures, without a Gaussian component, with the same control measure  and lo-
cal Le´vy measures 1; 2 accordingly. Under the integrability assumptions (3.6), the
stochastic processes X(i)n =
R
E
f  T n(x)dMi(x); n = 1; 2; : : :, for i = 1; 2, are indepen-
dent stationary infinitely divisible processes, and Xn = X
(1)
n +X
(2)
n ; n = 1; 2; : : :.
Our final lemma shows that, from the point of view of the central limit behavior in
the case 0 <  < 1, the contribution of the process
 
X
(2)
n

, corresponding to the “small
jumps”, is negligible.
Lemma 3.4.2. If 0 <  < 1, then
1
cn
nX
k=1
X
(2)
k
p! 0 :
Proof. By Chebyshev’s inequality, for any  > 0,
P
 
j
nX
k=1
X
(2)
k j > cn
!
 n
cn
EjX(2)1 j ! 0
(since cn 2 RV+(1 )= implies n=cn ! 0 in the case 0 <  < 1) as long as the expecta-
tion EjX(2)1 j is finite. Since for every p1 > p0 in (3.4) and p1  1,Z
E
Z
R
jxf(s)j1 jxf(s)j > 1 2(dx)(ds)  Z 1
 1
jxjp1 (dx)
Z
E
jf(s)jp1 (ds) ;
the expectation is finite because, by (3.6), we can find p1 as above such that
R
E
jf jp1 d <
1.
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Proof of Theorem 3.3.1. We start with proving the finite dimensional weak convergence,
for which it is enough to show the convergence
1
cn
HX
h=1
h
dntheX
k=1
Xk ) j(f)j
HX
h=1
hY;(th)
for all H  1, 0  t1 <    < tH , and 1 : : : H 2 R. Conditions for weak convergence
of infinitely divisible random variables (see e.g. Theorem 15.14 in Kallenberg (2002))
simplify in this one-dimensional symmetric case toZ
E
 
1
cn
HX
h=1
hSdnthe(f)
!2 Z rcn=jP hSdnthe(f)j
0
x(x;1) dx d (3.28)
! r
2 C
2   j(f)j

Z
[0;1)
Z

0

HX
h=1
hM((th   x)+; !0)


P 0(d!0)(dx)
and Z
E

 
rcnj
HX
h=1
hSdnthe(f)j 1;1
!
d (3.29)
! r C j(f)j
Z
[0;1)
Z

0

HX
h=1
hM((th   x)+; !0)


P 0(d!0)(dx)
for every r > 0. Fix L 2 Nwith tH  L and r > 0.
Since the argument for (3.28) and the argument for (3.29) are very similar, we only
prove (3.28). By Proposition 2.2.3 and Skorohod’s embedding theorem, there is some
probability space
 

;F; P  and random variables Y , Yn, n = 1; 2; : : : defined on that
space such that, for every n, the law of Yn coincides with the law of a 1n
PH
h=1 hSdnthe(f)
under nL, the law of Y coincides with the law of (f) (1+)
PH
h=1 hM((th T (L)1 )+)
under P 0, and Yn ! Y P -a.s.
Introduce a function
 (y) = y 2
Z ry
0
x(x;1) dx; y > 0 ;
so that the expression in the left hand side of (3.28) becomesZ
E
 
 
cn
jPHh=1 hSdnthe(f)j
!
d = 
 
'  nLE   cn
anjYnj

:
59
By Karamata’s theorem (see e.g. Theorem 0.6 in Resnick (1987)),
 (y)  r
2
2  (ry;1) as y !1 ;
so that, as n!1,

 
'  nL  cn
anjYnj

(3.30)
 r
2
2  
 
'  nLjYnj rcna 1n ;1
+
r2
2  
 
'  nL rcna 1n ;1
 

 
rcna
 1
n jYnj 1;1


 
rcna 1n ;1
   jYnj! :
By (3.19), Lemma 3.4.1 and (2.7),
(rcna
 1
n ;1)  r C
 
 (1 + )
  
('  n) 1 as n!1 : (3.31)
This, together with the basic properties of regularly varying functions of a negative
index (see e.g. Proposition 0.5 Resnick (1987)), shows that the second term in the right
hand side of (3.30) converges to 0. Therefore,

 
'  nL  cn
anjYnj

! r
2 
2  CL
1 
 jY j
 (1 + )

:
Integrating the limit yields
E

r2 
2  C L
1 
 jY j
 (1 + )

=
r2 
2  C L
1  j(f)jE 0
"
HX
h=1
hM((th   T (L)1 )+)
#
=
r2 C
2   j(f)j

Z
[0;1)
Z

0
 
HX
h=1
hM((th   x)+; !0)
!
P 0(d!0)(dx);
which is exactly the right hand side of (3.28). Therefore, in order to complete the proof
of (3.28), we only need to justify taking the limit inside the integral. For this purposewe
use, once again, Pratt’s lemma. We need to exhibit random variables Gn, n = 0; 1; 2; : : :
on
 

;F; P  such that

 
'  nL  cn
anjYnj

 Gn P -a.s. ; (3.32)
Gn ! G0 P -a.s. ; (3.33)
EGn ! EG0 2 [0;1) : (3.34)
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We start with writing (using (3.31))

 
'  nL  cn
anjYnj

 C1
 
 
cna
 1
n jYnj 1

 (cna 1n )
1fcn>anjYnjg + C1
 
 
cna
 1
n jYnj 1

 (cna 1n )
1fcnanjYnjg ;
where C1 > 0 is a constant. Suppose first that 1   < 2, and choose 0 <  < 2   .
Then by the Potter bounds (see Proposition 0.8 in Resnick (1987)), for some constant
C2 > 0,
 
 
cna
 1
n jYnj 1

 (cna 1n )
1fcn>anjYnjg  C2(jYnj  + jYnj+)
for all n large enough. Further, since y2 (y) ! 0 as y # 0, we have, for some constant
C3 > 0,
 
 
cna
 1
n jYnj 1

 (cna 1n )
1fcnanjYnjg  C3

an
cn
2 jYnj2
 (cna 1n )
;
hence, for some constant C4 > 0,

 
'  nL  cn
anjYnj

 C4
 
jYnj  + jYnj+ +

an
cn
2 jYnj2
 (cna 1n )
!
(3.35)
for all n (large enough) and all realizations. We take
Gn = C4
 
jYnj  + jYnj+ +

an
cn
2 jYnj2
 (cna 1n )
!
n = 1; 2; : : : ;
G0 = C4(jY j  + jY j+) :
Then (3.32) holds by construction, while (3.33) follows from the fact that
an
cn
2
1
 (cna 1n )
2 RV(1 )(1 2=) ;
and (1 )(1 2=) < 0. Keeping this inmind, and recalling that, by (3.27) (which holds
also for  = 1 under the assumptions of the theorem), supn1EY 2n <1, we obtain the
uniform integrability implying (3.34). This proves (3.28) in the case 1   < 2.
If 0 <  < 1, then Lemma 3.4.2 allows us to assume, without loss of generality, that
(x : jxj  1) = 0. Then  is bounded on (0; 1], so that for some C5 > 0,
 (cna
 1
n jYnj 1)
 (cna 1n )
1fcnanjYnjg  C5
an
cn
jYnj
 (cna 1n )
;
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and the upper bound (3.35) is replaced with

 
'  nL  cn
anjYnj

 C6

jYnj  + jYnj+ + an
cn
jYnj
 (cna 1n )

;
for some C6 > 0, where we now choose 0 <  < 1  . Since
an
cn
1
 (cna 1n )
2 RV(1 )(1 1=)
with (1  )(1  1=) < 0 and supn1EjYnj <1 by (3.26), an argument similar to the
case 1   < 2 applies here as well. A similar argument proves, in the case 0 <  < 1,
the “positive” version described in Remark 3.3.4.
It remains to prove that the laws in the left hand side of (3.20) are tight inD[0; L] for
any fixed L > 0. By Theorem 13.5 of Billingsley (1999), it is enough to show that there
exist 1 > 1, 2  0 and B > 0 such that
P
h
min
dnseX
k=1
Xk  
dnreX
k=1
Xk
; dnteX
k=1
Xk  
dnseX
k=1
Xk
  cni  B
2
(t  r)1
for all 0  r  s  t  L, n  1 and  > 0. We start with a simple observation that,
in the case 0 <  < 1, we may assume that the function f is bounded. To see that,
note that we can always write f = f1jf j>M + f1jf jM , and use the finite-dimensional
convergence in (3.21) and the fact that 
 
f1jf j>M
! 0 asM !1.
Next, for any 0 <  < 2, if 0 < t   r < 1=n, then the probability in the left hand
side vanishes. If Xn = X
(1)
n + X
(2)
n ; n = 1; 2; : : : be the decomposition described prior
to Lemma 3.4.2. We start with the part corresponding to the “small jumps”. Note that,
by Lemma 3.4.2, this part is negligible if 0 <  < 1 (since we can apply the lemma to
the supremum of the process). Therefore, we only consider the case 1   < 2, and
prove that there exist 1 > 1, 2  0 and B > 0 such that for all 0  s  t  L, n  1,
jt  sj  1=n and  > 0,
P
dnteX
k=1
X
(2)
k  
dnseX
k=1
X
(2)
k
  cn  B
2
(t  s)1 : (3.36)
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Note that the Le´vy-Itoˆ decomposition yields
dnteX
k=1
X
(2)
k  
dnseX
k=1
X
(2)
k
d
=
Z
E
Sdnte dnse(f) dM2
d
=
ZZ
jxSdnte dnse(f)jcn
xSdnte dnse(f) d N2 +
ZZ
jxSdnte dnse(f)j>cn
xSdnte dnse(f) dN2 ;
where N2 is a Poisson random measure on R  E with mean measure 2   and
N2  N2  
 
2  

. Therefore,
P
 dnteX
k=1
X
(2)
k  
dnseX
k=1
X
(2)
k
  cn
 P
 ZZ
jxSdnte dnse(f)jcn
xSdnte dnse(f) d N2
  cn+ P ZZ
jxSdnte dnse(f)j>cn
xSdnte dnse(f) dN2
 > 0 :
It follows from (3.4) that for some constant C1 > 0,
P
 ZZ
jxSdnte dnse(f)jcn
xSdnte dnse(f) d N2
  cn  1
2c2n
E

ZZ
jxSdnte dnse(f)jcn
xSdnte dnse(f) d N2

2
=
1
2c2n
ZZ
jxSdnte dnse(f)jcn
xSdnte dnse(f)2 2(dx) d
 4
Z
E

Sdnte dnse(f)
cn
2 Z cn=jSdnte dnse(f)j
0
x2(x;1) dx d
 C1
p0
1
cp0n
Z
E
jSdnte dnse(f)jp0 d :
Similarly, for some constant C2 > 0,
P
 ZZ
jxSdnte dnse(f)j>cn
xSdnte dnse(f) dN2
 > 0  P N2fjxSdnte dnse(f)j > cng  1
 EN2fjxSdnte dnse(f)j > cng
= 2
Z
E
2
 
cnjSdnte dnse(f)j 1;1

d
 C2
p0
1
cp0n
Z
E
jSdnte dnse(f)jp0 d ;
so that, in the notation of (3.25),
P
 dnteX
k=1
X
(2)
k  
dnseX
k=1
X
(2)
k
  cn C1 + C2
p0
1
cp0n
Z
E
jSdnte dnse(f)jp0 d
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=
C1 + C2
p0
('  dnte   dnse)
('  n)

adnte dnse
an
p0 (A(p0)dnte dnse)p0
cp0n ('  n) 1a p0n
:
It follows from (3.27) that
sup
n1;0stL
A
(p0)
dnte dnse <1:
Next, we may, if necessary, increase p0 in (3.4) to achieve p0 > . In that case, the
sequence cp0n ('  n) 1a p0n 2 RV(1 )(p0= 1) diverges to infinity, so for some constant
C3 > 0,
1
cp0n
Z
E
jSdnte dnse(f)jp0d  C3('  dn(t  s)e)
('  n)

adn(t s)e
an
p0
:
By the regular variation and the constraint t  s  1=n, for every 0 <  < min(; 1 ),
there is C4 > 0, such that
('  dn(t  s)e)
('  n)  C4
dn(t  s)e
n
1  
 21   C4 (t  s)1   ;
adn(t s)e
an
 2  C4 (t  s)  :
Therefore, for some constant C5 > 0,
P
 dnteX
k=1
X
(2)
k  
dnseX
k=1
X
(2)
k
  cn C5 1
p0
(t  s)1+(p0 1) (1+p0):
Since p0 >   1, we can choose  > 0 so small that 1 + (p0   1)   (1 + p0) > 0. This
establishes (3.36).
Next, we take up the process
 
X
(1)
n

. Le´vy-Itoˆ decomposition and the symmetry of
the Le´vy measure 1 allow us to write, for any K > 0,
1
cn
dnteX
k=1
X
(1)
k
d
=
1
cn
dnteX
k=1
ZZ
jxfkjKcna 1n
xfk d N1 +
1
cn
dnteX
k=1
ZZ
jxfkj>Kcna 1n
xfk dN1
:= Z(1;K)n (t) + Z
(2;K)
n (t);
where N1 and N1 are as above. Here we first show that or any  > 0,
lim
K!1
lim sup
n!1
P
 
sup
0tL
Z(2;K)n (t)   = 0 : (3.37)
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Consider first the case 1 <  < 2. Choose 0 <   2  , and define
(w) =
8><>: 1 if 0  w < 1w (+) if w  1,
g(w) =
 
(w + 1)(w)
 1
; w  0 :
Since 2g(w)=g(u)  1 for 0  u  w, we have
P
 
sup
0tL
Z(2;K)n (t)    P
 ZZ
RE
jxj
nLX
k=1
jf j  T k 1 jxjjf j  T k > Kcna 1n  dN1  cn
!
= P
 
2
ZZ
RE
jxj
nLX
k=1
jf j  T k g jf j  T k 1
g
 
Kcna 1n =jxj
 dN1  cn!
 2

c 1n E
 ZZ
RE
jxj
nLX
k=1
jf j  T k g jf j  T k 1
g
 
Kcna 1n =jxj
 dN1!
 C1 nc 1n
Z 1
1
x
 
Kcna
 1
n =x+ 1


 
Kcna
 1
n =x

(dx) ;
where C1 > 0 is another constant. It is now straightforward to check that for some
constant C2 > 0,
lim sup
n!1
P
 
sup
0tL
Z(2;K)n (t)    C2K ( 1) :
This implies (3.37).
On the other hand, let 0 <   1. Recall that we are assuming that the function f is
now bounded. We have
P
 
sup
0tL
jZ(2;K)n (t)j  
  P  max
k=1;:::;nL
N1

(x; s) : jxfk(s)j > Kcna 1n
	  1
 EN1

(x; s) : jxj max
k=1;:::;nL
jfkj > Kcna 1n
	
= 2
Z
E
1

Kcna
 1
n
maxk=1;:::;nL jfkj ;1

d :
If we denote kfk = supx2E jf(x)j < 1, then we can use once again Potter’s bounds to
see that for some constant C1 > 0 and 0 <  < ,
1 (Kcna
 1
n (maxk jfkj) 1;1)
1(cna 1n ;1)
 C1
 
1
K
max
k=1;:::;nL
jfkj
 
+

1
K
max
k=1;:::;nL
jfkj
+!
:
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Therefore by (2.7), (3.19) and the fact that f is supported byA, for some constantC2 > 0,
P
 
sup
0tL
jZ(2;K)n (t)j  

 2C11(cna 1n ;1)
Z
E

1
K
max
k=1;:::;nL
jfkj
 
+

1
K
max
k=1;:::;nL
jfkj
+
d
 2C11(cna 1n ;1)
 kfk
K
 
+
kfk
K
+!
('  nL)
 C2
 kfk
K
 
+
kfk
K
+!
;
and (3.37) follows.
It remains to consider the processes fZ(1;K)n (t); 0  t  Lg, n = 1; 2; : : : for a fixed
K > 0. In the sequel we drop the superscript K for notational convenience. We will
show that exist 1 > 1, and B > 0 such that for all 0  s < t  L, n  1, t   s  1=n
and  > 0,
P (jZ(1)n (t)  Z(1)n (s)j  ) 
B
2
(t  s)1 : (3.38)
Indeed, by Chebyshev’s inequality and the fact that f is supported by A, we see that
P
 jZ(1)n (t)  Z(1)n (s)j    12c2nE

dnte dnseX
k=1
ZZ
jxfkjKcna 1n
xfkd N1

2
 2
2c2n
dn(t s)eX
k=1
dn(t s)eX
l=1
Z
E
jfkflj
Z Kcna 1n =jfkj_jflj
0
x2 1(dx) d :
It follows from the Potter bounds and the fact that 1 does not assigns mass to the
interval (0; 1) that for any 0 <  < 2    there is C > 0 such that for all a > 0 large
enough and all r > 0, R ra
0
x2 1(dx)R a
0
x2 1(dx)
 C r2   _ r2 + :
Therefore, for all n large enough, for some constant C1 > 0,
P
 jZ(1)n (t)  Z(1)n (s)j    C12c2n
dn(t s)eX
k=1
dn(t s)eX
l=1
Z
E
jfkflj
(jfkj _ jflj)2   d
Z cna 1n
0
x2 1(dx)
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+
C1
2c2n
dn(t s)eX
k=1
dn(t s)eX
l=1
Z
E
jfkflj
(jfkj _ jflj)2 + d
Z cna 1n
0
x2 1(dx) :
Note that by Karamata’s theorem, (2.7) and the definition (3.17) of the normalizing
sequence (cn), there is C2 > 0 such thatZ cna 1n
0
x2 1(dx)  C2 c
2
n
nan
:
If 1 <  < 2, we impose also the constraint  <   1, and use the relation
jfkflj
(jfkj _ jflj)2  =
 jfkj ^ jflj jfkj _ jflj 1 ; (3.39)
so that
1
c2n
dn(t s)eX
k=1
dn(t s)eX
l=1
Z
E
jfkflj
(jfkj _ jflj)2  d
Z cna 1n
0
x2 1(dx)
 C2 1
nan
dn(t s)eX
k=1
dn(t s)eX
l=1
Z
E
 jfkj ^ jflj jfkj _ jflj 1 d
 2C2 1
nan

dn(t  s)e
Z
E
jf j d
+
dn(t s)e 1X
k=1
dn(t s)eX
l=k+1
Z
E
jfljjfkj 1 d+
Z
E
jfkjjflj 1 d

:= Jn(1) + Jn(2) + Jn(3) :
The fact that t   s > 1=n and (an) is regularly varying with the positive exponent ,
shows that for any 1 < 1 < 1 +  there is some constant C3 > 0, such that for all
n = 1; 2; : : :,
Jn(1)  C3(t  s)1 :
Next, by the duality relation (2.1),
Jn(2)  4C2
an
(t  s)
dn(t s)eX
k=1
Z
E
jfkjjf j 1 d
=
4C2
an
(t  s)
Z
A
jf j
0@dn(t s)eX
k=1
bT kjf j 1
1A d :
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If f is bounded, then by the Darling-Kac property of the set A we have, for some
constants C4; C5 > 0,
Jn(2)  C4(t  s)adn(t s)e
an
(jf j)  C5(t  s)1 ; 1 < 1 < 1 +  ;
by the regular variation of (an). If, on the other hand, A is a uniform set for jf j, then
we can write
dn(t s)eX
k=1
bT kjf j 1  dn(t s)eX
k=1
bT k1A + dn(t s)eX
k=1
bT kjf j ;
and obtain the same bound on J2 by using both the Darling-Kac property and the
uniform property of the set A. A similar argument shows that, for some constant C6 >
0we also have
Jn(3)  C6(t  s)1 ; 1 < 1 < 1 +  ;
which proves (3.38) in the case 1 <  < 2.
Finally, for 0 <   1 the same argument works, if we replace the relation (3.39) by
jfkflj
(jfkj _ jflj)1+ 
 jfkj ^ jflj1 ; jfkflj
(jfkj _ jflj)1  =
 jfkj ^ jflj jfkj _ jflj ;
respectively if  = 1, and
jfkflj
(jfkj _ jflj)2  
 jfkj ^ jflj
if 0 <  < 1. This proves (3.38) in all cases and, hence, completes the proof of the
theorem.
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CHAPTER 4
LIMIT THEORY FOR THE SAMPLE COVARIANCE FOR HEAVY TAILED
STATIONARY INFINITELY DIVISIBLE PROCESSES GENERATED BY
CONSERVATIVE FLOWS
4.1 The setup
We consider an infinitely divisible process
Xn =
Z
E
f  T n(x)dM(x) ; n = 1; 2; : : : ; (4.1)
whereM is an independently scattered infinitely divisible random measure on a mea-
surable space (E; E) and f : E ! R is a deterministic function, and T : E ! E is a
measurable map. We often denote fn(x) = f  T n(x). The random measure M is as-
sumed to be homogeneous symmetric and have a local Le´vy measure  and a -finite
infinite control measure . We assume, throughout this chapter, that a Gaussian com-
ponent is identically zero. By these assumptions on the random measure M , we may
write, for every A 2 E of finite -measure,
EeiuM(A) = exp

 (A)
Z
R
 
1  cos(ux) (dx) u 2 R:
One of the central assumption in our work is related to the heavy tailedness of the
process X = (X1; X2; : : : ). We assume that  has a regularly varying tail with index
 , 0 <  < 2,
(;1) 2 RV  at infinity. (4.2)
From now, we express  by , emphasizing its dependence on the tail parameter .
We will add an extra assumption on the lower tail of the local Le´vy measure : for
some p0 2 (0; 2),
xp0(x;1)! 0 as x # 0 : (4.3)
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The assumption that the process X = (X1; X2; : : : ) is generated by a conservative
flow plays a major role in this chapter as well as in the last one. This assumption is,
indeed, related to long memory in the process X; the length of memory observed in
the processX is significantly longer than that in the process generated by a dissipative
flow. See for example, Samorodnitsky (2004) and Roy (2008). Now, we let T be a
conservative ergodic and measure preserving map on a -finite infinite measure space
(E; E ; ). In Chapter 3, we assumed that T has a Darling-Kac set A 2 E , but here, this
assumption will be weakened. Namely, we will simply assume that T is pointwise
dual ergodic and, hence, T admits some uniform set A 2 E with 0 < (A) < 1. We
suppose that the normalizing sequence (an) for pointwise dual ergodicity is regularly
varying with exponent 0   < 1. Unlike the last chapter, we do not exclude the
limiting case  = 0. In addition, with ' being the first entrance time to A and A0 = A,
Ak = A
c \ f' = kg, k  1, we will generalize (2.29) to the condition that
1
('  n)
nX
k=1
bT k1Ak(x) is uniformly bounded on A : (4.4)
We will assume that f : E ! R satisfies
f 2 L2() with (f 2) =
Z
E
f(x)2(dx) > 0 (4.5)
and that f is supported by the uniform set A.
Now, due to the assumptions on the local Le´vy measure  and the function f , it is
not hard to see that the process X = (X1; X2; : : : ) turns out to be a well-defined, sym-
metric, stationary infinitely divisible process; see Rajput and Rosin´ski (1989). More-
over, the marginal tails of the process X have the same asymptotic decaying rate at
which the Le´vy measure  decays. The processX, therefore, belongs to the domain of
attraction of a SS law. See Rosin´ski and Samorodnitsky (1993) and Section 3.1 of this
dissertation for more details.
As in Chapter 3, the assumptions on the flow (T n) and regular variation of the
local Le´vy measure  mostly characterize the type of limit theorems of the sample
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autocovariances. As in Chapter 3, once again, the marginal tails of the process X and
its length of memory are parameterized by the two exponents  2 (0; 2) and  2 [0; 1),
respectively.
4.2 Limit Theorem on the Sample Autocovariances
This section presents the main limit theorems on the sample autocovariances and the
sample autocorrelations of the process X = (X1; X2; : : : ) given in (4.1). We, first, want
to define some normalizing sequence (cn), which can capture how rapidly the sample
autocovariances of the processX grow.
Let U(x) = (x;1), x > 0. We define the right continuous inverse of U(x) by
U  (y) = inffx > 0 : U(x)  yg ; y > 0 :
Given the normalizing sequence (an) for pointwise dual ergodicity and its wandering
rate sequence (wn), we define
cn = 2
2=C;C
 2=
=2 an
 
U  (w
 1
n )
2
; (4.6)
where
C; =  (1 + )
 
EM(1  V)=2
2=
:
HereM(t) is the Mittag-Leffler process defined in (2.10), and V is a random variable
defined in (2.34) and is independent of M(t). Note that if  = 0, M(1   V) can
be interpreted as the standard exponential random variable. On the other hand, C=2
is a tail constant for an =2-stable random variable (see (3.18)). It then follows from
Proposition 4.2.2 below that (cn) satisfies the asymptotic relation

 
(cna
 1
n )
1=2;1  2 1C=2 (f 2)an=2Z
E
 nX
k=1
fk(x)
2
=2(dx) 1 as n!1 : (4.7)
From the definition (4.6), it is easy to obtain the regular variation exponent for (cn):
cn 2 RV+2(1 )= : (4.8)
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Therefore, the growth rate of the sample autocovariance of the processX is determined
by not only heavy tailedness of the marginals but also the length of memory. This is
in contrast to the case of the processes generated by dissipative flows, e.g., -stable
moving averages studied by Resnick et al. (1999), where it was shown that the sample
autocovariances of the -stable moving averages grow at a regularly varying rate with
exponent 2=. A substitution of  = 0 into (4.8) yields cn 2 RV2=, which implies that
 = 0 corresponds to the shortest memory in the process X. As  gets closer to 1, it is
expected to exhibit longer memory.
Our argument for the main limit theorems on the sample autocovariances will be
separated into two cases. First, we discuss the case where  and  lie in the range
either 1 <  < 2; 0   < 1 or 0 <   1; 0   < 1=(2  ) : (4.9)
In this case, the main theorem will be proved by a series of propositions (Propositions
4.2.3 - 4.2.7), together with Lemma 4.4.1. If  and  lie outside the range (4.9), in
addition to the abovementioned propositions, we will apply Lemma 4.4.2 or 4.4.3.
Finally, we denote the sample autocovariance of the processX by
bn(h) = 1
n
nX
k=1
XkXk+h; h = 0; 1; 2; : : : ;
and the sample autocorrelation function by bn(h) = bn(h)=bn(0), h = 0; 1; 2; : : : .
Theorem 4.2.1. Let T be a conservative ergodic and measure preserving map on a -finite
infinite measure space (E; E ; ). We assume that T is a pointwise dual ergodic map with
normalizing sequence (an) 2 RV . Suppose that T admits a uniform set A 2 E , 0 < (A) <
1, and that (4.4) is fulfilled.
LetM be a symmetric homogeneous infinitely divisible random measure on (E; E) with control
measure  and local Le´vy measure , which satisfies (4.2) and (4.3).
Let f : E ! R be a measurable function that is supported by the uniform set A and satisfies
integrability condition (4.5).
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Let  and  lie in the range (4.9). Then the stationary infinitely divisible process X given in
(4.1) satisfies for H  0,
n
cn
bn(h); h = 0; : : : ; H)  (f  fh)W; h = 0; : : : ; H : (4.10)
Here, W is a positive strictly stable random variable of exponent =2, i.e., the characteristic
function ofW is given by
EeiuW = expf
Z
(0;1)
(eiux   1)(dx)g u 2 R ; (4.11)
with (dx) = 2 1C=2x 1 =2dx, x > 0.
As a consequence, we also get
bn(h) p! (f  fh)
(f 2)
: (4.12)
On the other hand, if  and  lie outside the range (4.9), we additionally suppose either (i)
or (ii) below.
(i): T T is still a conservative and ergodic map on (EE; EE ; ). Moreover, T T is a
pointwise dual ergodic map with normalizing sequence (a0n) 2 RV2 1, and further, we extend
the condition (4.4) to a two-dimensional version:
1
( )('(x; y)  n)
nX
k=1
(\T  T )k1(AA)c\f'(x;y)=kg is uniformly bounded on A A ;
(4.13)
where '(x; y) = minfn  1 : (T nx; T ny) 2 AAg is the first entrance time to the set AA,
and \T  T is a dual operator for T  T .
(ii): A is a uniformly returning set for 1A, i.e., there exists an increasing normalizing sequence
(bn) such that
bn bT n1A ! (A) uniformly, a.e. on A : (4.14)
Moreover, f is a bounded function.
Then, (4.10) and (4.12) follow again.
Wewill first start by checking how rapidly the sample autocovariance of the process
X grows when it is associated with a conservative flow.
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Proposition 4.2.2. Under the assumptions of Theorem 4.2.1,Z
E
jSn(f 2)j=2d
2=
 (f 2)C;anw2=n ;
where
C; =  (1 + )
 
EM(1  V)=2
2=
: (4.15)
Proof. We write
Z
E
jSn(f 2)j=2d
2=
= an('  n)2=
 Z
E
Sn(f 2)an
=2 dn
!2=
;
where () =   \ f'  ng=('  n). Because of (2.7) and (2.8),
sup
n1
Z
E
Sn(f 2)an
 dn  sup
n1
n
an('  n)
Z
E
f 2d <1:
Hence, (jSn(f 2)=anj=2; n  1) is a uniformly integrable sequence with respect to n.
Therefore, Proposition 2.2.5 implies Z
E
Sn(f 2)an
=2 dn
!2=
! (f 2)C;:
As a preparation for the proof of Theorem 4.2.1, we decompose the process X by
the magnitude of the Le´vy jumps: we first let
;1() = ( \ fx : jxj > 1g) ;
;2() = ( \ fx : jxj  1g) :
LetMi, i = 1; 2, denote homogeneous symmetric infinitely divisible random measures
with the same control measure  and local Le´vy measures ;i, i = 1; 2. Then, Xn can
be written as
Xn
d
=
Z
E
fn(x)dM1(x) +
Z
E
fn(x)dM2(x) :
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Denote X(i)n =
R
E
fn(x)dMi(x), i = 1; 2. We may write
nbn(h) = nX
k=1
XkXk+h
d
=
nX
k=1
X
(1)
k X
(1)
k+h +
nX
k=1
X
(1)
k X
(2)
k+h +
nX
k=1
X
(2)
k X
(1)
k+h +
nX
k=1
X
(2)
k X
(2)
k+h :
The main tool used in our proof is a certain series representation of (Xn), which was
developed by Rosin´ski (1990). We also refer to Section 3.10 in Samorodnitsky and
Taqqu (1994). Since  is a -finite measure, one can find an -equivalent probability
measure 0 such that
0(B) =
Z
B
q(x)(dx) ;
where q is a positive measurable function on E. For l = 1; 2, we write U;l(x) =
;l(x;1) for x > 0 and define the right continuous inverse of U;l(x) by
U ;l(y) = inffx > 0 : U;l(x)  yg; y > 0 :
According to Rosin´ski (1990), X(l)n can be represented in law as
(X(l)n ; n  0) d=
 1X
i=1
iU
 
;l

 iq(Vi)
2

fn(Vi); n  0
!
;
where (i) is an i.i.d. Rademacher sequence taking 1 or  1 with probability 1=2,  i is
the ith jump time of a unit rate Poisson process, and (Vi) is a sequence of i.i.d. random
variables with common distribution 0.
In the next proposition, the series representation for
Pn
k=1X
(l)
k X
(l)
k+h will be split into
a diagonal part and an off-diagonal part, and the diagonal part can be represented as
a specific stochastic integral driven by a positive infinitely divisible random measure.
Proposition 4.2.3. For any H  0, n > 0, and l = 1; 2, 
nX
k=1
X
(l)
k X
(l)
k+h; h = 0; : : : ; H
!
d
=
 
Y 0n;l(h) + Y
00
n;l(h); h = 0; : : : ; H

with
Y 0n;l(h) =
Z
E
nX
k=1
fk(x)fk+h(x)dfMl(x) ;
Y 00n;l(h) =
X
i 6=j
ijU
 
;l

 iq(Vi)
2

U ;l

 jq(Vj)
2
 nX
k=1
fk(Vi)fk+h(Vj) :
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Here, fMl is a positive infinitely divisible random measure defined by
Eeiu
fMl(A) = expf(A)
Z
(0;1)
(eiux   1)e
2
;l(dx)g ; u 2 R ;
where e
2
;l is a local Le´vy measure concentrated on the positive half-line such that
e
2
;l(x;1) = 2;l(x1=2;1) for x > 0 : (4.16)
Proof. Since
nX
k=1
X
(l)
k X
(l)
k+h
d
=
1X
i=1
U ;l

 iq(Vi)
2
2 nX
k=1
fk(Vi)fk+h(Vi) + Y
00
n;l(h) ;
it suffices to show that the first term converges a.s. and is distributionally equal to
Y 0n;l(h). For this purpose, from Rosin´ski (1990), we only check thatZ 1
0
P
 
U ;l

rq(V1)
2
2 nX
k=1
fk(V1)fk+h(V1) 2 
!
dr (4.17)
= (e
2
;l  )f(v; x) : v
nX
k=1
fk(x)fk+h(x) 2 g
and Z
E
Z
R
min
 
1;
v
nX
k=1
fk(x)fk+h(x)

! e
2
;l(dv)(dx) <1 : (4.18)
Note that the right hand side of (4.17) is exactly the Le´vy measure of Y 0n;l(h).
Since a simple calculation verifies (4.17), we only prove (4.18). By regular variation
of the local Le´vy measure , the Potter bound (see e.g., Proposition 0.8 in Resnick
(1987)) provides
e
2
;1(x;1)  C1x ( )=2; x > 0
for some constants 0 <  <  and C1 > 0. Also by (4.3), we get an obvious upper
bound; for some C2 > 0,
e
2
;2(x;1)  C2x p0=2; x > 0 :
These bounds, together with the fact that f has a support of finite -measure and f 2
L2(), can establish (4.18).
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Now the following expression has been justified:
n
cn
bn(h) d= c 1n Y 0n;1(h) + Y 00n;1(h) + nX
k=1
X
(1)
k X
(2)
k+h +
nX
k=1
X
(2)
k X
(1)
k+h +
nX
k=1
X
(2)
k X
(2)
k+h

:
We will describe the idea of the proof of Theorem 4.2.1. First, we will verify by Propo-
sition 4.2.4 below that
Y 0n;1(h)
cn
; h = 0; : : : ; H

)  (f  fh)W; h = 0; : : : ; H ;
whereW is defined in (4.11). Subsequently, Proposition 4.2.5 will prove Y 00n;1(h)=cn
p! 0
for every h  0. On the other hand, applications of the Cauchy-Schwarz inequality
and the result of Proposition 4.2.3 yield
 nX
k=1
X
(1)
k X
(2)
k+h
   nX
k=1
(X
(1)
k )
2
!1=2 nX
k=1
(X
(2)
k+h)
2
!1=2
d
=
 
nX
k=1
(X
(1)
k )
2
!1=2
(Y 0n;2(0) + Y
00
n;2(0))
1=2:
Thus, to complete the proof of Theorem 4.2.1, we need to show (Y 0n;2(0)+Y 00n;2(0))=cn
p!
0, which will be established by Propositions 4.2.6 and 4.2.7 below. It is noteworthy that
Proposition 2.2.5 is needed for the proof of Proposition 4.2.4, while Propositions 4.2.5
and 4.2.7 use the results of Lemmas 4.4.1 - 4.4.4 in the Appendix of this chapter.
Proposition 4.2.4. For any H  0,
Y 0n;1(h)
cn
; h = 0; : : : ; H

)  (f  fh)W; h = 0; : : : ; H ;
whereW is defined in (4.11).
Proof. By virtue of the Cramer-Wold device, we only have to show
1
cn
HX
h=0
hY
0
n;1(h))
HX
h=0
h(f  fh)W in R (4.19)
for every 0; : : : ; H 2 R. Let (x) = f(x)
PH
h=0 hfh(x), and denote Sn()(x) =
Pn
k=1 
T k(x). Then, (4.19) is equivalent to
1
cn
Z
E
Sn()(x)dfM1(x)) ()W in R : (4.20)
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A sufficient condition for weak convergence of the left hand side in (4.20) reduces to
the following (see e.g., Theorem 13.14 in Kallenberg (1997)): for every r > 0,Z
E

Sn()
cn
2 Z rcnjSn()j 1
0
xe
2
;1(x;1)dxd! r
2 =2C=2
2  =2 j()j
=2 ; (4.21)
Z
E
e
2
;1(rcnjSn()j 1;1)d! r =2C=2j()j=2 ; (4.22)
and Z
E
Sn()
cn
Z cnjSn()j 1
0
e
2
;1(x;1)dxd! 2C=2
2  sgn(())j()j
=2 (4.23)
(sgn(u) = u=juj if u 6= 0 and sgn(0) = 0). We only prove (4.21), because (4.22) and (4.23)
can be handled analogously.
For (4.21), we need to use the result in Proposition 2.2.5
Sn()
an
) () (1 + )M(1  V) in R ;
where the weak convergence takes place under a probability measure n() = ( \
f'  ng)=('  n). (M(t)) is the Mittag-Leffler process defined on some probability
space (
0;F 0; P 0), and V is a random variable defined on the same probability space,
independent ofM(t), such that P 0(V  x) = x1  , 0  x  1.
Applying the Skorohod’s embedding theorem, there exist random variables Y and
Yn, n = 1; 2; : : : defined on some probability space (
;F; P ) such that
P   Y  1n = n 

Sn()
an
 1
; n = 1; 2; : : : ;
P   Y  1 = P 0   () (1 + )M(1  V) 1 ;
Yn ! Y P -a.s.:
Let  (y) = y 2
R ry
0
xe
2
;1(x;1)dx, then we can proceedZ
E

Sn()
cn
2 Z rcnjSn()j 1
0
xe
2
;1(x;1)dxd =
Z
E
 

cn
jSn()j

d
= ('  n)E

 

cn
anjYnj

:
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It follows from (4.8) that cna 1n jYnj 1 !1, P -a.s.. Therefore, Karamata’s theorem (see
e.g., Theorem 0.6 in Resnick (1987)) yields
 

cn
anjYnj

 r
2
2  =2e2 ;1(rcna 1n jYnj 1;1) as n!1; P -a.s.
From uniform convergence theorem of regularly varying functions of negative indices
(see e.g., Proposition 0.5 in Resnick (1987)), we can say that
e
2
;1(rcna
 1
n jYnj 1;1)  r =2jYnj=2e2 ;1(cna 1n ;1) as n!1; P -a.s.
From (4.7), (4.16), and Proposition 4.2.2,
('  n) 

cn
anjYnj

 r
2 =2
2  =2('  n)jYnj
=2e
2
;1(cna
 1
n ;1)
! r
2 =2C=2
2  =2 C
 =2
; jY j=2 as n!1; P -a.s.
Integrating the limit yields
E

r2 =2C=2
2  =2 C
 =2
; jY j=2

=
r2 =2C=2
2  =2 j()j
=2 ;
which is exactly the right hand side of (4.21). Now, to complete the proof, we need
to justify taking the limit under the integral. For this, we will apply Pratt’s lemma
(see Pratt (1960)). According to Pratt’s lemma, we must find a sequence of measurable
functions G0; G1; : : : defined on (
;F; P ) such that
('  n) 

cn
anjYnj

 Gn P -a.s.; n = 1; 2; : : : ; (4.24)
Gn ! G0 as n!1 P -a.s.; and (4.25)
EGn ! EG0 as n!1 : (4.26)
For (4.24), there is a C1 > 0 such that
('  n) 

cn
anjYnj

 C1 (cna
 1
n jYnj 1)
 (cna 1n )
because ('  n) (cna 1n ) has a positive and finite limit.
Applying the Potter bound, for any fixed 0 <  < min(; 2  ), we have
 (cna
 1
n jYnj 1)
 (cna 1n )
1fcn>anjYnjg  C2(jYnj( )=2 + jYnj(+)=2)
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for some C2 > 0.
Since  is bounded on (0; 1], for some constant C3  C2,
 (cna
 1
n jYnj 1)
 (cna 1n )
1fcnanjYnjg 
C3
 (cna 1n )
an
cn
jYnj :
Therefore, we may write
('  n) 

cn
anjYnj

 C3

jYnj( )=2 + jYnj(+)=2 + an
cn
jYnj
 (cna 1n )

:
Now, (4.24) is obtained by taking
Gn = C3

jYnj( )=2 + jYnj(+)=2 + an
cn
jYnj
 (cna 1n )

; n = 1; 2; : : : :
Let
G0 = C3
 jY j( )=2 + jY j(+)=2 :
We know that anc 1n 2 RV 2(1 )= and  (cna 1n ) 2 RV 1; thus,
an
cn
1
 (cna 1n )
! 0
from which (4.25) follows.
To show (4.26), recall that supn1EjYnj < 1 (see the proof of Proposition 4.2.2).
Thus, (jYnj()=2; n  1) is uniformly integrable with respect to P , which in turn
implies (4.26). Now, Pratt’s lemma is applicable and (4.21) is complete.
Proposition 4.2.5.
1
cn
Y 00n;1(h)
p! 0 ; h = 0; 1; 2 : : : :
Proof. Choose  > 0 as specified in Lemma 4.4.1, 4.4.2, or 4.4.3 in accordance with the
values of  and . Let 0 =   . For i 6= j, we set
W
(n;0)
ij =
1
cn
nX
k=1
fk(Vi)fk+h(Vj)q(Vi)
 1=0q(Vj) 1=
0
:
Because of those lemmas, we eventually obtain
E
W (n;0)ij 0 ! 0 ; for i 6= j : (4.27)
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We will basically follow the argument in Proposition 4.3 of Resnick et al. (1999). Recall
that Y 00n;1(h)=cn can be represented by doubly infinite series
1
cn
Y 00n;1(h) =
X
i 6=j
ijU
 
;1

 iq(Vi)
2

U ;1

 jq(Vj)
2

1
cn
nX
k=1
fk(Vi)fk+h(Vj) 
X
i6=j
fW (n)ij :
Owing to symmetry of the doubly infinite sum, we only have to consider the case i < j,
and we will indeed show that
P
i<j
fW (n)ij p! 0. According to Lemma 4.4.4, there exist
an integer m0 and constants C > 0 and  < 0 such that for any m  m0, all the
inequalities given in (a) and (b) of Lemma 4.4.4 hold.
We then decompose
P
i<j
fW (n)ij into three summands
X
i<j
fW (n)ij = m0X
i=1
m0X
j=i+1
fW (n)ij + m0X
i=1
1X
j=m0+1
fW (n)ij + X
m0<i<j<1
fW (n)ij :
Now, we only need to prove the following:
(i) : fW (n)ij p! 0 for all i; j;
(ii) :
1X
j=m0+1
fW (n)ij p! 0 for all i;
(iii) :
X
m0<i<j<1
fW (n)ij p! 0 :
By the bound U ;1(x) < Cx 1=
0 and (4.27), it is evident that fW (n)ij converges to 0 in
probability, which proves (i). For (ii) and (iii), by virtue of the inequalities given in
Lemma 4.4.4, it suffices to show that
E(jW (n;0)ij j
0
(1 + ln2+ jW (n;
0)
ij j))! 0 ; i 6= j :
To show this, let
B(n;
0)(x; y) =
1
cn
nX
k=1
fk(x)fk+h(y)q(x)
 1=0q(y) 1=
0
:
Then, we can show that
sup
x;y2E
jB(n;0)(x; y)j = O(n2(1 )(1=0 1=)):
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For the proof, it is important to note that the choice of the density q does not affect the
distribution of Y 00n;1(h); therefore, we can particularly take
q(x) = Q(x)
Z
E
Q(u)d
 1
;
where
Q(x) = max

q0(x);
 n+hX
k=1
fk(x)
2
0=2
:
Here, q0 : E ! (0;1) is an arbitrarily selected, strictly positive density.
By the Cauchy-Schwarz inequality,
sup
x;y2E
jB(n;0)(x; y)j  sup
x;y2E
1
cn
  nX
k=1
fk(x)
2
1=2  nX
k=1
fk+h(y)
2
1=2
q(x) 1=
0
q(y) 1=
0
 1
cn

1 +
Z
E
(
n+hX
k=1
fk(x)
2)
0=2d
2=0
2 RV2(1 )( 1
0  1 ) ;
where the last regular variation index is obtained from (4.8).
Now, we have
E
 jW (n;0)ij j0(1 + ln2+ jW (n;0)ij j)   1 + ln2+ sup
x;y2E
jB(n;0)(x; y)jEjW (n;0)ij j0 :
Observing that EjW (n;0)ij j0 has a negative regular variation index (see the proofs of
Lemmas 4.4.1, 4.4.2, and 4.4.3), the right hand side vanishes as n!1.
The combination of the next two propositions will prove (Y 0n;2(0) + Y 00n;2(0))=cn
p! 0,
which can finish the proof of Theorem 4.2.1.
Proposition 4.2.6.
1
cn
Y 0n;2(0) =
1
cn
Z
E
Sn(f
2)(x)dfM2(x) p! 0 :
Proof. From the standard argument for convergence in law of the sequence of infinitely
divisible random variables (see e.g., Theorem 13.14 in Kallenberg (1997)), we only have
to check Z
E

Sn(f
2)
cn
2 Z cnSn(f2) 1
0
xe
2
;2(x;1)dxd! 0 ;
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Z
E
e
2
;2(cnSn(f
2) 1;1)d! 0 ;
and Z
E
Sn(f
2)
cn
Z cnSn(f2) 1
0
e
2
;2(x;1)dxd! 0 :
However, an obvious upper bound e
2
;2(x;1)  Cx p0=2, x > 0, and the integrability
condition f 2 L2() easily prove these limits.
Proposition 4.2.7.
1
cn
Y 00n;2(0) =
X
i6=j
ijU
 
;2

 iq(Vi)
2

U ;2

 jq(Vj)
2

1
cn
nX
k=1
fk(Vi)fk(Vj)
p! 0 :
Proof. The proof is analogous to that of Proposition 4.2.5. Taking advantage of the
inequalities given in Lemma 4.4.4 (see also Remark 4.4.5), the proof will be finished if
E
 jW (n;p0)ij jp0(1 + ln2+ jW (n;p0)ij j)! 0 ; i 6= j :
The argument for showing this is mostly the same as in Proposition 4.2.5, and so we
omit it.
4.3 Examples
We present three examples of different situations where Theorem 4.2.1 applies. The
first example is what Resnick et al. (2000) studied (see also Example 3.3.5), but it can
be regarded as a special case of our more general setup.
Example 4.3.1. Let (xk; k  0) be an irreducible null recurrent Markov chain with state
space Z and transition matrix P = (pij). Let Pi() be a probability law of (xk) starting
in state i 2 Z. Since (xk) is null recurrent, there exists a unique (up to constant multi-
plications), infinite, invariant measure (i). We set 0 = 1 for normalization. Define a
-finite and infinite measure on (E; E) = (ZN;B(ZN)) by
() =
X
i2Z
iPi() :
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Let T : ZN ! ZN be the left shift map defined by T (x0; x1; : : : ) = (x1; x2; : : : ). Obviously,
T preserves the measure . From Harris and Robbins (1953), it is known that the map
T is conservative and ergodic. We consider the set A = fx 2 ZN : x0 = 0g. As we have
seen in Example 3.3.5, the set A turns out to be a Darling-Kac set with normalizing
sequence an =
Pn
k=1 P0(xk = 0) and hence T is a pointwise dual ergodic map.
One of the possible ways for ensuring regular variation of (an) is to assume
nX
k=1
P0('  k) 2 RV1  for some 0   < 1 ;
where '(x) = minfn  1 : xn = 0g, x 2 ZN, is the first entrance time to the set A.
From Lemma 3.3 in Resnick et al. (2000), we see that (' = n) = P0('  n) and by
(2.8),
an  1
 (2  ) (1 + )
n
('  n) 2 RV :
Wewill proceed to check condition (4.4). The formula on p. 156 of Aaronson (1997))
gives
bT k1Ac\f'=kg x0; x1; : : : = 1fx0=0gX
i0 6=0
i0
X
i1 6=0
pi0i1 : : :
X
ik 1 6=0
pik 2ik 1pik 10 ;
which immediately implies (4.4).
We take a measurable function f : ZN ! R that is supported by the set A and
satisfies (4.5). Now, Theorem 4.2.1 applies if the parameters lie in the range 1 <  < 2,
0   < 1, or 0 <   1, 0   < 1=(2  ).
On the other hand, if 0 <   1 and 1=(2   )   < 1, we need to check the con-
ditions given in (i) of Theorem 4.2.1. For this, we consider a two-dimensional Markov
chain ((xk; yk); k  0)with (yk) an independent copy of (xk). Let P(i;j)() be a probabil-
ity law of (xk; yk) starting from (i; j) 2 ZZ. It is now easy to check that (xk; yk) is also
irreducible and null recurrent, and a probability measure   can be written as
( )() =
X
i2Z
X
j2Z
ijP(i;j)() :
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Because of Harris and Robbins (1953) again, we can say that T  T is conservative
ergodic and measure preserving map on (ZN  ZN;B(ZN) B(ZN)).
Evidently, the product set A A is a Darling-Kac set. Indeed,
nX
k=1
(\T  T )k1AA(x; y) =
nX
k=1
bT k1A(x)bT k1A(y) = nX
k=1
P0(xk = 0)
2 for (x; y) 2 A A :
Therefore, by the normalizing sequence a0n =
Pn
k=1 P0(xk = 0)
2, the product set A  A
turns out to be a Darling-Kac set, and T  T is of course pointwise dual ergodic.
Once again, by appealing to Lemma 3.3 in Resnick et al. (2000), we get
( )('(x; y)  n) =
nX
k=1
P(0;0)('(x; y)  k) 2 RV2(1 ):
Thus,
a0n 
1
 (3  2) (2)
n
( )('(x; y)  n) 2 RV2 1:
To check (4.13), one more application of the formula on p. 156 of Aaronson (1997)
yields
(\T  T )k1(AA)c\f'(x;y)=kg
 
(x0; y0); (x1; y1) : : :

= 1f(x0;y0)=(0;0)g
X
(i0;j0)6=(0;0)
i0j0
X
(i1;j1) 6=(0;0)
pi0i1pj0j1 : : :
X
(ik 1;jk 1)6=(0;0)
pik 2ik 1pik 10pjk 2jk 1pjk 10 :
Therefore (4.13) holds, and in this case, Theorem 4.2.1 applies as well.
Example 4.3.2. In this example, we will, once again, consider the basic AFN-system
introduced in Example 3.3.6. The setup of the system here is totally the same as that
in Example 3.3.6 (one minor difference is that we will allow the limiting case  = 0 as
well). Let T be a basic AFN map, and we will take the same Darling-Kac set A, which
is bounded away from a family of indifferent fixed points.
Suppose that the parameters  and  lie in the range of either 1 <  < 2, 0   < 1,
or 0 <   1, 0   < 1=(2   ). If a measurable function f : E ! R is supported by
the set A together with a proper integrability assumption, then Theorem 4.2.1 applies.
85
Suppose that 0 <   1 and 1=(2   )   < 1. In this case, we will check (ii) in
Theorem 4.2.1, because unlike Example 4.3.1, the product map T  T is not generally
conservative and ergodic. According to condition (ii), however, the Darling-Kac set
A must be a uniformly returning set. Unfortunately, this is not always the case for
a general basic AFN-system. To overcome this difficulty, we have to impose certain
additional assumptions; see for example, Thaler (2000). If we restrict ourselves to such
a type of a basic AFN-system, then (ii) is satisfied and consequently Theorem 4.2.1
follows.
Example 4.3.3. Wewill construct the dynamical system by a S-unimodal map with flat
critical point. The main reference here is Zweimu¨ller (2004). Let T : [a; b] ! [a; b] be a
S-unimodal map with flat critical point c 2 (a; b). That is, the Schwarzian derivative
of T is nonpositive: ST = T 000=T 0   3
2
(T 00=T 0)2  0, and all derivatives at the critical
point c vanish: T (n)c = 0 for all n  1. Further, assume that Ta = Tb = a and thatR
[a;b]
ln jT 0jd =  1 ( is the one-dimensional Lebesgue measure). In addition, we
suppose that T satisfies Misiurewicz condition, i.e., there is an open interval I contain-
ing c such that T nc =2 I for all n  1. Also, assume that there exists a positive and finite
Lyapunov exponent c = limn!1 n 1 ln j(T n)0(Tc)j.
The dynamical effect of a flat critical point is that the closer the orbit gets to c, the
slower it moves away from the critical orbit (T nc; n  1). Consequently, the orbit stays
in neighborhood of (T nc; n  1) for a nonnegligible amount of time.
It is shown in Zweimu¨ller (2004) that there exists an infinite measure    such
that T is a conservative ergodic and measure preserving map on ([a; b];B([a; b]); ).
From Zweimu¨ller (2004) and Zweimu¨ller (2007a), one can find a Darling-Kac set A,
which is bounded away from the critical orbit (T nc; n  1) such that bT n1A\f'=ng
(A \ f' = ng) ; n  1
!
is bounded on A:
This property in fact proves condition (4.4). The existence of a positive and finite Lya-
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punov exponent guarantees that the normalizing sequence (an) for the Darling-Kac set
is a regularly varying function of the order 0 <  < 1 (see Theorem 7 in Zweimu¨ller
(2004)).
Suppose that the range of the parameters  and  is either 1 <  < 2, 0 <  < 1 or
0 <   1, 0 <  < 1=(2 ). If a measurable function f satisfies a proper integrability
condition and is supported by the set A, Theorem 4.2.1 applies.
4.4 Appendix
Lemmas 4.4.1, 4.4.2, and 4.4.3 below are necessary components for the proof of Propo-
sitions 4.2.5 and 4.2.7. Throughout the Appendix, we suppose the conditions described
in Theorem 4.2.1. The most important result established in these lemmas is
E
 1cn
nX
k=1
fk(Vi)fk+h(Vj)q(Vi)
 1=0q(Vj) 1=
0

0
! 0; for i 6= j : (4.28)
The first lemma treats the case when  and  lie in the range of (4.9).
Lemma 4.4.1. Suppose the conditions of Theorem 4.2.1, where  and  lie in the range of (4.9).
We fix a constant  > 0 such that
 <   1 if 1 <  < 2 ;
 < 

1  1
2  (2  )

if 0 <   1; 0   < 1
2   :
Let 0 =   . Then, (4.28) holds.
Proof. First, suppose that 1 <  < 2. Since 0 > 1, Minkowski’s inequality applies to
obtain
E
 1cn
nX
k=1
fk(Vi)fk+h(Vj)q(Vi)
 1=0q(Vj) 1=
0

0
=
1
c0n
Z
EE
 nX
k=1
fk(x)fk(y)
0()(dx dy)
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

n
cn
0 Z
E
jf j0d
2
:
Since n=cn 2 RV(1 )(1 2=) with (1  )(1  2=) < 0, we have n=cn ! 0.
Next, suppose that 0 <   1 and 0   < 1=(2   ). In this case, a simple
application of the triangle inequality gives
E
 1cn
nX
k=1
fk(Vi)fk+h(Vj)q(Vi)
 1=0q(Vj) 1=
0

0
=
1
c0n
Z
EE
 nX
k=1
fk(x)fk(y)
0()(dx dy)
 n
c0n
Z
E
jf j0d
2
:
However, we see that n=c0n 2 RV1 0(+2(1 )=) with 1  0( + 2(1  )=) < 0.
As compared with the case where  and  lie in the range (4.9), establishing (4.28)
in the case 0 <   1 and 1=(2  )   < 1 is more difficult. Indeed, if 0 <   1 and
1=(2   )   < 1, a simple manipulation of the basic inequalities as we have seen in
Lemma 4.4.1 cannot lead us to (4.28). Thus, we need some alternative approaches.
A possible alternative approach is to assume that the product map T  T still
has nice properties as given in (i) of Theorem 4.2.1. Specifically, in the next lemma,
we will assume that T  T is still conservative and ergodic on a measure space
(E  E; E  E ;   ), and further, it is also pointwise dual ergodic. The benefit of
this assumption is that we can explicitly calculate the exact growth rate of the quantityR
EE j
Pn
k=1 fk(x)fk(y)j
0
( )(dx dy).
Lemma 4.4.2. Suppose the conditions of Theorem 4.2.1, where 0 <   1 and 1=(2   ) 
 < 1, and particularly assume condition (i). We fix 0 <  < 2=( + 2) and let 0 =    .
Then, (4.28) follows.
Proof. Denote by Sn(f  f)(x; y) =
Pn
k=1 fk(x)fk(y) a partial sum defined on a product
space EE. By virtue of (4.13), proceeding as in the proof of Proposition 2.2.5, we can
get
Sn(f  f)(x; y)
a0n
) (f)2 (2)M2 1(1  V2 1) in R ; (4.29)
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where the weak convergence takes place under a probability measure
( )n() = ( )( \ f'(x; y)  ng)=( )('(x; y)  n) : (4.30)
Here,M2 1(t) is the Mittag-Leffler process with exponent 2   1, and V2 1 is defined
by (2.34).
From (2.6), (2.8), and the assumption that T  T is a conservative and ergodic map, we
can obtain
( )('(x; y)  n)  1
 (3  2) (2)
n
a0n
;
from which ( )('(x; y)  n) 2 RV2(1 ) follows.
Now, we have
E
 nX
k=1
fk(Vi)fk+h(Vj)q(Vi)
 1=0q(Vj) 1=
0
0 = Z
EE
jSn(f  f)(x; y)j0( )(dx dy)
= (a0n)
0( )('(x; y)  n)
Z
EE
Sn(f  f)(x; y)a0n
0 ( )n(dx dy) :
Uniform integrability of (jSn(f  f)=a0nj0 ; n  1) and (4.29) guaranteeZ
EE
Sn(f  f)(x; y)a0n
0 ( )n(dx dy)! (f)20 (2)0EM2 1(1  V2 1)0 <1 :
On the other hand, (4.8) implies c0n 2 RV0(+2(1 )=). Thus,
E
 1cn
nX
k=1
fk(Vi)fk+h(Vj)q(Vi)
 1=0q(Vj) 1=
0

0
2 RV(2 1)0+2(1 ) 0(+2(1 )=)):
Owing to the constraint on , we have (2   1)0 + 2(1   )   0( + 2(1   )=) < 0
and hence (4.28) is complete.
The argument in Lemma 4.4.2 requires that the product map T  T to be conserva-
tive and ergodic. However, this is not necessarily true in general; see Example 4.3.2. It
is, therefore, beneficial to get (4.28) without conservativity and ergodicity of the prod-
uct map T  T .
Lemma 4.4.3. Suppose the conditions of Theorem 4.2.1, where 0 <   1 and 1=(2   ) 
 < 1, and particularly assume condition (ii). We fix 0 <  < 2=(+ 2) and let 0 =   .
Then, (4.28) follows.
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Proof. We start by claiming
1
a0n
nX
k=1
(\T  T )k1AA(x; y)! (A)2 uniformly, a.e. on A A ; (4.31)
where
a0n =

 (1 + )
 ()
2
 (2   1)
 (2)
a2n
n
:
Indeed, from (2.9) and (4.14), we see that
nX
k=1
(\T  T )k1AA(x; y) =
nX
k=1
bT k1A(x)bT k1A(y)
 (A)
2
 ()2 (2  )2
nX
k=1
1
w2k
uniformly, a.e. on A A :
Applying the Karamata’s Tauberian theorem for power series (see e.g., Corollary 1.7.3
in Bingham et al. (1987)) to relation (2.8),
nX
k=1
1
w2k
  (2  )2 (1 + )2 (2   1)
 (2)
a2n
n
as n!1 :
Thus, (4.31) is complete.
Now, (4.31) ensures that A  A can be viewed as a Darling-Kac set for the product
map TT . As argued in Remark 2.2.6, even if TT is neither conservative nor ergodic,Z
EE

Sn(1AA)(x; y)
a0n
r
( )(dx dy)  (A)2rr!  (2)
r 1
 (r(2   1) + 3  2)
n
a0n
holds.
Next, we define a probability measure ( )n() by
( )n() = ( )(f'(x)  n; '(y)  ng \ )=('  n)2:
Notice that the above definition of (  )n differs from (4.30) given in Lemma 4.4.2.
Then, we have Z
EE

Sn(1AA)(x; y)
a0n
r
( )n(dx dy)
=
1
('  n)2
Z
EE

Sn(1AA)(x; y)
a0n
r
( )(dx dy)
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! (A)2rr!  ()
2 (2  )2 (2)r
 (2   1) (r(2   1) + 3  2)  (A)
2rr :
The sequence (r) determines, uniquely in law, a random variable Z , whose rth mo-
ment coincides with r itself. To see this, it is enough to check the Carleman sufficient
condition
P1
k=1 
 1=2k
2k =1, which can be easily checked by Stirling’s formula together
with elementary algebra. It is thus concluded that with respect to ( )n,
Sn(1AA)(x; y)
a0n
) (A)2Z in R :
Since f is a bounded and is supported by A, there is a constant C1 > 0 such that
E
 nX
k=1
fk(Vi)fk+h(Vj)q(Vi)
 1=0q(Vj) 1=
0
0 = Z
EE
jSn(f  f)(x; y)j0( )(dx dy)
 C1
Z
EE
jSn(1AA)(x; y)j0( )(dx dy)
= C1(a
0
n)
0('  n)2
Z
EE
Sn(1AA)(x; y)a0n
0 ( )n(dx dy) :
Because of the uniform integrability of (jSn(1AA)=a0nj0 ; n  1), we see thatR
EE jSn(1AA)=a0nj
0
d(  )n converges to some positive finite constant. The rest of
the discussion is the same as Lemma 4.4.2.
Finally, we provide useful inequalities, which will supplementarily be used in the
proof of Propositions 4.2.5 and 4.2.7.
Lemma 4.4.4. Fix  > 0 as specified in Lemma 4.4.1, 4.4.2, or 4.4.3. Let 0 =    and define
W
(n;0)
ij =
1
cn
nX
k=1
fk(Vi)fk+h(Vj)q(Vi)
 1=0q(Vj) 1=
0
:
Let
ln+ x =
8><>: lnx if x > 1 ;0 otherwise.
(a) There exist an integerm0 > 0 and constants C > 0,  < 0, such that for anym  m0,
E
 X
m<i<j<1
ijU
 
;1

 iq(Vi)
2

U ;1

 jq(Vj)
2

1
cn
nX
k=1
fk(Vi)fk+h(Vj)1fjW (n;0)ij j0ijg

0
91
 C

E
 jW (n;0)ij j0(1 + ln+ jW (n;0)ij j);
E
 X
m<i<j<1
ijU
 
;1

 iq(Vi)
2

U ;1

 jq(Vj)
2

1
cn
nX
k=1
fk(Vi)fk+h(Vj)1fjW (n;0)ij j0>ijg

0
 CE jW (n;0)ij j0(1 + ln2+ jW (n;0)ij j):
(b) There exist an integerm0 > 0 and constants C > 0,  < 0, such that for anym  m0 and
i  1,
E

1X
j=m+1
jU
 
;1

 jq(Vj)
2

1
cn
nX
k=1
fk(Vi)fk+h(Vj)q(Vi)
 1=01fjW (n;0)ij j0jg

0
 C EjW (n;0)ij j0 ;
E

1X
j=m+1
jU
 
;1

 jq(Vj)
2

1
cn
nX
k=1
fk(Vi)fk+h(Vj)q(Vi)
 1=01fjW (n;0)ij j0>jg

0
 CE jW (n;0)ij j0(1 + ln+ jW (n;0)ij j) :
Proof. The proof is analogous to that of Proposition 5.1 in Samorodnitsky and Szulga
(1989), but an obvious upper bound U ;1(x)  Cx 1=0 , x > 0, has to be suitably ap-
plied.
Remark 4.4.5. The inequalities in Lemma 4.4.4 will still hold, even if the parameter
0 and the inverse function U ;1() are replaced by the constant p0 given in (4.3) and
U ;2(), respectively.
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CHAPTER 5
LIMIT THEORY FOR PARTIAL MAXIMA FOR SYMMETRIC -STABLE
PROCESSES GENERATED BY CONSERVATIVE FLOWS
5.1 The setup
We will consider a stationary symmetric -stable process X = (X1; X2; : : : ) with 0 <
 < 2 (we call it a SS process for short). Every (not necessarily stationary) SS process
has an integral representation
Xn =
Z
E
fn(x)dM(x); n = 1; 2; : : : (5.1)
for an SS randommeasureM on a measurable space (E; E)with -finite control mea-
sure  and a family (fn)  L(). Bretagnolle et al. (1966) and Schreiber (1972) orig-
inally studied a general integral representation of such types and even treated SS
processes (X(t); t 2 T ) with an arbitrary index set T . If, additionally, the process
X = (X1; X2; : : : ) is stationary, one can choose the kernel (fn) in the canonical form
fn(x) = an(x)

d  n
d
(x)
1=
f  n(x); x 2 E (5.2)
for n = 1; 2; : : : , where  : E ! E is a one-to-one map with both  and  1 measurable,
mapping the control measure  into an equivalent measure, and
an(x) =
n 1Y
j=0
u  j(x); x 2 E
for n = 1; 2; : : : , with u : E ! f 1; 1g a measurable function and f 2 L(). We refer
to Rosin´ski (1995) for more details, and to Samorodnitsky and Taqqu (1994) for general
information on the integrals by SS random measures.
In this chapter, we will focus on a little more restrictive class of stationary SS pro-
cesses
Xn =
Z
E
f  T n(x)dM(x); n = 1; 2; : : : : (5.3)
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Here M is an SS random measure on a measurable space (E; E) with 0 <  < 2 and
-finite infinite control measure . T : E ! E is a measurable map that preserves ,
and f 2 L(). We denote fn(x) = f  T n(x), x 2 E, n = 1; 2; : : : .
Adopting the single Poisson jump assumption as in Samorodnitsky (2004), we will
investigate the limit behavior of the partial maximamax1kbntc jXkj, n = 1; 2; : : : , t  0.
A central assumption of this chapter is, once again, that the flow (T n) is a conservative
flow. Namely, T : E ! E is a conservative ergodic and measure preserving map on
a -finite infinite measure space (E; E ; ). We will assume that T is a pointwise dual
ergodic map with regularly varying return sequence (an) 2 RV1  , 1=2 <  < 1. In
the previous chapters, we have set (an) 2 RV , but for notational convenience, we will
switch the exponent from  to 1  . Due to pointwise dual ergodicity for the operator
T , one can always find a uniform set A 2 E , 0 < (A) < 1, under which (2.3) holds.
Moreover, as in Chapter 3, we will add an extra assumption on the set A; let A0 = A,
An = A
c \ f' = ng, n  1, with ' being the first entrance time of A. There exists a
measurable function K : E ! R+ such that
bT n1An
(An)
! K uniformly, a.e. on A. (5.4)
We will further assume that f is supported by A, and it satisfies
sup
n1
w 1n
Z
E
max
1kn
jfk(x)j+(dx) <1 (5.5)
for some  > 0 and a wandering sequence (wn).
As in Chapters 3 and 4, the marginal heavy tailedness and long memory in the
process X = (X1; X2; : : : ) will completely depict the limiting behavior of the partial
maxima process. In particular, the assumption that the process X is generated by a
conservative flow relates to the long memory in the process.
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5.2 Limiting Processes
Before stating the main limit theorem, we need to identify the limiting process. We
define a -finite and infinite measure
(dx) = x
 1dx; 0 < x <1 for some  2 (0; 1) :
Let 0 <  < 2 and M; be an independently scattered, -Fre´chet sup-measure on
(R+;B(R+)) with control measure  . Specifically,M; is formulated as follows:
 For any 0 = t0 < t1 <    < td <1,
 
M;((ti 1; ti]); i = 1; : : : ; d

are independent
random variables.
 For any t > 0, we have
P
 
M;((0; t])  x

= expf ((0; t])x g = expf tx g; x > 0 ;
that is,M;((0; t]) is an -Fre´chet random variable with scale coefficient t=.
 For any 0 = t0 < t1 <    < td <1,
M;((0; td]) =
d_
j=1
M;((tj 1; tj])  max
1jd
M;((tj 1; tj]) a.s. :
In fact, Z;(t) = M;((0; t]) will turn out to be a weak limit in the main limit theo-
rem. (Z;(t)) has almost surely nondecreasing, right-continuous sample paths with
left limits. (Z;(t)) is, in fact, a new class of an -Fre´chet process characterized by a
parameter  2 (0; 1). A formal substitution of  = 1 leads to the so-called classical
extremal process (see Chapter 4 in Resnick (1987)). It is also straightforward to check
that (Z;(t); t  0) is self-similar with exponent H = =; let
Vd
i=1 ai = min1id ai.
For any 0 = t0 < t1 <    < td <1, c > 0, and i > 0, i = 1; : : : ; d, we have
P
 
Z;(cti)  i; i = 1; : : : ; d

= P
 
M;((cti 1; cti]) 
d^
j=i
j ; i = 1; : : : ; d
!
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=
dY
i=1
P
 
M;((cti 1; cti]) 
d^
j=i
j
!
= exp
8<: 
dX
i=1
 
(cti)
   (cti 1))
 
d^
j=i
j
! 9=;
= P
 
c=Z;(ti)  i; i = 1; : : : ; d

:
Moreover, we can prove that
 
Z;(t)

possesses the following property.
Definition 5.2.1. A stochastic process (Y (t); t  0) has max-stationary increments if for
every r > 0, there exists a stochastic process
 
Y (r)(t); t  0 such that
 
Y (r)(t); t  0 d= (Y (t); t  0) ;
(Y (t+ r); t  0) d=  Y (r) _ Y (r)(t); t  0 :
In the case of (Z;(t)), observe first that (Z;(t)) is distributionally equal to
U;(t) = sup f jk : tk  tg ; t  0 ;
where (jk; tk) denotes the points of a Poisson random measure on R2+ with mean mea-
sure   , (x;1) = x , x > 0 and  is the one-dimensional Lebesgue measure on
R+.
Given r > 0, we define
U
(r)
;(t) = sup f jk : (t+ r)   t  tk  (t+ r)g :
Then, it is not difficult to show that
 
U
(r)
;(t); t  0
 d
=
 
U;(t); t  0

;
U;(t+ r) = U;(r) _ U (r);(t) for all t  0;
thus, (Z;(t)) possesses max-stationary increments.
Under a mild condition, whenever the normalized partial maxima process weakly
converges to some nondegenerate weak limit, the limit must be a self-similar pro-
cess (Lamperti (1962)). Hence, a study of self-similar -Fre´chet processes with max-
stationary increments may provide deeper understanding of general weak limits of
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the normalized partial maxima. Unfortunately, for lack of space, we leave the details
to future work.
Finally, we recall a certain useful spectral representation for (Z;(t)) when t is re-
stricted in [0; 1]:
(Z;(t); 0  t  1) d=
 1_
j=1
 
 1=
j 1fVjtg; 0  t  1
!
;
where  j , j = 1; 2; : : : , are arrival times of a unit rate Poisson process, and (Vj) are i.i.d.
random variables with P (V1  x) = x , 0 < x  1, independent of ( j). We refer to
Stoev and Taqqu (2005) for more information about -Fre´chet sup-measures and their
spectral representation.
5.3 Limit Theorem on the Partial Maxima
This section describes the limit theorems on the partial maximamax1kdnte jXkj, t  0,
for the processX = (X1; X2; : : : ) given in (5.3). As we did in Chapters 3 and 4, we will
first find how rapidly the partial maxima grow. Indeed, we will later justify that
bn =
Z
E
max
1kn
jfk(x)j(dx)
1=
; n = 1; 2; : : :
works as a proper normalizing sequence.
The quantity bn itself has been known to capture, to some extent, the growing rate
of max1kn jXkj, even without the stationarity of the process X; see Marcus (1984).
According to Samorodnitsky (2004), if a stationary SS process is given in a general
form (5.1) together with a canonical kernel (5.2), and if the process is generated by a
conservative flow, then the sequence (bn) grows strictly slower than n1=. Given the
more restrictive form (5.3), we will see that under the conditions of the main limit
theorem,
(bn) 2 RV= : (5.6)
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This implies that the growing rate of the partial maxima is determined by not only
heavy tailedness of the marginals but also the memory length. This is in contrast to
processes generated by dissipative flows. For example, the partial maxima for moving
averages with regularly varying innovations of index   grow at a regularly varying
rate of exponent 1=. Substituting  = 1 into (5.6) yields (bn) 2 RV1=, which means
that as  gets closer to 1, the process exhibits shorter memory. Equivalently, smaller 
corresponds to longer memory in the process.
Clearly, the weak convergence of b 1n max1kbntc jXkj should be explored inD[0;1)
(the space of right-continuous functions with left limits). In this chapter, we shall en-
dow the space D[0;1) with two different topologies that are called the Skorohod J1-
topology and the Skorohod M1-topology. As their names show, the study of these
topologies was originally started by Skorohod (1956). The J1-topology is more famous
and is rigorously reviewed by, for example, Billingsley (1999). To understand the dif-
ference between these two topologies, we consider a sequence (xn) in D[0; 1] whose
limit is x. To obtain xn ! x in the J1-topology, xn must have a single jump around
the jump of x and, further, both the magnitude and location of the jump in xn must
converge to those of the limit x. For this reason, when we equip D[0; 1] with the J1-
topology, neither
xn = n(t  2 1 + n 1)1[2 1 n 1;2 1) + 1[2 1;1] (5.7)
nor
xn = 2
 11[2 1 n 1;2 1) + 1[2 1;1] (5.8)
converges to x = 1[2 1;1] (these examples are provided in Chapter 3 of Whitt (2002)).
In the case of theM1-topology, (xn) is allowed to have multiple jumps around a single
jump of x. However, the completed graph (graph + vertical segments) of (xn) must
approach that of x in the sense of the SkorohodM1-metric. In fact, the sequences (5.7)
and (5.8) converge to x = 1[2 1;1] under the SkorohodM1-metric. Whitt (2002) gives an
elegant review of these Skorohod topologies.
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In Theorem 5.3.1 below, if a marginal of the process X has the simplest integrand
f = 1A, then b 1n max1kbntc jXkj possesses “single jump structure”; therefore, weak
convergence occurs in the J1-topology. In general, however, b 1n max1kbntc jXkj will
have “multiple jump structure,” and hence the space D[0;1) must be endowed with
theM1-topology.
Finally, we recall that C denotes an -stable tail constant; see (3.18), and now, we
are ready to state the main limit theorem.
Theorem 5.3.1. Let T be a conservative ergodic and measure preserving map on a -finite
infinite measure space (E; E ; ). We assume that T is a pointwise dual ergodic map with
normalizing sequence (an) 2 RV1  , 1=2 <  < 1. Suppose that T admits a uniform set
A 2 E , 0 < (A) <1.
LetM be a SS random measure, 0 <  < 2 on (E; E) with control measure .
Let f : E ! R be a L()-integrable function that is supported by A and satisfies (5.5).
Then,
bn =
Z
E
max
1kn
jfk(x)j(dx)
1=
2 RV= :
Furthermore, if T satisfies (5.4), the stationary SS processX given in (5.3) satisfies
1
bn
max
1kbntc
jXkj ) C1= Z;(t) in D[0;1) ;
where) means weak convergence and the space D[0;1) is equipped with the Skorohod M1-
topology.
Moreover, if f = 1A, then the above convergence occurs in the Skorohod J1-topology.
Proof. First, we claim that condition (5.5) is equivalent to the boundedness of f . If f
is a bounded function, (5.5) is obviously true. Conversely, suppose for a contradiction
that (5.5) holds and f is not bounded. Then,
Bh =

x 2 A : jf(x)j > h	
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is a set of positive -measure for every h > 0.
We see that
w 1n
Z
E
max
1kn
jfk(x)j+(dx)  h+w 1n 
 n[
j=1
T jBh

:
Since Bh is contained in A and (Bh) > 0, Bh is also a uniform set with the same
normalizing sequence (an). By Proposition 3.8.7 in Aaronson (1997),

 n[
j=1
T jBh

 1
 (2  ) (1 + )
n
an
and so, we obtain 
 Sn
j=1 T
 jBh
  wn as n!1.
Hence, we have
sup
n1
w 1n
Z
E
max
1kn
jfk(x)j+(dx)  h+
for every h > 0. Letting h!1 on the right hand side yields a contradiction.
Now, we may assume that
kfk1 = inf

M : jf(x)j M a.e. on E	 <1 :
Next, we will identify the regular variation exponent of (bn).
On the one hand,
bn  kfk1('  n) 2 RV ;
where '(x) = minfn  1 : T nx 2 Ag is the first entrance time of the set A.
Let  2 (0; kfk1) be an arbitrary constant and introduce the event
B =

x 2 A : jf(x)j  kfk1   
	
:
Then, (B) > 0 and thus B is another uniform set whose normalizing sequence is
given by (an). The lower bound for bn is obtained by
bn 
 kfk1     n[
j=1
T jB

:
Since  is arbitrary, the fact that 
 Sn
j=1 T
 jB
  ('  n) proves (bn) 2 RV=.
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Here, it is noteworthy that if T satisfies an extra condition (5.4), we can capture
asymptotic behavior of (bn)more precisely. Let
Mn(f)(x) = max
1kn
jfk(x)j and M1(f)(x) = sup
k1
jfk(x)j; x 2 E :
Define a probability measure on E by
n() = ( \ f'  ng)=('  n) :
Proposition 2.2.7 gives weak convergence
n  (Mn(f)) 1 )   (M1(f)) 1 in R+ ; (5.9)
where () = RK(x)(dx) is a probability measure on E.
Condition (5.5) leads to uniform integrability of
 
Mn(f)
; n  1 with respect to n
and, hence, (5.9) implies Z
E
Mn(f)
dn !
Z
A
M1(f)d :
Notice that the limit is finite because kfk1 <1. Thus,
bn = ('  n)
Z
E
Mn(f)
dn  ('  n)
Z
A
M1(f)d : (5.10)
For any random element in D[0;1) with nondecreasing sample paths, weak con-
vergence in the M1-topology is equivalent to the corresponding finite-dimensional
weak convergence. This equivalence can be directly checked by the tightness con-
dition in Skorohod’s original work (see Skorohod (1956)). Refer also to Avram and
Taqqu (1992). Obviously, b 1n max1kbntc jXkj has nondecreasing and right-continuous
sample paths with left limits. Therefore, it is enough to show weak convergence of
finite-dimensional distributions. Fix 0 = t0 < t1 <    < td, d  1. By virtue of the
regular variation of (bn), we may and will assume that td  1. We use a series repre-
sentation of the random vector (X1; : : : ; Xn):
(Xk; k = 1; : : : ; n)
d
=
 
bnC
1=

1X
j=1
j 
 1=
j
fk(U
(n)
j )
max1in jfi(U (n)j )j
; k = 1; : : : ; n
!
; (5.11)
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where (j) are i.i.d. Rademacher random variables taking1with probability 1=2, ( j)
are arrival times of a Poisson process with unit parameter, and (U (n)j ) are i.i.d. random
variables with common distribution given by
dn
d
(x) =
1
bn
max
1kn
jfk(x)j ; x 2 E :
Here (j), ( j), and (U
(n)
j ) are taken to be independent. We refer to Section 3.10 of
Samorodnitsky and Taqqu (1994) for series representation of -stable random vectors.
An important observation is that, in the series representation (5.11), only one largest
Poisson jump will contribute to the value of the maximum. Specifically, we may say
that as n!1,
'n()  P
 
n[
k=1
(
 
 1=
j
jfk(U (n)j )j
max1in jfi(U (n)j )j
>  for at least 2 different j = 1; 2; : : :
)!
! 0 (5.12)
for every  > 0. To see this, observe first that n 1=2bn ! 1 as n ! 1. By virtue of
Remark 4.2 in Samorodnitsky (2004),
P
 
n[
k=1
(
jfk(U (n)j )j
max1in jfi(U (n)j )j
> ; j = 1; 2
)!
! 0
holds for every  > 0 and, subsequently, the same argument as in p. 1453 of Samorod-
nitsky (2004) leads us to (5.12).
Having fixed 1; : : : ; d > 0, it will be proved that for every  > 0,
P
 
b 1n max
1kbntic
jXkj > i; i = 1; : : : ; d

 P
 
C1=
1_
j=1
 
 1=
j
max1kbntic jfk(U (n)j )j
max1kn jfk(U (n)j )j
> i(1  ); i = 1; : : : ; d
!
+ o(1) (5.13)
and that
P
 
b 1n max
1kbntic
jXkj > i; i = 1; : : : ; d

 P
 
C1=
1_
j=1
 
 1=
j
max1kbntic jfk(U (n)j )j
max1kn jfk(U (n)j )j
> i(1 + ); i = 1; : : : ; d
!
+ o(1) : (5.14)
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Since the argument for (5.13) and the argument for (5.14) are very similar, we only
prove (5.13). Let K 2 N and 0 <  < 1 be constants so that
K + 1 >
4

and    K > 0 :
Then, we proceed as follows:
P
 
b 1n max
1kbntic
jXkj > i; i = 1; : : : ; d

 P
 
C1=
1_
j=1
 
 1=
j
max1kbntic jfk(U (n)j )j
max1kn jfk(U (n)j )j
> i(1  ); i = 1; : : : ; d
!
+'n
 
C 1=  min
1id
i

+
dX
i=1
P
 
C1= max
1kbntic

1X
j=1
j 
 1=
j
fk(U
n
j )
max1in jfi(U (n)j )j
 > i ;
C1=
1_
j=1
 
 1=
j
max1kbntic jfk(U (n)j )j
max1kn jfk(U (n)j )j
 i(1  ) ; and for eachm = 1; : : : ; n;
C1=  
 1=
j
jfm(U (n)j )j
max1in jfi(U (n)j )j
>  min
1id
i for at most one j = 1; 2; : : :
!
:
By (5.12), it is enough to show that for all  > 0 and 0  t  1,
P
 
C1= max
1kbntc

1X
j=1
j 
 1=
j
fk(U
n
j )
max1in jfi(U (n)j )j
 >  ; (5.15)
C1=
1_
j=1
 
 1=
j
max1kbntc jfk(U (n)j )j
max1kn jfk(U (n)j )j
 (1  ) ; and for eachm = 1; : : : ; n;
C1=  
 1=
j
jfm(U (n)j )j
max1in jfi(U (n)j )j
>  for at most one j = 1; 2; : : :
!
! 0 :
Let
kfk =
Z
E
jf(x)j(dx)
1=
:
For every k = 1; 2; : : : ; n, the Poisson random measure represented by the points
 
j 
 1=
j fk(U
(n)
j )
 
max
1in
jfi(U (n)j )j
 1
; j = 1; 2; : : :

has the same mean measure as that represented by the points
 
j 
 1=
j kfkb 1n ; j = 1; 2; : : :

:
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Namely, these two Poisson random measures distributionally coincide.
From this fact, the probability in the left hand side of (5.15) is bounded by
bntcX
k=1
P
 
C1=

1X
j=1
j 
 1=
j
fk(U
(n)
j )
max1in jfi(U (n)j )j
 >  ;
C1=
1_
j=1
 
 1=
j
fk(U
(n)
j )
max1in jfi(U (n)j )j
 (1  ) ;
C1=  
 1=
j
jfk(U (n)j )j
max1in jfi(U (n)j )j
>  for at most one j = 1; 2; : : :
!
= bntcP
 
C1=

1X
j=1
j 
 1=
j
 > kfk 1 bn ; C1=
1_
j=1
 
 1=
j  (1  )kfk 1 bn ;
C1=  
 1=
j > kfk 1 bn for at most one j = 1; 2; : : :
!
 nP
 
C1=

1X
j=K+1
j 
 1=
j
 > (   K)kfk 1 bn
!
 nkfk
4
C
4=

(   K)44b4n
E

1X
j=K+1
j 
 1=
j

4
:
Due to the constraintK + 1 > 4=,
E

1X
j=K+1
j 
 1=
j

4
<1;
see Samorodnitsky (2004) for a detailed proof. Since n=b4n ! 0 as n ! 1, (5.15) is
obtained.
A constant  > 0 in (5.13) and (5.14) is arbitrarily chosen. Hence, the proof of finite-
dimensional weak convergence will be finished if we can show convergence in law of
the form 1_
j=1
 
 1=
j
max1kbntic jfk(U (n)j )j
max1kn jfk(U (n)j )j
; i = 1; : : : ; d
!
) (Z;(ti); i = 1; : : : ; d) in Rd+ :
(5.16)
Let
P1
j=1 ( j ;U(n)j )
denote the Poisson random measure with mean measure   n (
represents Dirac measure and  is the one-dimensional Lebesgue measure on R+), and
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Sn : R+  E ! R+ is defined by
Sn(r; x) = r
 1= Mn(f)(x) 1 Mbnt1c(f)(x); : : : ;Mbntdc(f)(x) ; r > 0; x 2 E :
Then, for 1; : : : ; d > 0,
P
 1_
j=1
 
 1=
j
max1kbntic jfk(U (n)j )j
max1kn jfk(U (n)j )j
 i ; i = 1; : : : ; d
!
= P
 1X
j=1

Sn( j ;U
(n)
j )

(0; 1]     (0; d]
c
= 0
!
= exp
n
 ( n)  S 1n

(0; 1]     (0; d]
co
= exp
(
 ( n)
(
(r; x) :
d_
j=1
 j
 
Mbntjc(f)(x)
 
Mn(f)(x)
 > r
))
= exp
(
 b n
Z
E
d_
j=1
 j Mbntjc(f)
d
)
:
It follows from (5.10) that
1
bn
Z
E
d_
j=1
 j Mbntjc(f)
d 
Z
A
M1(f)d
 1 Z
E
d_
j=1
 j Mbntjc(f)
dn : (5.17)
Then, Proposition 2.2.7 yields
n 
 
d_
j=1
 1j Mbntjc(f)
! 1
)    P 0  M1(f) d_
j=1
 1j 1fVtjg
! 1
in R+ ;
where V is a random variable defined on a probability space (
0;F 0; P 0) with P 0
 
V 
x

= x , 0 < x  1. Thus, from (5.17) and the uniform integrability of  Mn(f); n  1
with respect to n,
1
bn
Z
E
d_
j=1
 j Mbntjc(f)
d!
Z

0
d_
j=1
 j 1fVtjgdP
0
=
dX
i=1
Z ti
ti 1
d_
j=i
 j x
 1dx =
dX
i=1
(ti   ti 1)
 
d^
j=i
j
! 
:
Now we conclude
P
 1_
j=1
 
 1=
j
max1kbntic jfk(U (n)j )j
max1kn jfk(U (n)j )j
 i ; i = 1; : : : ; d
!
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! exp
8<: 
dX
i=1
(ti   ti 1)
 
d^
j=i
j
! 9=; :
On the other hand, from the definition and the properties of
 
Z;(t); t  0

, it is easy
to verify that
P
 
Z;(ti)  i; i = 1; : : : ; d

= exp
8<: 
dX
i=1
(ti   ti 1)
 
d^
j=i
j
! 9=; :
Therefore, (5.16) has been completed.
In the case of f = 1A, we can establish weak convergence in the space D[0;1)
endowed with the J1-topology. By virtue of the regular variation of (bn), we only need
to prove the weak convergence in the space D[0; 1]. Truncating series representation
(5.11) by the first K terms, it will be shown that
C1= max
1kbntc

KX
j=1
j 
 1=
j 1A  T k(U (n)j )
) C1=
K_
j=1
 
 1=
j 1fVjtg in D[0; 1] ; (5.18)
where (Vj) are i.i.d. random variables with P (Vj  x) = x , 0 < x  1. Assume for
simplicity that (Vj) lives on the same probability space as the random variables on the
left hand side.
For the proof of the finite-dimensional weak convergence, fix 0 = t0 < t1 <    < td  1,
d  1. By the same (or even easier) argument as the one leading to (5.13) and (5.14), it
suffices to show the following: 
K_
j=1
 
 1=
j max
1kbntic
1A  T k(U (n)j ); i = 1; : : : ; d
!
(5.19)
)
 
K_
j=1
 
 1=
j 1fVjtig; i = 1; : : : ; d
!
in Rd+ :
First, we will prove
max
1kbntic
1A  T k(U (n)j ); i = 1; : : : ; d

)  1fVjtig; i = 1; : : : ; d in Rd+
for every j = 1; : : : ; K. To see this, we fix 1; : : : ; d > 0 and j 2 f1; : : : ; Kg. Then
P
 
d_
i=1
i max
1kbntic
1A  T k(U (n)j ) > 
!
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=
1
bn
Z
E
1
 
d_
i=1
iMbntic(1A) > 
!
Mn(1A)
d = n
 
d_
i=1
iMbntic(1A) > 
!
:
Observing thatM1(1A) = 1 a.e. on A, Proposition 2.2.7 gives
n
 
d_
i=1
iMbntic(1A) > 
!
! P 0
 
d_
i=1
i1fVtig > 
!
= P
 
d_
i=1
i1fVjtig > 
!
:
Since (U (n)j ) and ( j) are independent, we obtain (5.19).
Let
Y
(k;n)
j = j 
 1=
j 1A  T k(U (n)j ) ;
and we will show the tightness of
 
max1kbntc j
PK
j=1 Y
(k;n)
j j ; 0  t  1

in the space
D[0; 1]. To this aim, let
B(K)n =
n\
m=1
n
U
(n)
j 2 T mA for at most one j 2 f1; : : : ; Kg
o
:
Then B(K)n is a set of asymptotic probability 1when n!1;
P
 
B(K)n
c
= P
 
n[
k=1
n
U
(n)
j 2 T kA for at least 2 different j 2 f1; : : : ; Kg
o!
 K2P
 
n[
k=1
n
U
(n)
1 2 T kA; U (n)2 2 T kA
o!
 K2
nX
k=1
P
 
U
(n)
1 2 T kA
2  K2(A)2 n
b2n
! 0 :
Therefore, we only have to prove the tightness of
 
max1kbntc j
PK
j=1 Y
(k;n)
j j1B(K)n ; 0 
t  1. The sufficient condition we shall check is given by Theorem 13.5 of Billingsley
(1999): there exist constants B > 0 and  > 1 such that
P
 
max
1kbntc

KX
j=1
Y
(k;n)
j
1B(K)n   max1kbnsc

KX
j=1
Y
(k;n)
j
1B(K)n   ; (5.20)
max
1kbnsc

KX
j=1
Y
(k;n)
j
1B(K)n   max1kbnrc

KX
j=1
Y
(k;n)
j
1B(K)n  
!
 B(t  r)
for all 0  r  s  t  1, n  1 and  > 0. If t  r < 1=n, then the probability in the left
hand side vanishes; therefore, we may assume t  r  1=n.
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Let D(n)ik = fU (n)i 2 T kAg. To estimate the probability in (5.20),(
max
1kbntc

KX
j=1
Y
(k;n)
j
1B(K)n   max1kbnsc

KX
j=1
Y
(k;n)
j
1B(K)n  
)

(
max
bnsc+1kbntc

KX
j=1
Y
(k;n)
j
 > max1kbnsc

KX
j=1
Y
(k;n)
j

)
\B(K)n
=
(
K_
j=1
 
 1=
j maxbnsc+1kbntc
1A  T k(U (n)j ) >
K_
j=1
 
 1=
j max
1kbnsc
1A  T k(U (n)j )
)
\B(K)n
=
K[
p=1
 (
  1=p >
K_
j=1
 
 1=
j max
1kbnsc
1A  T k(U (n)j )
)
\B(K)n
\
p 1\
i=1
bntc\
k=bnsc+1
 
D
(n)
ik
c \ bntc[
k=bnsc+1
D
(n)
pk
!
=
K[
p=1
 (
  1=p >
K_
j=1
 
 1=
j max
1kbnsc
1A  T k(U (n)j )
)
\B(K)n
\
p 1\
i=1
bntc\
k=bnsc+1
 
D
(n)
ik
c \ bntc[
k=bnsc+1
D
(n)
pk \
bnsc\
k=1
 
D
(n)
pk
c!
:
The last relation follows from
B(K)n \
bnsc[
k=1
D
(n)
pk 
(
K_
j=1
 
 1=
j max
1kbnsc
1A  T k(U (n)j )    1=p
)
:
Therefore, it turns out that the left hand side of (5.20) is bounded by
P
0@ K[
i=1
0@bnsc\
k=1
 
D
(n)
ik
c \ bntc[
k=bnsc+1
D
(n)
ik
1A \ K[
j=1
0@bnrc\
k=1
 
D
(n)
jk
c \ bnsc[
k=bnrc+1
D
(n)
jk
1A1A
= P
0@ K[
i=1
K[
j=1; i 6=j
0@bnsc\
k=1
 
D
(n)
ik
c \ bntc[
k=bnsc+1
D
(n)
ik \
bnrc\
k=1
 
D
(n)
jk
c \ bnsc[
k=bnrc+1
D
(n)
jk
1A1A
 K2P
0@ bntc[
k=bnrc+1
D
(n)
1k
1A2 = K2  '  bntc   bnrc
('  n)
!2
:
Fix  > 0 with 2(   ) > 1. By the constraint t   r  1=n and the regular variation of
('  ), there is a constant C > 0 such that

 
'  bntc   bnrc
('  n) 

 
'  b2n(t  r)c
('  n)
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 C
b2n(t  r)c
n
 
 2 C(t  r)  :
TakingB = 4 K2C2 and  = 2( ), the required condition (5.20) has been satisfied.
Next, we note that in the space D[0; 1],
C1=
K_
j=1
 
 1=
j 1fVjtg ! C1=
1_
j=1
 
 1=
j 1fVjtg as K !1 a.s. (5.21)
This is because
sup
0t1
 1_
j=1
 
 1=
j 1fVjtg  
K_
j=1
 
 1=
j 1fVjtg
!
= sup
0t1
1_
j=K+1
 
 1=
j 1 (Vj  t; Vi > t; i = 1; : : : ; K)    1=K+1 ! 0
as K !1 a.s..
Now, we have checked two types of convergence (5.18) and (5.21). According to
Theorem 3.2 in Billingsley (1999), in order to finish the proof, it remains to show that
lim
K!1
lim sup
n!1
P
 
max
1kn

1X
j=K+1
j 
 1=
j 1A  T k(U (n)j )
 > 
!
= 0
for every  > 0. We may write
P
 
max
1kn

1X
j=K+1
j 
 1=
j 1A  T k(U (n)j )
 > 
!
=
Z 1
0
e x
xK
K!
P
 
max
1kn

1X
j=1
j
 
 j + x
 1=
1A  T k(U (n)j )
 > 
!
dx

Z (=2) 
0
e x
xK
K!
dx+
Z 1
(=2) 
e x
xK
K!
P
 
max
1kn

1X
j=1
j
 
 j + x
 1=
1A  T k(U (n)j )
 > 
!
dx
Clearly, by Stirling’s formula, the first term vanishes when K ! 1. For the second
term, we will show that for every x  (=2) ,
P
 
max
1kn

1X
j=1
j
 
 j + x
 1=
1A  T k(U (n)j )
 > 
!
! 0 (5.22)
as n!1.
To prove (5.22), by a direct consequence of (5.12),
P
 
n[
k=1
n 
 j + x
 1=
1A  T k(U (n)j ) >  for at least 2 different j = 1; 2; : : :
o!
! 0
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for every  > 0. Choose L 2 N and 0 <  < 1=2 so that
L+ 1 >
4

and
1
2
  L > 0 : (5.23)
Since
P

( 1 + x)
 1= >

2

= 0
for all x  (=2) , we can write
P
 
max
1kn

1X
j=1
j
 
 j + x
 1=
1A  T k(U (n)j )
 > 
!
(5.24)
 P
 
max
1kn

1X
j=1
j
 
 j + x
 1=
1A  T k(U (n)j )
 >  ; 
 1 + x
 1=  
2
; and for eachm = 1; : : : ; n;
 
 j + x
 1=
1A  Tm(U (n)j ) >  for at most one j = 1; 2; : : :
!
+ o(1) :
Notice that for every k = 1; : : : ; n, the Poisson random measure represented by the
points  
j
 
 j + x
 1=
1A  T k(U (n)j ); j = 1; 2; : : :

is distributionally equal to the Poisson random measure represented by the points
 
j
 
bn(A)
 1 j + x
 1=
; j = 1; 2; : : :

:
Now, the first term on the right hand side of (5.24) can be bounded by
nX
k=1
P
 
1X
j=1
j
 
 j + x
 1=
1A  T k(U (n)j )
 >  ;
1_
j=1
 
 j + x
 1=
1A  T k(U (n)j ) 

2
;
 
 j + x
 1=
1A  T k(U (n)j ) >  for at most one j = 1; 2; : : :
!
= nP
 
1X
j=1
j
 
bn(A)
 1 j + x
 1= >  ;
1_
j=1
 
bn(A)
 1 j + x
 1=  
2
;
 
bn(A)
 1 j + x
 1=
>  for at most one j = 1; 2; : : :
!
110
 nP
 
1X
j=L+1
j
 
bn(A)
 1 j + x
 1= >

1
2
  L


!
:
By the contraction inequality for Rademacher series (see e.g. Proposition 1.2.1 of
Kwapien´ and Woyczyn´ski (1992)),
nP
 
1X
j=L+1
j
 
bn(A)
 1 j + x
 1= >

1
2
  L


!
 2nP
 
1X
j=L+1
j 
 1=
j
 >

1
2
  L

(A) 1=bn
!
:
Due to the constraints of the constants L 2 N and 0 <  < 1=2 given in (5.23),
2nP
 
1X
j=L+1
j 
 1=
j
 >

1
2
  L

(A) 1=bn
!
 2n(A)
4=
(2 1   L)44b4n
E

1X
j=L+1
j 
 1=
j

4
! 0
as n!1 and hence (5.22) is complete.
5.4 Examples
Example 5.4.1. We consider the same setup as Example 3.3.5, that is, let (xn; n 2 N)
be an irreducible null recurrent Markov chain with state space Z and transition matrix
P = (pij). Let fj; j 2 Zg be the unique invariant measure of the Markov chain that
satisfies 0 = 1. We define a -finite measure on (E; E) =
 
ZN;B(ZN) by
() =
X
i2Z
iPi() ;
with the usual notation of Pi() being the probability law of the Markov chain starting
in state i 2 Z. Let T : ZN ! ZN be the left shift map T (x0; x1; : : : ) = (x1; x2; : : : ) for
fxk; k = 0; 1; : : : g 2 ZN. Obviously, T preserves the measure . Since the Markov chain
is irreducible and null recurrent, the flow fT ng is conservative and ergodic; see Harris
and Robbins (1953).
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Consider the set A =

x 2 ZN : x0 = 0
	
and the corresponding first entrance time
'(x) = minfn  1 : xn = 0g, x 2 ZN. Assume that
nX
k=1
P0('  k) 2 RV
for some  2 (1=2; 1). As shown in Example 3.3.5, A turns out to be a Darling-Kac set
and hence, T is pointwise dual ergodic with normalizing sequence (an) that is regularly
varyingwith index 1 . Furthermore, condition (5.4) has been seen to hold in Example
3.3.5.
We, thus, conclude that Theorem 5.3.1 applies if we choose any L()-function f
supported by A and satisfying condition (5.5).
Example 5.4.2. We consider the basic AFN-system introduced in Example 3.3.6. The
setup of the basic AFN-system here is the same as Example 3.3.6 except condition
(3.23). Indeed, we assume that for every Z 2  , there is 1=2 < Z < 1 such that
Tx = x+ aZ jx  xZ j(1 Z) 1+1 + o
 jx  xZ j(1 Z) 1+1 as x! xZ in Z;
for some aZ 6= 0. Let  = maxZ2 Z 2 (1=2; 1). Then the normalizing sequence (an) for
pointwise dual ergodicity is regularly varying with exponent 1  . We then conclude
that Theorem 5.3.1 applies if any L()-function f is supported by a Darling-Kac set A
and satisfies (5.5).
112
CHAPTER 6
TAIL MEASURES
6.1 Tail Measures and Their Properties
Let T be an arbitrary (possibly infinite) index set and let (Xt; t 2 T ) be a stochastic
process or a random field, e.g., T = Z for a univariate time series, T = Zf1; : : : ; kg for
a k-dimensional time series, and T = Rd for a random field. It is assumed throughout
this chapter that for any parameter space T , (Xt; t 2 T ) has regularly varying tails.
More precisely, we suppose that there exists a function H : (0;1) ! (0;1) growing
to infinity such that for all t1; : : : ; tk 2 T , k  1, there is a Radon measure t1:::tk on
Rk n f0gwith (Rk n Rk) = 0, such that as u!1,
H(u)P
 
Xt1 ; : : : ; Xtk
 2 u  v! t1:::tk() (6.1)
vaguely in Rk n f0g. We assume that for at least one t0 2 T , t0 is a nonzero mea-
sure. With this assumption, the standard argument regarding regular variation (e.g.,
Resnick (2007)) shows that H(x) is regularly varying with index   for some  > 0.
Furthermore, the Radon measure t1:::tk , t1; : : : ; tk 2 T satisfies the homogeneity prop-
erty: t1:::tk(sA) = s
 t1:::tk(A) for all Borel sets A  R
k n f0g and s > 0. The existence
of the homogeneity exponent  is often emphasized by saying that (Xt; t 2 T ) has
regularly varying tails with index .
Each Radon measure t1:::tk can be seen to contain information regarding the high-
level dependence of (Xt1 ; : : : ; Xtk). However, merely observing each t1:::tk will be in-
sufficient if one hopes to comprehensively capture the extremal behavior of a stochastic
process or a random field as a whole. This is particularly true for the relation between
the probability laws of finite-dimensional random vectors and the probability law of a
stochastic process. We may fail to keep track of the way a stochastic process evolves
dynamically if we focus solely on a family of finite-dimensional random vectors. How-
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ever, the Kolmogorov extension theorem allows one to clarify the connection between
the finite-dimensional random vectors and the corresponding stochastic process. In-
deed, given a family of probability laws of these vectors, this theorem guarantees the
existence of the corresponding stochastic process. On the other hand, the construction
of an infinite-dimensional object that unifies the family of finite-dimensional Radon
measures in (6.1) is a nontrivial matter. This is because Radon measures in (6.1) blow
up at the origin, whence t1:::tk(R
k n f0g) = 1, and this disallows standard use of
Kolmogorov extension theorem.
However, it is still possible to prove the existence of such an infinite-dimensional
measure using a method suggested by Maruyama (1970). Let T be an arbitrary param-
eter space and let (Yt; t 2 T ) be an infinitely divisible process. That is, for all k  1 and
t1; : : : ; tk 2 T ,
 
Yt1 ; : : : ; Ytk

forms an infinitely divisible random vector. Specifically,
the law of
 
Yt1 ; : : : ; Ytk

is identified by a triplet
 
F ; F ;bF

, F = ft1; : : : ; tkg, where
F is the covariance matrix of the Gaussian part, bF 2 RF , and F is the Le´vy measure.
Importantly, the system of Le´vy measures fF : F  T;finiteg is consistent in the sense
that for all finite index sets F  G  T ,
F (B) = G

p 1GF
 
B n f0Fg

; B 2 B(RF ) ; (6.2)
where pGF : RG ! RF is the projection (represented by a jF j  jGj matrix), and 0F is
the origin of RF . Furthermore, (6.2) implies that every Le´vy measure has no mass at
the origin, i.e., for every finite F  T ,
F
 f0Fg = 0 : (6.3)
Exploiting the structural properties (6.2) (and (6.3)) of finite-dimensional Le´vymea-
sures, Maruyama (1970) proves the existence of a big triplet
 
; ;b

that characterizes
the distribution of the whole process Y = (Yt; t 2 T ). As a result, one can reconstruct
114
each triplet
 
F ; F ;bF

from
 
; ;b

by8>>>>>><>>>>>>:
F = pFp
T
F ;
F (B) = 

p 1F
 
B n f0g; B 2 B(RF ) ;
bF = pFb ;
where pF : RT ! RF is the projection given by pFx = xjF , x 2 RT , and its adjoint pTF
satisfies
 
pTF z

t
=
8>><>>:
zt t 2 F;
0 t 2 T n F :
The situation for Radon measures defined by (6.1) is analogous to that for finite-
dimensional Le´vy measures of an infinitely divisible process. Indeed, in Theorem 6.1.1
below, slightly modified versions of the Radon measures in (6.1) will be shown to sat-
isfy (6.2) and (6.3). Consequently, the resulting cylindrical measure turns out to be
well-defined on the space RT .
Theorem 6.1.1. Let X = (Xt; t 2 T ) be a stochastic process or a random field, assuming
regularly varying tails in the sense of (6.1). Let B(R)T = Qt2T B(Rt), where Rt = R, be the
cylindrical -field on RT . Then a cylindrical measure  on (RT ;B(R)T ), satisfying (i) and (ii)
below, uniquely exists. This measure is called a tail measure of X.
(i) : For any finite index set F = ft1; : : : ; tkg  T ,
F (A) = 
 
p 1F (A)

for every Borel set A  RF n f0Fg.
(ii) : For every countable T1  T , there exists a countable set T2, such that T1  T2  T and


p 1T1
 f0T1g = p 1T1  f0T1g n p 1T2  f0T2g :
Remark 6.1.2. Condition (ii) in Theorem 6.1.1 indirectly tells us that a tail measure 
has no mass at the origin (note that if T is uncountable, then the statement 
 f0Tg = 0
does not make sense, because f0Tg is not measurable in RT ). As an evidence, we can
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show that if T is countable, condition (ii) is equivalent to 
 f0Tg = 0. To see this,
condition (ii) implies

 f0Tg = p 1T  f0Tg = p 1T  f0Tg n p 1T  f0Tg = (;) = 0 :
Conversely, if 
 f0Tg = 0, then for every countable set T1  T ,


p 1T1
 f0T1g n p 1T  f0Tg = p 1T1  f0T1g   f0Tg = p 1T1  f0T1g :
Remark 6.1.3. If there exists a countable set T0  T such that 

p 1T0
 f0T0g = 0, then
condition (ii) follows. To show this, we take an arbitrary countable set T1  T . Define
T2 = T0 [ T1, which is still countable. Since 

p 1T2
 f0T2g  p 1T0  f0T0g = 0,


p 1T1
 f0T1g n p 1T2  f0T2g = p 1T1  f0T1g  p 1T2  f0T2g = p 1T1  f0T1g :
As we will see in Proposition 6.1.4 below, if one can find such a countable set T0  T ,
then  turns out to be -finite.
Proof. First, we identify every F , with finite F  T , defined onRF nf0Fg by a measure
F on RF as follows:8>><>>:
F
 f0Fg = 0 ;
F (A) = F (A) for any Borel set A  RF n f0Fg :
We claim that for any finite sets F  G  T ,
F (B) = G

p 1GF
 
B n f0Fg

; B 2 B(RF ) : (6.4)
We first show (6.4) for every B 2 B(RF ) with 0F =2 B. Fix G  T and prove this
inductively with respect to dim(F ) 2 f1; : : : ; dim(G)g. Suppose dim(F ) = 1. Then, it
suffices to show that
F
 
( 1; a] [ [b;1) = Gp 1GF  ( 1; a] [ [b;1)
for every a > 0, b > 0. We can assume without loss of generality that ( 1; a] [
[b;1) and p 1GF
 
( 1; a] [ [b;1) both are continuity sets. Since ( 1; a] [ [b;1) is
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relatively compact on RF n f0g, the Portmanteau theorem for vague convergence (see
e.g. Proposition 3.12 in Resnick (1987)) gives
F (( 1; a] [ [b;1)) = F (( 1; a] [ [b;1))
= lim
u!1
H(u)P
 
u 1XF 2 ( 1; a] [ [b;1)

= lim
u!1
H(u)P

u 1XG 2 p 1GF
 
( 1; a] [ [b;1) :
Since p 1GF
 
( 1; a][ [b;1) is relatively compact on RG n f0Gg, one more application
of the Portmanteau theorem concludes
lim
u!1
H(u)P

u 1XG 2 p 1GF
 
( 1; a] [ [b;1)
= G

p 1GF
 
( 1; a] [ [b;1) = Gp 1GF  ( 1; a] [ [b;1) :
Next, suppose that (6.4) is true as long as 1  dim(F )  m < dim(G). We take dim(F ) =
m+ 1 and let a = (a1; : : : ; am+1) and b = (b1; : : : ; bm+1). We need to show that
F
 
( a;b)c = Gp 1GF  ( a;b)c
for every a;b 2 [0;1)F n f0Fgwith ( a;b)c and p 1GF
 
( a;b)c both continuity sets. If
ai = 0, bi > 0 (or ai > 0, bi = 0) for some i 2 f1; : : : ;m+1g, then 0F 2 ( a;b)c; therefore,
one does not need to consider such cases. If ai = bi = 0 for some i 2 f1; : : : ;m+1g, the
statement is automatically true by induction hypothesis. Hence, it suffices to check the
cases ai > 0, bi > 0 for all i 2 f1; : : : ;m+1g. Then, the same argument as applied in the
one-dimensional case finishes the proof. To complete (6.4) for any Borel set, consider
B 2 B(RF )with 0F 2 B. Since F
 f0Fg = 0,
F (B) = F
 
B n f0Fg

= G

p 1GF
 
B n f0F

:
We have seen that a family of measures (F ; F  T;finite), with each F defined
on (RF ;B(RF )), satisfies the same conditions as (6.2) (and hence (6.3)). Now, the Kol-
mogorov extension-like argument, which was essentially adopted in Proposition 1.1 of
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Maruyama (1970), proves the existence of a cylindrical measure that fulfills (i) and (ii)
in Theorem 6.1.1.
To prove uniqueness of a tail measure, we suppose that there exists another tail
measure  on (RT ;B(R)T ), such that


p 1F
 
B n f0Fg

= 

p 1F
 
B n f0Fg

; B 2 B(RF ) ; (6.5)
for all finite sets F  T . In the sequel, we will prove that  = . Since B(R)T can be
expressed as
B(R)T = p 1S (B) : B 2 B(Rs); S  T is a countable set	 ; (6.6)
it is enough to show that
  p 1S =   p 1S for any countable set S  T : (6.7)
By Monotone class theorem, it suffices to check (6.7) for all finite sets F  T . For every
B 2 B(RF ),

 
p 1F (B)

= 

p 1F
 
B n f0Fg

+ 

p 1F
 
B \ f0Fg

= 

p 1F
 
B n f0Fg

+ 

p 1F
 f0Fg1f0F2Bg :
Thus, (6.7) will be established if


p 1F
 f0Fg = p 1F  f0Fg
for all finite F  T .
By condition (ii) in Theorem 6.1.1, there is a countable set F  S  T , such that


p 1F
 f0Fg = p 1F  f0Fg n p 1S  f0Sg ;


p 1F
 f0Fg = p 1F  f0Fg n p 1S  f0Sg :
Since S is countable, there exists a sequence of finite sets F  Gn " S so that


p 1F
 f0Fg = lim
n!1


p 1F
 f0Fgnp 1Gn f0Gng = limn!1 p 1Gn p 1GnF  f0Fgnf0Gng :
Similarly, we get 

p 1F
 f0Fg = limn!1 p 1Gn p 1GnF  f0Fg n f0Gng. Now, (6.5)
finishes the proof.
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Although a tail measure is not necessarily -finite, the next proposition provides a
necessary and sufficient condition for it to be -finite.
Proposition 6.1.4. Under the assumptions of Theorem 6.1.1, a tail measure  is -finite if and
only if there is a countable set T0  T , such that 

p 1T0
 f0T0g = 0.
Proof. Suppose, first, that  is -finite. There is a sequence (Aj)  B(R)T with RT =S1
j=1Aj and (Aj) < 1. In view of (6.6), each Aj can be written as Aj = p 1Sj (Bj) for
some countable Sj  T and Bj 2 B(RSj). Define a countable set T1 =
S1
j=1 Sj .
If 0Sj 2 Bj for some j  1, then p 1T1
 f0T1g  p 1Sj (Bj) and, hence, p 1T1  0T1 
(Aj) <1. From condition (ii) in Theorem 6.1.1, it follows that


p 1T1
 f0T1g n p 1T2  f0T2g = p 1T1  f0T1g
for some countable T2 with T1  T2  T .
Now we get


p 1T2
 f0T2g = p 1T1  f0T1g n p 1T1  f0T1g n p 1T2  f0T2g
= 

p 1T1
 f0T1g  p 1T1  f0T1g = 0 :
On the contrary, if 0Sj =2 Bj for all j  1,


p 1T1
 f0T1g  1X
j=1


p 1T1
 f0T1g \ p 1Sj (Bj) = 1X
j=1
(;) = 0 :
Conversely, assume that 

p 1T0
 f0T0g = 0 for some countable T0  T . We can
express RT by
RT =
[
t2T0
1[
n=1

p 1T0
 f0T0g [ x 2 RT : jxtj > n 1	 :
Since


p 1T0
 f0T0g [ x 2 RT : jxtj > n 1	
= 
 
x 2 RT : jxtj > n 1

= t
 
y : jyj > n 1 <1 ;
 is -finite.
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The next proposition describes the homogeneity property of a tail measure. It can
be proved directly by the homogeneity of finite-dimensional Radon measures in (6.1).
So, we only presents the result.
Proposition 6.1.5. Under the assumptions of Theorem 6.1.1, a tail measure  has the homo-
geneity property. That is, there exists an  > 0 such that
(cA) = c (A) for all A 2 B(R)T ; c > 0 :
6.2 Examples
This section presents the tail measures of several stochastic processes; moving aver-
ages, independent processes, stochastic volatility processes, and GARCH processes.
Example 6.2.1. Let T = Z or R, and (Xt; t 2 T ) be a stochastic process with integral
representation
Xt =
Z
E
ft(x)dM(x); t 2 T ; (6.8)
whereM is an independently scattered infinitely divisible random measure on a mea-
surable space (E; E) with -finite control measure m and a local Le´vy measure (s; ),
s 2 E. The functions ft are deterministic functions of the form ft(x) = f  t(x), x 2 E,
t 2 T , where f : E ! R is a measurable function, and  t : E ! E, t 2 T is a family
of measurable maps. Rajput and Rosin´ski (1989) describes a condition under which
Xt is well-defined, which will be assumed throughout this example. Then (Xt; t 2 T )
is, automatically, an well-defined infinitely divisible process. The function level Le´vy
measure of (Xt; t 2 T ) is given by ( m)  h 1, where h(x; s) = xf(s), x 2 R, s 2 E.
Furthermore, we suppose the following conditions:
 There exists a measurable and regularly varying function H : (0;1) ! (0;1) of
index   for some  > 0. There also exist measurable functions w : E ! [0;1)
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such that for every s 2 E,
lim
u!1

 
s; (u;1)
H(u)
= w+(s) and lim
u!1

 
s; ( 1; u)
H(u)
= w (s) : (6.9)
 The convergence above is uniform: there exists u0 > 0with
sup
uu0

 
s; (u;1)
H(u)
 2w+(s) and sup
uu0

 
s; ( 1; u)
H(u)
 2w (s) (6.10)
for all s 2 E.
 f : E ! R is bounded on E and, for some  2 (0; ),Z
E
w(s)jft(s)j m(ds) <1 (6.11)
for all t 2 T .
Then, one can show that (Xt; t 2 T ) has regularly varying tails with index  and
the tail measure of (Xt; t 2 T ) is given by
 = ( m)  h 1 ;
where
(s; dx) = w+(s)

x1+
1fx>0gdx+ w (s)

jxj1+1fx<0gdx : (6.12)
To show this, we only have to prove that as u!1,
H(u) 1P
 
(Xt1 ; : : : ; Xtk) 2 u 
 v! ( m)n(x; s) :  xft1(s); : : : ; xftk(s) 2 o
vaguely in Rk n f0g for all t1; : : : ; tk 2 T , k  1.
Equivalently, we need prove that for all ai > 0 and ei 2 f 1; 1g, i = 1; : : : ; k,
H(u) 1P
 
eiXti > aiu; i = 1; : : : ; k
! ( m)(x; s) : xeifti(s) > ai; i = 1; : : : ; k 	 :
(6.13)
The tail behavior of the probability law of (Xt; t 2 T ) is known to coincide with that
of the function level Le´vy measure of (Xt; t 2 T ). See Theorem 2.1 in Rosin´ski and
Samorodnitsky (1993). Thus, (6.13) is equivalent to
H(u) 1(m)(x; s) : xeifti(s) > aiu; i = 1; : : : ; k 	 (6.14)
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! ( m)

(x; s) : xeifti(s) > ai; i = 1; : : : ; k
	
:
The left hand side of (6.14) is equal toZ
feifti (s)>0; i=1;:::;kg
H(u) 1

s;
 
u max
1ik
aijfti(s)j 1;1

m(ds)
+
Z
feifti (s)<0; i=1;:::;kg
H(u) 1

s;
  1; u max
1ik
aijfti(s)j 1

m(ds) :
On the other hand, the right hand side of (6.14) is equal toZ
feifti (s)>0; i=1;:::;kg
w+(s) min
1ik
 jfti(s)j
ai

m(ds)
+
Z
feifti (s)<0; i=1;:::;kg
w (s) min
1ik
 jfti(s)j
ai

m(ds) :
Due to their symmetric structure, it suffices to check the convergence of the integral
defined on feifti(s) > 0; i = 1; : : : ; kg. By condition (6.9),
H(u) 1

s;
 
u max
1ik
aijfti(s)j 1;1
! w+(s) min
1ik
 jfti(s)j
ai

for every s 2 E. Therefore, we only need to justify taking the limit inside. In order
to apply the dominated convergence theorem, we must find a nonnegative function
K 2 L1(E;m) such that
H(u) 1

s;
 
u max
1ik
aijfti(s)j 1;1
  K(s)
for every s 2 E and sufficiently large u > 0.
In view of uniformity condition (6.10), for all u  u0 sups2E jf(s)j=max1ik ai (the right
hand side is finite, since f is bounded),
H(u) 1

s;
 
u max
1ik
aijfti(s)j 1;1
  2w+(s)H

umax1ik aijfti(s)j 1

H(u)
:
The Potter bounds (see e.g. Proposition 0.8 in Resnick (1987)) provide, for some Ci > 0,
i = 1; 2,
H

umax1ik aijfti(s)j 1

H(u)
 C1

max
1ik
ai
jfti(s)j
 +
 C2
kX
i=1
jfti(s)j 
for all u large enough. Now, because of (6.11), an appropriate L1(E;m)-upper bound
K() is easy to take and the proof is complete.
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Example 6.2.2. We will consider, once again, the process (6.8), but here, a local Le´vy
measure  is independent of s 2 E. We assume that  has a balanced regularly varying
tail: for some  > 0, 
 
x : jxj >  is regularly varying with index  , and
(y;1)

 
x : jxj > y ! p; ( 1; y) x : jxj > y ! q (6.15)
as y !1, where 0  p; q  1 with p+ q = 1.
In this example, we remove boundedness assumption of f , and instead, the follow-
ing integrability condition is assumed: there exists 0 <   2 such that8>><>>:
R
E
jft(s)j  _ jft(s)jm(ds) <1 for some 0 <  <     if 0 <  <  ;R
E
jft(s)j  _ jft(s)j+m(ds) <1 for some 0 <  <  if    ;
for all t 2 T . If  6= 2, the lower tail behavior of  has to be specified explicitly, that is,
y
 
x : jxj > y! 0 as y # 0 :
Under these assumptions, (Xt; t 2 T ) has, once again, regularly varying tails with
index  and its tail measure is given by
 = ( m)  h 1;
where h is the same function as before, and
(dx) = p

x1+
1fx>0gdx+ q

jxj1+1fx<0gdx : (6.16)
For the proof, let H(u) = 
 
x : jxj > u. By the same argument as Example 6.2.1, it
suffices to verify that, for all t1; : : : ; tk 2 T , k  1, ai > 0 and ei 2 f 1; 1g, i = 1; : : : ; k,Z
feifti (s)>0; i=1;:::;kg
H(u) 1
 
u max
1ik
aijfti(s)j 1;1

m(ds)
!
Z
feifti (s)>0; i=1;:::;kg
p min
1ik
 jfti(s)j
ai

m(ds) ;Z
feifti (s)<0; i=1;:::;kg
H(u) 1
  1; u max
1ik
aijfti(s)j 1

m(ds)
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!
Z
feifti (s)<0; i=1;:::;kg
q min
1ik
 jfti(s)j
ai

m(ds) :
By regular variation of H(u), we have, as u!1,
H(u) 1
 
u max
1ik
aijfti(s)j 1;1
! p min
1ik
 jfti(s)j
ai

;
H(u) 1
  1; u max
1ik
aijfti(s)j 1
! q min
1ik
 jfti(s)j
ai

for any s 2 E. It remains to find a measurable function K 2 L1(E;m), such that
H(u) 1
 
x : jxj > u max
1ik
aijfti(s)j 1
  K(s)
for any s 2 E and sufficiently large u > 0.
We see from the Potter bounds that, for some Ci > 0, i = 1; 2,

 
x : jxj > umax1ik aijfti(s)j 1


 
x : jxj > u 1u max1ik aijfti(s)j 1 > 1
 C1
(
max
1ik
ai
jfti(s)j
 +
+

max
1ik
ai
jfti(s)j
  )
 C2
kX
i=1
jfti(s)j  + jfti(s)j+	
for all u large enough.
Since y
 
x : jxj > y ! 0 as y # 0, there exists C3 > 0 with  x : jxj > y < C3y  for
all 0 < y  1. Thus, we see that

 
x : jxj > umax1ik aijfti(s)j 1


 
x : jxj > u 1u max1ik aijfti(s)j 1  1
 C4
u
 
x : jxj > u
kX
i=1
jfti(s)j 1

u max
1ik
aijfti(s)j 1  1

for some C4 > 0. If 0 <  < , then u
 
x : jxj > u!1 as u!1 and, hence,

 
x : jxj > umax1ik aijfti(s)j 1


 
x : jxj > u 1u max1ik aijfti(s)j 1  1  C4
kX
i=1
jfti(s)j
for all u large enough.
On the contrary, if   , there is C5 > 0 such that
1
u
 
x : jxj > u  C5u +
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for all u large enough. Therefore, for some C6 > 0,

 
x : jxj > umax1ik aijfti(s)j 1


 
x : jxj > u 1u max1ik aijfti(s)j 1  1
 C4C5u +
kX
i=1
jfti(s)j 1

u max
1ik
aijfti(s)j 1  1

 C6
kX
i=1
jfti(s)j+:
In either case, we have found an L1(E;m)-functionK() as desired.
Example 6.2.3. Let T be an arbitrary set and X = (Xt; t 2 T ) be an independent
process (i.e., for all t1; : : : ; tk 2 T , Xt1 ; : : : ; Xtk are independent). Suppose that there is
a regularly varying function H : (0;1) ! (0;1) with index   for some  > 0, such
that for every t 2 T , there is a Radon measure t on R n f0g with (R n R) = 0, such
that, as u!1,
H(u) 1P
 
Xt 2 u 
 v! t() (6.17)
vaguely in R n f0g. Assume that at least one Radon measure t0 , t0 2 T , is a nonzero
measure. Then the tail measure ofX is given by
(A) =
X
t2T
t(A); A 2 B(R)T ;
where
t(A) = t
 
(1;1) Z 1
0
y (+1)1fye(t)2Agdy + t
 
( 1; 1) Z 0
 1
jyj (+1)1fye(t)2Agdy ;
e(t) 2 RT with e(t)js =
8>><>>:
1 if s = t ;
0 otherwise:
To see this, the multivariate regular variation of
 
Xt1 ; : : : ; Xtk

is derived from (6.17)
and independence of
 
Xt1 ; : : : ; Xtk

(see e.g. Lemma 7.2 in Resnick (2007)):
H(u) 1P
 
(Xt1 ; : : : ; Xtk) 2 u 
 v! kX
j=1
 
0      tj      0

vaguely in Rk n f0g. Here
0(A) =
8>><>>:
1 if 0 2 A ;
0 otherwise:
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It is easy to verify that, with F = ft1; : : : ; tkg,8>><>>:
tj  p 1F = 0      tj      0 ; j = 1; : : : ; k ;
t  p 1F = 0 if t =2 F :
Therefore, X
t2T
t  p 1F =
kX
j=1
 
0      tj      0

:
Since the choice of a finite index set F is arbitrary, the tail measure ofX turns out to be
 =
P
t2T t.
Example 6.2.4. Let (Xn; n = 1; 2; : : : ) be a simple stochastic volatility process of the
form
Xn = nZn; n = 1; 2; : : : ;
where (n) is a nonnegative stationary sequence, representing volatility. (Zn) is a se-
quence of i.i.d. random variables and is independent of (n), and (Zn) has a regularly
varying tail with index . Let  denote the limiting Radon measure of the regular vari-
ation for (Zn). Assume that volatility sequence (n) has a significantly lighter tail than
that of (Zn); that is, (n) has finite (+)th moment for some  > 0. Then, their product
X = (Xn; n = 1; 2; : : : ) becomes a stationary sequence with regularly varying tail of
the same index , and the tail measure ofX is given by
(A) = E
 

 1X
j=1
j(A)
for a Borel set A, where
j(A) = 
 
(1;1) Z 1
0
y (+1)1fye(j)2Agdy + 
 
( 1; 1) Z 0
 1
jyj (+1)1fye(j)2Agdy :
To see this, since E+ < 1, the multivariate Breiman’s theorem (see e.g. Basrak
et al. (2002b)) yields
H(u) 1P
 
(1Z1; : : : ; kZk) 2 u 

v!
kX
j=1
E
h 
0           0
n
x :
 
1x1; : : : ; kxk
 2 oi
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vaguely in Rk n f0g for every k  1. Because of the stationarity of (n) and the homo-
geneity property of ,
kX
j=1
E
h 
0           0
n
x :
 
1x1; : : : ; kxk
 2 oi
= E
 

 kX
j=1
 
0           0

:
The same argument as in Example 6.2.3 establishes
kX
j=1
 
0           0

=
1X
j=1
j  p 1f1:::kg ;
which finishes the proof.
If Zn = Z1 for all n = 1; 2; : : : , then Z1 works as a common heavy-tailed compo-
nent for (Xn), which means that (Xn) is expected to exhibit a longer memory than the
previous i.i.d. setup. In this case, the tail measure ofX can be simply written as
E

x : x(1; 2; : : : )
0 2 	 :
Example 6.2.5. This example considers the tail measure of GARCH processes. Regu-
lar variation of GARCH processes was rigorously discussed by Basrak et al. (2002b)
from the viewpoint of stochastic recurrence equations. A nice review on heavy-tailed
GARCH processes, including continuous-time models, is provided by Fasen (2010).
In order to calculate the tail measure explicitly, we will concentrate on GARCH(1; 1)
processes and the argument is, to some extent, parallel to that of Davis and Mikosch
(2009). Specifically, we will consider the following GARCH(1; 1) process:
Xn = nZn ; n 2 N ; (6.18)
2n = 0 + 1X
2
n 1 + 1
2
n 1 ; (6.19)
where 0, 1 and 1 are positive constants, 0 is a nonnegative random variable, and
(Zn) are i.i.d. symmetric random variables with unit variance. Let An = 1Z2n 1 +
1, and suppose that E logA = E log
 
1Z
2 + 1

< 0. Under such a circumstance,
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there exists a stationary solution (Xn; n) to stochastic equations (6.18) and (6.19); see
Babillot et al. (1997) for more details. Assume, additionally, that the law of logA is
nonarithmetic, P (A > 1) > 0 and there exists 1 < h0  1, such that
EAh <1 for all h < h0 and EAh0 =1 :
Then, some constant  > 0 satisfies EA=2 = 1 and, further, (n) is regularly varying
with index  (see Mikosch and Staˇricaˇ (2000) for a detailed proof). We denote by 
the limiting Radon measure for the regular variation of n; namely, there is a function
H : (0;1)! (0;1) such that
H(u) 1P
 
n 2 u 
 v! ()
vaguely in R n f0g. Then, a stationary sequence (Xn) can be proved to have regularly
varying tails with the same index , and one can also see that the tail measure of (Xn)
is given by
E
n
x : x
 
Z0; Z1
p
A1; Z2
p
A1A2; : : :
 2 o :
For the proof, fix (a0; : : : ; ak) 2 [0;1)k+1nf0g and ei 2 f 1; 1g, i = 0; : : : ; k. Lemma
2.1 in Davis and Mikosch (2009) gives a useful approximation of (X0; : : : ; Xk):
(X0; X1; : : : ; Xk) = 0
 
Z0; Z1
p
A1; : : : ; Zk
p
A1A2 : : : Ak

+R ;
where H(u) 1P
 kRk > u! 0, as u!1, for every  > 0.
Thus, as u!1, we have
H(u) 1P
 
eiXi > uai; i = 0; : : : ; k

 H(u) 1P 0e0Z0 > ua0; 0e1Z1pA1 > ua1; : : : ; 0ekZkpA1 : : : Ak > uak :
Since E
 
Zi
p
A1 : : : Ai
+
< 1 for  small enough, an application of the multivariate
Breiman’s theorem yields
H(u) 1P
 
0e0Z0 > ua0; 0e1Z1
p
A1 > ua1; : : : ; 0ekZk
p
A1 : : : Ak > uak

! Ex : xe0Z0 > a0; xe1Z1pA1 > a1; : : : ; xekZkpA1 : : : Ak > ak	
as required.
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6.3 Connection between Tail Measures and Other Related Notions
This section investigates the relation between tail measures and their related notions.
The tail measure turns out be a more comprehensive notion than those alternatives.
First of all, for a stationary sequence (Xn; n  0), the relation between the tail
measure  and upper tail dependence coefficient (1.6) is clearly described by
(n) =


x 2 RN : min(x0; xn) > 1
	


x 2 RN : x0 > 1
	 :
Let (Xt; t 2 T ), T = R or Z be a stationary process with tail measure . Fasen (2010)
studied extreme dependence measure defined by

(t1:::td)
(y1; : : : ; yd) = lim
u!1
H(u) 1P
 
Xt1 > uy1; : : : ; Xtd > uyd

;
(t1:::td)(y1; : : : ; yd) = limu!1
H(u) 1P
 
Xt1 > uy1 or : : : or Xtd > uyd

for some regularly varying function H : (0;1) ! (0;1). One can obtain an obvious
relation

(t1:::td)
(y1; : : : ; yd) = 

x 2 RT : xtj > yj; j = 1; : : : ; d
	
:
The connection between  amd  can also be formulated easily by the inclusion-
exclusion property. Let (Xn; n  0) be a stationary process in Rd. The tail measure
 then relates to extremogram (1.7) and (1.8) in such a way that
AB(n) = 

x 2 (Rd)N : x0 2 A; xn 2 B
	
;
AB(n) =


x 2 (Rd)N : x0 2 A; xn 2 B
	


x 2 (Rd)N : x0 2 A
	 ;
where xi = (xi;1; : : : ; xi;d), i  0 and both A and A  B are Borel sets bounded away
from zero.
In relation to the examples in the preceding section, Fasen (2010) calculated the
upper tail dependence coefficient and the extreme dependence measure of the process
in Example 6.2.5. The extremograms for the processes in Examples 6.2.4 and 6.2.5 are
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provided by Davis and Mikosch (2009). Moreover, it is not difficult to calculate these
quantities for the infinitely divisible processes in Examples 6.2.1 and 6.2.2.
We will consider a multivariate stationary time-series X = (Xn; n 2 Z) in Rd with
regularly varying tails of index  > 0. Basrak and Segers (2009) defined a limiting
processY = (Yn; n 2 Z) in Rd, called tail process, by
P
 
Xm; : : : ;Xn
 2 u   kX0k > u! P Ym; : : : ;Yn 2 
weakly in Rd(n m+1) for all m;n 2 Z withm  n. Here k  k is an arbitrary norm on Rd.
On the other hand, the tail measure  ofX satisfies
P
 
Xm; : : : ;Xn
 2 u   kX0k > u! 
n
x 2 (Rd)Z :  xm; : : : ;xn 2  ; kx0k > 1o


x 2 (Rd)Z : kx0k > 1
	 :
Therefore, we conclude
P (Y 2  ) = 

x 2 (Rd)Z : x 2  ; kx0k > 1
	


x 2 (Rd)Z : kx0k > 1
	 :
Basrak and Segers (2009) also defined the spectral process of X by n = Yn=kY0k,
n 2 Z. Because of their Corollary 3.2, we find that =  n; n 2 Z) fulfills
P ( 2  ) = 

x 2 (Rd)Z : x=kx0k 2  ; kx0k > 1
	


x 2 (Rd)Z : kx0k > 1
	 :
The two most important properties of the tail process and the spectral process of
X are given in Theorem 3.1 in Basrak and Segers (2009). For instance, statement (iii)
of that theorem says that for all i;m; n 2 Z with m  0  n and for all bounded and
continuous f : (Rd)n m+1 ! R,
E
h
f
 
m i; : : : ;n i
i
= E

f

m
kik ; : : : ;
n
kik

kik

: (6.20)
Exploiting some nice properties of tail measures, we can provide a more natural al-
ternative proof of (6.20). First, recall that the tail measure  possesses homogeneity
130
property as mentioned in Proposition 6.1.5. The second nice property is that due to the
stationarity ofX,  is shift invariant, that is,
   1n =  for every n 2 Z ;
where n : (Rd)Z ! (Rd)Z is the shift operator defined by
n(: : :x 1;x0;x1 : : : ) = (: : :xn 1;xn;xn+1 : : : ) :
For the proof of (6.20), suppose for notational ease that 

x 2 (Rd)Z : kx0k > 1
	
=
1. Using the identity
1
kx ik
Z kx ik
0
u 1du = 1 ;
we write
E
h
f
 
m i; : : : ;n i
i
=
Z 1
0
Z
(Rd)Z
f

xm i
kx0k ; : : : ;
xn i
kx0k

u 1
kx ik1fkx ik>u; kx0k>1g(dx)du :
By virtue of the shift invariance and the homogeneity property of ,Z 1
0
Z
(Rd)Z
f

xm i
kx0k ; : : : ;
xn i
kx0k

u 1
kx ik1fkx ik>u; kx0k>1g(dx)du
=
Z 1
0
Z
(Rd)Z
f

xm i
kx0k ; : : : ;
xn i
kx0k

u  1
kx ik 1fkx ik>1; kx0k>u 1g (dx)du
=
Z
(Rd)Z
f

xm i
kx0k ; : : : ;
xn i
kx0k
 kx0k
kx ik 1fkx ik>1g (dx)
=
Z
(Rd)Z
f

xm
kxik ; : : : ;
xn
kxik
 kxik
kx0k 1fkx0k>1g (dx)
= E

f

m
kik ; : : : ;
n
kik

kik

:
Notice that a similar argument can prove statement (ii) of Theorem 3.1 in Basrak and
Segers (2009) as well.
131
6.4 Application: Ergodic Theoretical Properties of Tail Measures and
Those of Probability Laws of (Xt; t 2 T )
In this section, we will always consider a stationary process X = (Xt; t 2 T ) with
T = Z or R, assuming that X has regularly varying tails. Let  be the tail measure of
X. As pointed out in the preceding section,  is shift invariant:
   1t =  for every t 2 T ;
where t : RT ! RT is defined by t(x) = xt+, x 2 RT . Thus, we are motivated to
study the properties of the tail measure from ergodic-theoretical viewpoint. In partic-
ular, we will investigate the connection between the ergodic theoretical properties of
the tail measure and those of the probability law of the processX.
Here we need to recall the so-called positive-null decomposition by which the er-
godic properties of the tail measure will be rigorously described. For details, we refer
to Wang et al. (2011), which is essentially based on Takahashi (1971). See also Aaron-
son (1997) and Krengel (1985). First, suppose that a tail measure  is -finite (a nec-
essary and sufficient condition for -finiteness is given in Proposition 6.1.4). Then
(RT ;B(R)T ; ) becomes a standard Lebesgue measure space (see Appendix A in Pipi-
ras and Taqqu (2004) for the terminology). We define
 =

Q  : Q is a finite measure on RT ; Q   1t = Q for all t 2 T
	
;
SQ =

x 2 RT : dQ
d
(x) > 0

; Q 2  :
According to Lemma 2.2 in Wang et al. (2011), fSQ : Q 2 g has a unique maximal
element P in the sense that
(i): for all R 2 , (SR n P ) = 0,
(ii): if there exists another P 0 satisfying (i), then P = P 0 mod .
Then, such P is called a positive part and N = RT n P is a null part. It is shown by
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Theorem 2.3 in Wang et al. (2011) that both P and N are invariant with respect to
(t; t 2 T ), i.e., for all t 2 T ,


 1t
 
P
4P = 0 and  1t  N4N = 0 :
If RT = P mod , then (t; t 2 T ) is said to be a positive flow, and if RT = N mod ,
then it is called a null flow.
Our first result below relates the ergodic properties of the flow (t; t 2 T ) defined
on (RT ;B(R)T ; ) to the Cesaro type convergence of x 2 RT : jx0j > 1; jxtj > 1	.
More precisely, if (t; t 2 T ) is a null flow, 

x 2 RT : jx0j > 1; jxtj > 1
	
converges
to zero in the Cesaro sense. On the contrary, if (t; t 2 T ) has a positive component,
then the same quantity does not converge to zero in the Cesaro sense. Alternatively,
we may say that if (t; t 2 T ) has a positive component, then the original process X
exhibits stronger dependence among their extremes.
Proposition 6.4.1. Let  denote either counting measure (if T = Z) or Lebesgue measure (if
T = R).
(i): If (t; t 2 T ) is a null flow on (RT ;B(R)T ; ), then
1
T
Z
[0;T ]


x 2 RT : jx0j > ; jxtj > 
	
(dt)! 0
for every  > 0.
(ii): If (t; t 2 T ) has a positive component on (RT ;B(R)T ; ), then
lim inf
T!1
1
T
Z
[0;T ]


x 2 RT : jx0j > ; jxtj > 
	
(dt) > 0
for every  > 0 with 

x 2 P : jx0j > 
	
> 0. Here, P is a positive part of RT .
Proof. Because of an invariance property of , it suffices to check these statements when
 = 1.
(i): Let (t; t 2 T ) be a null flow defined on (RT ;B(R)T ; ). Then,
1
T
Z
[0;T ]


x 2 RT : jx0j > 1; jxtj > 1
	
(dt)
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=Z 1
0


x 2 A : 1
T
Z
[0;T ]
1A  t(x)(dt) > y

dy ;
where A = fx 2 RT : jx0j > 1g is a measurable set of -finite measure. It follows from
Krengel’s stochastic ergodic theorem (see Theorem 4.9 of Krengel (1985)) that


x 2 A : 1
T
Z
[0;T ]
1A  t(x)(dt) > y

! 0
for every 0  y  1. So, the result follows.
(ii): By virtue of (i), we may assume without loss of generality that (t; t 2 T ) is a pos-
itive flow on the whole measure space (RT ;B(R)T ; ). Then, there exists a probability
measure Q that is equivalent to  and is preserved under (t; t 2 T ). Let g = dQ=d be
its Radon-Nikodym derivative. Let A = fx 2 RT : jx0j > 1g. Since Q is a probability
measure, the Birkhoff ergodic theorem yields
1
T
Z
[0;T ]
1A  t(x)(dt)! EQ
 
1AjI

; Q-a.e.;
where I is the -field of all (t; t 2 T )-invariant measurable sets.
Consequently,
1
T
Z
[0;T ]
Z
A\ 1t A
g(x)(dx)(dt)
=
Z
A
1
T
Z
[0;T ]
1A  t(x)(dt)Q(dx)!
Z
A
EQ
 
1AjI

dQ > 0 :
ChooseK > 0 so thatZ
A
g(x)1fg(x)>Kg(dx)  1
2
Z
A
EQ
 
1AjI

dQ :
Now, we have
1
T
Z
[0;T ]
Z
A\ 1t A
g(x)(dx)(dt)  1
2
Z
A
EQ
 
1AjI

dQ+
K
T
Z
[0;T ]

 
A \  1t A

(dt) :
Therefore,
lim inf
T!1
1
T
Z
[0;T ]

 
A \  1t A

(dt)  1
2K
Z
A
EQ
 
1AjI

dQ > 0 :
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In the sequel, we only focus on the process studied in Examples 6.2.1 and 6.2.2:
with T = Z or R,
Xt =
Z
E
ft(x)dM(x); t 2 T : (6.21)
Here M is an independently scattered infinitely divisible random measure on a mea-
surable space (E; E) with local Le´vy measure (s; ), s 2 E, and -finite control mea-
surem. Assume thatM has no Gaussian component. In other words, the characteristic
function ofM(A), form-finite set A 2 E , is given by
EeiuM(A) = exp
Z
A

iub(s) +
Z
R
 
eiux   1  iu(x))(s; dx)m(ds)  ; (6.22)
where b : E ! R and (x) = x=maxf1; jxjg. The functions ft are defined by
ft(x) = f   t(x) ; x 2 E; t 2 T ; (6.23)
where  t : E ! E, t 2 T , is a family of measurable maps, and f : E ! R is a
measurable function.  t and f are taken in such a way that the resulting process
X = (Xt; t 2 T ) becomes a stationary and well-defined infinitely divisible process;
see Rajput and Rosin´ski (1989).
Examples 6.2.1 and 6.2.2 both have proved that the tail measure ofX is (m)h 1,
where (dx) is defined by either (6.12) or (6.16). As seen in Proposition 6.4.1, the
Cesaro convergence of
( m)  h 1

x 2 RT : jx0j > ; jxtj > 
	
is characterized by the ergodic theoretical properties of the flow (t; t 2 T ) defined on
(RT ;B(R)T ). Moreover, ergodicity of the probability law of X is characterized by the
Cesaro convergence of the Le´vy measure of X. Namely, X is ergodic if and only if, for
every  > 0,
1
T
Z
[0;T ]
(m)  h 1x 2 RT : jx0j > ; jxtj >  	(dt)! 0 as T !1 :
See e.g. Rosin´ski and Z˙ak (1997). Due to the similarity of the Le´vymeasure (m)h 1
and the tail measure ( m)  h 1, strong connection between the ergodic properties
of (t; t 2 T ) and ergodicity ofX is expected to exist.
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Theorem 6.4.2. Let (Xt; t 2 T ) be a stationary infinitely divisible process of the form (6.21),
where M is an independently scattered infinitely divisible random measure given in (6.22),
and ft is defined in (6.23). We assume (6.9) and (6.11) and, furthermore, a regularly varying
function H : (0;1) ! (0;1) is bounded away from infinity on every compact interval. We
assume a stronger version of (6.10): that is, for all v > 0, there exists a K(v) > 0, such that
sup
uv

 
s; (u;1)
H(u)
 K(v)w+(s) and sup
uv

 
s; ( 1; u)
H(u)
 K(v)w (s) (6.24)
for all s 2 E. We put an extra assumption on the lower bound of the quantities in (6.9): there
exists u0 > 0 and L > 0, such that

 
s; (u0;1)

H(u0)
 Lw+(s) and

 
s; ( 1; u0)

H(u0)
 Lw (s) (6.25)
for all s 2 E.
Applying the positive-null decomposition to the tail measure  = (  m)  h 1, we have
 = jN + jP . Then (Xt; t 2 T ) is ergodic if and only if jP is identically zero.
Proof. Recall that (Xt; t 2 T ) is ergodic if and only if, for every  > 0,
1
T
Z
[0;T ]
(m)(x; s) : jxf(s)j > ; jxft(s)j >  	(dt)! 0 as T !1 : (6.26)
First, we will prove that (6.26) is equivalent to
1
T
Z
[0;T ]
Z
A
()
t
 
w+(s) + w (s)

m(ds)(dt)! 0 as T !1 (6.27)
for every  > 0, where A()t =

s 2 E : jf(s)j > ; jft(s)j > 
	
.
Assume that (6.26) holds for every  > 0. For any  > 0, let  = u0. Then
1
T
Z
[0;T ]
(m)(x; s) : jxf(s)j > ; jxft(s)j >  	(dt)
 1
T
Z
[0;T ]
(m)(x; s) : jxj > u0; jf(s)j > ; jft(s)j > 	(dt)
=
H(u0)
T
Z
[0;T ]
Z
A
()
t

 
s; fx : jxj > u0g

H(u0)
m(ds)(dt)
 LH(u0)
T
Z
[0;T ]
Z
A
()
t
 
w+(s) + w (s)

m(ds)(dt) :
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Here, the last inequality follows from (6.25) and, thus, (6.26) completes one direction
of the assertion.
Conversely, assume that (6.27) holds for any  > 0. For every  > 0, we split the
integral in (6.26) into three parts.
1
T
Z
[0;T ]
(m)(x; s) : jxf(s)j > ; jxft(s)j >  	(dt)
=
1
T
Z
[0;T ]
Z
jf(s)j


s;

x : jxf(s)j > ; jxft(s)j > 
	
m(ds)(dt)
+
1
T
Z
[0;T ]
Z
jf(s)j>; jft(s)j


s;

x : jxf(s)j > ; jxft(s)j > 
	
m(ds)(dt)
+
1
T
Z
[0;T ]
Z
jf(s)j>; jft(s)j>


s;

x : jxf(s)j > ; jxft(s)j > 
	
m(ds)(dt)
= I1 + I2 + I3 :
Notice that (  m)(x; s) : jxf(s)j >  	 < 1, since the process X is well-defined.
For the first term I1, the stationarity of the process and the Cauchy-Schwarz inequality
give the upper bound
I1  (m)

(x; s) : jxf(s)j > ; jf(s)j   	1=2(m)(x; s) : jxf(s)j >  	1=2 :
The right hand side above converges to zero as  # 0, by the dominated convergence
theorem. Next, we get
I2  (m)

(x; s) : jxf(s)j > ; jxj > =	 ;
which goes to zero as  # 0 by the dominated convergence theorem.
Fix  > 0 and  > 0 so small that both I1 and I2 are sufficiently small. Applying the
Cauchy-Schwarz inequality,
I3 

1
T
Z
[0;T ]
Z
jf(s)j>; jft(s)j>


s;

x : jxf(s)j >  	m(ds)(dt)1=2
(m)(x; s) : jxf(s)j >  	1=2 :
Thus, it suffices to show that, for every  > 0,
1
T
Z
[0;T ]
Z
A
()
t


s;

x : jxf(s)j >  	m(ds)(dt)! 0 as T !1 :
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From (6.24), we have
1
T
Z
[0;T ]
Z
A
()
t


s;

x : jxf(s)j >  	m(ds)(dt)
 K(= sups2E jf(s)j)
T
Z
[0;T ]
Z
A
()
t
 
w+(s) + w (s)

H
 
jf(s)j 1m(ds)(dt) :
Since H is bounded away from infinity on every compact interval, the Potter bounds
yields, for some C > 0,
H
 
jf(s)j 1  C  
sups2E jf(s)j
 =2
<1
for all s 2 E. Therefore, (6.27) completes the other direction of the assertion.
Now we have checked that (6.26) and (6.27) are equivalent. Observe that even if
one replaces with  defined in (6.12), statements (6.26) and (6.27) are still equivalent.
In fact,  satisfies (6.9), (6.24) and (6.25), if we set H(u) = u . In conclusion, (6.26) is
equivalent to
1
T
Z
[0;T ]
( m)

(x; s) : jxf(s)j > ; jxft(s)j > 
	
(dt)! 0 as T !1 (6.28)
for every  > 0. However, we find from Proposition 6.4.1 that (6.28) holds if and only
if jP is identically zero.
We will, next, study the process given in Example 6.2.2.
Theorem 6.4.3. Let (Xt; t 2 T ) be a stationary infinitely divisible process of the form (6.21),
whereM is an independently scattered infinitely divisible random measure given in (6.22), and
ft is defined in (6.23). However, we let  be independent of s 2 E. We assume tail balanced
regularly varying condition (6.15). We will specify the integrability of f as follows: for every
t 2 T ,8>><>>:
R
E
jft(s)j  _ jft(s)j2m(ds) <1 for some 0 <  < 2   if 0 <  < 2 ;R
E
jft(s)j  _ jft(s)j+m(ds) <1 for some 0 <  <  if   2 :
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Furthermore, if 0 <  < 2, the lower tail of  is assumed to satisfy
xp0
 
y : jyj > x! 0 as x # 0 (6.29)
for some p0 2 (; 2).
Under this setup, (Xt; t 2 T ) is ergodic if and only if jP is identically zero.
Proof. We only prove that
1
T
Z
[0;T ]
(m)(x; s) : jxf(s)j > ; jxft(s)j >  	(dt)! 0 ; for every  > 0 ; (6.30)
is equivalent to
1
T
Z
[0;T ]
m
 
A
()
t

(dt)! 0 for every  > 0 ; (6.31)
where A()t =

s 2 E : jf(s)j > ; jft(s)j > 
	
. Once the above equivalence is estab-
lished, the rest of the argument is almost the same as that in Theorem 6.4.2.
First, we assume (6.30). For any  > 0,
1
T
Z
[0;T ]
(m)(x; s) : jxf(s)j > ; jxft(s)j > 	(dt)
 1
T
Z
[0;T ]
(m)(x; s) : jxj > 1; jf(s)j > ; jft(s)j > 	(dt)
=


x : jxj > 1	
T
Z
[0;T ]
m
 
A
()
t

(dt) :
Thus, T 1
R
[0;T ]
m
 
A
()
t

(dt)! 0 as T !1.
Assume, conversely, that (6.31) holds. Once again, we need split the integral in (6.30)
into three terms. For every  > 0,
1
T
Z
[0;T ]
(m)(x; s) : jxf(s)j > ; jxft(s)j >  	(dt)
=
1
T
Z
[0;T ]
Z
jf(s)j

 
x : jxf(s)j > ; jxft(s)j > 

m(ds)(dt)
+
1
T
Z
[0;T ]
Z
jf(s)j>; jft(s)j

 
x : jxf(s)j > ; jxft(s)j > 

m(ds)(dt)
+
1
T
Z
[0;T ]
Z
jf(s)j>; jft(s)j>

 
x : jxf(s)j > ; jxft(s)j > 

m(ds)(dt)
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= I1 + I2 + I3 :
By a similar argument as the proof of Theorem 6.4.2, I1 and I2 can be arbitrarily small
by taking  > 0 and  > 0 sufficiently small. Having fixed such  > 0 and  > 0 and
assuming  <  without loss of generality, we have
I3  1
T
Z
[0;T ]
Z
E
1
A
()
t
(s)
 
x : jxf(s)j >  m(ds)(dt) :
If 0 <  < 2, an application of the Ho¨lder’s inequality provides
I3 

1
T
Z
[0;T ]
m
 
A
()
t

(dt)
1 p0=2 1
T
Z
[0;T ]
Z
A
()
t

 
x : jxf(s)j >  2=p0m(ds)(dt)!p0=2 :
By virtue of (6.31), it is enough to verify
lim sup
T!1
1
T
Z
[0;T ]
Z
A
()
t

 
x : jxf(s)j >  2=p0m(ds)(dt) <1 : (6.32)
Indeed,
lim sup
T!1
1
T
Z
[0;T ]
Z
A
()
t

 
x : jxf(s)j >  2=p0m(ds)(dt)

Z
E

 
x : jxj > jf(s)j 1 2=p01f jf(s)j gm(ds) :
Because of (6.29),

 
x : jxj > jf(s)j 1 1f jf(s)j g  C jf(s)j 1 p0
for some C > 0. Since f 2 L2(E), (6.32) follows.
In case of   2, let 0 2 (0; ). From the Ho¨lder’s inequality,
I3 

1
T
Z
[0;T ]
m
 
A
()
t

(dt)
0=(+)

 
1
T
Z
[0;T ]
Z
A
()
t

 
x : jxf(s)j >  (+)=(+ 0)m(ds)(dt)!1 0=(+) :
In this case, we have, for some C > 0,
lim sup
T!1
1
T
Z
[0;T ]
Z
A
()
t

 
x : jxf(s)j >  (+)=(+ 0)m(ds)(dt)

Z
E

 
x : jxj > jf(s)j 1 (+)=(+ 0)1f jf(s)j gm(ds)
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 C (+)
Z
E
jf(s)j+m(ds) <1 :
The last inequality follows from y+ 0
 
x : jxj > y! 0 as y # 0. Now, in either case,
lim supT!1 I3 = 0 and, hence, (6.30) has been established.
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