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Introduction
As the energy sector is one of the most important in the world in terms of its contribution to world trade, income and employment, it is not surprising that the time series fluctuations in leading energy sources, such as oil, natural gas and ethanol have been analysed widely in terms of economics and finance, thereby leading to significant research in energy economics and energy finance. Given the recent emphasis on the development of green energy, in which agricultural products, especially sugar cane and corn, have been used to produce bio-ethanol, the emphasis on agricultural finance has also not been surprising. As the leading energy and agricultural commodities are traded on international stock exchanges, the analysis of the fluctuations in stock and financial derivatives prices and returns, as well as the accompanying dynamic volatility to analyse risk and to develop hedging strategies, have also been investigated extensively in recent years.
In this context, the returns, volatility and volatility spillovers (namely, the delayed effect of a returns shock in one financial/energy/agricultural asset on the subsequent volatility or covolatility in another financial/energy/agricultural asset), among alternative energy commodities across different markets have been analysed using a variety of univariate and multivariate returns and volatility models, alternative data frequencies, and different data sets. Given the recent interest and emphasis in biofuels and green energy, and the various agricultural products that can be used to produce bio-ethanol, there is a topical and developing literature on the spillovers between energy and agricultural markets (see Chang et al. (2015) for a recent crticial review of the literature that connects the energy and agricultural sectors).
Much of the preceding literature has used data frequencies such as one day, week or month to analyse the relationships and spillovers across different financial/energy/agricultural markets, with few if any examining the relationships among such financial, energy and agricultural assets using intra-day data.
The advantages of using intra-day data include the ability ot examine the effects of intra-day temporal aggregation in examining returns relationships and volatility spillovers across different financial/energy/agricultural markets, such as 5-minute, 15-minute, 45-minute frequencies, as well as the effects of overnight returns, volume, realized volatility, asymmetry, and spillovers, in comparison with the daily frequency. 4 The purpose of the paper is to analyse the relationships among the S&P 500 Index and futures prices, returns and volatility of three leading energy commodities, namely crude oil, natural gas and ethanol, using intra-day data. This will lead to a detailed analysis of intra-day temporal aggregation in examining returns relationships and volatility spillovers across the equity and energy futures markets, and examine the effects of overnight returns, volume, realized volatility, asymmetry, and spillovers across the four financial markets.
The plan of the remainder of the paper is given as follows. Section 2 examines energy futures and the stock market index, including alternative daily and overnight measures and an empirical analysis of three energy futures, namely crude oil, natural gas and ethanol, and the S&P 500 Index, and alternative daily and overnight measures of returns, volume and realized volatility. Section 3 analyses alternative models of mean and variance feedback and asymmetry for intra-daily returns, asymmetry and volatility spillovers, dynamic conditional correlations and covariances, and empirical analysis.
Some concluding comments are given in Section 4.
Energy Futures and Stock Market Index

Alternative Measures of Three Energy Futures and S&P 500 Index
In this paper we consider the time series behaviour, especially the correlations among, three important energy-related futures and the equity stock market index. All data are obtained from TickData. 1 We consider the futures of WTI Crude Oil, Natural Gas, and Ethanol, and the S&P500 equity market index. Ethanol futures are traded at CME/CBOT 2 , while Natural Gas and Crude Oil futures are traded at NYMEX.
The futures data and the equity market index have different time coverage within the TickData database. Nevertheless, in order to perform analyses on a common sample, we restrict attention to a four-year period starting in January 2010 and ending in December 2013. The choice of sample period is limited by the availability of Ethanol futures data from January 2010. 1 See www.tickdata.com for details on the database coverage of the TickData company, and for further information on data accessibility. 2 The selected contract is not the most highly traded, but data for Ethanol Platts futures are not available through TickData.
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The S&P500 data are available at the 1-minute frequency and have been pre-filtered by TickData to remove cancelled trades, misalignment of data with the previous or subsequent trades, and bad ticks.
All these corrections have been validated with third-party sources. In addition, TickData time series take into account the effects of corporate actions. The available dataset for the equity index includes, for each 1-minute interval, the open-high-low-close prices. Empty intervals, if present, have been filled by using the last available prices, so that a zero return would be induced.
The management of futures data is more complex. In fact, on any given day, several futures are traded on the same underlying asset, and differ in the maturity date. However, for the purposes of this paper, a continuous time series is required. Consequently, from the TickData dataset we extract a continuous time series which is based on the front future contract (that is, the nearest contract which, in our case, is also the most actively traded). In addition, as several futures reach maturity within our sample, a roll method to the next future is required.
The Automatic Roll method provided by TickData through its TickWrite software is used. The automatic roll method performs the transition between the current front future and the next future on the basis of the daily volume. Finally, in order to remove rollover gaps across contracts, we perform a backward ratio adjustment on the prices. For each 1-minute interval, we obtain the open-high-lowclose prices, together with the volume traded within the minute, and the number of ticks recorded in the minute. Prices are adjusted for rollovers, and are also corrected and validated for the same type of errors and problems that can affect the equity index data. The volume data and tick counts refer only to the front contract adopted in the construction of the continuous time series.
A further aspect deserves attention, namely the trading hours of futures contracts, as opposed to the trading hours for the equity market. Taking as a reference the New York Stock Exchange, the equity market has trading beginning at 9:30 AM and ending at 4 PM Eastern US time. However, for the futures contracts, we can have trading expressed in either Eastern or Central US time. For reasons of simplicity, we use Eastern US time. In Eastern US time, trading for Natural Gas and Crude Oil futures lasts for almost the entire day in electronic form, with a break from 5:15 PM to 6PM. Trading starts on Sunday at 6 PM and ends on Friday at 5:15 PM. For both contracts, open outcry starts at 9 AM and ends at 2:30 PM, excluding week-ends.
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See the user manual of TickWrite software, which is available from the TickData website, for additional details.
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The trading hours of Ethanol futures are sensibly shorter, and change during the sample period. In fact, up to mid-2012, electronic trading had a night session from 6 PM to 7:15 AM from Sunday to Friday, and a daily session (contemporaneous to the open outcry session) from 9:30 AM to 1:15 PM, Monday to Friday. In 2012, electronic trading was extended, beginning at 5 PM and ending at 2 PM on the following day, from Sunday to Friday. The daily session with open outcry was also extended from 9:30 AM to 2 PM, as of June 25, 2012. 4 The various changes pose a relevant challenge to the joint analysis of the energy futures and equity data. We opt for what will be viewed as a simple but reasonable choice: when we consider the estimation of models involving data associated with the four assets (Natural Gas, Crude Oil, Ethanol, and the S&P500 index), we will restrict the time span to the range 9:30 AM to 1:15 PM, which lasts for 3 hours and 45 minutes. We are aware that relevant information may well be excluded. However, as will be argued below, information arising from the trading activity that occurs outside the previous range will be collapsed into an indicator or into additional variables that will be incorporated into the empirical analysis.
With the 1-minute data related to the assets of interest, we can perform a number of preliminary analyses to evaluate the evolution of the trading activity during the day. This can be monitored, for instance, by the intra-daily volume, tick count, and volatility. Intuitively, we can expect significantly different levels of volume and tick counts when comparing ethanol futures with the futures on light crude oil and natural gas.
In addition, as the ethanol market liquidity is lower than the liquidity on oil and gas, we can expect a large number of 1-minute intervals with zero volumes and zero returns. Such preliminary analyses suggests aggregation of the available 1-minute data to that of a 5-minute frequency. This leaves a total of 288 intra-day observations for each 24-hour day. At this stage, we will focus on the entire day as the trading of financial futures is allowed even during the night, as was noted above. 4 The trading time has been further modified and aligned to that of Crude Oil and Natural Gas, as reported in the CME website (last access date, July 2014).
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For each five-minute interval, we recover the number of tick counts, volume, close-to-close returns, 5 and a suitable proxy for volatility, as measured by squared returns. The graphical evaluation of the raw time series is, however, not particularly informative. More interesting issues arise when we average across days. For a given measure (such as returns or volumes), denoted by , i t m , where i refers to the five-minute interval during the day, and t is the daily time index, the 5-minute average value is given as:
(1)
In the sample, we have a total of 1461 days, including holidays and Saturdays, which is the only day of the week where there are no trades for energy-related commodities. Where tick counts and returns do not provide insightful results, the analysis of volume and volatility can provide more useful informative.
Empirical Analysis of Three Energy Futures and S&P 500 Index
Figures 1 to 3 report the average traded volume for Ethanol, Crude Oil, and Natural Gas futures. The shaded areas in the graphs highlight the range 9:30 AM to 1:15 PM. The S&P 500 index is not present as the volume for the index is not included in our database. The Ethanol plot (Figure 1) shows clearly visible three different spikes associated with the opening of the outcry/daily negotiation (9:30 AM), and with the closing of the outcry/daily trading session. For the latter, we have two spikes, at 1:15 PM and at 2PM, as the closing time was modified in June 2012. We also note that the volume is extremely high at closing, namely about 10 times larger than during the morning, and five times larger than at opening. Trades occurring before 9:30 AM and after 2 PM, that is, during the night or the electronic sessions, is sparse and is concentrated in the last months of our sample. For Natural Gas and Crude Oil futures (Figures 2 and 3 , respectively), we observe a similar pattern, with spikes in the volume observed at 9 AM, 10:30 AM and 2:30 PM. The first and third spikes are 5 At the five-minute frequency, the close-to-close return is computed as the log difference between the last price (close price) of two consecutive 5-minutes intervals. For the first trading period after a market closure (for instance, at 6PM -the market is closed from 5:15 PM to 6 PM -for Natural Gas, or after week-ends), we consider the closing price of the last trading period. However, what is interesting is that the highest spike occurs at 5 PM when the night session begins.
This could be associated with the reaction of Ethanol prices to news released after 2 PM, or inferred by traders and operators from other energy commodity trading prices that are observed from 2 PM to 5 PM.
Overall, the Ethanol 5-minute volatility (as measured by squared returns) shows a pattern that is similar to that of equities, and is generally called an Inverse-J shape, which involves peaking at the opening, decreasing during the morning, with a minimum at around 12 PM, and then recovering towards the close of the day session.
Moving to Crude Oil and Natural Gas (Figures 6 and 7 , respectively), we observe increases in the volatility at around the opening of the outcry session (9 AM), and at its close (2:30 PM). In addition, we have a further spike at around 10:30 AM, which is striking in the Natural Gas case. Notably, for both Natural Gas and Crude Oil, we observe a further spike at 6 PM, when the market re-opens after the weekday evening break.
As for Ethanol, we associate this spike with the typical movement observed at the equity market opening; for energy commodities, we observe two "opening" spikes, one in the morning at the opening of the outcry session, and one in the evening. These two spikes are very clear for Natural Gas, while for Crude Oil the behaviour is more erratic. For both commodities, the Inverse-J shape is distorted, but its fundamental movement might be observed if we focus on the morning up to 2 PM, and discard the 10:30 AM spike. For the S&P 500 index, we observe the known effect with the inverse-J shape for the 5-minute volatility. 6 We note the double spike is not associated with data management issues associated with daylight saving time. Had this been the case, a double spike would have been observed at the closing, specifically at 3:30 PM.
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In order to proceed to further empirical analysis that will consider joint modelling of the three commodities and the equity index, we restrict attention to a subset of the daily trading activity that lasts from 9:35 AM to 1:15 PM.
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With such a choice, in principle, we exclude a relevant amount of information, in particular, for Crude Oil and Natural Gas, whose trading range lasts for almost the entire day. In order to recover the information from trades (in terms of price, volume, and volatility) executed from 1:15 PM for a given day, up to 9:30 AM of the following trading day, we create a set of "overnight" indicators. Although these indicators are not strictly "overnight" as they monitor trades occurring during the traditional daily trading sessions, they will nevertheless have the same impact as the overnight returns, as in Gallo (2001) .
Alternative Measures of Returns, Volume and Realized Volatility
The three measures we consider which, by construction, have a daily frequency, are the following, where it is noted that the overnight return could span more than one day as t+1 might be a holiday or be located during week-ends:
(1) overnight returns: computed as the log-price difference between the price observed at 1:15 PM of a given trading day t, and the opening price observed at 9:30 AM of the subsequent trading day;
(2) overnight volume: computed as the sum of all trades that occur between 1:15 PM of day t and 9:30 AM of the subsequent trading day; (3) overnight realized volatility: computed as the sum of all the squared 5-minute returns observed in the range 1:15 PM of day t up to 9:30 AM of the next trading day.
In addition to the construction of overnight-related variables, for purposes of defining a common sample, we exclude some days when either the Ethanol futures or the equity market was not trading.
After the selection of the daily trading range and the exclusion of specific days, the overall sample reduces to a total of 997 trading days. For these specific days, we have 5-minute data for all of the variables of interest, corresponding to 45 observations per day. The data can also be aggregated into lower frequencies, namely 15 minutes, for 15 observations each day, or to 45 minutes, for 5 observations each day, or to the daily frequency.
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The first 5-minute interval is marked at 9:35 AM as it refers to the 5-minute period ending at 9:35 AM.
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Tables 1 to 5 report some descriptive statistics across the various frequencies for both the equity index and the three energy-related commodity futures. We note some well-known stylized facts. The average returns are small, positive for the equity index, and negative for all the energy-related commodities. Such behaviour is stable across the different frequencies. The standard deviations of the energy commodities are always higher than those of the index, coherently with the different nature of the series (that is, the commodities are associated with futures contracts, while the equity is a spot market index), with the perception that commodities are more risky than equities.
It is notable the Ethanol futures have volatility that is smaller than that of the Natural Gas contract.
However, such a result might be affected by both the number of zeros present in the series and the limited trading activity on the contract, and corresponds to the limited movements that are observed in the Ethanol price. We also note the increase in the kurtosis when moving to higher frequencies.
However, the levels of excess kurtosis are sensibly different: the Natural Gas results are similar to those of the S&P500 index, despite being lower, but those of Crude Oil futures are quite different, with excess kurtosis, which does not increase exponentially in moving to higher frequencies, but instead increases slowly, reaching a level of 5.4 at the 5-minute frequency.
On the contrary, the Ethanol kurtosis explodes, but this is a by-product of the infrequent trading of the Ethanol futures contract. This is confirmed by the large amount of zeros, which we detect at the highest frequencies (specifically, 75% of the series is comprised of zero values at the 5-minute frequency, and about 45% at the 15-minute frequency). Asymmetry in increasing (in absolute terms) with an increase in frequency, and is negative, coherently with what is observed on single stocks, with the exception of Natural Gas, which is characterized by positive asymmetry. Again, for Ethanol, we observe the largest values.
The volume time series levels are influenced by the nature of the future contracts. In fact, the Crude Oil contract unit is 1,000 barrels, while for Natural Gas the contract is 10,000 million British thermal units, and for Ethanol, the contract size is 29,000 gallons. Nevertheless, we observe the small volume of Ethanol, and the large number of transactions for both Natural Gas and Crude Oil.
The overnight series show some differences compared with the daily time series, which are associated with a trading range starting at 9:30 AM and ending at 1:15 PM. As shown in Table 5, overnight   11 Ethanol futures returns have positive asymmetry, and the volume is quite high for Crude Oil, but with very large dispersion. In addition, we observe how the Realized Variance (RV) is comparable to the overnight dispersion of the returns. 
Mean and Variance Feedback and Asymmetry for Intra-daily Returns
Models of Energy Futures and Equity Intra-daily Returns
We first discuss the model for the analysis of futures and equity intra-daily returns. Denote by can contain a different number of intervals, depending on the frequency adopted (namely, 5, 15 or 45 minutes). If the data are daily, the indication of the interval becomes redundant and can easily be avoided.
The mean dynamics follow a VARMAX-type model:
where 1 In order to compare values, we must take into account that the figures reported in Table 5 for the mean and variance are multiplied by 100, and that the RV columns report Realized Variances. Thus, we take the RV column mean, divide it by 100, take the square root, and then multiply by 100 for compatibility with the Returns Standard Deviation.
The matrix t X is partitioned into four elements, each of which contains a set of asset-specific variables, that is, , , , , , Note that, despite being indexed at time t, the overnight variables are included in the information set at time t-1 as they monitor market activity up to the opening of day t. Thus, the information set at time t-1 contains information available up to the opening of the markets on day t. The overnight variables have a daily frequency, as highlighted above, and volume is not available for the equity index.
In order to allow for a different impact of the overnight variables across the intra-daily observations, the coefficient matrix, i  , is interval specific. In such a way, we might have overnight variables that impact with different coefficients across all intervals during the day, or might impact in the first part of the day (as one can easily obtain by means of a set of zero restrictions), or might even have an impact for the first observation of the day. The last of these is empirically the most relevant structure, leading to matrix, i  , with just two designs, namely one for the first interval of the day, and a second for the other intervals of the day.
In such a case, the model can be recast in the following alternative representation:
where , 1 
i t i t i t vol i t ove t i t i t i t i t i t t t i t
where I(.) is an matrix indicator variable that takes the following form for a generic k-dimensional
so that it has zero elements outside the main diagonal, while on the diagonal it assumes a value of 1 when the argument is true, and zero otherwise; the vector t W contains the overnight returns of the four assets; and the parameter matrices, 1  , 2  , and 3  , monitor the additional impacts of negative returns and overnight returns. Note that asymmetric terms can be also introduced in specification (2).
Although leverage is not permitted, given the specification of the volatility models (for further details, see McAleer (2014)).
In order to verify the relevance of the various components of the models introduced above, we will estimate five different specifications, as follows: (i) All the models are estimated using the least squares method, with robust Newey-West HAC standard errors due to the presence of residual heteroskedasticity. Moreover, we estimate the models for the various intra-daily frequencies previously considered, namely at 5, 15 and 45 minutes, as well as for daily data. In the case of daily data, the models M3 and M5 are not considered.
Empirical Results
A summary of the empirical results is reported in Tables 6 to 9 , while detailed tables reporting all the estimated coefficients are available upon request. What emerges from the mean estimation is that statistically significant coefficients are few, relative to the total number of coefficients included in each model.
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This is somewhat to be expected as financial returns are being modelled. We also note that the asymmetry components are statistically significant (at least for some of the coefficients) when the model allows for the impact of overnight variables for the whole trading session. On the contrary, asymmetry is not present if we have an impact of the overnight asymmetry solely on first return of the day.
However, when we test for the joint significance of asymmetry behaviour by means of Wald-type tests of models M4 and M5, the result is opposite, and asymmetry seems to be more relevant when the models include the impact of overnight measures only on the first return of the day. Such an empirical result, which is slightly surprising, might occur as a by-product of the number of coefficients included in the models, in which case the joint test could be more powerful than the significance of individual coefficients. Overall, the empirical results show some evidence of the presence of asymmetric impacts of both overnight variables and past returns.
In addition, serial correlation is relevant at the intra-daily level, as can be seen for the Wald test for model M1, but not at the daily level, as can be seen in Table 9 . This confirms the relevance of serial 9
In each table we report the number of coefficients included in each estimated model 15 correlation for the intra-daily data and its limited, or virtually absent, impact at the daily frequency.
The overnight variables and volume are relevant drivers of information, despite the number of significant coefficients being very small.
Nevertheless, we also note that the joint significance of the coefficients, as derived from the Wald tests, is more pronounced if we restrict the impact of the overnight variables for the first interval of the day (as can be seen in a comparison of the Wald tests for models M2 and M3). This suggests that the overnight information impacts mostly during the first interval, which is an expected result that confirms previous studies, but it can also be influenced by the way we define the daily trading range and the overnight variables.
Asymmetry and Volatility Spillovers
We now analyse the conditional variances and their relation with spillovers of shocks and asymmetry.
In this case, we follow an approach similar to that of Billio and Caporin (2010) and to the VARMA-GARCH family that was proposed by Ling and McAleer (2003) as a generalization of the CCC model of Bollerslev (1990) , and subsequently extended to include asymmetry, as in McAleer et al. (2007 McAleer et al. ( , 2008 McAleer et al. ( , 2009 ).
When dealing with models that include asymmetry and volatility spillovers, the number of parameters can increase quickly, thereby making estimation infeasible (which is widely known as the "curse of dimensionality"). In terms of volatility spillovers and co-volatility spillovers across different financial assets, Chang et al. (2015) give three new definitions of volatility spillovers, specifically full volatility, full covolatility spillovers, and partial covolatility spillovers, and evaluate the leading alternative multivariate models in terms of the new definitions,
For the data considered in the paper, the model should also take into account the periodic evolution of intra-daily volatility, which is a known feature of the data (see Andersen and Bollerslev (1997) ,
and Dacorogna et al. (2001) , among others). In order to control for the increase in the number of parameters, we filter out the periodic evolution in a preliminary step. Therefore, for each mean innovation, , , , , , 
We recover the periodic pattern with the following linear model:
ln ln ln ln
where , l i t D are dummy variables for each intra-daily interval, and k is the number of intervals within a day. Thus, we take a simplified approach to remove the periodic behaviour. Alternative methods could be used (see, among others, Andersen and Bollerslev (1997) and Boudt et al. (2011) ). After the periodic pattern has been estimated, we can easily filter it out from the mean innovations, use the estimates of the series, , i t  , and then analyse asymmetric and spillover effects by estimating, for example, a multivariate GARCH model, of which several alternatives are available.
Dynamic Conditional Correlations and Covariances
The model we consider focuses on the conditional variance, , If the conditional correlations can be estimated consistently, the conditional covariances, as defined by equation (8), can also be estimated consistently. As the definition in equation (8) can be rewritten to express the conditional correlations in terms of the conditional covariances, if the conditional covariances can be estimated consistently, the conditional correlations can also be estimated consistently.
We then model the log-conditional variances,
follows:
t i t i t i t i t i t i t i t i t
where 1 α , 2 α , 1 γ , 2 γ , 1 δ , and 2 δ are parameter matrices,
and
As previously discussed, the last component in equation (11), despite being indexed with time t, is known before "day" t, as it contains variables observed up to the opening. Moreover, the indicator variables, as well as the dummy variable pre-multiplying the overnight volatility, have the same structure as those adopted for the mean dynamics.
The model provides dynamics for the log-variances, which is similar to Bordignon et al. (2007 Bordignon et al. ( , 2009 ).
The innovations are not given by variance standardized residuals, as in the EGARCH model of Nelson (1991) , but rather by log-squared innovations. The model shares the same advantage of EGARCH in excluding positivity restrictions to model the parameters. In addition, as for EGARCH, the model allows for asymmetry, which is defined as the possibly different impacts on volatility of positive and negative shocks of equal magnitude, but not leverage, which was defined in Black (1976) , based on the debt-equity ratio (see McAleer and Hafner (2014) and McAleer (2014) for caveats regarding the signs of the coefficients in EGARCH).
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The model in equation (9) shares some similarities with the model in Billio and Caporin (2010) as it does not allow for volatility spillovers. In fact, the log-conditional variances of a given asset are a function of only the past log-conditional variances of the same asset. This is due to the diagonality restriction imposed on the parameter matrices that pre-multiply the lagged log-conditional variances.
On the contrary, the shocks of the other assets can be relevant, and their effects can depend on the signs allowing for asymmetry, as in McAleer et al. (2007 McAleer et al. ( , 2009 ).
The diagonality assumption adopted for the GARCH part of the model, as highlighted in Billio and Caporin (2010) , allows parameter estimation on the basis of marginal univariate likelihoods, but at the cost of reduced efficiency. Nevertheless, we believe the loss in efficiency is acceptable in light of the sensible computational advantages. In fact, the full model, including the four variables, has 108
parameters. By moving to univariate models, the parameter number decreases to 27, which is still a large number, but with computationally feasible estimation. We also note that the model is similar to the models developed in McAleer et al. (2007 McAleer et al. ( , 2009 ) with respect to the introduction of asymmetry for the variables that are under consideration.
The model includes an "exogenous" variable, namely the overnight realized volatility. In fact, this is a natural information driver for volatility (as well as its asymmetric impact), given the movements occurring outside the trade range under consideration. Note that the asymmetric impact is driven by the sign of the overnight returns. Moreover, asymmetry and overnight volatility impact only on the first observation of the day, given the empirical evidence that has already been presented for the conditional mean.
Estimation
Estimation is performed at the univariate level, and the parameter restrictions are not needed to ensure the positivity of the conditional variances. However, the parameters are restricted to ensure stationarity. The constraints can be recovered by considering the ARMA representation of the model.
We start from the dynamic equation of a single conditional variance, as follows:
ln ln ln ln ln ln 0 ln 0 Upon taking squared logs, we have:
i t i t i t i t i t i t i t i t i t i t
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ln i t i t i t i t i t z z
Moreover, given that the distribution of   2 , ln i t z is non-standard, we define its unconditional mean as
 . By taking the latter into account, we can define a martingale difference sequence,
, that can be used to recover the ARMA representation of the model in equation (12), which is given as follows:
where
and k is the number of intervals for a given day.
Therefore, under symmetry of the density of , i t  , the expectation of the indicator variables equals ½, so that:
Stationarity is associated with the roots of   L  lying outside the unit circle, thereby indirectly imposing the constraints on the parameters.
Empirical Analysis
Tables 10 to 13 report the estimated parameters for the four assets and the four different frequencies,
while Figure 8 contains an example of the estimated conditional variance patterns. For each (asset, frequency) combination, we estimate three different models, namely: (1) a baseline specification that does not include other asset shocks, overnight realized volatility (H1), or asymmetry; (2) a model that adds to H1 asymmetry with respect to the asset shocks and ORV (H2); and (3) the most general specification with asymmetry and all the other asset shocks (H3).
We first focus on the high frequency results, namely Tables 10 to 12. It is noted that the GARCH coefficients are highly significant for lag 1, with point values decreasing in some cases when the data frequency is decreased towards daily data. This is particularly evident for Crude Oil, mainly at the 45-minute frequency. The GARCH coefficient capturing the "daily" effect has a minor relevance, and its significance decreases with the data frequency. We also note that some GARCH coefficients for lag are occasionally greater than 1. This does not necessarily imply non-stationarity as the condition is acting on the roots of the polynomial in equation (15), and not on each single coefficient.
In considering the ARCH coefficients, which reflects the short-run persistence of returns shocks on volatility, there is confirmation of the observations reported for the GARCH component of the model, namely they are statistically significant at lag 1, irrespective of the frequency, and the significance of the "daily" coefficients decreases with the data frequency. In addition, as is commonly observed in empirical GARCH models, the size of the ARCH coefficients is much smaller than those of the GARCH coefficients. The previous comments are valid irrespective of the estimated model, namely H1, H2 or H3.
Consider now the shock spillovers, namely those monitored by the coefficients 1 α and 2 α , which are located in the off-diagonal terms. These coefficients, which are included only in model H3, are in most cases not significant. The largest number of significant coefficients is observed at the 5-minute frequency. The coefficient sizes are small, in some cases negative and, in general, are lower (in absolute terms) than the values obtained for the diagonal coefficients (namely, the standard ARCH 21 components). Thus, we conclude that the shock spillovers across the assets have limited impacts across the intra-daily frequencies.
An important result of the empirical analysis is associated with the impact of the overnight volatility.
Such an exogenous variable is statistically significant for all assets and for all data frequencies for model H1 (namely, the specification without asymmetry and shocks and asymmetry spillovers). The coefficients are always positive, thereby implying that the overnight volatility increases the daily volatility level. This is a somewhat expected outcome as this variable conveys the information from the close of the previous day's trading range to the opening of the daily trading range.
When asymmetry is included in specification H2, it is observed that the positive impact on the intraday volatility for the S&P index is mainly associated with the overnight volatility for the negative overnight returns. On the contrary, the overnight volatility that is matched with positive overnight returns leads to a decrease in the intra-daily volatility for higher frequencies. The results of Ethanol suggest a compensation effect between positive and negative overnight returns across the various frequencies. For Crude Oil, most relevant are the negative overnight returns, leading to an increase in the intra-daily volatility.
Somewhat surprisingly, for Natural Gas the most relevant effects arise from the positive overnight returns, where the volatility leads to an increase in intra-daily volatility, while negative overnight returns do not have such an impact. The latter results might be explained by examining the estimates for model H3, which include the cross-impacts of overnight volatility. We observe that the most relevant role is now played by the S&P 500 overnight volatility that enters (for both positive and negative overnight returns) into the dynamics of the energy commodities in many cases, with a negative coefficient for positive overnight returns, and a positive coefficient for negative overnight returns. Therefore, it can be concluded that the overnight volatility has a relevant role for the intradaily dynamics of energy commodities, with a fundamental role afforded by the equity market variable.
Finally, we focus on the shock spillovers and asymmetry across the equity market and energy commodities. The baseline specification is model H2, with only asymmetry but not any crossimpacts. Across the intra-daily frequencies, we note that the asymmetric coefficients (as included in the matrices 1 γ and 2 γ ) are, in most cases, statistically significant, positive at lag 1, and negative at 22 the "daily" lag. These results imply that the previous intra-day period sign matters, and that negative returns have larger impacts, as compared with positive returns.
The introduction of asymmetry also explains the few cases of insignificant ARCH coefficients at lag 1. The "daily" lag has the opposite effect, a kind of mean-reversion applied to the volatility dynamics.
Nevertheless, we note that the coefficients are, as is typical in empirical (G)ARCH models, very small. When spillovers for both the shocks and asymmetry are taken into account, the previous results are confirmed, with a positive effect from the previous period and a negative effect from the "daily" lag. Moreover, many cross-asset effects are present, but all with very small magnitudes. In addition, the relevance of the asymmetry and shock spillovers is sensibly reduced at the 45-minute frequency, which indicates that the relation is present at quite high data frequencies.
The last empirical finding might also be associated with the somewhat unusual results at the daily frequency (see Table 13 ). In fact, for this frequency, the estimated parameters are, in some sense, non-standard, with smaller GARCH effects, higher ARCH coefficients, and an extremely large impact of the overnight variables.
This empirical result might be explained by the approach taken for the construction of the trading range, which was driven by the need for creating a common foundation for the spillovers. The spillovers can be detected at higher frequencies, and the GARCH parameters have standard values owing to the persistence of the intra-daily volatility patterns. When moving to lower frequencies (such as the 45-minute interval) or the daily frequency, the role of the excluded trading periods becomes fundamental, thereby leading to an extremely large impact of the overnight volatility.
As a final check on the variance standardized series, The results, which are not reported but are available upon request, show the persistence of conditional correlations. As stated previously, the caveats given in McAleer et al. (2008) should be borne in mind in interpreting the estimates from these two models as conditional correlations. Table 14 reports the unconditional correlations observed over the various frequencies on the variance standardized residuals (using conditional variances from model H3). We first note that the only correlation assuming a somewhat large value is that between Crude Oil futures and the stock market 23 index. This is understandable given the interaction between the oil price, economic growth or the economic cycle, and the subsequent relation of each with financial markets and the financial cycle.
On the contrary, all the other correlations take very small values. Moreover, by increasing the sampling frequency, the conditional correlations decrease, again with the exception of the Oil futures and S&P 500 index, where we note an increase from the daily to the intra-daily values. The latter depends on the construction of the trading range, and is associated with the odds results on modelling daily conditional covariances.
In moving to conditional modelling, as already mentioned, we obtained parameter estimates for the DCC model, which indicates high persistence, with data that are close to being integrated (see also Aielli, 2013) . Figure 9 reports the time evolution of conditional correlations at the 15-minute frequency. Similar patterns can be obtained for other intra-day frequencies. Again, the caveats given in McAleer et al. (2008) should be borne in mind in interpreting the estimates from DCC as conditional correlations.
Several relevant elements are noted. At first, the only correlation providing high value is, as expected,
given Table 14 , namely for the S&P 500 index and Crude Oil futures. The correlation shows a decreasing trend, a pronounced decrease, followed by a recovery, with a minimum in February 2011.
Somewhat differently, the dynamic correlations involving Ethanol futures all oscillate around zero, while the conditional correlations between Natural Gas and the S&P or Crude Oil are positive, but are nevertheless quite low.
The last two empirical findings suggest that the estimated persistence could be driven by the stronger relation between Crude Oil futures and the stock market. This is confirmed by the fit of more general models allowing for asymmetry in the correlation dynamics and/or for correlation-specific parameters (as in Cappiello et al. (2006) ). However, the estimation of these models provide non-standard results and convergence problems that are due to the joint presence of constant and dynamic correlations.
Such empirical findings would suggest, as a possible alternative, the estimation of alternative systems of bivariate models. Nevertheless, with the focus of this paper on the evaluation of spillovers and asymmetry across variables, bivariate specifications would be expected to have minor relevance, and are thereby not considered. 
Concluding Remarks
The purpose of the paper was to analyse the relationships among the S&P 500 Index and futures prices, returns and volatility of three leading energy commodities, namely crude oil, natural gas and ethanol, using intra-day data. The analysis led to a detailed analysis of intra-day temporal aggregation in examining returns relationships and volatility spillovers across the equity and energy futures markets, and examined the effects of overnight returns, volume, realized volatility, asymmetry, and spillovers across the four financial markets.
The paper examined the time series fluctuations in three energy futures, namely crude oil, natural gas and ethanol, and the stock market index, including alternative measures of returns, volume and realized volatility at the daily frequency.
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