Given a local gapped Hamiltonian with a global symmetry on a one dimensional lattice we describe a method to identify if the Hamiltonian belongs to a quantum phase in which the symmetry is spontaneously broken in the ground states or to a specific symmetry protected phase, without using local or string order parameters. We obtain different matrix product state (MPS) descriptions of the symmetric ground state(s) of the Hamiltonian by restricting the MPS matrices to transform under different projective representations of the symmetry. The phase of the Hamiltonian is identified by examining which MPS descriptions, if any, are injective, namely, whether the largest eigenvalue of the "transfer matrix" obtained from the MPS is unique. We demonstrate the method for translation invariant Hamiltonians with a global SO(3), Z2 and Z2 × Z2 symmetry on an infinite chain. Quantum many-body systems exhibit a variety of phases at zero temperature. Identifying the quantum phases that appear in a given system-to determine the phase diagram of the system-is a pivotal task e.g., in condensed matter physics. A quantum phase is an equivalence class in the space of Hamiltonians. Broadly speaking, two local gapped [1] Hamiltonians belong to the same quantum phase if one can be smoothly connected [2] to the other by a path of local gapped Hamiltonians.
Given a local gapped Hamiltonian with a global symmetry on a one dimensional lattice we describe a method to identify if the Hamiltonian belongs to a quantum phase in which the symmetry is spontaneously broken in the ground states or to a specific symmetry protected phase, without using local or string order parameters. We obtain different matrix product state (MPS) descriptions of the symmetric ground state(s) of the Hamiltonian by restricting the MPS matrices to transform under different projective representations of the symmetry. The phase of the Hamiltonian is identified by examining which MPS descriptions, if any, are injective, namely, whether the largest eigenvalue of the "transfer matrix" obtained from the MPS is unique. We demonstrate the method for translation invariant Hamiltonians with a global SO(3), Z2 and Z2 × Z2 symmetry on an infinite chain. Quantum many-body systems exhibit a variety of phases at zero temperature. Identifying the quantum phases that appear in a given system-to determine the phase diagram of the system-is a pivotal task e.g., in condensed matter physics. A quantum phase is an equivalence class in the space of Hamiltonians. Broadly speaking, two local gapped [1] Hamiltonians belong to the same quantum phase if one can be smoothly connected [2] to the other by a path of local gapped Hamiltonians.
All local gapped Hamiltonians on a one dimensional (1D) lattice belong to the same phase in the absence of symmetries, and can be smoothly connected to a "trivial" Hamiltonian whose ground state is a product state. However, distinct phases can appear when the Hamiltonians are required to have a symmetry [3] [4] [5] . In one dimension, a local gapped Hamiltonian with a global symmetry can belong either to a symmetry broken phase, characterized by degenerate ground states that are not all symmetric, or to one of possibly several distinct symmetry protected phases, in which the ground state is unique and symmetric. An example of a non-trivial symmetry protected phase is the Haldane phase [6] , which is protected by spatial inversion, time-reversal or a Z 2 × Z 2 (rotations by π around two orthogonal axes) symmetry. This means that Hamiltonians in the Haldane phase have a unique and symmetric ground state, and cannot be smoothly connected to a trivial Hamiltonian as long as one of these symmetries is enforced. In two or higher dimensions topological phases, characterized by ground states with nonzero topological entanglement entropy [7, 8] , can also appear. But such phases do not exist in 1D systems [4, 5] .
Symmetry breaking can be identified from the ground state expectation value of a local observable that does not commute with the symmetry (local order parameter) [9] . The choice of a local order parameter depends on the model and may not be obvious, in particular, when the ground state is symmetric under a subgroup of the symmetry. On the other hand, string or non-local order parameters have been proposed [10, 11] to distinguish certain symmetry protected phases. In this paper we describe a method to identify quantum phases in classical simulations of 1D quantum many-body systems, without using local or string order parameters.
The method is based on the efficient description of ground states of 1D local gapped Hamiltonians as matrix product states (MPSs) [12] [13] [14] [15] [16] . Quantum phases in 1D have also been classified [4, 5] using MPS description of ground states, which provides a more comprehensive framework for their identification [11, 17, 18] in classical simulations. Here we describe how to identify phases by examining if various MPS descriptions of a symmetric ground state, obtained by restricting the MPS matrices to transform under different projective representations of the symmetry, satisfy a condition known as injectivity. For example, in a large class of 1D symmetry broken phases, MPS descriptions of symmetric ground states are non-injective for any choice of projective representation [5, 12] . The appendix contains basic examples of projective representations and details of two technical results that are employed in the main discussion of the paper.
We begin by reviewing relevent aspects of the MPS formalism for translation invariant systems. Consider a 1D lattice L made of L sites each described by a ddimensional vector space V. An translation invariant matrix product state |Ψ of L can be expanded as [ Fig. 1(a) ]
where Tr denotes matrix trace, |i 1 , i 2 , . . . , i L = k∈L |i k , |i k is a local basis on site k, andÂ i k are site-independent, χ × χ matrices acting on vector space W,Â i k : W → W. Here χ is called the bond dimension of the MPS. We will assume that the MPS is in the canonical form [16] in which matricesÂ i satisfyÂ iÂ † i =Î [19] . In this paper we consider the thermodynamic limit, L → ∞, in order to accommodate symmetry breaking.
In a translation invariant MPSÂ, two point correla-tions, C(l) ≡ ô môn − ô m ô n , can be obtained as
is the transfer matrix, see Fig. 1 . The range of correlations in an MPS is determined by the degeneracy of the largest modulus eigenvalue λ max of the transfer matrix.
In the canonical form |λ max | = 1, if the largest eigenvalue is unique then λ max = 1 [16] . In the latter case the MPS is said to be injective [20] . An injective MPS has a finite correlation length. This can be explained as follows. An injective MPS satisfies lim l→∞T l = |R L| where |R , L| are the right and left eigenvectors ofT corresponding to λ max respectively [ Fig. 1(c) ]. For sufficiently large but finite l we haveT l ≈ |R L| up to O(|λ 2 | l ) corrections where λ 2 is the second largest eigenvalue ofT . This implies that an injective MPS has a finite correlation length
On the other hand, a non-injective MPS (where λ max is degenerate) can have long-range correlations. For example, the MPS comprised of matrices {Â
is a d×d matrix with 1 at position (i, i) and 0 elsewhere, is non-injective and has long-range correlations. Specifically, it describes the GHZ state:
A special case of non-injectivity is when the MPS matrices decompose asÂ i =Î f ⊗Â ′ i whereÎ f is a f × f identity matrix and the largest eigenvalue of the transfer matrixT ′ constructed from matricesÂ ′ i is unique. In this case we say that MPSÂ is inflated. An inflated MPS is non-injective (the transfer matrix of MPSÂ has f 2 eigenvalues with modulus 1) but has short-range correlations. It is readily checked that MPSÂ describes the same quantum many-body state that is described by the injective MPS formed with the matricesÂ ′ i . That is, expectation value and correlations, Eq. (2), of local observables obtained from the MPSsÂ andÂ ′ are equal. Let us introduce the action of a symmetry group G on the lattice L by means of a unitary linear representation
In the rest of the paper we only consider matrix product states that have a global symmetry under the action of G. MPS |Ψ , Eq. (1), has a global symmetry G, or equivalently |Ψ is G-symmetric, if
The global symmetry implies a constraint on matricesÂ i , namely, |Ψ is G-symmetric iff matricesÂ i satisfy [21, 22] where the phases e iθg [23] form a one dimensional representation of G andV g : W → W are unitary matrices (for an MPS in the canonical form) that form a χ-dimensional projective representation of G-a representation that fulfills the group product only up to a phase,
. We refer toV g as the bond representation of the G-symmetric MPSÂ.
We now turn to addressing the goal of this paper. We have a local, gapped, translation invariant [24] and Gsymmetric HamiltonianĤ on the lattice L i.e., [Ĥ,
Our goal is to identify ifĤ belongs to one of possibly several phases protected by symmetry G or to a phase in which symmetry G is broken in the ground states. Identification of symmetry protected phases. If the ground state ofĤ is unique and G-symmetric then H belongs to one of possibly several quantum phases protected by the symmetry G. Distinct symmetry protected phases are in one to one correspondence with the elements of the second cohomology group H 2 (G, U (1)), which also label different equivalence classes of projective representations of G. Linear representations of G [the identity element of H 2 (G, U (1))] correspond to the trivial symmetry protected phase. For example, the second cohomology group of SO (3) is Z 2 and there are 2 distinct phases protected by G = SO(3) symmetry: the trivial phase corresponding to integer spin representations (linear), and a phase corresponding to half-integer spin (projective) representations of SO (3) . For brevity, we will say "a symmetry protected phase ω" and "a representation in ω" to respectively mean a phase protected by symme- try G and a representation of G in the equivalence class that corresponds to the element ω ∈ H 2 (G, U (1)).
Symmetry protected phases have also been characterized using MPS descriptions of ground states. If the ground state of a local gapped Hamiltonian is unique then it has a finite correlation length and can be described by an injective MPS [14] [15] [16] 25] . Furthermore, ifĤ belongs to a symmetry protected phase ω ∈ H 2 (G, U (1)) then an injective MPS description of its ground state has a bond representation in ω [4, 5] .
Consider an SO(3)-symmetric Hamiltonian on a spin 1 chain that belongs to the SO(3) protected phase corresponding to projective (half-integer spins) representations of SO (3), and whose ground state |Ψ (5) is generated by the Pauli matrices). A simple example of such a ground state is the AKLT state [6, 26] . State |Ψ proj can also be described by an inflated MPS, for instance, comprised of matricesÂ 
proj , which belongs to the non-trivial SO(3) protected phase, is also described by MPSÂ triv , which has integer spins bond representations (direct sum of spin 0 and spin 1). Note that this does not contradict the MPS based classification of symmetry protected phases because MPSÂ triv is non-injective. The situation is reversed for a ground state in the trivial SO(3) protected phase [e.g., MPSB triv depicted in Fig. 2(b) ], namely, an injective MPS description of the state has integer spins bond representation while MPS descriptions of the state with half-integer spins bond representation are inflated.
More generally, ifĤ belongs to a symmetry protected phase ω ∈ H 2 (G, U (1)) its ground state |Ψ can be described by an MPS with a bond representation in any ω ′ different from ω but such an MPS description must be non-injective and obtained by inflating an injective MPS (see appendix Sec. II). Specifically, an MPS description of |Ψ with bond representationV Thus, if we could obtain an MPS description of |Ψ that satisfies Eq. (5) for a given equivalence class of bond representation then we could iterate through the different equivalence classes ω ∈ H 2 (G, U (1)) and identify the phase ofĤ from the ω that results in an injective MPS description of |Ψ . In MPS simulations, this can be achieved by choosing an initial G-symmetric state with a bond representation in the given ω and ensuring that the symmetry, Eq. (5) It is well understood how to do this when the bond representationV g , Eq. (5), is a linear representation. In this case, the MPS matricesÂ i decompose in terms of the Clebsch-Gordan (CG) coefficients of the group G, which depend on the choice of the bond representation, and coefficients x that are not fixed by the symmetry (WignerEckart theorem). An initial G-symmetric MPS with a specific bond representation is constructed from the corresponding CG coefficients and randomly chosen x. The symmetry is protected in each iteration of the DMRG and TEBD algorithms by only updating the x part of the MPS. We refer to [29] [30] [31] [32] for details.
When the bond representation is a projective representation, Eq. (5) can be incorporated in the MPS in the same way by exploiting the fact that projective representations of G can be lifted to linear representations of another group R(G), called the representation group of G [33]. The group R(G) is a central extension of G and in many cases of interest is also a covering group of G. For example, integer (linear) and half-integer (projective) spin representations of SO(3) respectively are linear representations of SU(2)-the double cover of SO(3). Thus, when the bond representation is projective, MPS matrices decompose in terms of CG coefficients of R(G).
To demonstrate the method consider the spin 1 bilinear biquadratic Heisenberg model on an infinite chain L (7), obtained by restricting the bond representation to integer (•) and half-integer (×) spin representations respectively. Ground states were obtained using the SU(2)-symmetric TEBD algorithm with χ ≤ 100.
where S ≡ (Ŝ x ,Ŝ y ,Ŝ z ) are spin 1 matrices. This model has a global SO(3) symmetry and exhibits [11, 18, 34 ] the two distinct SO(3)-symmetry protected phases: There is a phase transition at θ = −π/4 from the trivial phase, θ < −π/4, to the (haldane) phase corresponding to halfinteger spin representations of SO(3).
For given θ, we used the SU(2)-symmetric TEBD algorithm [30] to obtain two MPS descriptions of the SO(3)-symmetric ground state by restricting the bond representation to integer and half-integer spin representations respectively. In the two cases we chose an initial SO(3)-symmetric MPS with integer and half-integer spins bond representations respectively, which resulted in restricting the bond representation to these equivalence classes at all times in the SU(2)-symmetric simulation [35] . From the plot in Fig. 3 we find that for θ < −π/4 the MPS description of the ground state is injective for integer spins bond representation and non-injective-inflated with degeneracy of λ max equal to 4 [36]-for half-integer spins bond representation, and vice-versa for θ > −π/4. Thus, we conclude thatĤ BLBQ belongs to the trivial phase for θ < −π/4 and to the Haldane phase for θ > −π/4. At the critical point θ = −π/4 we find that the MPS description of the approximated ground state is injective when the bond representation is restricted to either integer or half-integer spin representations [37] .
Identification of symmetry broken phases. IfĤ, Eq. (6), belongs to a phase in which the global symmetry G is broken then it has a degenerate ground subspace and there exist ground states that are not G-symmetric. More relevant to our purpose is that in a large class of symmetry broken phases there exist G-symmetric ground states all of which are GHZ-type states dressed with local entanglement (see appendix Sec. III), and consequently their MPS descriptions are non-injective [for a bond representation in any equivalence class ω ∈ H 2 (G, U (1))]. For example, consider the spin-1/2 transverse field quantum Ising model on an infinite chain L,
whereσ z,x are Pauli matrices and h is the magnetic field in the transverse direction. This model has a Z 2 symmetry generated by a global spin flip, k∈Lσ x , on all sites. It exhibits a second-order phase transition at h = 1 from the disordered phase, h > 1-a trivial phase where the ground state is unique and Z 2 -symmetric-to the symmetry broken phase (ordered phase) where the ground state is 2-fold degenerate [9] . For instance, at h = 0 the ground subspace is spanned by states | · · · ↑↑↑ · · · and | · · · ↓↓↓ · · · , mapped to each other by the symmetry. There also exist two Z 2 -symmetric ground states which are GHZ states:
In fact, as argued in Sec. III of the appendix, Z 2 -symmetric ground states throughout the symmetry broken phase contain GHZ-type correlations, and consequently their MPS descriptions are non-injective. This is illustrated by the plot in Fig. 4 . We find that the MPS description of Z 2 -symmetric ground states of the Ising model is noninjective for h < 1 and injective for h > 1, from which we infer that the symmetry is broken for h < 1.
Example with D 2 ∼ = Z 2 × Z 2 symmetry. Finally, consider a lattice model that exhibits both a non-trivial symmetry protected phase and a symmetry broken phase. The spin 1 Heisenberg model on an infinite chain L
has a global D 2 symmetry generated by rotationsR From the plot in Fig. 5 we find that in the large-D phase the MPS description of the ground state is injective if the bond representation is linear and non-injective (inflated) if it is projective, and vice-versa in the Haldane phase. In the symmetry broken phase, MPS descriptions of the D 2 -symmetric ground states are non-injective if the bond representation is either linear or projective since both cases correspond to a GHZ-type state.
Outlook. Given a 1D quantum lattice model with a global symmetry we have described how to identify both symmetry protected and symmetry broken gapped phases exhibited by the model in a simple way (by examining the injectivity condition in the ground state MPS), once the symmetry [Eq. (5)] is exactly incorporated in the MPS ansatz. The method can be repeated within a symmetry broken phase to identify gapped phases that are protected by or break the residual symmetry. Symmetries are commonly incorporated in MPS algorithms to obtain computational speedup in simulations (see e.g., [29] [30] [31] [32] ). The results presented here demonstrate that incorporating symmetries in MPS algorithms can also be useful to determine the gapped phase diagram of a 1D quantum many-body system.
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[1] Local means that the many-body Hamiltonian is a sum of terms each of which only acts non-trivially on a small number of neighbouring sites, and gapped means there is a finite energy difference between the ground subspace and the first excited state in the thermodynamic limit.
[2] By a smoothly connected path of Hamiltonians we mean that ground state properties vary smoothly as the Hamiltonian is varied along the path.
tonians for concreteness. But we expect that our results also apply to non-translationally invariant systems. In the latter, the transfer matrix becomes site dependent and injectivity of MPS descriptions is diagnosed by examining the eigenvalues of the transfer matrix for each site of the lattice. (3) then the bond representation (on space W) of an SO(3)-symmetric MPS belonging to the lattice may be restricted to either only integer or only half-integer spin representations because both cases correspond to a non-vanishing intertwiner (Clebsch-Gordan coefficients) between the spaces V ⊗ W and W.
[36] The symmetric TEBD simulation resulted in a minimal inflation of the MPS when the bond representation was appropriately constrained. For example, when the bond representation was restricted to integer spin representations in the Haldane phase [ Fig. 3 ] the simulation produced an inflated MPS with a bond dimension that was f = 2 times the injective MPS bond dimension, which corresponds to inflating the injective MPS by taking tensor product with identity in the spin 1 2
representation. As a result, we find that the degeneracy of the largest eigenvalue of the transfer matrix of the inflated MPS is equal to f 2 = 4.
[37] At a critical point the ground state has a divergent correlation length which cannot be captured by an MPS with a finite bond dimension, and an MPS simulation only produces an approximation to the ground statea "nearby" state lying in either gapped phase around the critical point. Here, in addition to a finite bond dimension, restricting the bond representation to integer or half-integer spin representations constrains the simulation to produce a nearby (injective) MPS lying in the Haldane or the trivial phase respectively. 
APPENDIX I. Projective representations
A (unitary) projective representationV g of a group G fulfills the group product only up to a phase factor,
. The group product is g ij .g mn = g mod(i+m,2),mod(j+n,2) , i, j, m, n ∈ {0, 1}.
The representationV ij of D 2 given by the Pauli matrices,
is a projective representation since it fulfills the group product only up to a phase factor,
which cannot be removed by scaling the representation matrices. Example 2: Half-integer spin representations are projective representations of SO(3). For example, in the spin 1 2 representation, generated byŜ i =σ i /2 (σ i are the Pauli matrices), the composition of two π rotations, say, around the z-axis is e −i2πŜz = −Î. Thus, the spin 1 2 representation is a projective representation of SO(3) owing to the appearance of the factor −1. Example 3: The group Z n has no non-trivial projective representations.
A projective representationV g of a group G is defined only up to a phase,V g ↔ e iφgV g , which results in equivalence classes of projective representations under the relation ω(g, h) ∼ ω(g, h) + φ g + φ h − φ g.h mod 2π. The equivalence classes form a group that is isomorphic to the second cohomology group H 2 (G, U (1)). A linear representation simply corresponds to ω(g, h) = 0 for all g, h in G and to the identity element of H 2 (G, U (1)).
II. Symmetric matrix product states in a symmetry protected phase
Consider a local, gapped and G-symmetric HamiltonianĤ on a one dimensional lattice that belongs to the symmetry protected phase corresponding to ω ∈ H 2 (G, U (1)). Any MPS description of the (unique) ground state |Ψ ofĤ is possibly (i) injective, (ii) GHZtype non-injective, or (iii) inflated type non-injective. In this section we argue that an MPS description of |Ψ that has a bond representation in an equivalence class ω ′ ∈ H 2 (G, U (1)), ω ′ = ω, must be inflated [i.e. we will argue to rule out options (i) and (ii)]. This result was used in the paper to identify symmetry protected phases. First, clearly |Ψ cannot be described by a GHZ-type non-injective MPS with a bond representation in ω ′ since a GHZ-type non-injective MPS has long-range correlations while |Ψ has short-range correlations.
Next, since |Ψ is the unique ground state of a 1D local gapped Hamiltonian it can be described by an injective MPS [14] [15] [16] . According to the MPS based characterization of symmetry protected phases, an injective MPS description of |Ψ has a bond representation in the equivalence class ω ∈ H 2 (G, U (1)) [4, 5] . Let |Ψ be described by an injective MPSÂ. One may hope that the equivalence class (ω) of the bond representation of MPŜ A may be changed by applying a unitary transformationŴ to the MPS matrices,Ŵ †Â iŴ , thus defeating the MPS based characterization of symmetry protected phases. However, we show below that if MPSÂ and MPŜ A ′ i =Ŵ †Â iŴ describe the same G-symmetric state then W must commute with G,
[Consequently,Ŵ acts as a scalar matrix in the bond representation (Schur's lemma), and cannot e.g., map a projective representation in one equivalence class to a projective representation in another equivalence class.] This can be derived as follows. MatricesÂ
By multiplyingŴ † [.]Ŵ on both sides of Eq. (5) we obtain
From Eq. (12) and Eq. (13) we obtain Eq. (10). Thus, an MPS description of |Ψ with a bond representation in ω ′ = ω cannot be injective or GHZ-type non-injective. The only option left to obtain an MPS description with a bond representation in ω ′ is to inflate an injective MPS description of |Ψ as described in the paper. a discrete group G. Also consider a local, gapped, translation invariant and G-symmetric HamiltonianĤ on the lattice that belongs to a quantum phase in which the symmetry G is spontaneously broken in the ground states. That is,Ĥ has a degenerate ground subspace and there exist ground states that are not G-symmetric. In this section we argue that, for a large class of symmetry broken phases, MPS descriptions of the G-symmetric ground states are non-injective. This result was used in the paper to identify symmetry breaking phases. In one dimension, continuous global symmetries cannot be spontaneously broken in local gapped Hamiltonians in accordance with the Mermin-Wagner theorem, so we do not consider this case here. Also see e.g., [5, 12] for a related discussion. Lemma 1. Consider a translation invariant state |Ψ of the lattice L that is described by an injective (canonical) MPSÂ. Let λ denote the largest modulus eigenvalue of the matrixŶ
Then |λ| ≤ 1 for any g ∈ G with equality iff |Ψ is Gsymmetric. This result is proved in [21] as Lemma 1. Lemma 2. Assume that there exists a ground state |Ψ e ofĤ that is invariant only under the action of the identity element e of G and that is described by an injective MPSÂ. The state [ Fig. 6(a) ]
is also a ground state ofĤ (sinceĤ is G-symmetric). Denote byρ g andρ h the reduced density matrices for r sites in the states |Ψ g and |Ψ h respectively (g, h ∈ G, g = h)
[ Fig. 6(b) ]. Then for sufficiently large r, the overlap of ρ g andρ h , Tr(ρ gρh ), is exponentially small (i.e., loosely speaking, ground states |Ψ g and |Ψ h become "locally" orthogonal after blocking r sites of L). Proof: The overlap ofρ g andρ h is [ Fig. 6(c) ]
where |L , R| are the dominant left and right eigenvectors of the transfer matrixT = Eq. (14) . Denote by λ x and λ y the largest modulus eigenvalue of matricesX hg −1 andŶ gh −1 respectively. From lemma 1 it follows that λ x < 1, λ y < 1. This implies that for sufficiently large r we have
where ξ x = − Proof (a). Let lattice L be described by a (infinite dimensional) vector space V (L) . Under the action of the global symmetry G,
We can obtain eigenvectors ofĤ in each symmetry sector α by diagonalizing each blockĤ α separately. If G is Abelian then all irreps α are one dimensional. Clearly, all eigenvectors ofĤ transform as a one dimensional irrep of G i.e., all eigenvectors are symmetric up to an overall phase. In particular, if the ground state is n-fold degenerate then there exist exactly n G-symmetric ground states {|Ψ sym α },
If the symmetry is broken then there must exist atleast two ground states that transform as different one dimensional irreps of G. This ensures that there exist superpositions of the two ground states, a|Ψ
are non-symmetric since the two terms in the superposition pick up different phase factors f α and f α ′ under the action of the symmetry. Proof (b). If G is non-Abelian then the ground subspace can transform as an irrep α with dimension larger than one. In this case, and if no other ground states are present, clearly none of the ground states are Gsymmetric.
Finally, we argue that if the ground subspace ofĤ is spanned by the states {|Ψ g , ∀g ∈ G} of lemma 2 then G-symmetric ground states {|Ψ sym } ofĤ (lemma 3) are GHZ-type states, namely, equal probability superpositions of locally orthogonal states, generally after blocking the lattice. This implies that in this case G-symmetric ground states ofĤ have have long range correlations and consequently their MPS descriptions are non-injective.
Let us block the lattice L such that states {|Ψ g }, Eq. (15), become locally orthogonal (lemma 2). Since states {|Ψ g , ∀g ∈ G} span the ground subspace, a generic ground state |Ψ ofĤ can be expanded as
If state |Ψ is G-symmetric then |Ψ =Û g |Ψ ∀g ∈ G, that is,
Changing the dummy summation variable m = g.h and using |Ψ g.h =Û g |Ψ h we obtain g.h∈G c g.h |Ψ g.h = h∈G c h |Ψ g.h .
It follows that c g.h = c h , ∀g, h ∈ G which implies c g = c e , ∀g ∈ G. Thus, any G-symmetric ground state |Ψ sym ofĤ can be written as
where c e = ± 1 √ |G| (normalization). Thus, a G-symmetric ground state |Ψ sym ofĤ is a GHZ-type state. We interpret the plots in Fig. 4 and Fig. 5 to indeed indicate symmetry breaking resulting from the mechanism discussed above, namely, the symmetric ground states belonging to the symmetry broken phase exhibited in those models contain GHZ-type correlations and can be expanded according to Eq. (23) .
IV. R(D2)-symmetric TEBD algorithm
The D 2 -symmetric ground states used for the plot in Table I . 
