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Solving the Problem of Time in Mini-superspace:
Measurement of Dirac Observables
Donald Marolf∗
Physics Department, UCSB, Santa Barbara, CA 93106, USA
One solution to the so-called problem of time is to construct certain Dirac observables, some-
times called evolving constants of motion. There has been some discussion in the literature about
the interpretation of such observables, and in particular whether single Dirac observables can be
measured. Here we clarify the situation by describing a class of interactions that can be said to
implement measurements of such observables. Along the way, we describe a useful notion of pertur-
bation theory for the rigging map η of group averaging (sometimes loosely called the physical state
“projector”), which maps states from the auxiliary Hilbert space to the physical Hilbert space.
I. INTRODUCTION
In a universe without a boundary, the diffeomorphism invariance of gravity has two immediate consequences: First,
that the Hamiltonian can be expressed as a sum of constraints, and second, that any observable must commute with
these constraints. It follows that all observables must be time-independent, and issues surrounding these features are
often collectively referred to as “the problem of time in quantum gravity;” see e.g. [1] for a classic review. At the
classical level, it is of course well understood that formally time-independent observables can nevertheless capture
interesting physical information in terms of the relations between various degrees of freedom. E.g., we can ask about
the average value of the electric field in the region of spacetime occupied by some observer during the time that
his/her watch reads between 11:59pm and midnight. Because the temporal information refers to a physical system
(the watch reading), and not to a background notion of time, the corresponding observable does indeed commute with
all constraints.
There is by now an extensive literature addressing such relational observables. The basic idea can be traced back
to Einstein and beyond, and of course such ideas are at the root of many gauge-fixing methods. Concrete methods
for constructing relational observables in a manifestly gauge-invariant form by integrating over the spacetime were
described by DeWitt [2], who also discussed their properties at the semi-classical level. In [3, 4, 5, 6], the useful term
“evolving constants of motion” was introduced for observables defined by physical clock and position readings and a
number of explicit quantum examples were described. The observables defined by DeWitt’s integration method (and
on which we will focus) were then studied at the quantum level in [7, 8, 9] for mini-superspace models and in [10, 11]
at the level of quantum field theory. Evolving constants of motion have also been studied in perturbation theory
[12, 13, 14, 15, 16].
While the above references contain various remarks addressing the interpretation of evolving constants, concerns
regarding the degree to which such observables are truly “physical” continue to appear in the literature. In particular,
it has been suggested recently [17, 18] that a single relational observableO may not have a good physical interpretation,
even if O is an evolving constant of motion. At the heart of this discussion (at least in [17]) appears to be a suspicion
that such evolving constants cannot actually be measured. Our purpose here is to clarify such issues by showing
that, at least in certain cases, the addition of appropriate interactions can be said to lead to measurements of such
observables.
We intend our discussion to be a relational analogue of von Neumann’s classic analysis [19], and indeed there are
many similarities. For definiteness, we consider systems with finite numbers of degrees of freedom which enjoy a
time-reparametrization invariance. Though this excludes any treatment of gravity as a field theory, it does allow us
to treat so-called mini-superspace models of quantum gravity, and it is in this class of model that [17, 18] raised
objections are precisely of this finite-dimensional type. Related issues for infinite-dimensional (quantum field theory)
systems will be studied in [20], extending the work of [10].
For simplicity, we focus on models described by a Hamiltonian constraint of the form
0 = H0 =
1
2mc
P 2c +
1
2mD
P 2D + H˜0, (1.1)
where the subscript 0 means that this constraint describes the unperturbed system, before we add the interaction that
will lead to our measurement. Here we imagine that the classical phase space contains two distinguished degrees of
∗ marolf@physics.ucsb.edu
2freedom c,D and their conjugate momenta Pc, PD, such that H˜0 commutes with (and is independent of) c,D, Pc, PD.
As a result, the system enjoys two commuting global symmetries associated with translations of c,D. Both c, Pc
and D,PD will play distinguished roles in our measurement setup: D,PD will play the role of detector degrees of
freedom which will store information about the desired Dirac observable, and c, Pc will play the role of clock degrees
of freedom. The clock allows us both to define the particular Dirac observable of interest (roughly speaking, it is the
value of some other degrees of freedom when the clock c reads a certain value) and to construct the interaction that
measures it.
We begin with a brief review of formalism in section II, describing both the group averaging approach to quantum
constrained systems and the particular class of observables [B]c=τ that we have in mind which are defined in relation
to the clock c. We then briefly describe perturbation theory in this formalism in section III, and in particular the
deformation of dynamics induced by adding interaction terms to H0 which are localized with respect to the clock c in
a sense explained there. We also discuss how our deformation is related to the use of retarded or advanced boundary
conditions. This then sets the stage for our measurement theory discussion in section IV, where we show than an
appropriate such interaction with coupling constant g leads to measurements of [B]c=τ in the limit of small g. We
also argue that these measurements can become arbitarily accurate in the limit of large clock momentum Pc. Finally,
we close with a few comments in section V.
II. RELATIONAL OBSERVABLES AND THE PHYSICAL HILBERT SPACE
We are interested in systems defined by a Hamiltonian constraint of the form (1.1). We take the system to be
quantized via Dirac Quantization [21], using in particular the method of Refined Algebraic Quantization via group
averaging1. Though we refer to the literature of footnote 1 for historical comments and details, we briefly remind
the reader of the main ideas associated with this quantization scheme and with the construction of interesting Dirac
observables.
The key point is to interpret the constraint operator H0 of (1.1) as a self-adjoint operator on some auxiliary Hilbert
space Haux. Given states []ψ〉 in an appropriate dense subspace Φ of Haux, one defines associated physical states
|Ψ〉 := η0[]ψ〉, where η0 =
∫
dλeiH0λ. (2.1)
Because the expression that defines η0 is an integral over the group parameter λ, this form of η is known as the “group
averaging map.” It has the important properties that η[]ψ〉 solves the constraints (H0η0 = 0) and, furthermore, that
any gauge invariant operator on Haux (which must necessarily commute with the constraint H0), commutes with η
(i.e., for such O we have ηO = Oη).
Any map with such properties (and for which (2.2) below is Hermitian and positive-definite) is called a “rigging
map” [22]. It is useful to use the rigging map to introduce an inner product on states of the form (2.1) via
〈Ψ2|Ψ1〉 := 〈ψ1[]η[]ψ2〉 =
∫
dλ〈ψ1[]e
iλH0 []ψ2〉. (2.2)
For appropriate choices of subspace Φ ⊂ Haux, this expression is finite and positive definite when zero lies in the
continuous spectrum of H0. Completing the image of η in this inner product then yields the physical Hilbert space
Hphys.
Having described the physical Hilbert space, we now wish to construct some interesting Dirac observables, by which
we mean operators O on Haux which commute with H0. Because they commute with η, any such observable can
then be promoted to an operator on Hphys. While it is typically rather difficult to find explicit combinations of the
coordinates and momenta which commute with H0, it was noted in [7] that one may express a large class of such
observables using an integral representation analogous to that used to define the rigging map η above. One simply
picks some fixed operator A on Hphys and observes that the expression
O :=
∫
dλ eiH0λ A e−iH0λ (2.3)
1 See [22] for definitions in the language used here. Group averaging and related techniques were originally introduced in [23], [24], [7]
from various perspectives. See also [25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35] for a number of useful results, and [36, 37] for discussions
in the context of loop quantum gravity.
3formally commutes withH0 due to the translation-invariance of the measure dλ. As a result, (2.3) defines an observable
onHphys so long as the integral converges weakly on the dense subspace Φ ⊂ Haux. It is natural to refer to observables
of the form (2.3) as “single-integral observables; ” see [10, 11] for quantum discussions of field theoretic generalizations.
For later purposes, we note that the definition of the physical inner product (2.2) allows one to write matrix elements
of such O between physical states |Ψ1,2〉 in terms of the corresponding auxiliary states []ψ1,2〉 as
〈Ψ1|O|Ψ2〉 =
∫
dλ1dλ2〈ψ1[]e
iH0λ1Ae−iH0λ2 []ψ2〉; (2.4)
in particular, only two group-averaging integrals appear in this expression.
Expressions of the form (2.3) appear straightforward to interpret. The conjugation by eiH0λ may be thought of as
translating the operator A in the parameter time λ. Thus, (2.3) is essentially an integral over all parameter times;
i.e., over the 0+1 spacetime which defines our system. As such, (2.3) is essentially a quantum version of DeWitt’s
construction [2]. It is no surprise that such integrals define reparametrization-invariant observables2. Furthermore,
one way to get good convergence properties is to take A to be localized in some particular region of phase space. In
particular, for any τ ∈ R, we will be interested in operators of the form A = BFτ , where B is any operator that
commutes with c, PC and Fτ is constructed from the clock degrees of freedom as follows: First, choose some smooth
function f(c) which approximates a step function at c = 0. Specifically, we require f(−∞) = 0 and f(+∞) = 1, and
we require the derivative of f to vanish outside some compact interval. Given this f(c), we define
Fτ =
1
2
{signPc,
∂
∂λ
f(c− τ)}
= i
1
2
{signPc, [
1
2mc
P 2c , f(c− τ)]} =
1
2mc
{signPc, {f
′(c− τ), Pc}}, (2.5)
where {, } denotes the anti-commutator, signPc denotes the sign of Pc, and the action of
∂
∂λ is defined using the
Heisenberg equation of motion ∂∂λf := i[H0, f ]. At the classical level, if we take f(c) to be an exact step function, it
is clear that single integral observables of the particular form
[B]c=τ :=
∫
dλeiH0λBFτe
−iH0λ (2.6)
give precisely the value of B at the particular event where c = τ . Below we will focus on the quantum versions of
the relational single-integral observables [B]c=τ given by (2.6). See [7, 8, 9] for studies of these observables in various
models. In particular, [7] discusses conditions under which related observables are self-adjoint for simple models. Self-
adjointness appears most likely when B is a bounded operator, so that the classical analogue of (2.6) is a bounded
function on phase space.
III. PERTURBATIONS AND THE PHYSICAL HILBERT SPACE
Our discussion thus far has focused on Hamiltonian constraints of the particular form (1.1), in which the detector
degrees of freedom (D,PD) are coupled to other degrees of freedom only through the constraint. In particular, the
detector momentum PD is a conserved quantity. These systems contain interesting observables of the form [B]c=τ
which we might like to measure. Of course, a dynamical measurement requires some physical interaction between
the detector degrees of freedom D,PD and the quantity to be measured. No such interaction is present in (1.1).
Instead, our task will be to modify the Hamiltonian constraint (1.1) by introducing an appropriate coupling (with
some coupling constant g), and to show that this leads to a measurement of [B]c=τ in the limit of small g. As a result,
and as is typical in discussions of measurement theory, our argument will perturbative in nature.
In perturbation theory for constrained systems, one must take into account the fact that the constraint itself, and
thus the very definition of the physical Hilbert space, will depend on the coupling g. As a result, if one attempts
to work directly with physical Hilbert spaces, it appears to make little sense to think of a state at finite g as a
perturbation of a g = 0 state. In particular, it is not clear in what space such a perturbation could possibly live.
Nevertheless, by introducing the auxiliary Hilbert space Haux, refined algebraic quantization (and, in particular,
group averaging) can be used to set up a well-defined perturbation theory. The point is that, at least in our finite-
dimensional context, physical states for all g may be defined as linear functions on the same dense subspace Φ of
2 To write (2.3) in an explicitly reparametrization-invariant form requires the introduction of a lapse function N(λ) as described in [7].
4Haux. Thus, any perturbation of the state is also naturally thought of as a linear function on Φ. In somewhat more
physical language one might say that both the g = 0 physical state and the perturbation are “non-normalizeable”
states in the same space Haux.
In more concrete terms, consider some auxiliary state []ψ〉 chosen to be independent of g. Then for each g we may
consider the physical state
|Ψg〉 := ηg[]ψ〉 :=
∫
dλeiHgλ[]ψ〉, (3.1)
where the subscripts g denote the objects at coupling strength g. So far, this is merely a recipe for obtaining a
one-parameter family of states |Ψg〉 which reduce to |Ψ0〉 in the g → 0 limit; we have not yet provided any particular
physical interpretation for this family. We will return to this issue below, after completing the formulation of our
perturbation theory. At that point we will be able to state conditions under which (3.1) corresponds to an analogue
of choosing retarded (or advanced) boundary conditions for our relational system.
First, however, we must state the sense in which we will expand (3.1) in powers of g. The trick, of course, is to
formulate our perturbation theory in a way that yields finite answers at each order in g. Since ηg is a somewhat
singular object (it may be thought of as roughly the Dirac delta function δ(Hg) of the operator Hg), we find it
convenient to work instead with the unitary operator eiHgλ appearing in (3.1). In particular, let Hg = H0 + g∆H
and recall that ei(H0+g∆H)λ = limN→∞[1 + i(H0 + g∆H) λN ]
N . Expanding this result in powers of g and then taking
the limit yields the useful expression
eiHgλ = eiH0λ + ig
∫
λ1+λ2=λ
λ1,λ2≥0
dλ1e
iH0λ1∆HeiH0λ2 + . . .
+ (ig)k
∫
Pk
j=1
λj=λ
λj≥0
 ∏
i≤k−1
dλi
 eiH0λ1∆HeiH0λ2 . . . eiH0λk−1∆HeiH0λk + . . . for λ ≥ 0, (3.2)
and a corresponding expression involving λi ≤ 0 for λ ≤ 0 which is most easily obtained by taking the Hermitian
conjugate of (3.2). In (3.2), each term simply has k−1 insertions of ig∆H occupying all possible positions subject to the
restriction that any two neighboring insertions (j, j+1) are separated by a translation involving some parameter time
λj of the same sign as the total parameter time λ. This coincides with the perturbation theory used in [12, 13, 14, 36]
when H0 = 0. See [15, 16] for related treatments of (classical) perturbation theory with H0 6= 0.
It is also useful to rewrite each term above by thinking of each operator ∆H as being the λ = 0 value of some
Heisenberg-picture operator in the free theory. I.e., we define ∆H0(λ) = e
iH0λ∆He−iH0λ. Introducing λ˜k =
∑k
i=1 λk
then yields (again, for λ ≥ 0)
eiHgλ = eiH0λ + ig
∫
λ≥λ˜1≥0
dλ˜1∆H0(λ˜1)e
iH0λ + . . .
+ (ig)k
∫
λ≥λ˜k≥...λ˜1≥0
 ∏
i≤k−1
dλ˜i
∆H0(λ˜1)∆H0(λ˜2) . . .∆H0(λ˜k)eiH0λ + . . . for λ ≥ 0. (3.3)
In this form one recognizes (3.3) as the standard interaction picture perturbation theory familiar from quantum field
theory, though we have expressed this result in a slightly different language. In particular, expression (3.3) can be
used to compute the result of time-evolving any operator A with eiHgλ (for λ > 0) :
eiHgλAe−iHgλ = A0(λ) + ig
∫
λ≥λ˜1≥0
dλ˜1[∆H0(λ1), A0(λ)]
+ (ig)2
∫
λ≥λ˜1≥λ˜2≥0
dλ˜1dλ˜2[∆H0(λ˜2), [∆H0(λ˜1), A0(λ)]] + . . . (3.4)
where we have again defined A0(λ) = e
iH0λAe−iH0λ to be the free evolution.
Inserting either (3.2) or (3.3) into (3.1) gives a perturbation series for |Ψ〉g. We can now use this perturbation
series to say something about the physical interpretation of the states |Ψ〉g for systems where H0 is of the form (1.1)
and where the perturbation ∆H commutes with c and is localized near some clock reading τ0; e.g., we might have
∆H = Fτ0BD where Fτ0 is again defined by (2.5) and thus is peaked near τ0. This choice of ∆H will prove useful in
section IV below. Suppose we choose the auxiliary state []ψ〉 to be supported on large positive clock momenta Pc > 0
and to be peaked near some value τ˜ of c which satisfies τ˜ < τ0
5criteria make sense even though c is a gauge-dependent operator (as is Pc for g 6= 0). Then, at least in the limit
τ˜ ≪ τ0, the choice (3.1) can be thought of as imposing a sort of relational retarded boundary conditions. By this we
mean that, at least in perturbation theory, any family of operators of the form
[Bk]
g
c=τ :=
∫
dλeiHgλBkFτe
−iHgλ (3.5)
satisfies
〈Ψg|[B1]
g
c=τ1 [B2]
g
c=τ2 . . . [BN ]
g
c=τN |Ψg〉 → 〈Ψ0|[B1]
0
c=τ1 [B2]
0
c=τ2 . . . [BN ]
0
c=τN |Ψ0〉 (3.6)
in the limit {τi}, τ˜ ≪ τ0. Here as usual we require the Bi to commute with c, Pc .
The result (3.6) is easily derived by using (3.2) in both (3.1) and (3.5). It is clear that the right-hand-side of (3.6)
corresponds to the zero-order term in g. To see why the other terms vanish, consider the first order correction for the
simple case N = 1. Using the g 6= 0 analogue of (2.4), this correction is:
ig〈ψ[]
∫
dλ3
∫
sign(λ1)=sign(λ2)
dλ1dλ2 sign(λ1)
(
eiH0λ3BFτe
iH0λ1∆HeiH0λ2
+ eiH0λ1∆HeiH0λ2BFτe
iH0λ3
)
[]ψ〉. (3.7)
But recall that Fτ is built via (2.5) from f
′(c− τ), which has support only near c = τ . In the same way, ∆H is peaked
near c = τ0, and []ψ〉 is peaked near c = τ˜ . Thus, in the limit τ0 ≫ τ˜ , τ the first term in (3.7) is very small unless
λ2 has the right value to locate the peak of 〈c[]e
iH0λ[]ψ〉 at τ0; note that this will largely fix λ2 to some particular
(postive) value. On the other hand, the first term is also small unless λ1 has the right value to move the peak from τ0
to τ , requiring λ1 < 0 since τ0 ≫ τ . But only contributions with sign(λ1) = sign(λ2) are allowed, so these conditions
cannot be satisfied simultaneously. As a result, the first term in (3.7) must vanish in the limit τ0 ≫ τ˜ , τ .
The second term in (3.7) behaves similarly, as do the higher order corrections from (3.2). We therefore conclude
that (3.6) holds in perturbation theory, meaning that it holds if we interpret the left-hand side as being determined by
the expansion (3.2) to any finite order in g. Note that since all derivatives of f vanish outside of a compact interval,
the various factors of Pc pose no problem for the above argument: they can be commuted out of the way at the price
of taking further derivatives of f , which behave similarly. Also, in the limit where 〈ψ[] is supported at large positive
Pc, the factors of signPc can be neglected.
It is worth commenting on some obvious generalizations of this result. First, note that (3.6) also holds in the limit
{τi}, τ˜ ≫ τ0. Thus, for []ψ〉 peaked near τ˜ > τ0, the states |Ψ〉g defined by (3.1) may be thought of as satisfying
an advanced boundary condition. Second, while we have stated result (3.6) for expectation values, it is clear that
an analogous statement also holds for matrix elements of [B1]
g
c=τ1 [B2]
g
c=τ2 . . . [BN ]
g
c=τN between two distinct physical
states.
IV. MEASURING EVOLVING CONSTANTS OF MOTION
Sections II and III have introduced most of the technical results needed to describe measurements of the evolving
constants of motion [B]c=τ for systems with H0 of the form (1.1). What remains is to compute the response of an
appropriate detector variable (which we choose to be essentially PD) under the inclusion of an interaction of the form
∆H = ∆H = Fτ0BD (with Fτ0 given as usual by (2.5)) as suggested in section III. We do so in section IVA below
and argue that the result may be interpreted as a measurement of [B]c=τ . We then discuss the accuracy of such
measurements in section IVB.
A. Detector Observables and the Measurement
The reader will note that PD is not an observable for g 6= 0. We must therefore state in what sense we will compute
the effect of the interaction on PD. One notion of this effect closely mirrors the usual discussion of measurement
theory for systems with a well-defined external time (see e.g. [2, 19]) and is given by the difference between PD
evaluated at λ = ±∞ in the interacting theory (finite g). While PD at any finite λ is gauge-dependent, the λ→ ±∞
limit is gauge invariant because, as λ → ±∞, the wavefunction has support only at c → ±∞, effectively turning
off the interaction so that the asymptotic evolution in λ is generated by the free term H0 (which commutes with
6PD). I.e., in this limit the commutator [PD, Hg] = gFτ0B vanishes weakly. Thus, it is physically sensible to compute
∆PD := PD,g(λ = +∞) − PD,g(λ = −∞), where for any operator A we define Ag(λ) = e
iHgλAe−iHgλ, using the
subscript g to distinguish this notion of evolution from the g = 0 evolution defined by A0(λ) in section III. We will
show below that ∆PD = −g[B]c=τ + O(g
2), so that our proposed interaction correlates detector degrees of freedom
with [B]c=τ in the limit of small g. Such a situation is naturally described as being a measurement of [B]c=τ .
Before doing so, however, we pause to show that PD,g(λ = ±∞) in fact agrees with the gauge invariant observable
limτ→±∞[PD]gc=τ , at least in the limit of large clock momentum Pc. The difference [PD]
g
c=+∞ − [PD]
g
c=−∞ defines a
second notion of the effect of our interaction on PD which is manifesly relational and gauge invariant. The equality
PD,g(±∞) = [PD]
g
c=±∞ will establish that the result of our measurement is stored in observables of the same general
type as the observable measured by our interaction. It will therefore follow that adding additional interactions to
other detectors would allow similar measurements of our apparatus’ memory, demonstrating that there is no obstacle
to accurately reading out the results of the measurement.
To begin the argument, consider matrix elements of [PD]
g
c=τ between two physical states |Ψ1g,2g〉 = ηg[]ψ1,2〉 defined
at each g by the auxiliary states []ψ1,2〉. We have
〈Ψ1g|[PD]
g
c=τ |Ψ2g〉 = 〈ψ1[]
∫
dλeiλHgFτe
−iλHgeiλHgPDe−iλHg ηg[]ψ2〉, (4.1)
where we have merely used the finite g analogue of (2.4), the definition of PD, and the fact that e
−iλHgeiλHg = 1.
Expression (4.1) can be simplified in the limit where []ψ1,2〉 are supported at large clock momentum pc. As described
in appendix A, the clock degrees of freedom evolve freely in that limit and in particular we have
〈ψ1[]e
iHgλFτe
−iHgλ = 〈ψ1[]eiH0λFτe−iH0λ +O(1/pc). (4.2)
Next, we note that (as in section III) for large positive τ the factor 〈ψ1[]e
iH0λFτe
−iH0λ is very small unless λ is
very large. Thus, for large positive (negative) τ , we need only consider eiλHgPDe
−iλHg for large positive (negative) λ.
As discussed above, the limits PD,g(λ = ±∞) = limλ→±∞ eiλHgPDe−iλHg are well defined3, and can thus be taken
outside the integral over λ. We find
lim
τ→±∞
〈Ψ1g|[PD]
g
c=τ |Ψ2g〉 = 〈ψ1[]
(∫
dλeiλH0Fτe
−iλH0eiλHg
)
PD,g(±∞) ηg[]ψ2〉
= 〈ψ1[][1 ]
0
c=τPD,g(±∞) ηg[]ψ2〉, (4.3)
where [1 ]0c=τ is defined as in (2.6) with B chosen to be the unit operator 1 ; i.e., it is the factor in parentheses on the
right-hand-side of the first line of (4.3).
Clearly, we wish to better understand the operator [1 ]0c=τ , which one notes is built only from clock operators
τ0(λ), Pc,0(λ) undergoing free evolution. In fact, for all τ we have
[1 ]0c=τ =
∫
dλeiH0λ
1
2
{signPc,
∂
∂λ
f(c− τ)}
∣∣∣
λ=0
e−iH0λ =
1
2
{signPc,
∫
dλ
∂
∂λ
f(c− τ)}, (4.4)
where the final integral is straightforward to perform:∫
dλ
∂
∂λ
f(c− τ) = f(c− τ)
∣∣∣
λ=+∞
− f(c− τ)
∣∣∣
λ=−∞
= signPc. (4.5)
Here, in the last step we have used the fact that, in the free clock system, states with positive Pc move toward c = +∞
(where f(c− τ) = 1) as λ→ +∞, and states with negative Pc move toward c = −∞ (where f(c− τ) = 0) as λ→ +∞
(and vice versa as λ→ −∞). The last equality in (4.5) can also be explicitly verified by computing matrix elements.
For the matrix element calculation, we refer the interested reader to the discussion leading up to equation (4.14) of
[7]. This discussion performs essentially the same calculation if one sets A = 1 in that reference. Inserting (4.5) into
(4.4) yields
[1 ]0c=τ = 1 . (4.6)
3 This may be explicitly verified in perturbation theory using (3.4).
7As a result, (4.3) can be written
lim
τ→±∞
[PD]
g
c=τ = PD,g(±∞) +O(1/pc). (4.7)
I.e., as claimed, the large τ limits of the relational observables [PD]
g
c=τ are just the limits PD,g(±∞) of PD at large
parameter times.
Having introduced the detector observables of interest, we now compute the effect of our interaction on these
observables. To do so, we need only expand ∆PD := limλ→+∞
(
eiHgλPDe
−iHgλ − e−iHgλPDeiHgλ
)
in powers of g.
This computation is readily performed using (3.4) and, using the fact that PD is constant under the free evolution
generated by H0, yields
∆PD = ig
∫
dλ1[∆H0(λ1), PD] +O(g
2)
= −g lim
λ±→±∞
∫ λ+
λ−
dλeiH0λFτ0Be
−iH0λ +O(g2) = ig[B]c=τ0 +O(g
2). (4.8)
Thus, to lowest order in g, ∆PD is perfectly correlated with [B]c=τ0 . In analogy with [19], we interpret this as a
measurement of [B]c=τ0 by our detector.
B. High Resolution Measurements
Equation (4.8) is our main result. However, it remains to analyze the accuracy with which these measurements can
be made. The point is that (4.8) correlates [B]c=τ0 with ∆PD = PD,g(∞) − PD,g(−∞). However, the interpretation
of the measurement greatly simplifies if we can treat PD,g(−∞) as known so that the interaction would correlate
[B]c=τ0 with the final state of the measuring device as described by PD,g(∞). This requires choosing a state of the
system in which the value of PD,g(−∞) is sharply peaked. While this can easily be done, one must ask whether
the O(g2) corrections can be made arbitrarily small in such a sharply peaked momentum state. The issue is that,
as is typically the case for measurements, the conjugate operator D to PD appears in the O(g
2) correction (see e.g.
[2, 38, 39]). Thus, for any fixed interaction with g 6= 0, the O(g2) correction will necessarily become large in the limit
in which PD,g(−∞) is sharply peaked . If one tries to minimize the total effect of these two sources of error, one
must deal with the fact that (say, under our retarded boundary conditions) the uncertainties ∆uncD and ∆uncPD in
D,PD,g(−∞) = PD,0(−∞) satisfy (∆D)(∆PD) ≥ 1. Since rearranging (4.8) yields
[B]c=τ +
1
g
PD(+∞) =
1
g
PD(−∞) + gX +O(g
2), (4.9)
where X is the second order correction to (4.8) linear in D mentioned above, an uncertainty in PD,g(−∞) contributes
an uncertainty of order 1/g to the experimental result, while an uncertainty in D causes an effect at order g. A short
computation then shows that minimizing the total uncertainty over both g and ∆uncPD yields a non-zero value. So,
unless the coefficient of D in the O(g2) term can be made arbitrarily small at fixed g, there would be some best
resolution beyond which no interaction of our form would be able to measure [B]c=τ0 .
There are two standard ways to deal with this issue. In non-relativistic quantum mechanics, where there is well-
defined notion of absolute time, it is common to consider time-dependent interactions as in [19]. In that case one
can show that the O(g2) effects become small in the limit where the interaction happens very quickly, so that the
time dependence is effectively given by some δ(t − t0). Although our interactions are not explicitly dependent on
the parameter time λ, we will use a similar argument here, showing that the O(g2) terms become negligible in the
semi-classical limit of large clock momentum pc, which in particular has the consequence that the interactions last only
a short parameter time λ. In contrast, the other standard solution to this issue is to explicitly modify the interaction
at O(g2) in order to cancel the dangerous term. Such modifications are referred to as “compensating devices” in
[2, 38, 39]. In effect, the analysis below shows that no compensating devices are required for our experiment at large
Pc.
To begin, we use (3.4) to calculate the second order corrections to (4.8):
∆PD + g[B]c=τ0 +O(g
3) = (ig)2
∫
|λ1|≥|λ2|
sign(λ1)=sign(λ2)
dλ1dλ2sign [(λ1)] [∆H0(λ2), [∆H0(λ1), PD]]
= i(ig)2
∫
|λ1|≥|λ2|
sign(λ1)=sign(λ2)
dλ1dλ2[sign(λ1)] D0(λ2)[(Fτ0B)0(λ2), (Fτ0B)0(λ1)]. (4.10)
8In the final step we have used that, when evolved with the free Hamiltonian H0, the operators D and Fτ0B commute
at any pair of times. The size of this integral is governed by properties of the commutator
[(Fτ0B)0(λ2), (Fτ0B)0(λ1)] =
Fτ0,0(λ1)Fτ0,0(λ2)[B0(λ2), B0(λ1)] +[Fτ0,0(λ2), Fτ0,0(λ1)]B0(λ2)B0(λ1). (4.11)
We will consider each term in (4.11) separately. We begin with the first term. Recall that Fτ0,0(λ) vanishes as
λ→ ±∞ and and integrates to 1 , so that it acts like a somewhat smoothed version of a Dirac delta function δ(λ−λ0),
where λ0 is determined by the state to which the operator is applied; i.e., it acts something like
1√
2pi∆λ
e−(λ−λ0)
2/2∆λ2
for some width ∆λ ∼ mc∆cpc , where ∼ denotes approximate equality in the semi-classical limit, pc is determined by
the state, and ∆c is the width of the function f ′(c − τ0) used to define Fτ0 . Taking pc large, ∆λ is small and it is
useful to expand the commutator [B0(λ2), B0(λ1)] in powers of (λ1 − λ2). Noting that the commutator vanishes for
λ1 = λ2, we may write:
[B0(λ2), B0(λ1)] = (λ1 − λ2)C(λ1) +O([λ1 − λ2]
2), (4.12)
for some operator C(λ1). As a result, in the limit of small ∆λ, the first term in (4.11) yields a term in (4.10) of order
∆λ ∼ mc∆cpc . which in particular vanishes in the limit of large pc.
To deal with the second term in (4.11), recall that Fτ0,0(λi) =
∂
∂λi
f(c(λi) − τ0), so that the commutator in the
second term is
[Fτ0,0(λ2), Fτ0,0(λ1)] =
∂
∂λ2
∂
∂λ1
[f(c(λ2)− τ0), f(c(λ1)− τ0)]. (4.13)
Since we wish to consider the large pc limit where the clock behaves semi-classically, we may approximate the com-
mutator [f(c(λ2)− τ0), f(c(λ1)− τ0)] as
[f(c(λ2)− τ0), f(c(λ1)− τ0)] ∼ f
′(c(λ2)− τ0)f ′(c(λ1)− τ0)[c(λ2, c(λ1)]
= f ′(c(λ2)− τ0)f ′(c(λ1)− τ0)
λ2 − λ1
mc
, (4.14)
where one may check that the corrections are higher order in ~pc ∆c .
We now insert (4.14) into (4.10) and integrate by parts to move both derivatives onto the B0(λi) factors. In doing
so, boundary terms at λ1,2 → ±∞ vanish since any derivative
∂n
∂cn f(c− τ0) vanishes rapidly as λ→ ±∞. Boundary
terms at λ1 = λ2 vanish because (4.14) contains an explicit factor of λ1 − λ2. The result is a term of the form
i(ig)2
∫
|λ1|≥|λ2|
sign(λ1)=sign(λ2)
dλ1dλ2 [sign(λ1)]
× f ′(c(λ2)− τ0)f ′(c(λ1)− τ0)
λ2 − λ1
mc
∂2
∂λ1∂λ2
(
D0(λ2)B(λ2)B(λ1)
)
, (4.15)
together with a boundary term at λ2 = 0. Again taking the width of f
′ to be ∆c, in the limit of large pc (with fixed
behavior for the other degrees of freedom that define D,B) the contribution (4.15) is of order 1/p3c. The boundary
term at λ2 = 0 is similar to (4.15) without the integral over λ2 and setting λ2 = 0. As a result, it is of order 1/p
2
c.
We conclude that the second order contribution to (4.8) can be made arbitrarily small compared to g[B]c=τ0 , even
at fixed g, by taking pc large. As a result, our measurement of [B]c=τ0 can be made arbitrarily accurate in the limit
of large pc and small g.
V. DISCUSSION
The goal of this work was to clarify the interpretation of certain evolving constants of motion [B]c=τ by showing
that a certain class of detectors, governed by appropriate interactions and prepared in appropriate initial states,
can be said to measure such observables. In particular, we showed that adding a suitable interaction g∆H to a
Hamiltonian constraint of the form (1.1) results in perfect correlations between [B]c=τ and the detector observable
PD,g(+∞) − PD,g(−∞) = [PD]c=+∞ − [PD]c=−∞ in the limit of small coupling constant g. We have also shown
that, for large clock momentum Pc, one may choose states sharply peaked on the spectrum of PD,g(−∞) while still
neglecting O(g2) corrections so that this effectively becomes a correlation between [B]c=τ and PD,g(+∞) = [PD]c=+∞.
9This is the desired result. In analogy with [19], it is natural to call such a situation a measurement of the observable
[B]c=τ .
Our discussion had much in common with classic treatments of measurement theory [2, 19, 38, 39], and our study
of evolving constants at large Pc is closely related to that of [9]. Indeed, the flavor of the results of [9] is that at large
clock momentum the operators [B]c=τ behave much like the familiar Heisenberg picture operators of non-relativistic
quantum mechanics with an external time. (One may think of [9] as re-coding classic results of [40, 41, 42, 43, 44, 45]
concerning the WKB approximation in the language of evolving constants of motion.) In this sense, it is no surprise
that [B]c=τ can be measured by an appropriate interaction. The technical details added here concern the perturbation
theory associated with our interaction g∆H (as interactions between the clock c and other degrees of freedom were
not allowed in [9]) and an explicit discussion of measurement issues. Our approach also has much in common with
[46].
While our analysis made essential use of the large Pc limit, we find it plausible that high resolution measurements of
an evolving constant [B]c=τ can also be attained with Pc fixed. As noted in section IV, a standard way to achieve high
resolution measurements is to introduce additional explicit O(g2) compensation terms [2, 38, 39] in the interaction
which cancel the O(g2) effect generated by our interaction g∆H . The point is that since there are few constraints on
the allowed O(g2) interactions in our minisuperspace context, one expects that a sufficiently complicated term would
indeed cancel the O(g2) effect generated by g∆H .
It would very interesting to explore such compensation terms in detail. After all, in a real gravitational system,
there would be some constraint on the total energy that our clock could have (say, given its size) without collapsing
into a black hole. Thus, if one cannot obtain arbitrarily high resolution at fixed clock momentum Pc, one might expect
gravity to impose some limitation on the resolution of measurements of observables4. Such limitations might then
have interesting implications for the structure of observables in a full quantum theory of gravity.
We should also comment on the particular form (2.6) of the operators [B]c=τ measured by our setup. Such operators
were described by choosing a particular operator c to act as a clock, taking c, Pc operator to appear in [B]c=τ in a
certain combination, and by assuming certain properties for this operator. However, the result (4.8) describing first
order correlations between [B]c=τ and ∆PD is extremely robust, and is independent of most of these considerations.
Thus, as the reader may check, this particular result generalizes immediately to measurements of any operator of the
form
∫
dλeiHλAe−iHλ so long as A commutes with the detector momentum PD. In particular, this result would apply
to the case where A is simply a projector onto some region of the configuration space as advocated in [49, 50, 51]. It
would be interesting to extend the other results above to this context, and to see if this can be done in a way that
does not require treating the clock variable differently from the other degrees of freedom5 .
Finally, we note that additional issues will arise at the level of quantum field theory. Due to the presence of
arbitrarily high frequency modes, making the duration of the experiment short does not necessarily lead to small
O(g2) effects. Instead, it can merely transfer them to these high-frequency modes. One therefore expects that explicit
compensation terms or the equivalent must be introduced to produce high resolution experiments, and one must ask
whether this can be done in a manner consistent with locality. Some steps toward answering these questions will be
explored in [20].
APPENDIX A: CLOCKS ARE FREE FOR LARGE Pc
This appendix gives a short proof of the following useful technical result: in the limit where the auxiliary state []ψ〉
is supported at large clock momentum Pc (with the state of the other degrees of freedom held fixed), we may write
eiHgλFτe
−iHgλ[]ψ〉 = eiH0λFτe−iH0λ[]ψ〉+O(1/pc), (A1)
so that the interaction does not affect the clock degree of freedom at large pc. Here pc is a typical eigenvalue of Pc
associated with the state []ψ〉.
This result may be motivated by noting that the clock should behave semi-classically at large pc, and that the
interaction effectively describes a potential for the clock which depends on the other degrees of freedom. Taking pc
4 Note that here we discuss the resolution to which we can measure the value of given observable, which may or may not be localized in
space. This is in contrast with the discussion of e.g. [10] or [47, 48] concerning the degree to which a given observable can be localized
in position space.
5 See [46] for a study of such measurements that achieves this symmetry, but which derives a somewhat different set of results. In
particular, [46] uses a different notion of time evolution and does not analyze the 2nd order terms.
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large with the other degrees of freedom held fixed, we expect the behavior to be that of a classical particle with large
kinetic energy moving over a small potential V (c) of fixed extent. If V (c) vanishes at infinity, then, in perturbation
theory, by the time it reaches c the the particle receives an impulse
∫
V ′(c(t))dt ∼ mpc
∫ c
V ′(τ˜ )dτ˜ = mV (c)pc which
vanishes in the limit of large pc. The effect of the potential on c(t) is proportional to the time integral of this impulse.
As a result, it also vanishes in the limit of large pc. Thus, in the quantum context one also expects the effect of the
potential to vanish in the limit of large pc.
The above argument is heuristic. One way to make it rigorous is to work through the details of the multi-variable
semi-classical approximation. But one may also use the perturbation expansion (3.2) to reduce the calculation to a
one-dimensional problem (which is then easily evaluated via familar WKB techniques). To do so, write ∆H = Fτ0∆˜H ,
H0 =
1
2mc
P 2c + H˜0, λ2 := λ− λ1 and thus
eiHgλ Fτe
iHgλ[]ψ〉 − eiH0λFτe
iH0λ[]ψ〉
= ig
∫ λ
0
dλ1
(
eiH0λ1Fτ0∆˜He
iH0λ2Fτe
−iH0λ − eiH0λFτe−iH0λ2Fτ0∆˜He
−iH0λ1
)
[]ψ〉+O(g2)
= ig
∫ λ
0
dλ1
(
ei
P2c
2mc
λ1Fτ0e
i
P2c
2mc
λ2Fτe
−i P
2
c
2mc
λ − ei
P2c
2mc
λFτe
−i P
2
c
2mc
λ2Fτ0e
−i P
2
c
2mc
λ1
)
× eiH˜0λ1∆˜He−iH˜0λ1 []ψ〉+O(g2). (A2)
Now, much in section III, at large clock momentum pc the operators Fτ0 , Fτ become sharply peaked functions of λ
when acting on states that are sharply peaked in c. Consider such a state []ψ〉. Then, in this limit, the integrand is
very small unless λ2 takes some particular value λ¯2 required for the peak of the wavefunction to advance from τ to
τ0. I.e., the integrand has support only for λ1 ≈ λ− λ¯2. We may therefore write
eiHgλ Fτe
iHgλ[]ψ〉 − eiH0λFτe
iH0λ[]ψ〉
= ig
∫ λ
0
dλ1
(
ei
P2c
2mc
λ1Fτ0e
i
P2c
2mc
λ2Fτe
−i P
2
c
2mc
λ − ei
P2c
2mc
λFτe
−i P
2
c
2mc
λ2Fτ0e
−i P
2
c
2mc
λ1
)
× eiH˜0(λ−λ¯2)∆˜He−iH˜0(λ−λ¯2)[]ψ〉+O(g2)
≈
(
e
i
„
P2c
2mc
+gFτ0
«
λ
Fτe
i
„
P2c
2mc
+gFτ0
«
λ
− ei
P2c
2mc
λFτe
−i P
2
c
2mc
λ
)
× eiH˜0(λ−λ¯2)∆˜He−iH˜0(λ−λ¯2)[]ψ〉+O(g2). (A3)
In the final step we have used the fact that the ∆˜H factor does not participate in the integral in the 2nd line to use
(3.2) in reverse, thinking of gFτ0 as a perturbation on the free one-dimensional Hamiltonian
1
2mc
P 2c . The point is that
the term in parentheses on the final line depends only on c, Pc. Thus, one may calculate its matrix elements using
the one-dimensional WKB approximation. The WKB approximation for the perturbed term involves expressions of
the form ∫
dc
√
p2c − 2gmcFτ0 =
∫
dc pc(1−
gmcFτ0
p2c
+ . . . ). (A4)
Since Fτ0 is of order pc, we see that the second term is smaller than the first by a factor of order 1/pc. Thus, the
entire right-hand-side of (A3) is of order 1/pc. The terms at higher order in g can be dealt with in a similar way. Each
term factorizes into a clock piece involving only c, Pc, and a piece involving the other degrees of freedom. Each clock
piece can then be identified with a term in the expansion of
(
e
i
„
P2c
2mc
+gFτ0
«
λ
Fτe
i
„
P2c
2mc
+gFτ0
«
λ
− ei
P2c
2mc
λFτe
−i P
2
c
2mc
λ
)
,
and so is again of order 1/pc as above. Since the states used above (localized packets in c) span the full Hilbert space
we conclude that (A1) holds, at least when treated perturbatively in g.
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