Choreographic Programming is a programming paradigm for building concurrent software that is deadlock-free by construction, by disallowing mismatched I/O operations in the language used to write programs (called choreographies). Previous models for choreographic programming are either trivially Turing complete, because they include arbitrary local computations at each process, or trivially Turing incomplete, e.g., because termination is decidable.
Introduction
Choreographies are descriptions of communicating systems where the flow of communications is defined from a global viewpoint, in contrast with giving separate specifications for the behaviour of each endpoint process. The local behaviours of processes can then be automatically generated by means of EndPoint Projection (EPP). Choreographies have been used in standards [1, 33] and language implementations [10, 18, 28, 32] ; they significantly impact the quality of software, by making the desired communication behaviour explicit and therefore easier to check for errors [4, 7, 8, 21] .
The main advantage of choreographies is that communications among processes are defined atomically in the syntax, by using an "Alice and Bob"-like notation [27] ; therefore, the I/O actions of communicating endpoints are always paired correctly. As a consequence, the generated (projected) processes are deadlock-free [7, 30] . We depict this methodology, called Choreographic Programming, in Figure 1 . In the figure, EPP maps choreographies to their respective process implementations. Of all choreographies, typically only a subset can be guaranteed to be projected correctly [4, 8, 21] ; for this subset of projectable choreographies, EPP guarantees a deadlock-free implementation via a correctness-by-construction technique stemming from the fact that the generated code comes from a choreography (deadlock-freedom by construction). These implementations, called choreography projections, are therefore a subset of all deadlock-free processes.
As a relatively new paradigm for concurrent programming, a central question in the study of choreographic programming is:
What behaviours can be expressed with choreographies? This question can be explored in many directions, from formal investigations of which computational models correspond to choreographies, to practical extensions driven by real-world scenarios. We focus on the first direction, investigating the computational power of choreographies, gaining insight on what the set of choreography projections in Figure 1 contains. The second direction has been explored, e.g. in [10, 26, 29, 34] (respectively for protocols, modularity, service-oriented computing, and runtime adaptation).
Recent results clarified the expressive power of protocols presented as choreographies. Thus, well-formed multiparty session types [17] correspond to communicating finite state machines [6] respecting the property of multiparty compatibility [15] . By contrast, for choreography programs used as concrete implementations, the question has barely been scratched; for a session-typed choreography calculus with finite behaviour, we know choreographies correspond to proofs in a generalisation of multiplicativeadditive linear logic via a Curry-Howard isomorphism [9] .
There are two major challenges in the investigation of our question on the computational power of implementation languages based on choreographies. First, the choreography languages proposed so far are not minimal: they include primitives for internal process computation that make the language trivially Turing complete. It is therefore unclear how we can formalise a notion of computation based solely on the cornerstone feature of choreographies, i.e., communication structures arising from atomically-paired I/O actions. Second, EPP typically has many requirements, for example given in terms of complex type systems and syntactic conditions [8, 21] ; therefore, it is difficult to understand what kind of processes can actually be correctly projected via EPP.
Contributions. Our main contribution is a succint characterisation of the computational power of choreography languages, which we use to characterise deadlock-free and Turing-complete languages on the levels of both choreographies and projectable processes. Our results show choreographies to be an effective, general way of expressing concurrent computation relieving programmers from thinking about deadlocks. We list our contributions below. Actor Choreographies. We introduce Actor Choreographies (AC), a new choreography model inspired by actor systems where processes interact via direct references to each other ( § 2.1). AC focuses on communication of values, the basic block of choreography languages for implementations, restricting internal computation to three basic primitives on natural numbers (zero, successor, equality). We equip AC with a correct EPP procedure ( § 2.4) to a simple process calculus based on the same communication mechanisms, called Actor Processes (AP) ( § 2.3). We also provide an amendment function that, given an unprojectable choreoregraphy, returns a computationally-equivalent choreography that can be projected. Turing completeness of AC. We show that AC is Turing powerful, by encoding Kleene's partial recursive functions [19] as choreographies ( § 3). Our encoding departs from typical proofs of Turing completeness for process calculi (e.g., π-calculus [31] ) or the λ-calculus [3] , which place data and programs at the same level. By contrast, it is more in line with the traditional proofs of computational completeness of, e.g., Turing machines [19] , where inputs and outputs are data, distinct from the programs that operate on it.
By proving that we can construct a projectable choreography for computing any computable function, we characterise via EPP a Turing-complete and deadlock-free fragment of AP ( § 3.4). We then discuss the minimality of our choreography language AC, by showing that reducing the expressivity of any of its primitives the language breaks Turing completeness ( § 4). Encoding to Channel Choreographies. We use AC to show that a previously presented model aimed at practical application, called Channel Choreographies (CC) [7] , is Turing complete without using its general internal computation features ( § 5) . CC is the model of Chor, an implementation of choreographic programming equipped with a compiler, an IDE, and a process execution engine [10] . It comes with an EPP that targets Channel Processes (CP), a variant of π-calculus (the π-calculus with multiparty sessions [5] ). CC's EPP requires a typing discipline for choreographies in order to guarantee the correctness of the generated processes. We show that there exists a Turing-complete fragment of AC that is encodable to a Turing complete and well-typed fragment of AC. From this fragment, we use the original EPP of CC to characterise a Turing complete and deadlock-free fragment of CP ( § 6).
In our development, we will build a series of strong operational correspondences for characterising the sublanguages that we are interested in. We depict the intuition of such correspondences in Figure 2 . In the figure, dashed arrows represent encodings, full arrows reductions (execution steps, potentially many in this figure), and dotted lines computational equivalence. Intuitively, from the top left corner, an actor choreography A in AC is encoded into a channel choreography C. Both choreographies can be projected via their EPP to a process system -N in AP and P in CP, respectively. Both EPP procedures are correct: if any of A, C, N , or P reduces, then others can follow accordingly. As a consequence, all terms express the same computations (here we highlighted N and P as computationally equivalent with the dotted line). Figure 3 . Actor Choreographies, Syntax.
Actor Choreographies and Processes
In this section, we introduce the language of Actor Choreographies (AC). In AC, choreography programs describe the behaviour of endpoint processes that communicate by using explicit references to one another, inspired by the actor model. We then present Actor Processes (AP), a process calculus where processes communicate via the same mechanism (direct references). Finally, we define an endpoint projection (EPP) procedure that transforms terms in AC into terms in AP. Our EPP provides an operational correspondence result that, by exploiting the global nature of choreographies, guarantees a deadlock-freedom result for the resulting AP terms.
Actor Choreographies (AC)
Syntax. The syntax of AC is reported in Figure 3 , where A is an actor choreography. We make use of two (infinite) disjoint sets of names: processes (ranged over by p, q, . . . ) and procedures (ranged over by X). The key idea in AC is that processes run in parallel to each other, and each process has a local memory cell that can be used to store a value -a string of the form s · · · s · ε. Each process can access the value of its own memory cell using the placeholder c, but it cannot read the content of the memory cell of another process without performing a message exchange (no sharing). Term η; A models an interaction among two processes and reads "the system may execute the interaction η and proceed as A". An interaction η is either a value communication or a label selection. In a value communication p.e -> q, process p sends its local evaluation of expression e to process q, which stores the received value in its own memory cell. Expressions are restricted to be either the constant ε, the placeholder c (evaluated to the content of the memory cell of the sender), or an application of the successor operator to the placeholder c. In a selection p -> q[l], process p communicates its selection of label l (which can be either L or R) to process q. In a conditional if p <= q then A1 else A2, process q sends the content of its memory cell to process p, who then checks if the received value is equal to that in its own cell; the choreography proceeds as A1, if that is the case, or as A2, otherwise. In all terms involving a sender and a receiver (value communications, selections, conditionals), their names must be different (no self-communications). The terms for the definition and the invocation of a recursive procedure X are standard. The term 0, called the exit point, is the terminated choreography.
Semantics. We give a semantics for AC in terms of reductions of the form A, σ → A , σ . The total function σ models the state of processes, by mapping each process name to the value of its memory cell. We use v, w, . . . to range over values, defined as:
Values are isomorphic to natural numbers via n = s n · ε. The rules defining the reduction relation → are reported in Figure 4 . Rule A|Com models a value communication p.e -> q. In the reductum, the state of the receiver is updated to the value v obtained by replacing the placeholder c in e with the actual content, σ(p), of the cell of the sender. Rule A|Sel is similar, but does not change the state σ. Rules A|Struct and A|Ctx are standard.
In rule A|Struct , structural precongruence is the smallest precongruence satisfying the rules in Figure 5 , and A ≡ A stands for A A and A A. In rule A|Unfold , we write
A|Ctx Figure 4 . Actor Choreographies, Semantics.
A|Cond-Cond to indicate that call term X is a subterm of A1, and replace it with the body of the recursive procedure in the right-hand side. Rules A|Eta-Eta , A|Eta-Cond and A|Cond-Cond allow one to swap two terms that describe actions performed by independent processes, modelling concurrent process execution. They observe the same conditions as in previous choreography models (where these rules are used for the swapping relation C , e.g., in [7] ).
AC provides the typical deadlock-freedom-by-design property of choreographies.
Theorem 1 (Deadlock-freedom by design). Let A be a choreography. Then, either:
• A 0 (A has terminated);
• or, for all σ, A, σ → A , σ for some A and σ (A can reduce).
Examples
We present some representative examples of computations in AC. For presentational convenience, we define some examples as macros (syntax shortcuts) that we refer to in our explanations. We define macros using the notation M(params) ∆ = A, where M is the name of the macro, params its parameters, and A its body.
As a first example, we show how to increment the value of a process p. This is obtained by using an auxiliary process t to receive the value of p and then reply with its successor.
After executing INC(p, t), the value of p is incremented by one. Observe that INC has exactly one exit point (0 subterm). When a choreography A has a single exit point, we will write A A for the choreography obtained by replacing the 0 subterm in A with A . This allows us to use macros in other macros compositionally (still without adding any expressivity, as this is just a static expansion); indeed, A A behaves as a "sequential composition" of A and A , as we will show in Lemma 2 ( § 3.3).
Using INC, we build a choreography for addition. The macro ADD(p, q, r, t1, t2) stores in p the result of adding the values of p and q, using auxiliary processes r, t1 and t2. First, we use t to set the value of r to zero, and then invoke the recursive procedure X. The idea used in X is to keep incrementing the value of p until we reach the result of the addition of p and q (as typically done in low-level abstract register machines). In the body of X, r checks whether its value is the same as that of q. If so, it informs the other processes that we are going to terminate the recursion (selection of label L); otherwise, it asks the other processes to do another step (selection of label R). In a step, the values of p and r are incremented by using t as auxiliary process.
ADD(p, q, r, t)
Some of the communications defined in ADD can be executed in different orders, due to concurrency. To see that, let us focus on the expansion of the two INC instructions in the else branch:
(expansion of INC(r, t2)) X Let A be the choreography above. Then, by rule A|Eta-Eta , we can swap the second communication with the third:
and, by applying A|Eta-Eta two times more, we even obtain
showing that the two increment operations used in the addition example are completely independent (executed in parallel).
Actor Processes (AP)
Syntax. The syntax of AP is reported in Figure 6 . Networks, ranged over by N, M , are parallel compositions of actor processes. Term 0 is the inactive network. A term p v B is an actor process, where p is its name, v is the value stored in its memory cell, and B B ::= q! e ; B | p?; B | q ⊕ l; B | p&{li : Figure 6 . Actor Processes, syntax.
is its behaviour. We comment the syntax of behaviours. A send term q! e ; B sends the evaluation of expression e (expressions are defined as in AC) to process q, and then proceeds as B. Term p?; B is the dual receiving action: it receives a value from process p, stores it in the memory cell of the actor process executing the behaviour, and then proceeds as B. A term q ⊕ l; B sends to process q the selection of label l (which can be L or R, as in AC). Selections are received by the branching term p&{li : Bi}i∈I , which can receive a selection for any of the labels li and proceed according to Bi. We assume that branching terms offer either: a single branch with label L; a single branch with label R; or two branches with distinct labels L and R. In a conditional if c <= q then B1 else B2, the process receives a value from another process q (by synchronising with a send term) and compares it with its value to choose between the continuations B1 and B2. The other terms are standard (definition of recursive procedures, procedure calls, and termination).
Semantics. We give a reduction semantics for AP. The key difference from the reduction semantics for AC is that execution is now distributed, and requires synchronisation of processes executed in parallel. The rules defining the reduction relation → for AP are shown in Figure 7 . Rule AP|Com is inspired by the standard rule for communication in process calculi. A process p executing a send action towards a process q can synchronise with a receive-from-p action at q; in the reduct, the memory of q is updated with the value sent by p, obtained by replacing the placeholder c in the expression e with the value stored in the memory cell at p. Rule AP|Sel is standard selection, as in session types [16] , where the sender process selects one of the branches offered by the receiver. In rule AP|Cond , process p, executing the conditional, acts as a receiver for the value sent by the process whose value it wants to read (q). All other rules are standard. In rule AP|Struct , structural precongruence is the smallest precongruence satisfying commutativity of the parallel operator | and the following rules.
Endpoint Projection (EPP)
Behaviour Projection. We start by discussing the rules for projecting the behaviour of a single process p, a partial function de- Figure 8 . All rules follow the intuition of projecting, for each choreography term, the local action performed by the process that we are projecting. For example, for a communication term p.e -> q, we project a send action if we are projecting the sender process p, a receive action if we are projecting the receiver process q, or we just proceed with the continuation otherwise. The rule for projecting a selection is similar.
In the rules for projecting recursive procedure definitions and calls, we assume that procedure names have been annotated with the process names that appear inside of the body of the procedure (as in [8] ), in order to avoid projecting unnecessary procedure code.
The rule for projecting a conditional is more involved. In particular, we use the (partial) merging operator to merge the behaviour of a process that does not know which branch has been chosen yet, from [8] : B B is isomorphic to B and B up to branching, where the branches of B or B with distinct labels are also included. As an example, consider the following choreography A:
The behaviour projection [[A]]r is then:
If A did not include a selection from p to r, then r would not know which choice p had made in evaluating its condition. This aspect is found repeatedly in all choreography models [5, 7, 8, 17, 29, 30] . More specifically, while the originating choreography will execute correctly, its projection needs processes that behave differently in the branches of a conditional to be informed through a selection (either directly or indirectly, by receiving a selection from a previously notified process). Rule A|Sel shows that a selection neither depends nor alters the execution state σ in any way, also in line with previous choreography calculi. Indeed, selection is not necessary for Turing-completeness of AC ( § 3). However, selection is essential to characterise a Turing-complete fragment of AP that can be projected from choreographies, since without it EPP cannot project interesting branching behaviour. This is because merging makes our projection partial; for example, the behaviour of process r cannot be projected in the following choreography because it does not know whether it should wait for a message from p or not.
In this case, the projection [[A ]
]r is undefined, as we cannot merge p?; 0 with 0 (the respective projections of the two branches for r).
Endpoint Projection. We can now define EPP for AC.
Definition 1 (EPP from AC to AP). Given an actor choreography
A and a state σ, the endpoint projection [[A, σ]] is defined as the parallel composition of the processes in A:
]p where pn(A) returns the set of process names in A.
= N is defined for any σ, we say that A is projectable and that N is the projection of A, σ.
Example 1. We recall the definition of INC(p, t):
Properties. EPP guarantees the following operational correspondence, the hallmark result of most formal choreography languages.
Theorem 2 (Operational Correspondence (AC ↔ AP)). Let A be a projectable actor choreography. Then, for all σ:
Above, the (standard, from [7, 8] ) pruning relation ≺ eliminates the branches introduced by the merging operator when they are not needed anymore to follow the originating choreography (we write N N when N ≺ N ). In the remainder we will abstract from ≺, since it does not alter the behaviour of a network (the eliminated branches are never selected, as shown in [8, 21, 29] ).
Combining Theorem 2 with Theorem 1 we get that the projections of AC terms never deadlock. Figure 7 . Actor Model, Semantics. Figure 8 . Actor Choreographies, Behaviour Projection.
for some A and σ. Then, either:
• N 0 (N has terminated);
• there exists N such that N → N (N can reduce).
Choreography Amendment. AC is simple enough that we can easily define a source-to-source transformation that makes any choreography projectable, by adding some selections. Below, we assume that recursion variables are as for EPP and pn(Xp) = {p}.
Definition 2 (Amendment). Given a choreography A, the transformation Amend(A) repeatedly applies the following procedure until it is no longer possible, starting from the inner-most subterms in A. For each conditional subterm if p <= q then A1 else A2 in A,
]r is undefined for all r ∈r; then if p <= q then A1 else A2 in A is replaced with:
By the definitions of Amend, EPP and the semantics of AC, we get the following properties (→ * is the transitive closure of →).
Lemma 1 (Amendment Lemma). Let A be a choreography. Then: 
Turing-completeness of AC and AP
We now show that AC is Turing complete by using Kleene's wellknown formalism of partial recursive functions [19] . We briefly review this formalism, and then show that every partial recursive function is implementable in AC. As a corollary, we characterise a deadlock-free fragment of AP that is also Turing complete.
Partial Recursive Functions
Kleene's class of partial recursive functions R is the smallest set of functions including the following basic functions Zero The unary zero function: Z ∈ R, where Z : N → N is such that Z(x) = 0 (for all x).
Successor The unary successor function: S ∈ R, where S : N → N is such that S(x) = x + 1. Projections If n ≥ 1 and 1 ≤ m ≤ n, then the projection P n m ∈ R, where P n m : N n → N satisfies P n m (x1, . . . , xn) = xm. and closed under the following operations:
where h : N n → N is defined by composition from f and g1, . . . , g k as:
Primitive recursion If f, g ∈ R, with f : N n → N and g :
) ∈ R, where h : N n+1 → N is defined by primitive recursion from f and g as:
where h : N n → N is defined by minimization from f as:
where h(x) is undefined if no y satisfies the condition on the right; f (x, y) = 0 holds iff f (x, y) is defined and non-zero, so h(x) = y implies in particular that f (x, z) is defined for z ≤ y.
The definition here is slightly simplified, but equivalent to, that in [19] , where it is also shown that the class R coincides with the functions computable by a Turing machine, hence by the ChurchTuring thesis it describes exactly the class of computable functions.
In the remainder, we view the elements of R intensionally, e.g. the functions Z and C(Z, S) are distinct elements of R, although they always return the same value (zero). This allows for proofs by structural induction, without having to worry about different proofs that the same function is an element of R.
Example 3 (Addition and Subtraction). We show that add ∈ R, where add : N 2 → N adds its two arguments. From
we can define add by recursion as add = R P ) . Indeed, the function y → add(0, y) is simply P 1 1 , whereas 1 + add(x, y) is h(x, add(x, y), y) for h defined by h(x, y, z) = 1+y, which composes the successor function with P 3 2 . From addition, we can define subtraction by minimization, since sub(x, y) = x−y is the smallest z such that y+z = x (subtraction is not defined if y > x). We use an auxiliary function eq(x, y) that returns 0 if x = y and a non-zero value otherwise, which is known to be partial recursive. Then we can define subtraction as follows.
Indeed, the composition of add with P 3 2 and P 3 3 produces the function (x, y, z) → y + z, and the outer composition yields (x, y, z) → eq(y +z, x). When z ranges over the natural numbers, this function evaluates to 0 precisely when z = y −x, and applying minimization computes this value from x and y.
Encoding Partial Recursive Functions in AC
We now show that all functions in R can be computed by an actor choreography. Recall that n = s n · ε is the unary representation of n ( § 2.1). Given f : N n → N, we construct an actor choreog-
→q such that: if A is executed from a state where each process pi stores xi , then the choreography terminates with f (x) stored in q, if f (x) is defined, or loops forever, if it is undefined. Processesp and q are parameters of our encoding.
All choreographies we build have a single exit point, so we can use the sequential composition operator ( § 2.2) to combine them.
Auxiliary processes are used for intermediate computation. Since AC does not provide primitives for generating fresh process names, we use r0, r1, . . . for these auxiliary processes, and annotate the encoding with the index of the first free auxiliary process name
To alleviate the notation, we assign mnemonic names to these processes in the encoding and formalise their correspondence to the actual process names in the text. For the latter, let π(f ) be the number of auxiliary processes needed for encoding f :
To simplify the presentation, we writep for p1, . . . , pn (when n is already known) and {Ai} n i=1 for A1 . . . An. Also, we do not include the selections needed to make our choreographies projectable, since these can be automatically inferred via our Amend procedure (we will formally use this aspect in § 3.4).
The encoding of the base cases is straightforward.
We now move to the inductive constructions. Composition is relatively straightforward. Let h = C(f, g1, . . . , g k ) : N n → N. Then: [[f ]] ). Due to the swap relation and the fact that all auxiliary processes are disjoint, in general most of the computation of the gis will be done in parallel.
For the recursion operator, we need to use recursive procedures. Let h = R(f, g) : N n+1 → N. Then: The strategy for minimization is similar, but simpler. Let h = M (f ) : N n → N. Again we use a recursive procedure using a counter rc and computing successive values of f , stored in q , until a zero is found. This procedure may loop forever, either because f (x1, . . . , xn+1) never evaluates to 0 or because one of the evaluations itself never terminates. . For subtraction, we first show how to implement equality directly as an actor choreography (that is, without resorting to its proof of membership in R). This choreography is not the simplest possible because we want it to have only one exit point; its construction also illustrates how any choreography can be transformed to have only one exit point. eq px,py →q r
Recall now that sub = M (C(eq, C(add, P 
, while the first five processes being composed within that definition correspond to [[C(eq, C(add, P Due to the way sequential composition works, the structure of the definition of sub is no longer clear in this fully unfolded encoding.
Soundness
We now show that the encoding of a partial recursive function effectively computes that function. Below, A, σ → * 0 means that there is no reduction sequence A, σ → * 0, σ for any σ .
Definition 4 (Implementation in AC). An actor choreography
A implements a function f : N n → N with input processes p1, . . . , pn and output process q if, for all x1, . . . , xn ∈ N and for every state σ s.t. σ(pi) = xi :
Observe that, by Theorem 1, the second case implies that A, σ must reduce infinitely (diverge).
In the following, we use partial specifications of states. For example, A, {p → v} → A , {q → w} denotes that execution of A from any state where p contains value v will yield A in some state where q contains value w. We begin with an auxiliary lemma on the semantics of sequential composition. Lemma 2. Let A be an actor choreography with a single exit point, A be another actor choreography, and σ, σ , σ be states.
We can now present our main result, Theorem 3, which formalises that AC is Turing complete by showing that our encoding from R to AC is sound. Theorem 3 is the cornerstone of our development, and we will use it to characterise Turing-complete fragments of the other languages that we consider in this work. Proof. The proof is by induction on the definition of the set of partial recursive functions. We use a stronger induction hypothesis -namely, that if σ(pi) = xi and f (x) is defined, then
* σ where σ (pi) = xi and σ (q) = f (x) . The extra assumption that the input values are not changed during execution is essential for the inductive step.
1. For each base case, it is straightforward to compute the sequence of reductions from the rules and the definition of the corresponding actor choreography. We exemplify this with successor.
2. Let h = C(f, g1, . . . , g k ) : N n → N. The result follows directly from the induction hypothesis and Lemma 2. ..,p n+2 →q g implement f and g, respectively, for allp, q, f and g . Again, assume first that h(x0,x) is defined. Then:
We now prove that
for all k < x0. We only need to unfold T once, so we omit the def T = (. . .) in wrapper in the next reduction sequence. Since k < x0, the definition of T reduces to the else branch:
rc.c -> rt; rt.(s · c) -> rc; T,
which establishes the thesis, ignoring the value in rt. By induction on x0 we obtain that
and the last process is equivalent to 0. In (1) we used the fact that the contents of rc and p0 are both equal to x0 . 
as long as f (x, k) is defined and different from 0. The only new aspect is that non-termination may arise from the fact that f (x, k) is defined and non-zero for every k ∈ N, in which case we get an infinite reduction sequence
A Turing-complete and deadlock-free fragment of AP
We can now use Theorems 2 and 3 to characterise a Turingcomplete and deadlock-free fragment of AP. First, we define what it means to implement a function in AP.
Definition 5 (Implementation in AP). An actor network N implements a function f : N n → N with input processes p1, . . . , pn and output process q if N ( i∈ [1,n] pi v i Bi) | q w B | N and, for all x1, . . . , xn ∈ N: 
Minimality of AC
We now discuss our choice of primitives for Actor Choreographies, and show that they are a minimal Turing-complete set, in the sense that, if any of them are removed, we are no longer able to compute all partial recursive functions. We also analyse some simpler alternatives for some constructs, and show that they are likewise not sufficient for Turing completeness.
Our strategy is to show that the variants of AC obtained by removing a primitive or replacing it with another one has a decidable termination problem -and hence cannot be Turing-complete.
Basic primitives. The following constructs are trivially necessary.
• 0 (exit point): without this term, no choreography terminates.
• p.e -> q (value communication): this is the only primitive that changes the content of a process. Note that the syntax of expressions is heavily restricted to allow exactly for the computation of the three basic primitive recursive functions (zero, successor, and projections).
• p -> q[l] (selection): as explained earlier, this primitive does not add any computational power to the model, but it is necessary for projectability. Therefore, if we removed it, AC would still be Turing complete but we could not use it anymore to prove Corollary 2. The set of possible labels is clearly minimal.
• def X = A2 in A1 and X (recursion): if recursive definitions are not allowed, then reduction always reduces the number of operations in a choreography, and therefore all choreographies always terminate. Note that the recursion operator is also restricted, as it allows only for tail recursion.
The only construct whose significance is slightly more complex to analyse is the conditional, i.e., term if p <= q then A1 else A2.
Lemma 3. Let A be a choreography with no conditionals. Then, termination of A is decidable and independent of the initial state.
Proof. The second part is straightforward, since rule A|Cond is the only rule whose conclusion depends on the state.
For the first part, we reduce termination to a decidable graph problem. Define GA = V, E to be the graph whose set of vertices V contains A and 0, and is closed under the following rules.
• if η; A ∈ V , then A ∈ V ;
This set is finite: all rules add smaller choreographies to V , except the last one, which can only be applied once for each variable in A.
There is an edge between A1 and A2 iff A1, σ → A2, σ for some σ, σ without using rule A|Eta-Eta . This is decidable, as the possibility of a reduction does not depend on the state (as observed above). Also, if there is a reduction from A1, then there is always an edge from A1 in the graph, as swapping communication actions cannot unblock execution.
Then A terminates iff there is a path from A to 0, which can be decided in finite time, as GA is finite.
Weaker variants of conditionals are also not sufficient. We start with the case where a process can only test if its value is zero. Proof. We first show that termination is decidable for processes of the form def X = A2 in X. The proof is by induction on the number of recursive definitions in A2.
Consider first the case where A2 has no recursive definitions, and let P be the set of all process names occurring in A2. We define an equivalence relation on states by
The vertices of the graph are the 2 |P | equivalence classes of states wrt ≡P , plus . Note that ≡P is compatible with the transition relation excluding rule A|Eta-Eta : for any choreography A using only process names in P , σ1 ≡ σ2 and A, σi → σ i , then σ 1 ≡ σ 2 .
The edges in the graph are defined as follows. There is an edge from [σ] to [σ ] if A2, σ → X, σ , and there is an edge from [σ] to if A2, σ → 0, σ or A2, σ → Y, σ for some Y = X. This is constructible, as reductions in A2 are always finite, and welldefined, as alternative reduction paths always end in the same state.
Since reductions are deterministic and ≡P is compatible with reduction, every node has exactly one edge leaving from it, except from . Therefore, we can decide if def X = A2 in X terminates from an initial state σ by simply following the path starting at σ and returning Yes if we reach and No if we pass some node twice. This procedure terminates, as the graph is finite.
For the inductive step, proceed as above but add an extra node to the graph, labeled ⊥. When constructing the edges in the graph, if A2 reduces to a variable Y different than X, we split into two cases. If Y is not bound in A2, we proceed as in the previous case. If Y is bound, then we apply the induction hypothesis to the choreography def Y = AY in Y (where Y = AY is the same as in A2) to decide whether the reduction from Y will terminate; if this is not the case, we add an edge to ⊥, otherwise we proceed with the simulation. At the end, we return No in the case that the path followed leads to ⊥.
The general case follows, as A has the same behaviour as def X = A in X for some X not occurring in A.
The previous result generalises to more powerful conditionals. 
Termination in AC v is decidable.
D ::= p(x,k) E ::= p(ẽ,k) Figure 9 . Channel Choreographies, Syntax.
Proof. The strategy is the same as in the previous proof, but now the relation ≡P is finer. The key observation is that only a finite number of values can be used in comparisons, so we can identify states if they only differ on processes whose contents are larger than all values used in conditionals.
Channel Choreographies and Processes
In this section, we give an overview of the choreography calculus introduced in [7] , which we here refer to as Channel Choreographies (CC). CC is designed to be projected to a variant of the session-typed π-calculus [5] , which here we call Channel Processes (CP). Communications in CP are based on channels, instead of process names as in AP. This layer of indirection means that a process performing an I/O action does not know with which other process it is going to communicate, and that there can be race conditions on the usage of channels. CC comes with a typing discipline for checking that the usage of channels specified in a choreography will not cause errors in the process code generated by EPP.
Channel Choreographies (CC)
Syntax. We report the full syntax of CC, given in [7] , but as we will see in § 6 some terms are unnecessary for our results; we box such terms in our presentation of the syntax. In the original presentation of CC, expressions e may contain any basic values (integers, strings, etc.) or computable functions, making the language trivially Turing complete. Here, instead, we restrict them to the constant ε and the successor operator used on variables, i.e., s · x. We also restrict labels l, originally picked from an infinite set, to be either L or R, as for AC. The major difference between AC and CC is the usage of public channels a and session channels k. Public channels are used to create new processes and channels at runtime, whereas session channels are used for point-to-point communications between processes. We will only need a single session channel in our development in § 6. We comment on the syntax of CC, reported in Figure 9 , where C is a channel choreography. An interaction η in CC can be either a start, a value communication, a selection, or a delegation. In a start term p[A] start q[B] : a(k), the processesp on the left synchronise at the public channel a in order to create a new private session k and spawn some new processesq (k andq are bound to the continuation). Each process is annotated with the role it plays in the created session. Roles are ranged over by A, B, C, . . .. They are used in the typing discipline of CC to check whether sessions are used according to protocol specifications, given as multiparty session types [17] . In a value communication p [A] .e -> q[B].x : k, process p sends its evaluation of expression e over session k to process q, which stores the result in its local variable x; the name x appearing under q is bound to the continuation. Differently from AC, where each process has only one memory cell accessed through the placeholder c, in CC each process has an unbounded number of
cells (variables). Selections in CC, of the form
are very similar to those in AC: the only difference is that we also have to write which role each process plays and the session used for communicating. In a delegation term
, process p delegates its role C in session k to process q; delegation in CC is a typed form of channel mobility, inspired by the π-calculus.
In a conditional, process p chooses a continuation based on whether the expressions e and e evaluate to the same value according to its own local state. The restriction term (νr) C is standard and binds the scope of r (which can be either a process name p or a session channel name k) to C. Finally, in the definition of a recursive procedure, the parametersD indicate which processes are used in the body of the procedure and which variables and sessions are used by each process. In the invocation of a procedure X Ẽ , each process can pass generic expressions as parameters to itself.
Semantics. The semantics of CC is given in terms of a reduction relation. We report the most interesting rules in Figure 10 . Rule C|Com is the key rule, where the value sent from a process p is received by a process q. Technically, this is modelled by replacing variable x with v in the continuation C, but only when it appears under the process name q (the smart substitution C[v/x@q]). Rule C|Cond models an internal choice: p chooses a continuation depending on whether the two values v and w are the same. The other rules are standard (recursion is treated similarly to AC).
The language CC offers the following deadlock-freedom-bydesign property. Below, the structural precongruence for CC follows the same intuition as that for AC.
Theorem 4 (Deadlock-freedom-by-design in CC [7] ). Let C be a choreography with no free variable names. Then, either:
• C 0 (C has terminated); • or C → C for some C (C can reduce).
Channel Processes (CP)
We now present Channel Processes (CP), the target language that choreographies in CC can be projected to. We discuss only the terms used in our work (see [7] for a complete presentation).
Syntax. The (selected) syntax of processes (P, Q) is given below.
Binding occurrences are denoted by the usage of round parentheses. In term k[A]!B e ; P , as role A on session k, we send the value of expression e to B on the same session; then, we proceed as P . Semantics. We discuss only the basic synchronous semantics of communications. All the other rules are standard (see [20] ). As in typical calculi for multiparty sessions equipped with roles, each role in a session is a distinct communication endpoint. Therefore, a send action on a session k from a role A towards a role B synchronises with a receive action on the same session k by the target role B wishing to receive from the sender role A. For value and label communications, this intuition is formalised by the following rules:
Endpoint Projection and Typing
As for AC, we present the Endpoint Projection (EPP) procedure for CC by defining first how to project the behaviour of a single process. The projection of a process p from a choreography C, written [[C]]p, is inductively defined on the structure of C in a similar way as the behaviour projection given in § 2.4 (see [7] for the full definition). We report the rules for projecting value communications and conditionals:
Above, the merging operator P Q works as in AC: it is isormorphic to P and Q aside from input branches with distinct labels, which are instead included in a larger input branching. The complete EPP procedure from CC to CP is technically involved, because the start term p[A] start q[B] : a(k) found in CC enables the reuse of the same services exposed at a public channel a for spawning processes with potentially different behaviour. However, since start terms and restriction of names are unnecessary for our development, we can use a much simpler definition.
Definition 6 (EPP from CC to CP [7] ). Given a choreography C,
]p where fp(C) returns the set of free process names in C.
Typing CC
Differently from AC, the EPP of a choreography in CC does not always yield correct results. Consider the following choreography:
The choreography C above always terminates by reaching 0. However, its EPP (albeit defined) may get stuck:
Above, we have a race between the projections of process p and process r for the selection of label L offered by process q. This is because both p and r play the same role A in session k and therefore the receiver (the projection of process q) cannot distinguish them.
In the case where the race is won by the projection of process r, not only do we obtain a reduction not defined by the originating choreography, but we even get into a deadlocked situation:
To avoid such situations, CC comes with a typing discipline based on multiparty session types that guarantees the absence of races. A typing judgement for CC has the form Γ; Θ C ∆, where ∆ types the usage of sessions, Θ the ownership of roles by processes, and Γ variables and public channels.
Formally, the typing environment Γ contains variable typings of the form x@p : S, typing variable x at p with data type S (which can only be nat in our case). An environment Θ contains ownership typings of the form p : k[A], read "process p owns role A in k" (when writing Θ, p : k[A], it is assumed that no other process owns the same role for the same session in Θ). Figure 10 . Channel Choreographies, Semantics (selected rules).
contains session typings of the form k : G, where G is a global type (from multiparty session types [17] ). The syntax of global types is:
A global type G abstracts a communication between two roles in a session. A value communication is abstracted by A -> B : nat (we restrict values to be natural numbers). A global type A -> B : {li : Gi}i∈I allows any selection from A to B of one of the labels li, provided that then the session proceeds as specified by the corresponding continuation Gi. The other terms are for recursion (µt and t) and termination (end). We discuss the most relevant typing rules for CC, given below.
Rule T|Com checks that, in a value communication on session k, the sender and receiver processes own their respective roles in
, that the protocol for session k expects a communication for their respective roles (k : A -> B : S ; G), and that the expression sent by the sender has the expected type S. Rule T|Sel checks that a selection uses one of the labels expected by the protocol for the session (j ∈ I). Rule T|Cond is standard, requiring both branches to have the same typing; observe that different communication behaviour in the two branches may still occur, because of rule T|Sel .
Well-typedness is preserved by reductions.
Theorem 5 (Subject Reduction [7] ). Let Γ; Θ C ∆. Then C → C implies that Γ ; Θ C ∆ for some Γ , Θ and ∆ .
Thanks to the type system of CC, we get an operational correspondence result for EPP from CC to CP: Theorem 6 (Operational Correspondence (CC ↔ CP) [7] ). Let C be a well-typed channel choreography without start subterms (terms of the form p[A] start q[B] : a(k)) and such that its endpoint projection [[C]] is defined. Then,
where ≺ is the pruning relation defined in [7] . Remark 1. In [7] , Theorem 6 is more general: it covers also choreographies that may contain start terms. However, that result requires an additional static analysis on the usage of public channels in choreographies (linearity). We do not present linearity here since we do not need start terms for our development.
As for AC, by combining Theorem 6 with Theorem 4 we get that the EPP of a well-typed channel choreography never deadlocks:
Corollary 3 (Deadlock-freedom by construction for CC). Let C be well-typed and [[C]] = P . Then, either:
• P 0 (P has terminated); or, • there exists Q such that P → Q (P can reduce).
From Actors to Channels
We now show how choreographies in AC can be embedded into the full-fledged CC. Our embedding provides an operational correspondence, which we combine with the properties of EPP for AC and CC to formalise our diagram in Figure 2 from the Introduction.
The communication primitives of AC and CC are different. In AC, messages are passed directly between processes: each process knows whom it is sending to or receiving from in each communication step; in CC, communication is between roles in a session channel. To translate actor choreographies into channel choreographies, we therefore assign to each process a role syntactically identical to its name, and perform all communication over a fixed channel k.
Conditional terms are also not directly translatable, as CC evaluates guards in a single process. For this reason, each translated process uses two variables: x, storing its internal value, and y, used exclusively for temporary storage of a value required for a test.
Recall ( § 2.4) that pn(A) returns the set of process names in A.
Definition 7 (Embedding of AC in CC)
. The embedding of an actor choreography A in CC is { [A] }, inductively defined as follows.
where |A| = {p({x, y}, k) | p ∈ pn(A)}.
Lemma 6. A A if and only if
In order to compare the semantics of actor and channel choreographies, we need to take the state into account. This is done by viewing each state as a substitution, replacing all free occurrences of x with the actual content of the process it belongs to. Definition 8 (Substitution induced by state). Let A be an actor choreography and σ be a state. The substitution σA is defined as σA = [x/σ(p)@p | p ∈ pn(A)], and the embedding of A in CC via σ is the channel choreography
Below, → + denotes a chain of one or more applications of →.
Theorem 7 (Operational Correspondence (AC ↔ CC)). Let A be an actor choreography. Then, for all σ:
Theorem 7 formalises the top side of the cube in Figure 2 . Furthermore, we can use it to show Turing completeness of CC. Since the semantics of CC does not have state, the definition of implementation of a function is slightly different than that for AC.
Definition 9 (Implementation in CC)
. A channel choreography C implements a function f : N n → N with input variables p1.z1,. . . ,pn.zn and output variable q.z if, for all x1, . . . , xn ∈ N:
• if f (x) is defined, then C[ zi/ xi @pi] → * 0, and q receives exactly one message with f (x) as the value transmitted;
• if f (x) is not defined, then C[ zi/ xi @pi] → * 0, and q never receives any messages. We end our development by combining our results to characterise a Turing-complete and deadlock-free fragment of CP.
Let CP CC be the smallest fragment of CP containing the projections of all typable and projectable choreographies in CC, formally:
] is defined}. From Corollary 3, all terms in CP CC are deadlock-free. We now show that CP CC is also Turing powerful. The development is similar to that for AP AC ( § 3.4), but we need two additional steps. First, the operational correspondence theorem for the EPP of CC (Theorem 6) needs the projected channel choreography to be well-typed. Fortunately, this is always the case for the channel choreographies obtained by embedding amended AC terms. Proof. Choosing Θ is trivial, as each process has its own role. For Γ, we assign type nat to all variables. Finally, ∆ = k : G, where G is inferred by abstracting the communications in C. The inductive construction of the latter is always possible since we applied Amend, so we can type each conditional with either the same global type or a branching global type with two labels.
Second, we need to know that the embedding of a projectable actor choreography is also projectable in CC. Using these results, the proof of Corollary 2 for AP AC can be adapted to yield the following property.
Corollary 4 (Turing completeness of CP CC ). Every partial recursive function is implementable in CP CC .
We recap our development, going back to the intuition given in Figure 2 . We have defined suitable transformations that characterise operationally-equivalent fragments of choreography and process calculi based on direct process references (AC, AP) or indirect channels (CC, CP). We then have shown that such fragments are Turing complete, through a development that depends strictly on the global nature of choreographic descriptions.
Related Work and Discussion
Application to other settings. Our results can also be applied to other calculi that share similarities with CP CC . For example, terms in CP CC can be easily translated to typable terms in the multipartysession-typed variants of the π-calculus presented in [5, 17] , characterising deadlock-free and Turing complete fragments in such calculi. By adapting to our setting the encoding from the sessiontyped π-calculus to the linear π-calculus presented in [13] and extended to recursion in [12] , our results may also be adopted to obtain a proof of Turing completeness for the standard π-calculus, in alternative to the standard one based on the λ-calculus [25] .
Unlimited Register Machines. The computational primitives in AC are very similar to those of the Unlimited Register Machine (URM), an abstract model of computation similar to standard computer hardware [11] . The URM has an unlimited number of memory cells, each storing a natural number, and four basic operations: setting the content of a cell to 0; increasing the value in a cell; copying the content of a cell content to another cell; and branching execution based on a comparison between the values in two cells.
There are two main differences between AC and the URM. First, the URM has centralised control: there is one sequential program being executed and responsible for updating the contents of the cells; instead, in AC computation is distributed among the various cells (the processes), which can operate independently. Synchronisations happen only between the cells that need to interact, leaving other non-interfering interactions the opportunity to proceed concurrently (as shown, e.g., in § 2.2). Second, URM programs loop by means of a go-to statement (giving it the power of general recursion), while AC only allows tail recursion. Nevertheless, the similarity of the available primitives means that the proofs of computational completeness of both formalisms are closely related in structure, as the informed reader will recognise.
Extraction. Recent work has investigated the hard problem of automatically extracting the choreography followed by set of processes -the inverse of projection. This has been done in the scope of choreography languages that are trivially not Turing-complete, e.g., multiparty session types [15, 23, 24] and channel choreographies with finite traces [9] . In our case, extraction is decidable for both AP AC and CP CC , because EPP is a recursive function and AC and CC are recursively enumerable. However, we do not believe AP AC and CP CC to be recursive languages, and hence believe that extraction for the full languages AP and CP (which is the general interesting problem) is semi-decidable. We conjecture, however, that extraction is possible for many useful communication structures, since type information seems to be helpful in this task [9] .
Amendment. The idea of amending unprojectable choreographies in our development was inspired by the work [22] , where it is applied to a non-Turing-complete language. Observe that amendment can be defined in many ways, for example by propagating selections from a process to another as a chain, rather than from one process to all the others (multicast).
Extensions for AC. In this work, we focused on defining a minimal version of AC wrt Turing completeness. However, AC may be seen as an interesting basis for the development of a choreographic programming model based on direct process references rather than channels. Many of the additional features given in the original presentation of CC could be ported to AC, e.g., the possibility to start new processes at runtime and asynchronous message queues [7] . We conjecture that all our results apply also to the asynchronous case. We leave these additions as future work.
Actors, Process calculi, and Turing completeness. In [2] , the authors investigate how to represent actors in the π-calculus by using channels, namely an actor is identified by a channel name that it uses for receiving inputs. This is different from our language AP, where an actor also specifies from whom it wishes to receive a message, but it recalls how our process names from AC end up being encoded as channel-role pairs in CP.
Previous work investigated the expressive power of actor systems wrt computability [14] . The approach followed therein is based on the interplay between name restriction in process calculi and recursive procedures. Our development is still based on concurrent processes, but instead of name restrictions we use memory cells at processes, inspired by the URM, as mentioned above.
