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Chapter 1
General introduction
The human brain is a very complex system, built up by billions of neurons, each
interacting with many others (typically in the range from 10 to 106). Through these
interactions neurons can communicate with each other and can exchange informa-
tion. How is information encoded? And what are the underlying biological mecha-
nisms used for coding? Neuroscientists can use a variety of tools, like experimental
brain imaging techniques, information theory and / or models to investigate these
fundamental questions in neuroscience. Models can be used to describe the exper-
imental data, but also to test hypotheses that result from experimental findings and
make predictions that can, in turn, be tested experimentally. A model is often con-
sidered to be ”good” if it is as simple as possible, while still containing all elements
that are assumed to be essential. In this way, the number of parameters in the model
should be reduced and thus also the probability that one can generate every possible
result. The results obtained with a simple model can be understood and explained
easier. However, the models often remain fairly complex and although analytical
approaches are preferable, computer simulations are needed to investigate the be-
haviour of the model. Theoretical and computational neuroscience studies investi-
gate possible neuronal mechanisms that underly experimentally observed neuronal
phenomena, ranging from microscopic to macroscopic observed phenomena, from
molecules, single neurons and networks towards behaviour. In the following I will
provide a brief overview about several aspects in single neurons and (small) net-
works that appear most relevant for the remainder of this thesis.
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1.1 Single neuron models
The main components of neurons are the dendrites, the soma and the axon (see
Fig. 1.1A) (Dayan and Abbott, 2001; Kandel and Schwartz, 1982). The connec-
tions between neurons are called synapses. Most synapses are chemical and form
a specialised connection between the presynaptic axon terminator and the postsy-
naptic dendrite (see Fig. 1.1B). An electric pulse that arrives at the axon terminator
causes the release of neurotransmitter (chemical substance) contained in the synap-
tic vesicles. The neurotransmitter diffuses across the synaptic cleft and part of it
will temporarily bind to the neurotransmitter receptors at the dendrites. The effect
is that a corresponding ion-specific channel opens to enable an in- or outflux of
that specific ion-type to or from the interior of the neuron. This will cause a small
post-synaptic current in the dendrite. The information flow in a neuron goes as fol-
axon
soma
dendrite
A
-40
0
40
V
 
(m
V
)
C
B
presynaptic 
axon terminator
postsynaptic 
dendrite
vesicle
neurotransmitter 
in synaptic cleft
ion-channel
0 20 40-80
t (ms)
Figure 1.1: (A) shows the main components of a neuron. (B) shows a chemical
synapse between the presynaptic axon terminal and the postsynaptic dendrite. (C)
shows the membrane potential with two action potentials.
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lows: the dendrites receive inputs from other neurons via synapses and transmit the
induced electric currents to the soma. If the resulting potential of the soma exceeds
a certain threshold, the soma (more precisely the axon-hillock: the point where the
soma is connected to the axon) will generate a brief electric pulse. The pulse has
an amplitude of ∼100 mV starting from a baseline of ∼ -70 mV (see Fig. 1.1C).
The axon transmits this brief pulse, called action potential or spike, via synapses to
other cells.
The shape of an action potential of a neuron is identical for all action potentials
and therefore the shape does not carry any information. Information is encoded by
the number of spikes and when these spikes occur (spike times). A sequence of
action potentials is called a spike train and can be characterised by the spike times.
The firing rate of a neuron is the number of generated spikes per second.
There are many single neuron models. In the next sections I will discuss those
single neuron models that are used in the oncoming chapters of this thesis.
1.1.1 Poisson model
One of the most simple models for a neuron is the so-called Poisson neuron, which
generates an action potential according to a rate-modulated Poisson process. This is
a stochastic process that generates a sequence of spike times. For a Poisson process,
the probability that a spike occurs is independent of the history of all preceding
spikes. However, this is not the case for real neurons. Since experiments have shown
that the ratio between the standard deviation and the mean inter-spike-interval (ISI,
the time between two succeeding spikes) corresponds very well with the ratio for a
Poisson process, nl. one, the Poisson model is a valid model to produce spike trains
with statistics as reported by experiments. The Poisson distribution tells that the
number of spike events n within a certain time interval T of a spike train with an
average firing rate r is given by (see e.g. Dayan and Abbott, 2001)
PT (n) =
(rT )n
n!
exp(−rT ). (1.1)
There are several ways of implementing this model. One method is to divide the
time interval T into small bins ∆t. The probability p∆t(1) that a spike occurs within
a certain bin of size ∆t equals the product r∆t. If a random number, drawn from a
uniform distribution between 0 and 1, is smaller than this probability p∆t(1), this
bin gets a spike, otherwise not. The advantage of this procedure is that it can be
used for homogeneous Poisson processes, meaning that the rate is constant, as well
as for inhomogeneous Poisson processes for which the rate is time-dependent.
Figure 1.2A shows the spikes (dots) generated by 250 homogenous Poisson
processes (y-axis) as a function of time. This is called a rasterplot. Figure 1.2B
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Figure 1.2: (A) rasterplot of 250 neurons firing according to a homogeneous Pois-
son process. (B) rasterplot of 250 inhomogeneous Poisson model neurons, modu-
lated by a sinusoid.
shows the rasterplot of 250 inhomogeneous Poisson trains, each driven by the same
sinusoidal rate. Poisson spike trains are often generated to produce spike input (with
or without a time-dependent rate) to other single neuron models. In this report this
procedure will be used to generate the time-dependent input spike trains for the
model studies described in chapters 2 and 3.
1.1.2 Mirollo-Strogatz model
Another very simple neuron model is the Mirollo-Strogatz (MS) model that rep-
resents the neuron as a phase oscillator. This simplification assumes that the spike
inputs of the thousands of presynaptic neurons arrive randomly, so that it can be ap-
proximated by a constant input, representing the background activity. Experimental
results of neurons in slices show that a neuron can fire regularly if a constant cur-
rent is applied to it (Bal et al., 2002). This justifies the assumption of simplifying
the neuron to a phase oscillator. A Mirollo-Strogatz oscillator is described by an
internal state f , corresponding to the membrane potential of a neuron, and a phase
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variable that encodes the time until its next pulse. This smooth, monotonically in-
creasing, concave function f : [0,1]→ [0,1]
f (φ) = b−1 ln
(
1+
(
eb−1
)
φ
)
(1.2)
is a member of a general class of dynamics of neuron models, like the leaky integrate-
and-fire neuron (described in section 1.1.3) with fast synaptic responses and the
conductance-based threshold neuron (Timme et al., 2003). In this thesis I always
use b=3 (Mirollo and Strogatz, 1990; Ernst et al., 1995; Timme et al., 2003) as
dissipation parameter.
0.2
0.3
0.4
0 0.5 1 1.5 20
0.5
1
A
C
0.5
1
0 0.5 1 1.5 20
0.2
0.4
0.6
0.8
1
B
D
t /T
∆φf
f
φ
0 0.25 0.5 0.75 10
0.1 φcrit(+)
0 0.25 0.5 0.75 1-0.8
-0.6
-0.4
-0.2
0
t /T
E
0 0.5 1 1.5 20
0.5
1
0 0.5 1 1.5 20
F
φ
φ
∆φ
f
φcrit(-)
Figure 1.3: internal state of an unpertubated Mirrollo-Strogatz oscillator (A) and
phase (B) versus the ratio of time and intrinsic period of the unpertubated MS-
oscillator. (C) internal state of MS-oscillator when it receives an excitatory input at
t/T = 1.5 (solid line). (D) phase response curve of the MS-oscillator for excitatory
input with strength ε = 0.1. (E) internal state of MS-oscillator that receives an
inhibitory input at t/T = 1.5 (solid line). (F) phase response curve for inhibitory
input with strength ε = 0.3. In (C) and (E) the dashed lines are the internal states
of the unpertubated MS-oscillator.
The phase of the oscillator φ ∈ [0,1] is at its lowest value (φ = 0) if f = 0.
At φ = 1 (corresponding to f = 1) the oscillator reaches threshold, emits a pulse,
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and resets its phase to zero. Figure 1.3A shows the internal state f of a Mirollo-
Strogatz (MS-) oscillator as a function of the ratio of time and intrinsic period
of the MS-oscillator. Since the time-derivative of the phase is 1, the modulus 1
of this ratio is equivalent to the phase φ of the oscillator (see Fig. 1.3B). In the
presence of neuronal interactions the MS-oscillator will receive spike input from
other oscillators. Depending on the type of coupling between the two oscillators the
internal state will increase (excitatory coupling) or decrease (inhibitory coupling)
by a fixed amount ε ,
f (φ) = b−1 ln
[
1+
(
eb−1
)
φ
]
± ε (1.3)
and generate a pulse if the threshold f = 1 is reached. An excitatory input causes
an increase of the internal state value and thus a phase advance: the MS-oscillator
will reach threshold sooner due to an excitatory input (shown in Fig. 1.3C). An in-
hibitory input, reduces the internal state (phase delay), so that it takes longer before
the oscillator reach threshold and emits a spike (see Fig. 1.3E). The precise phase
shift is described by the phase response curve (PRC), which gives the phase shift
∆φ as a function of the phase φ ∈ [0,1] at the arrival time of the pulse (Izhikevich,
2007). The PRC for the original Mirollo-Strogatz model (excitatory couplings)
shows a phase advance whenever ∆φ≥0 holds, even at zero phase, which appears
improper for ’real neurons’, that include a refractory period, during which the input
has no effect on the internal state of the neuron (refractory period). In this thesis I
corrected for this by using a modified PRC
PRC(+) =
{ (
1/φ (+)crit −1
)
φ for φ≤φ (+)crit
1−φ otherwise
;
with φ (+)crit =
(
eb(1−ε)−1)/(eb−1) representing the phase at which the maximum
phase shift is reached (see Fig. 1.3D). When a pulse arrives at the oscillator at phase
φ≥φ (+)crit , the oscillator immediately emits a pulse. For biological systems the phase
shift reaches its maximum when the input arrives in the second half of the cycle (see
also Tsubo et al., 2007), i.e. φ (+)crit > 0.5 yielding ε ≤ 0.21.
For an inhibitory coupling an input spike causes a phase delay and therefore the
MR-oscillator cannot elicit a pulse as a direct response to the inhibitory input (see
Fig. 1.3E). This phase delay is described as a function of the phase at the arrival
time of the pulse and is given by the following PRC:
PRC(−)=
{
e−bε−1
eb−1 +(e
−bε −1)φ for φ > φ (−)crit
−φ otherwise ;
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as shown in Fig. 1.3F. When a pulse arrives at the oscillator at phase φ≤φ (−)crit , with
φ (−)crit =
(
ebε−1)/(eb−1) the oscillator is reset to zero phase and corresponding
amplitude f. This model, approximating neurons as phase oscillators is used for the
analytical study of the dynamics of synchronisation in Chapter 4.
1.1.3 Leaky Integrate-and-Fire model (LIF)
Although in 1907 Lapicque did not have any knowledge of the underlying mech-
anisms for the generation of action potentials, he used an electric circuit as shown
in Fig. 1.4A to model the spiking of the neuron (Abbott, 1999). An injected input
current, Iext(t) is split into two components, one part charges the capacitor C, the
other part flows through the resistor, R. The voltage difference between the interior
and the exterior of a cell is called the membrane potential, V (t) and is described
by:
C
dV (t)
dt
+
V (t)
R
= Iext(t), (1.4)
or in more common form:
τm
dV (t)
dt
=−V (t)+RIext(t). (1.5)
with τm = RC the time constant of the leaky integrator.
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Figure 1.4: (A) electric circuit of the leaky integrate-and-fire model, consisting of
a parallel capacitor (Cm) and resistor (R) to model a neuron. V is the membrane
potential, Iext the injected current. (B) The injected current (lower panel) and the
resulting membrane potential as a function of time. (C) As in (B), but now for a
time-varying current. The dashed line in (B) and (C) are the threshold potential.
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This simple model alone is not able to generate action potentials. Lapicque
solved that problem by postulating that when the capacitor is charged to a certain
threshold potential, an action potential will be generated and the capacitor will dis-
charge and thereby resets the potential to a certain value, hence called the reset
potential. The membrane potential of the leaky integrate-and-fire model between
two successive action potentials is described by equation 1.4 or 1.5. If the mem-
brane potential has reached the threshold potential, the model neuron generates an
action potential and the membrane potential is reset to the reset potential, Vreset .
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Figure 1.5: Type of information encoded depends on the time-constant of the LIF-
neuron. Column A: raster plot of the input spikes and the resulting membrane po-
tential of a leaky integrate-and-fire neuron with a small time constant τm = 3 ms.
The neuron generates action potentials if at least a certain number of input spikes
has arrived within a small time window. For small time constants, the neuron be-
haves as a coincidence detector. Column B: rasterplot of the input spikes and the
resulting membrane potential of a leaky integrate-and-fire neuron with a large time
constant τm = 100 ms. The information encoded now represents the number of re-
ceived input spikes.
For a constant external current, this model generates spike times with constant
inter-spike-intervals (the time between two succeeding spikes) resulting in a con-
stant number of spikes per second (firing rate) (see Fig. 1.4B). The inter-spike-
intervals (ISIs) will be variable for irregular currents, implying that the model neu-
ron fires irregularly (see Fig. 1.4C). If some current was applied to the LIF neuron
and than suddenly stopped (e.g. I(t) = 0 nA at t ≥ 55 ms in Fig. 1.4B and C), the
membrane potential will decrease exponentially to the rest potential unless a new
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current is applied before. During the time interval τm = RC after the sudden stop of
input, the membrane potential looses 63% of its initial value.
For small membrane time constants τm (the neuron has a short memory) the
LIF neuron is acting as a coincidence detector, in the sense that it only fires if it
receives a certain amount of simultaneous input spikes within a small time interval
(see column A of Fig. 1.5). The subthreshold change in membrane potential by an
input spike induced will decay fast towards the resting potential and only simulta-
neously arriving input spikes can cause an increase in membrane potential that is
high enough to generate a spike. For long membrane time constants, the neuron has
a long memory, and the LIF neuron is more acting as a spike counter: it spikes as
soon as it has received a certain number of spikes (see column B of Fig. 1.5).
The LIF model is used to compute relatively fast the spike times of a neuron,
neglecting the shape of an action potential, but still incorporating the recent firing
history, going back to the last spike time.
1.1.4 Hodgkin-Huxley model
A more realistic biophysical model of a single neuron is the Hodgkin-Huxley model,
named after the two scientists who derived empirically the differential equations
for the ionic currents in this model and received the Nobel prize for this work. The
Hodgkin-Huxley model describes the dynamics of the cell membrane not just be-
tween two action potentials, but also during an action potential. The dynamics of the
membrane potential and the occurrence and shape of an action potential are caused
by currents (flow of ions) that pass the cell membrane of a neuron via synapses.
The membrane separates the interior of the neuron from the surrounding extracel-
lular space. The concentration of ions within this extracellular space differ from
that inside the cell. Embedded in the membrane are synapses through which ions
can selectively pass under certain circumstances. If there would be no electrical po-
tential difference between the interior and exterior of the cell, ions tend to diffuse
through these synapses as if the ions would be uncharged. However, since the elec-
trical potential difference between outside and inside the cell is -65 mV, ions will
tend to move driven by the gradient of the electrical potential across the membrane.
The direction of the net movements depends on whether the effect of the concen-
tration difference or the effect of the electric potential difference is larger. If these
effects are equally strong, there is no net force acting on the ions, and there will be
no net movement of the ions. The Nernst equation for ion x gives the relation be-
tween the electrical potential across the membrane, Ex =Vin−Vout that is required
to produce an electrical force,
ZF(Vin−Vout), (1.6)
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that is equal and opposite to the force caused by the concentration difference of ion
x
RT ln
[x]in
[x]out
, (1.7)
where Z is the valency of the ion, F = 96 487 C mol−1 is the Faraday constant, R =
8.3143 J mol−1 K−1 is the universal gasconstant, T is the absolute temperature and
[x] is the concentration of ion x in which x is the general form for any type of ion
involved. The Nernst equation is expressed as
Ex =
RT
ZF
ln
[x]out
[x]in
. (1.8)
It is only valid for one type of ions and if there is no net flow of these ions (at
equilibrium) (Berne and Levy, 1988).
Cm
RL
EL
outside
RNa
ENa
RK
EK
Iext
EL -54.387 mV
ENa + 50 mV
EK -77 mV
Cm 0.01 nF  mm2
gNa 1.2 mS/mm2
gK 0.36 mS/mm2
gL 0.003 mS/mm2
inside
A B
V
Figure 1.6: (A) electric circuit for the Hodgkin-Huxley neuron model, consists of
a parallel capacitor (Cm), a constant leak resistor (RL = 1/gL) and two voltage-
dependent resistors RNa = 1/gNa and RK = 1/gK to model the sodium and potas-
sium channels. V is the membrane potential, the batteries represent the reversal
potentials. Iext is the injected current. (B) table with some typical parameter values
(Hodgkin and Huxley, 1952).
Since more than just one type of ions is involved in the intrinsic dynamics
of the membrane, e.g. Na+,K+,Cl−, one has to use the Goldman-Hodgkin-Katz
equation to determine the rest potential of the neuron, i.e. the membrane potential
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if no external currents are injected. This membrane potential is given by (Berne and
Levy, 1988)
Vm =
RT
F
ln
PK [K]out +PNa[Na]out +PCl[Cl]in
PK [K]in+PNa[Na]in+PCl[Cl]out
(1.9)
with Px the permeability for ion x and [x]in ([x]out) the concentration of ion x inside
(outside, respectively) of the neuron.
The membrane potential Vm and its dynamics in the Hodgkin-Huxley model can
be explained by of the electrical circuit as shown in Fig. 1.6 (Kandel and Schwartz,
1982; Gerstner and Kistler, 2002; Dayan and Abbott, 2001). This circuit contains a
capacitor Cm that represents the capacitance of the membrane, which separates the
interior from the exterior of the cell. The circuit further has one constant resistor
and two variable resistors. In the standard Hodgkin-Huxley model two voltage-
gated ion specific synapses are described, namely the sodium and the potassium
channel (neurotransmitter-gated ion channels), and one channel that allows other
ions, mainly chloride ions, to diffuse (called leak channel). Hodgkin and Huxley
have measured the dynamics of the ion channels in the giant axon of a squid as a
function of the membrane potential and time. This resulted in three extra differential
equations, which describe the dynamics of the activation and inactivation of the
potassium and sodium channels (shown in Fig. 1.6A).
The Hodgkin-Huxley model is given by the following set of differential equa-
tions (Hodgkin and Huxley, 1952):
Cm
dV
dt
= −g¯Nam3h(V −ENa)− g¯Kn4(V −EK)− g¯L(V −EL)+ Iext(t),
dx
dt
=
x∞(V )− x
τx(V )
(1.10)
with ENa,EK the reversal (Nernst) potentials of sodium and potassium, EL the leak
reversal potential, g¯Na, g¯K the maximum conductances of the sodium and potas-
sium channel, respectively, g¯L the maximum conductance of the leak channel, and
Iext(t) the external input current. x ∈ {m, h, n} with m (h, n) the probability that the
m− (h−, n−, respectively) gate in the ion-channel is open. For a fixed membrane
potential V , the variable x approaches the limiting value x∞(V ) exponentially with
time constant τx(V ). The asymptotic values x∞(V ) and time constants τx(V ) are
shown in Fig. 1.7 and given by:
x∞(V ) =
αx(V )
αx(V )+βx(V )
(1.11)
τx(V ) =
1
αx(V )+βx(V )
(1.12)
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Figure 1.7: (A) asymptotic values for the m- and h-gate of the sodium channel.
(B) Time constant of the m- and h- gate of the sodium channel. (C) asymptotic
value of the h-gate of the potassium channel. (D) Time constant of the n-gate of the
potassium channel. (see pages 170-173 of Dayan and Abbott (2001) for the exact
equations)
with the opening and closing rate functions αx(V ) and βx(V ) determined empiri-
cally by Hodgkin and Huxley for the giant axon of the squid. Typical values for
reversal potentials and conductances are given in the table of Fig. 1.6B (Hodgkin
and Huxley, 1952).
The Hodgkin-Huxley model is used to model realistic neurons and can be ex-
tended by adding additional ion channels and also by taking the geometric structure
of a neuron into account, both at the expense of computational time.
1.2 Neuronal representations
In order to process sensory information, like visual images, sounds, differences
in temperature or pressure, our brain has to convert this information into a for-
mat that neurons can use for their computations and communication. Neurons can
only exchange information via synapses if these are activated by presynaptic action
CHAPTER 1. GENERAL INTRODUCTION 13
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Figure 1.8: Three different possibilities of coding neuronal information illustrated
by spike trains, represented as a horizontal time-line with small vertical bars at the
time that a spike occurs. (A) rate coding: the firing rate codes e.g. the absence (low
firing rate) / presence (high firing rate) of a stimulus. (B) recruitment: the number
of active neurons codes the force that the muscle will execute. (C) temporal coding:
the amount of simultaneous firing may code the presence of a stimulus.
potentials. Therefore, the basic unit of neuronal communication is the action poten-
tial. Since the shape of the action potentials generated by a single neuron does not
change, there can be no information within the shape. Neuronal information can be
encoded by different schemes, e.g. by the exact timing of the action potential or the
average number of action potentials per second, it can be encoded by single neu-
rons or by the joint activity of a group of neurons or by a combination of different
coding schemes.
At the beginning of the 20th century Lord Adrian measured the relation be-
tween the force applied to a muscle and the firing rate of a stretch receptor em-
bedded in that muscle. Different forces were generated by hanging weights with
different masses at the muscle (Adrian, 1926; Rieke et al., 1997). The result of his
work showed that a single neuron can encode information in the average number
of action potentials over a certain time period (rate coding) as show in Fig.1.8A.
Another way of encoding information is recruitment. A muscle can be activated
by many neurons. The more of them are active (recruited), the more force can be
generated by that muscle. In the last decennia, also temporal coding has been sug-
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gested as a possibility. Temporal encoding implies that the average firing rate stays
the same, but that the precise timing of the spikes generated by the neurons car-
ries the information, e.g. by correlated spike behaviour of neurons. In other words,
neurons tend to fire in synchrony, and the information is encoded by the amount of
synchrony. An example, found in the auditory cortex, was described by deCharms
and M. M. Merzenich (1996). They showed that the presence of a 4 kHz tone does
not significantly change the firing rate of the two recorded neurons, but increases
the probability that both neurons fire simultaneously.
This suggests that information can be encoded in the firing rate of single neu-
rons but also in the joint activity of a group of neurons and the timing of individual
action potentials compared to the activity of others. The question how the brain
encodes the neuronal information is still a hot topic in current neuroscience re-
search. What is the temporal precision of generated action potentials? What is the
functional relevance of synchronised activity of neurons?
1.2.1 Oscillations
Neuronal activity can be measured using a variety of techniques, from the scalp e.g.
by electroencephalograms (EEG) and magnetoencephalograms (MEG) and inside
the brain by microelectrodes. These measurements have revealed periodic varia-
tions in neuronal activity in particular frequency bands. These oscillations have
been a topic of research for many decades. How are these oscillations generated
and what is the functional role of them? How can they spread over brain areas and
how can this spreading being stopped?
With a microelectrode one can measure the membrane potential of a single
neuron. The recorded variations in the membrane potential between two action po-
tentials (sub-threshold oscillations) reflect mainly the time-dependent input to the
neuron. If the input is excitatory the peaks of the oscillations will reflect the contri-
bution of many synchronised excitatory input spikes, the troughs caused by minimal
(or even a lack of) input. Other experimental techniques use the fact that synaptic
activity at the dendritic tree induces an intra-cellular currents of sodium and potas-
sium ions towards the soma of the neuron. The intra cellular currents cause an extra-
cellular return current from the soma towards the top of the dendritical tree (charge
conservation). This pattern of currents corresponds to a dipole. Since neurons (and
thus the dipoles) are locally aligned in cortex with the dendrites at the outside and
the somas more inwards the brain, the extracellular currents generate an electric
field at the scull, that can be measured by the electroencephalogram (EEG) if a
large group of aligned neurons shows synchronised activity. If the activity within a
group of neurons is uncorrelated the signals will be to weak to record. Synchronised
activity will result in oscillatory EEG signals. The intracellular currents generate a
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Figure 1.9: Synaptic activity at the dendrite causes an influx from positive ions,
that leads to an intracellular current towards the soma. The charge difference in
the extracellular liquid results in an extracellular current flowing in the opposite
direction as the intracellular current. The difference between the charges at the top
of the dendritic tree and near the soma form a dipole. This dipole generates an
electric field at the scull that can be measured by electroencephalogram (EEG).
At the same time this dipole generates a magnetic field that can be recorded by
magnetoencephalograms (MEG).
small magnetic field, that can be recorded with magnetoencephalograms (MEG), if
the dipoles are aligned and if the currents have a component parallel to the skull.
EEG and MEG are methods that allow us to study oscillatory phenomena of large
groups of neurons. The more neurons are locally synchronised, the larger the am-
plitudes of these oscillations will be.
Besides subthreshold membrane potential oscillations, oscillations can also be
generated by a neuronal network with a delayed feedback connection. If the neu-
rons within a network become simultaneously active, and this activity is fed back
(with some delay due to signal processing time) to the network itself, than it is
possible that the network will re-activate itself: the activity will repeat itself after
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a certain period. This implies that the physical architecture of neuronal networks
and the limited speed of information transfer due to axonal conduction and synap-
tic delays allow oscillatory brain activity (Buzsa´ki and Draguhn, 2004). Another
possibility how oscillations can be generated is called the pyramidal-interneuron
network gamma oscillation (PING) model (Whittington et al., 2000). In this model
a population of pyramidal (excitatory neurons) is recurrently connected via a pop-
ulation of inhibitory interneurons. The pyramidal cells are driven by a tonic input
current. Their spike response activates the inhibitory interneuron population, which
in turn will inhibit the pyramidal population for a certain period in time. The pyra-
midal cells can be excited again by the tonic excitatory input current, as soon as
that the inhibition has decayed. The frequency of this oscillatory activity is mainly
determined by the duration of inhibition of the excitatory cells by the inhibitory
neurons.
1.3 Selective attention
In our daily life we are overwhelmed by visual stimuli. Each stimulus is projected
on a part of our retina and encoded into action potentials in a large number of cells.
These action potentials are transferred via the optic nerve to the lateral geniculate
body from where the information is transferred further to the visual cortex. Depend-
ing on the exact location of the stimulus in the visual field and the receptive field
of a neuron, a neuron in the visual cortex will respond to the stimulus or not. The
area of the visual field where stimuli can affect the response of a neuron is called
receptive field. Along the successive stages of this visual path way the size of the
receptive fields of the neurons increases (Smith et al., 2002). For certain areas in
the visual cortex it is possible that the receptive field of neurons is large enough to
present two non-overlapping stimuli.
Usually, the world around us contains many different objects. However, not all
objects are equally relevant. Yet, these objects compete for attention. The prob-
lem to select the relevant object from many competing stimuli, is called selective
attention.
Moran and Desimone (1985) recorded single cell activity in the visual cortex
(V4) and inferior temporal cortex (IT) of monkeys, that were trained to attend to a
stimulus at one location and ignore the stimulus that was presented simultaneously
at another position. They have shown that a neuron responds with a high firing rate
to an effective visual stimulus, when a stimulus was presented within its receptive
field; and with a low firing rate to an ineffective stimulus, respectively. If both
stimuli were offered simultaneously within the receptive field of neurons in the
inferior temporal cortex, the firing rate was not equal to the sum of the high and
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low firing rates corresponding to the effective and ineffective stimulus, but rather
in between both of them. This phenomenon reflects stimulus competition in the
responses of the neuron. However, when the monkey had to attend the effective
stimulus, the firing rate was similar to the situation when only the effective stimulus
was presented. Similarly, if the monkey had to attend the ineffective stimulus, the
firing rate was as if only the ineffective stimulus was presented in the receptive
field.
Reynolds et al. (1999) and other studies (e.g. McAdam and Maunsell (1999);
Luck et al. (1999)) showed that if only one stimulus is presented within the recep-
tive field of the recorded neuron, attention increases the firing rate of that neuron to
that stimulus. This implies that although the visual stimulus has not been changed,
attention affects the response of neurons. Fries et al. (2001b) recorded the activ-
ity of a small group of neurons (multi-unit activity) and the local field potential
(LFP) with microelectrodes in macaque visual area V4. Consistent with other stud-
ies, Fries et al. (2001b) found firing rate changes due to attention. Furthermore,
they examined the effect of attention on synchronisation between the spikes and
the local field potential recorded by two separate electrodes. Attention increased
gamma-frequency synchronisation of V4 neurons representing the behaviourally
relevant stimulus, even before the firing rates were affected by attention. This raises
the question what is the contribution of the synchronised oscillations to selective
attention.
1.4 ”Communication Through Coherence” hypothesis
What determines the effectiveness of the information exchange between neuronal
populations? Is it the exact timing of the (synchronised) input spikes?
If a neuron has just generated a spike, then it is not excitable for a while since it
is in a refractory period. After the absolute refractory period, in which no input can
cause the generation of a spike, follows the relative refractory period, in which the
excitability is decreased and where only powerful input might cause a spike. After
the relative refractory period follows a period in which also weak inputs can elicit
an action potential. The probability that the neuron will generate a spike depends
on several parameters like the actual membrane potential, the strength and type of
input and the steepness of the change in the membrane potential (Azouz and Gray,
2000). If the neuron receives input when it is least excitable, it will not transfer the
input to the next neurons. If the neuron receives input at the time when it is very
excitable it will most likely generate rapidly an action potential and pass that on
to the next layer of neurons, especially if the input is synchronised in time. This
led Fries (2005) to postulate the hypothesis that during high excitability of the
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Figure 1.10: Communication through coherence hypothesis. On the left: Two pop-
ulation project to a third neuronal population. Each population codes a visual stim-
ulus as shown in the oval that represents the neuronal population. On the right: the
blue sine-functions represent the excitability of the neuronal populations as shown
on the left. The small vertical bars on top of the sinusoid represent spikes that are
elicited by the corresponding population. The arrows show at which moment that
spike volley arrives in the excitability cycle of the receiving neuronal population.
receiving neuronal population the communication between the input neuron(s) and
the receiving neuron is very effective. So the rhythmic excitability fluctuations of
the neuron produce temporal windows for communication. This forms the basis of
the ”Communication Through Coherence” (CTC) hypothesis (Fries, 2005) which
implies that the effectiveness of the communication between two (populations of)
neurons depends on the phase relation between them.
Figure 1.10 illustrates this idea. Suppose that one neuronal population (called
the receiving population) receives input from two other populations, which each
represents a visual stimulus by their activity (see left side of Fig. 1.10, where the
ovals represent neuronal populations, and the bar inside the population represents
the visual stimulus that was present in the receptive field of the population). When
the activity of the neurons within a population is synchronised, the excitability of
the individual neurons will cause an oscillation in the excitability of the population.
The oscillations on the right side of the figure show the excitability of the three pop-
ulations of neurons. At the top of the oscillation the population is most excitable:
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the probability that the population responds to a weak input is largest. The vertical
bars show the resulting spikes. A spike volley from the input population (encoding
the vertical bar) arrives at the end of the cycle of the receiving population. Since
the population excitability is high at that time, the receiving neuronal population
will respond soon, leaving no time for inputs from other neuronal populations to
transfer their information effectively. After the generation of a volley of response
spikes, the excitability of the receiving population will be reduced. Input spikes
that arrive at the troughs of the excitability, like those sent by the input population
that encodes the horizontal bar, will generate (almost) no action potentials at the
receiving population: the information flow that encodes the horizontal bar will not
continue further. This suggest that the phase relation between the excitabilities of
the sending and receiving neuronal populations determines the effectiveness of the
information transfer between populations. Since it should be possible to change the
effectiveness of information flow, e.g. selective attentional effects, the phase rela-
tions between populations should be able to change without changing the anatomy.
This means that a flexible pattern of phase relations is required to realise a flexible
communication structure on top of the anatomical structure.
1.5 Outline
The studies reported in the next chapters will shed some light on various aspects of
neuronal synchronisation like its detection, its possible functional role in neglecting
and selecting stimuli, and its functional role for effective neuronal communication.
The central question in chapter 2 is why experimentally derived coherence es-
timates between multi unit (6-10 neurons) recordings are significantly higher than
between single unit recordings. I will start to derive a quantitative understanding
of the interpretation of correlated output spike trains in terms of correlated input
to the neurons. Then the coherence estimates between input and output spike trains
and between two output spike trains are compared for spike trains of single neurons
and for spike trains of small groups of neurons (about 10 neurons). I will continue
with the question whether the recording of single-unit activity over a long period
of time could produce the same cross correlation and coherence as multi-unit ac-
tivity over a shorter period of time. Finally, I will investigate the effectiveness of
analysis techniques in revealing coherent activity in multi-unit activity. For this
study I use Poisson neurons for the theoretical analysis, and leaky Integrate-and-
Fire and Hodgkin-Huxley neurons for the computer simulations, and I will verify
the obtained results with data measured in monkey visual cortex (V4) ( Fries et al.,
2001b).
In chapter 3 I will investigate whether a simple feed forward model can explain
the phenomenon of stimulus competition with a role for synchronous modulation
of stimulus-related activity to implement the attentional bias. In this computational
study Hodgkin-Huxley neurons receive a balanced excitatory and inhibitory back-
ground input so that they behave like coincidence detectors. Besides the coherence
estimate, also the phase locking value is determined in this study in order to obtain
the average phase difference between the receiving output neuron and each of the
two input populations of neurons.
In chapter 4 I will derive analytical expressions for the phase relation between
two asymmetric Mirollo-Strogatz oscillators and include the conduction delay of
the action potential travelling along the axon. This theoretical study sheds some
light on the effect of different coupling strengths between the two excitatory (in-
hibitory, respectively) coupled oscillators.
Finally I will explore the role of coherence in the communication between two
neuronal populations by modelling the corticospinal system (chapter 5), which re-
sults in reproducing the major experimental findings of van Elswijk et al. (2009).
After that, I will explore the sensitivity of the model for several parameters in order
to obtain a better understanding of the experimental result that the effectiveness
of the neuronal communication is modulated by the phase of the population of α-
motoneurons in the spinal cord.
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Chapter 2
Assessing neuronal coherence with
single-unit, multi-unit and local field
potentials
The purpose of this study was to obtain a better understanding of neuronal re-
sponses to correlated input, in particular focussing on the aspect of synchronisation
of neuronal activity. The first aim was to obtain an analytical expression for the co-
herence between the output spike train and correlated input and for the coherence
between output spike trains of neurons with correlated input. For Poisson neurons,
we could derive that the peak of the coherence between the correlated input and
multi-unit activity increases proportionally with the square root of the number of
neurons in the multi-unit recording. The coherence between two typical multi-unit
recordings (2 to 10 single-units) with partially correlated input increases propor-
tionally with the number of units in the multi-unit recordings. The second aim of
this study was to investigate to what extent the amplitude and signal-to-noise ratio
of the coherence between input and output varied for single versus multi-unit activ-
ity and how they are affected by the duration of the recording. The same problem
was addressed for the coherence between two single-unit spike series and between
two multi-unit spike series. The analytical results for the Poisson neuron and nu-
merical simulations for the conductance-based leaky integrate-and-fire neuron and
for the conductance-based Hodgkin-Huxley neuron show that the expectation value
Adapted from: Magteld Zeitler, Pascal Fries and Stan Gielen, Neural Computation 18: 2256-
2281, 2006
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of the coherence function does not increase for a longer duration of the recording.
The only effect of a longer duration of the spike recording is a reduction of the
noise in the coherence function. The results of analytical derivations and computer
simulations for model neurons show that the coherence for multi-unit activity is
larger than that for single-unit activity. This is in agreement with the results of ex-
perimental data obtained from monkey visual cortex (V4). Finally, we show that
multi-taper techniques greatly contribute to a more accurate estimate of the coher-
ence by reducing the bias and variance in the coherence estimate.
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2.1 Introduction
The recent advent of multiple electrode recording technology makes it possible to
study the simultaneous spiking activity of many neurons. This allows us to explore
how stimuli are encoded by Rols et al. (2001) neuronal activity and how groups
of neurons act in concert to define the function of a given brain region. However,
in spite of the considerable technological developments and the advanced analysis
tools (for an overview, see Brown et al., 2004) there are many fundamental ques-
tions regarding the interpretation of multi-unit activity.
The gold standard in animal neurophysiology has been thought to be the study
of isolated single-units for a long time. However, it appears as if the use of mea-
sures of neuronal aggregate activity, like multi-unit or local field potential record-
ings, greatly enhances the sensitivity of correlation and coherence analyses (see
e.g. Baker et al., 2003; Rolls et al., 2003). This empirical observation is not yet
understood. Related to this is the question whether a multi-unit recording for time
T and consisting of m single-units with the same correlated input carries the same
information as a single-unit recording for time mT?
Many studies (see e.g. Singer and Gray, 1995; Kreiter and Singer, 1996; Engel
et al., 2001; Fries et al., 2001a) have so far demonstrated that neurons in early and
intermediate visual cortex in cat and macaque exhibit significant correlated fluctu-
ations in their responses to visual stimuli. These cells undergo attention-modulated
fluctuations in excitability that enhance temporal coherence of the responses to vi-
sual stimuli (Fries et al., 2001b, 2005). The coherence is an important parameter,
since it provides a measure for the similarity between two signals. Moreover, coher-
ence among subthreshold membrane potential fluctuations likely expresses func-
tional relationships during states of expectancy or attention, allowing the grouping
and selection of distributed neuronal responses for further processing (Fries et al.,
2001a). The coherence between spike activity and local field potential was larger
for multi-unit activity than for single-unit activity. Along the same lines, Baker
et al. (2003) studied the cross-correlation and coherence between local field poten-
tials and neural spike trains in monkey primary motor cortex. They concluded that a
(small) population of neurons is necessary to encode the cortical oscillatory signal,
i.e. the rapid modulations of synaptic input reflected in the oscillatory local field
potential, effectively.
Several studies reported a lack of evidence for synchronised neuronal activ-
ity. For example, Tovee and Rolls (1992), in the inferior temporal visual cortex
and Luck et al. (1997) did not observe clear synchronisation in neuronal responses
in V2 and V4. However, Kreiter and Singer (1996) did find clear synchronisation
in the middle temporal area (MT) if two cells were activated by the same stimu-
lus. Besides recording in different recording areas and the use of different types
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of stimuli, also the statistical analysis technique might play an important role in
detecting synchronisation. Advanced multitaper techniques (Percival and Walden,
2002) have proven to be useful in estimating coherence between spike trains and
local field potentials by improving the signal-to-noise ratio (Pesaran et al., 2002;
Jarvis and Mitra, 2001). These multitaper techniques improved the significance of
synchronised oscillatory neuronal activity.
The aim of this study was threefold. First, we wanted to obtain a quantitative
understanding of the interpretation of correlated output spike trains in terms of
correlated input (indirectly related to the local-field potential) to the neurons. In
order to do so, we started with a network of simple Poisson neurons, the behaviour
of which could be analysed analytically. This simple model was then made more
realistic by replacing the Poisson neurons by conductance-based neurons. The sec-
ond aim of this study was to investigate to what extent the shape, amplitude and
signal-to-noise ratio of the coherence between input and output varied for single
versus multi-unit activity and whether the recording of single-unit activity over a
long period of time could produce the same cross correlation and coherence with
local field potential as multi-unit activity over a shorter period of time. We ad-
dressed the same question for the coherence between two spike outputs, both for
two single and for two multi-unit spike series. The third aim of this study was to
investigate the effectiveness of analysis techniques in revealing coherent activity in
multi-unit activity. These three topics were investigated by comparing the results
of coherence for single- and multi-unit activity in theoretical analyses for Poisson
neurons, in computer simulations for conductance-based model neurons, and for
data measured in monkey visual cortex (V4) (Fries et al., 2001b).
2.2 Methods and Theory
In order to obtain a better insight into the coherence between the local-field poten-
tial (LFP) at the one hand and single- or multi-unit activity at the other hand and
in the coherence between spike trains of neurons that receive partially correlated
input, we will start with a simple model (see Fig. 2.1). The local field potential
reflects mainly the sum of postsynaptic potentials from local cell groups (Buzsa´ki,
2004). Therefore, the local field potential is seen to be indirectly related to the cor-
related input of neurons. We consider groups of neurons receiving correlated input
that is reflected in a simulated LFP. Therefore, we modelled those neurons as rate
varying Poisson processes with a base-line firing rate plus rate modulations driven
by the LFP fluctuations. Note that in this study we refer to the LFP as common rate
fluctuations of the input signal (or short: common input). In order to prevent any
misunderstanding, we would like to point out that this meaning of ”common input”
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differs from the usual physiological meaning of common input which implies that
two neurons receive the same synaptic input due to a bifurcating axon!
In this study we will determine the coherence between different signals present
in the model, as shown in Fig. 2.1. First, we will concentrate on the Poisson model
and derive an expression for the coherence between the common input (LFP) and
the response of a single Poisson neuron (small circle in Fig. 2.1). After deriving a
similar expression for multi-unit activity, we will compare both results of Spike-
Field coherence functions. We will finish the theoretical part, concerning the co-
herence functions, by deriving expressions for the Spike-Spike coherences, first
between two single-unit activities and later also between two multi-unit series of
Poisson neurons. Simulation results of these coherence measures will complete the
Poisson model section. We will continue by simulations of the complete model,
including the conductance-based neurons (large circles in Fig. 2.1). The common
input (LFP) to the Poisson neurons will be taken as the local field potential in or-
der to determine the Spike-Field coherences between the common input and the
response(s) of the conductance-based neuron(s). The Spike-Spike coherences are
taken between the responses of two conductance-based neurons (single-units) and
afterwards also between the sums of ten responses (multi-units) of this neuron type.
We will finish with the coherence analysis of experimental data.
2.2.1 Poisson Model and Coherences
In the simple model (Fig. 2.1) we feed Poisson neurons with partially common rate
fluctuations Ncση0(t) and uncorrelated noise (1−Nc)σηi(t) (as described below),
in order to translate the local field potential into a series of (partially) correlated
spike trains. For this part of the model, we will derive analytical expressions for
the coherence between LFP and single or multi-unit activity and for the coherence
between spike trains. The spike output of the Poisson neurons is fed into a set of
neurons, which could be conductance-based leaky integrate-and-fire neurons, or
conductance-based Hodgkin-Huxley neurons.
The Poisson neurons each receive an input
xi(t) = λ +Ncση0(t)+(1−Nc)σηi(t) (2.1)
with a constant input λ , Gaussian colored noise η0, and Gaussian white noise ηi,
with < ηi(t)η j(t+τ)>= δi j(τ). The common input ratio Nc varies from zero (un-
correlated input to all neurons) to one (the same input to all neurons). Both η0(t)
and ηi(t) have zero mean and a variance of one. In this study, σ is set to λ/3 so,
that the total input to the neurons is always positive and, therefore, the probability
that a spike occurs, too.
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Experiments in visual cortex (Fries et al., 2001a,b, 2005) have shown that the
local field potential, which represents a measure of the local correlated input to a
group of neurons (Buzsa´ki, 2004), has a peak in the power spectrum in the range
between 40 and 60 Hz. Therefore, we used bandpass-filtered Gaussian white noise
η0(t) as a time-dependent common rate fluctuation, which was obtained by filtering
Gaussian white noise with a bandpass filter with 3 dB points at 45 and 55 Hz and a
quality factor Q of 5.
The response of Poisson neuron i to the input xi(t) is represented by a sequence
of action potentials yi(t) =∑
j
δ (t− t ij), where δ is the Dirac δ function and t ij repre-
sents the occurrence time of the jth spike of neuron i. In this study, we will introduce
a discretisation of time in bins ∆t of 1 ms, such that yi(t) = 1 for an action poten-
tial in the time interval [t, t +∆t) with probability xi(t) ∆t and with yi(t) = 0 with
probability (1− xi(t) ∆t). Multi-unit activity is defined as the sum of m single-unit
activities z(t) =
m
∑
i=1
∑
j
δ (t− t ij).
A commonly used measure to estimate the relation between input x(t) and out-
put y(t) of a neuron is the normalised cross covariance function or correlation co-
efficient function, which is defined by (Marmarelis and Marmarelis, 1978)
ρxy(τ)≡ Cxy(τ)√
Cxx(0)Cyy(0)
(2.2)
with the cross covariance function between two signals x and y defined as
Cxy(τ) =
∫ ∫
x(t + τ) y(t) p(x(t + τ),y(t)) dx(t + τ) dy(t)− x y (2.3)
where p(x(t + τ),y(t)) is the joint probability distribution of x(t + τ) and y(t) and
where x and y represent the averaged value of signal x and y, respectively.
The coherence function γ(ω) reflects how much of the variations in the output
y can be attributed to a linear filtering of the input signal x. The coherence function
γ(ω) is defined by:
| γ(ω) |= |Cxy(ω) |√|Cxx(ω) |√|Cyy(ω) | (2.4)
The coherence takes values in the range between 0 (input and output are fully un-
correlated) and 1 (the output is equal to the input after convolution by a linear
system).
First, we will determine the coherence between single-unit activity of a Poisson
neuron and the common rate fluctuations by deriving expressions for the covariance
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…
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…
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…
…
Figure 2.1: Schematic overview of the network of neurons for the simulations. A
set of Poisson neurons receives common rate fluctuations (local-field potential) and
uncorrelated input to generate a set of correlated spike trains. These spike trains
provide the input for a set of neurons, which are modelled as leaky integrate- and-
fire (LIF) neurons or Hodgkin-Huxley (HH) neurons.
A population of Poisson neurons is represented by an oval with small circles. Each
Poisson neuron receives a common input given by λ +Ncσηo(t) and an unique
input given by (1−Nc)σηi j(t), which is uncorrelated in time and space. λ is a
constant, η0 represents the common rate fluctuations to the Poisson neurons and
is represented by band-pass filtered Gaussian white noise, ηi, j is Gaussian white
noise for the jth Poisson neuron of the ith population.
Poisson model: Only one population of 20 Poisson neurons is used for the Poisson
model. yi(t) represents the single-unit activity of Poisson neuron i, multi-unit ac-
tivity is the sum of the responses of ten neurons.
LIF (HH) model: Each of the 20 LIF (HH) neuron (large circle) receives input
from one of the 20 populations with 100 Poisson neurons each (oval). Single-unit
activity is the response of one conductance-based neuron, multi-unit activity is the
sum of ten single-unit activities.
28 CHAPTER 2
functions in the denominator and the cross covariance function in the nominator of
Eq. 3.2.
Consider x(t) to be the input given by equation 2.1 and yi(t)= y(t) the response
of a single Poisson neuron. Each Poisson neuron is represented by a small circle in
Fig. 2.1. The covariance function of the input is given by:
Cxx(τ) =
∫ ∫
x(t)x(t + τ)p(x(t), x(t + τ))dx(t)dx(t + τ)
=
∫ ∫ ∫ ∫
x(t) x(t + τ)p(η0(t),η0(t + τ)) p(ηi(t),ηi(t + τ))
dη0(t)dη0(t + τ)dηi(t)dηi(t + τ)− x2
= N2c σ2 ρ(τ)+(1−Nc)2σ 2δ (τ) (2.5)
where the joint probability distributions for τ 6= 0 are given by (Marmarelis and
Marmarelis, 1978)
p(η0(t + τ),η0(t)) =
1
2pi
√
1−ρ2(τ)
exp
(
−η
2
0 (t + τ)−2ρ(τ)η0(t + τ)η0(t)+η20 (t)
2(1−ρ2(τ))
)
p(ηi(t + τ),ηi(t)) = p(ηi(t)) p(ηi(t + τ)) (2.6)
with ρ(τ) = ρη0η0(τ) being the normalised covariance function of the Gaussian
coloured noise η0. In order to obtain Eq. 2.5 we used for the common input coloured
noise η0(t) and for the uncorrelated noise ηi(t) in the input signal x(t) defined in
Eq. 2.1 for τ = 0∫
ηo(t + τ) p(η0(t + τ),η0(t) | τ) dη0(t + τ) = η0(t) p(η0(t))
=
η0(t)√
2pi
exp
(
−η
2
0 (t)
2
)
∫
ηi(t + τ) p(ηi(t + τ),ηi(t) | τ) dηi(t + τ) = ηi(t) p(ηi(t))
=
ηi(t)√
2pi
exp
(
−η
2
i (t)
2
)
(2.7)
The first term at the r.h.s. of Eq. 2.5 is due to the common rate fluctuations to the
neurons, the second term due to the neuron specific input fluctuations.
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The covariance function of a single-unit response results in:
Cyy(τ) = p(y(t + τ) = 1,y(t) = 1)− y2
=
∫ ∫ ∫ ∫
p(y(t + τ) = 1 | η0(t + τ),ηi(t + τ)) p(y(t) = 1 | η0(t),ηi(t))
p(η0(t),η0(t + τ)) p(ηi(t),ηi(t + τ))dη0(t)dη0(t + τ)dηi(t)dηi(t + τ)− y2
= ∆t2σ2N2c (ρ(τ)−δ (τ))+∆t λ (1−∆t λ )δ (τ) (2.8)
where ρ is the normalised covariance function of the Gaussian coloured noise.
The cross covariance function between the input x and the single-unit response
y is given by
Cxy(τ) =
∫
x(t + τ)p(x(t + τ),y(t) = 1 | τ) dx(t + τ)− x y
= ∆tσ2N2c ρ(τ)+∆tσ 2(1−Nc)2δ (τ) (2.9)
The first term at the r.h.s. is due to the common rate fluctuations, the second term
due to the neuron specific input fluctuations.
The local field potential is considered to be a measure of the local common rate
fluctuation of the neurons near the recording electrode. Therefore, we will take only
the contributions of the common rate fluctuations in Eqs. 2.5 and 2.9 into account
for determining an analytical expression for the Spike-Field coherence between
single-unit activity and local field potential. The Spike-Field coherence between
the single-unit activity and the common rate fluctuations can be obtained by taking
the Fourier transform of Eq. 2.8 and the first terms at the r.h.s. of Eqs. 2.5 and 2.9.
This results in:
| γSUSp F(ω) | =
∆t σ 2N2c | ρ(ω) |
σNc
√| ρ(ω) || ∆tλ (1−∆tλ )+(∆t σ)2N2c (ρ(ω)−1) |
=
∆t σNc
√| ρ(ω) |√| ∆t λ (1−∆t λ )+(∆tσ)2N2c (ρ(ω)−1) |
≈ ∆t σNc√
∆t λ
√
| ρ(ω) | (2.10)
where ρ(ω) is the Fourier transform of the normalised covariance function of the
coloured noise. The approximation in the last step is valid since (∆t σ)2 << ∆t λ .
In order to obtain an expression for the coherence between multi-unit activity
and the common rate fluctuations, we have to determine the covariance function
of multi-unit activity and the cross covariance function between multi-unit activity
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and common rate fluctuations. Since the probability that a neuron fires twice within
a time bin ∆t is very small ((∆t λ )2 << 1), we only take terms up till the second
order of ∆t into account. For multi-unit activity z, which is the summation over m
simultaneously recorded single-unit signals yi(t) with a common input ratio Nc and
for m << 1∆t λ , we find for the multi-unit covariance function:
Czz(τ) =
m
∑
j=0
m
∑
k=0
j k p(z(t + τ) = j,z(t) = k)− z2
≈ m (∆t)2σ2N2c (m ρ(τ)−δ (τ))+m ∆t λ (1−∆t λ ) δ (τ) (2.11)
The cross covariance function between multi-unit activity and the total input is
given by:
Cxz(τ) =
m
∑
j=0
∫
x(t + τ) j p(x(t + τ),z(t) = j) dx(t + τ)− x z
≈ m ∆tσ 2 N2c ρ(τ)+m ∆t σ2(1−Nc)2δ (τ) (2.12)
Eq. 2.12 is equal to Eq. 2.9 except for the factor m.
Combining equation Eq. 2.11 and the first term at the r.h.s. of Eqs. 2.5 and 2.12
leads to the expression for the Spike-Field coherence between multi-unit activity
and the common rate fluctuations:
| γMUSpF(ω) | ≡
|Cxz(ω) |√|Cxx(ω) |√|Czz(ω) |
≈ ∆t σNc
√| mρ(ω) |√| ∆t λ (1−∆t λ )+(∆tσ)2N2c (mρ(ω)−1) |
≈ ∆t σNc√
∆t λ
√
| mρ(ω) | (2.13)
The Spike-Field coherence for multi-unit activity, which is the summation of m
single-unit recordings, is equal to that for single-unit activity (Eq. 2.10) except for
a coefficient
√
m.
We can also calculate the coherence between two single-unit responses or be-
tween two multi-unit recordings. The cross covariance function between two single-
unit signals y1 and y2 is given by:
Cy1y2(τ) = p(y1(t + τ) = 1,y2(t) = 1)− y1 y2
= (∆t σ)2N2c ρ(τ) (2.14)
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The Spike-Spike coherence between two simultaneously recorded single-unit
signals with partly common rate fluctuations is given by:
| γSUSpSp | ≡
|Cy1y2(ω) |
|Cyy(ω) | (2.15)
=
(∆t σ)2 N2c | ρ(ω) |
∆t λ (1−∆t λ )+(∆t σ)2N2c (ρ(ω)−1)
≈ (∆t σ Nc)
2
∆t λ
| ρ(ω) |
where we used Cyy =Cy1y1 =Cy2y2 .
The cross covariance function of two multi-unit signals is given by:
Cz1z2(τ) =
m
∑
j,k=0
j k p(z1(t + τ) = j,z2(t) = k | τ)− z2
≈ m2 N2c (∆t σ)2 ρ(τ) (2.16)
The Spike-Spike coherence between two simultaneously recorded multi-unit
signals is given by:
| γMUSpSp | =
m2(∆t σ)2 N2c | ρ(ω) |
| m2 (∆tσ)2N2c ρ(ω)+m (∆t λ (1−∆t λ )− (∆t σ)2 N2c ) |
≈ m( ∆t σ)
2 N2c | ρ(ω) |
| ∆t λ (1−∆t λ )+(∆t σ)2N2c (mρ(ω)−1) |
≈ (∆t σ Nc)
2
∆t λ
m | ρ(ω) | (2.17)
Equations 2.15 and 2.17 show that for low firing rates (λ ∆t << 1) and for
m << 1/(λ ∆t) the expected Spike-Spike coherence between multi-unit signals is
approximately m-times larger than the expected Spike-Spike coherence between
single-unit signals. Equations 2.13 and 2.17 show that the Spike-Spike coherence
is (approximately) the square of the Spike-Field coherence and thus much smaller.
In summary, for the Poisson model, the Spike-Field coherence and the Spike-Spike
coherence are larger for multi-unit recordings than for single-unit recordings and
the Spike-Spike coherences are much smaller than the Spike-Field coherences.
2.2.2 Conductance-based LIF Model
Since the simple Poisson model is not very realistic, we will discuss a model where
conductance-based leaky integrate-and-fire neurons (LIF) receive spike input from
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the Poisson neurons. The membrane equation of the neurons is then given by
C
dU
dt
=−Ie(t)− Il(t) (2.18)
with membrane capacitance C, membrane potential U and excitatory and leak cur-
rents Ie and Il , respectively. These currents are given by
Ie(t) = Ge(t)(U(t)−Ee)
Il(t) = Gl(U(t)−Er) (2.19)
with the excitatory reversal potential Ee, rest potential Er and excitatory (leak) con-
ductance Ge(t) (Gl). The excitatory conductance depends on the recent pre-synaptic
spike-times and is modelled by:
Ge(t) =
m
∑
i=1
kmaxi
∑
k=1
ge(t− tki ) (2.20)
with tki the time of the k
th spike of neuron i and with m the number of input neurons.
In this study, the conductivity is modelled by an alpha function:
ge(t) = g0
(
t
τe
)
exp
(
− t
τe
)
Θ(t) (2.21)
Here τe denotes the time-to-peak of the conductivity ge(t). Θ is the Heaviside func-
tion. When the membrane potential reaches the threshold Uthr, a spike will be gen-
erated and the membrane potential U is reset. Specific values for the LIF model are
(Stroeve and Gielen, 2001): membrane capacitance C = 325 pF, threshold potential
Uthr = −55 mV, excitatory reversal potential Ee = 0 mV, rest potential Er = −75
mV, leak conductance Gl = 25 nS, g0 = 3.24 nS and τe = 1.5 ms.
Each LIF neuron (large circle in Fig.1) receives input from a population of 100
Poisson neurons (oval), with a spike-rate output modulated by a common input
(λ +Nc σ η0(t)) and an uncorrelated input ( (1−Nc) λ +σ ηi(t)), where η0(t)
is Gaussian coloured noise and ηi(t) is Gaussian white noise, both with zero mean
and variance one. For the simulations, these quantities are chosen as for the Poisson
model except for σ , which has been chosen by σ = 20/12, for λ = 20. In our
simulations, we derived the membrane potential by using Euler Integration with a
step width of 1 ms.
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2.2.3 Conductance-based Hodgkin-Huxley Model
The next modification of the simple model (Fig.1) is the replacement of the conductance-
based LIF-neurons (circles) by conductance-based Hodgkin-Huxley neurons. These
neurons are characterised by the differential equation:
C
dU
dt
=−INa(t)− IK(t)− Il(t)− Ie(t) (2.22)
where the sodium and potassium currents are given by:
INa(t) = gNam3h(U(t)−VNa)
IK(t) = gKn4(U(t)−VK) (2.23)
and the leak and excitatory currents as described before (see Eq. 2.19). VNa and VK
are the sodium and potassium reversal potentials. The time-varying gate variables
m, h and n are given by the differential equation
dx
dt
=
x∞− x
τx
(2.24)
with xε{m,h,n}, τx = 1αx+βx and x∞ =
αx
αx+βx
These parameters are expressed by:
αm = 0.1
U +40
1− exp(−0.1(U +40))
βm = 4exp(−(U +65)/18)
αn =
0.01(U +55)
1− exp(0.1(U +55))
βn = 0.125exp(−(U +65)/80)
αh = 0.07exp(−(u+65)/20)
βh =
1
1+ exp(−0.1(U +35)) (2.25)
The typical values of the parameters at 6.3◦C for the squid axon are: membrane
capacitance per unit surface C = 1 µF/cm2, maximum conductance per unit area
for the sodium, potassium and leak currents, gNa = 120 mS/cm2, gK = 36 mS/cm2,
Gl = 0.3 mS/cm2, excitatory reversal potential Ee = 0 mV, rest potential Er =−75
mV, sodium reversal potential VNa = 50 mV, potassium reversal potential VK =−77
mV, g0 = 1.5 µS/cm2 and τe = 1.5 ms.
Like for the conductance-based LIF model, we use spike trains as input for the
conductance-based HH neurons. We derived the membrane potential using Euler
Integration with a step width of 0.05 ms for the HH-neurons. The sequence of
output action potentials of the HH model was represented in time bins of 1 ms.
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2.2.4 Multitaper Method
The usual way of estimating the frequency content of a signal is by taking the
Fourier spectrum (periodogram). If the signal x(t) has a stochastic character, the
variance of the spectral estimates in the Fourier transformed signal may be con-
siderable. This is particularly important if we are dealing with the coherence of
two stochastic spike series. This is not solved by taking a signal with a longer du-
ration since a longer time signal gives rise to a higher spectral resolution in the
Fourier transformed signal, but does not decrease the variance of each point in the
frequency spectrum.
To solve this problem, the multitaper estimation procedure was introduced (see
Thomson, 1982; Mitra and Pesaran, 1987). The key idea behind the Welch method
and the multitaper method is that a physiological signal has no discontinuities in
the frequency spectrum and that the variability in the estimate of a signal can be
reduced by smoothing in the frequency domain. The multitaper method achieves
this by optimising the minimum of bias and variance of the estimate. This involves
the use of multiple orthonormal data tapers, which provide a local eigenbasis in fre-
quency space for finite length data sequences. A simple example of the method is
given by the direct multitaper spectral estimate SMT ( f ) of a discrete time series sig-
nal xt with t = n∆t and n ∈ 1,2, ..,N defined as the average over individual tapered
spectral estimates,
SMT ( f ) =
1
N
K
∑
k=1
| x˜k( f ) |2 (2.26)
where
x˜k( f ) =
N
∑
t=1
wt(k)xt exp(−2pii f t) (2.27)
Here wt(k) (k = 1,2,...,K) are K orthogonal taper functions with appropriate proper-
ties. Let wk(k,W,N) be the k-th taper of length N and frequency bandwidth param-
eter W. This forms an orthogonal basis set for sequences of length N, characterised
by a bandwidth W. The important feature of these sequences is that for a given
bandwidth parameter W and taper length N, K=2NW-1 sequences out of a total of
N each have their energy effectively concentrated within a range 2W in frequency
space. This range can be shifted from [-W,W] centred around zero frequency to any
nonzero centre frequency interval [ f0−W, f0+W ] by simply multiplying by the ap-
propriate phase factor exp(2pi f0t). The product of the number N of samples in the
signal and the bandwidth W of the spectral estimator (NW) is used to balance be-
tween variance and resolution of the power spectral density estimation. In this arti-
cle, we use a simple set of orthonormal sine tapers {ωt,k : t = 1, ..,N;k= 0, ..,N−1}
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(McCoy et al., 1997). The k-th taper is given by:
ωt,k =
√
1
N+1
sin
(
(k+1)pit
N+1
)
(2.28)
For the analysis, we used signals of length 0.512 s and the first K = 2NW−1 tapers,
which gave K = 6. This means that the bandwidth W of the spectral estimator is
6.83 Hz. The frequency binwidth is fs/nfft= 1.95 Hz, with sampling frequency fs
(1000 Hz) and where nfft is the number of data in the FFT (512).
2.2.5 Neurophysiology
SURGERY Experiments were performed on two male Macaca mulatta, weighting
8-11 kg. Each monkey was surgically implanted with a head post, a scleral eye
coil, and a recordings chamber. Surgery was conducted under aseptic conditions
with isofluorane anesthesia. Antibiotics and analgesics were administered after the
operation. The skull remained intact during the surgery. Subsequently, small holes
(∼5 mm in diameter) were drilled within the recording chamber under ketamine
anesthesia and xylazine analgesic. All experimental procedures were performed in
accordance with the National Institute of Health guidelines and approved by the
National Institute of Mental Health Intramural Animal Care and Use Committee.
RECORDING TECHNIQUE Neuronal recordings were made through the surgically
implanted chamber overlying area V4. Recordings were made from two hemi-
spheres in two monkeys. Four to eight tungsten microelectrodes (Frederick Haer
and Co., Brunswick, ME) were inserted through the intact dura mater by means of a
hydraulic microdrive (Frederick Haer) mounted to the recording chamber. The elec-
trodes had tip impedances of one to two MΩ and were separated by 650 or 900 mm.
Each electrode was advanced separately at a very slow rate (1.5 mm/s) to minimise
suppression artifacts (dimpling) resulting from the deformation of the cortical sur-
face by the electrode. Data amplification, filtering and acquisition was done with a
Multichannel Acquisition Processor (MAP) system from Plexon Incorporated (Dal-
las, TX). The signal from each electrode was passed through a headstage with unit
gain and an output impedance of 240 Ω. It was then split to separately extract
the spike and the LFP components. For spike recordings, the signals were filtered
with a passband of 100 - 8000 Hz, further amplified and digitised with 40 kHz. A
threshold was set interactively and spike waveforms were stored for a time window
from 150 µs before to 700 µs after threshold crossing. The threshold clearly sep-
arated spikes from noise, but was chosen to include multi-unit activity. Offline, a
principal component analysis of the waveforms was performed and the first against
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the second principal component were plotted. Those waveforms that corresponded
to artifacts were excluded. For multi-unit analyses, all other waveforms were ac-
cepted. For single-unit analyses, only clearly isolated clusters of high-amplitude
spikes were accepted. For all further analyses involving spikes, only the times of
threshold crossing were kept and downsampled to 1 kHz. For LFP recordings, the
signals were filtered with a passband of 0.7-170 Hz, further amplified and digitised
at 1 kHz.
Each electrode was lowered separately until it recorded visually driven activity.
Once this had been achieved for all electrodes, the electrode positions were fine-
tuned to optimise the signal-to-noise ratio of the multiple spike recordings and to
obtain as many isolated single-units as possible. Since the penetration was halted
as soon as clear visually driven activity was obtained, most of the recordings were
presumably done from the superficial layers of the cortex.
BEHAVIOURAL PARADIGM AND VISUAL STIMULATION Stimuli were presented
on a 17 inch CRT monitor 0.57 m from the monkey’s eyes that had a resolution
of 800 × 600 pixel and a screen refresh rate of 120 Hz non-interlaced. Stimulus
generation and behavioural control were accomplished with the CORTEX software
package (http://www.cortex.salk.edu/). A trial started when the monkey touched a
bar mounted in front of him and 250 ms later, a fixation point appeared at the centre
of the screen. When the monkey brought his gaze within 0.7◦ of the fixation spot
for at least 1000 ms, stimulus presentation commenced. The task of the monkey
was to fixate the fixation target while a drifting sine wave grating was presented
within the receptive field. He had to release the bar between 150 and 650 ms af-
ter a change in stimulus colour of the sine-wave grating. That change in stimulus
colour could occur at an unpredictable moment in time between 500 and 5000 ms
after stimulus onset. With this task, we assured that the monkey was constantly
monitoring the grating that induced the recorded neuronal activity while fixating
the fixation target. The first 300 ms after stimulus-onset were discarded in order to
avoid strong stimulus onset related transients and the rest of the data were analysed
until the time of the colour change. Successful trial completion was rewarded with
four drops of diluted apple juice. If the monkey released the bar too early or if he
moved his gaze out of the fixation window, the trial was immediately aborted and
followed by a timeout.
2.3 Results
In this section we will describe coherence estimates between various signals. We
always first analyse the Spike-Field coherence followed by the Spike-Spike co-
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herence, for both single-unit and multi-unit activity. The simulation results will
be shown first for the Poisson model neurons (small circles in Fig. 2.1), followed
by the conductance-based neurons (LIF and HH; big circles in Fig. 2.1). We will
end this section with the results of the Spike-Field and Spike-Spike coherences
of experimental data. Finally we compare an analysis without and with the use of
multitaper techniques.
2.3.1 Simulation results of the Poisson model
The top panels of Fig. 2.2 show the predicted (dashed line) and the simulated (solid
line) coherence between the LFP and single-unit activity (Fig. 2.2A) and between
LFP and multi-unit activity (Fig. 2.2B) for the Poisson neurons. In both cases,
there is a good match between the simulated and predicted Spike-Field coherence
functions.
The ”predicted” coherence functions were obtained using the Fourier trans-
form of the normalised covariance function ρ(τ) of the LFP. Since the LFP had
a finite duration, ρ(ω) has noisy fluctuations which are evident in the ”predicted”
coherence function of Fig. 2.2. The coherence is larger for the multi-unit activity
(Fig. 2.2B) than for the single-unit activity (Fig. 2.2A). The ratio between the peak
coherence for multi-unit versus single-unit activity (0.37/0.12=3.08) is in agree-
ment with the square root of the number of neurons (
√
10 = 3.16) that contributes
to the multi-unit activity (see Eqs. 2.10 and 2.13). One could argue that the larger
coherence for the multi-unit case could be due to the fact that the multi-unit record-
ing with ten (simultaneously measured) single-unit signals contains ten times more
action potentials. In order to correct for this, the single-unit signal in our simula-
tions was ten times longer than the multi-unit signal such that the number of action
potentials was the same in both signals.
Figure 2.2C shows the simulated (solid line) and predicted (dashed line) Spike-
Spike coherence for single-unit activity for the Poisson neurons. Figure 2.2D shows
the same results for multi-unit activity. The simulated and predicted coherence are
in agreement for the single-unit and multi-unit data.
The Spike-Spike coherence for multi-unit activity increases linearly with the
number of units (m = 10) in the multi-unit recording for the Spike-Spike coher-
ence as long as m << 1/(λ ∆t). This is shown by the peaks of the coherences in
Figs. 2.2C and 2.2D (0.015 vs. 0.14).
The Spike-Spike coherence differs from the Spike-Field coherence in two as-
pects (see equations 2.17 and 2.13). The first difference concerns the factor m ver-
sus
√
m for Spike-Spike versus Spike-Field coherence. The second difference is
that the Spike-Field coherence is proportional to
√
ρ(ω), whereas the Spike-Spike
coherence is proportional to the normalised covariance function of the common rate
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Figure 2.2: Predicted (dashed lines) and simulated (solid lines) coherence functions
for LFP and single-unit (A,C) and multi-unit (B,D) signals for the Poisson neurons
( see Fig. 2.1).
Parameter values used were λ = 20, σ = 20/3, Nc = 0.4, and a simulation duration
of 512 s. The number of action potentials in the multi- and in the single-unit signals
is about 20 480 spikes.
A) The coherence between LFP and single-unit activity. B) The coherence between
LFP and multi-unit activity shows a peak near 50 Hz, which is larger than that
for single-unit activity shown in A. C) The predicted and simulated coherences be-
tween two single-unit activities. D) The predicted and simulated coherence function
between two multi-unit activities.
fluctuations, ρ(ω). Since 0 <| ρ(ω) |< 1, ρ(ω) is smaller and more narrow than√
ρ(ω).
Both aspects are reproduced in Fig. 2.2. The peak value of the Spike-Spike
coherence (fig. 2.2D: 0.14) is approximately the square root of the maximum peak
value of the Spike-Field coherence (fig. 2.2B: 0.37).
Equations 2.10, 2.13, 2.15 and 2.17 for the Spike-Field and Spike-Spike co-
herence do not depend on the duration of the LFP and spike series. Therefore, the
expectation value for the coherence functions will not change if the duration of the
single-unit recordings increases. The only effect of a longer duration of the spike
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Figure 2.3: Coherences between LFP and single-/multi-unit activities for the
conductance-based LIF model (dashed-dotted lines), the HH model (dashed lines)
and the predictions for the Poisson model (solid line) according to Eqs. 2.10 ,2.13,
2.15 and 2.17. Parameter values used were λ = 20, σ = 20/12, Nc = 0.4, and a
simulation duration of 512 s.
A) Spike-Field coherence estimates for single-unit activity. B) Spike-Field co-
herence estimates for multi-unit activity. C) Spike-Spike coherence estimates for
single-unit activity. D) Spike-Spike coherence estimates for multi-unit activity.
recording is a reduction of the noise in the coherence function. Therefore, a smaller
coherence for single-unit recording relative to multi-unit recording can not be com-
pensated by a longer recording time for the single-unit recordings.
2.3.2 Simulation results for the conductance-based LIF and HH model
Figure 2.3 shows the Spike-Field and the Spike-Spike coherences for single-unit
and multi-unit recordings for the conductance-based LIF-neuron (dashed-dotted
line), the conductance-based HH-neuron (dashed line) model and the predictions
for the Poisson model (solid line) according to Eqs. 2.10, 2.13, 2.15 and 2.17, all
with σ = 20/12. The parameters were chosen in such a way that the mean firing
rate was the same for the Poisson neuron, the LIF and the HH-neurons. Figure 2.3A
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( 2.3B) shows the coherence between the LFP and single-unit (multi-unit) activity.
Both, for the single- and multi-unit recordings, the Spike-Field coherence estimate
shows a significant peak near 50 Hz. The peak value of the Spike-Field coherence
estimates for multi-unit recording (Fig. 2.3B) is considerably higher than the peak
value for the single-unit recording (Fig. 2.3A). The Spike-Field coherence estimates
for the LIF and HH network have much higher values than the Spike-Field estimates
of the Poisson network. The ratio of the two peak Spike-Field coherence values
(multi-unit/single-unit) is smaller than the square root of the number m (m = 10;√
m = 3.16) of neurons active in the multi-unit.
Figure 2.3C ( 2.3D) shows the coherence between two single-unit (multi-unit)
recordings. For the single-unit recordings, no significant peak near 50 Hz is visible.
The predicted coherence for the Poisson model is small and lies almost on the x-
axis, with a small (hardly visible) peak near 50 Hz for the multi-unit activity. For
multi-unit activity (Fig. 2.3D), a significant peak near 50 Hz is visible.
The peak coherence is larger for the LIF neuron and the HH model than for the
Poisson neuron, both for the Spike-Field coherence as well as for the Spike-Spike
coherence. The question is whether the higher coherence values for the LIF and
HH neuron are due to the dynamics of these neurons or due to the different type
of input (continuous LFP-signal for the Poisson neurons versus spike input to the
LIF and HH neuron). In order to investigate this, we have calculated the coherence
between the spike input to the LIF and HH neuron (i.e. the sum of spike series of
the Poisson neurons) and their output. These coherence values are much higher than
the coherence between the input and the output of a Poisson neuron, with the same
input as the LIF and HH neuron. Therefore, we conclude that the higher coherence
values of the LIF and HH neuron are the result of the dynamic properties of those
neuron types.
2.3.3 Data from monkey visual cortex
As a final test of the significance of the model simulations, we have analysed data
obtained in monkey visual cortex (Fries et al., 2001b). The data consisted of single-
and multi-unit activity and local field potential activity recorded simultaneously in
area V4 of the awake macaque monkey.
Figure 2.4A shows the coherence between the measured LFP and the single-
unit signal, which contains 15 371 spikes. The dashed-dotted lines indicate the
95% confidence levels of the coherence estimates, calculated with 130 bootstraps,
the solid line is the average of the bootstrap replications. For a multi-unit recording
with a similar number (n=16 031) of spikes and thus a shorter duration, the Spike-
Field coherence is shown in Fig. 2.4B. In both Fig. 2.4A and 2.4B, there is a peak
in Spike-Field coherence near 50 Hz. For multi-unit activity (sum of approximately
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Figure 2.4: Coherences between LFP and single- or multi-unit recordings (experi-
mental data), using the multi taper method.
For the multi taper method we used a set of six orthonormal sine tapers. The 95%
confidence level (dashed-dotted lines) is obtained using 130 bootstraps. A) Coher-
ence between LFP and single-unit recording with 15 371 spikes. B) Coherence
between LFP and multi-unit recording, with 16 031 spikes. C) Coherence between
LFP and multi-unit recording, with 668 766 spikes. D) Coherence between two
single-unit recordings. The variance in coherence is too large to detect a significant
peak near 50 Hz. E) Coherence between two multi-unit recordings. F) Coherence
between two multi-unit recordings, with durations equal to those of the single-unit
recordings used in Fig. 2.4A. Compared to Fig. 2.4E the 95% confidence regime
has been reduced.
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eight single-unit activities), this peak is significantly higher than that for single-unit
activity. Fig. 2.4C shows the Spike-Field coherence for a multi-unit signal with a
duration equal to the duration of the single-unit recording used for Fig. 2.4A. The
coherence estimate, including the 95% confidence level, in Fig. 2.4C is entirely
within the 95% regime shown in Fig. 2.4B. Figs. 2.4B and C illustrate that increas-
ing the duration of a spike recording improves the signal-to-noise ratio but does not
change the expectation value of the coherence function.
The Spike-Spike coherence for single-unit signals (Fig. 2.4D) does not show a
significant peak near 50 Hz. Neither does the Spike-Spike coherence for multi-unit
signals, if the analysed time period is shortened such that the number of spikes is
the same as in the longer single-unit recording (Fig. 2.4E). The coherence values
for the multi-unit signals in Fig. 2.4E are larger than for single-unit signals, shown
in Fig. 2.4D. However, the 95% confidence regime is relatively large. Fig. 2.4F
shows the Spike-Spike coherence for multi-unit signals with duration equal to the
duration of the single-unit activities used in Fig. 2.4D. The coherence function in
Fig. 2.4F shows a significant peak near 50 Hz. The signal-to-noise ratio is consider-
ably better than in Fig. 2.4E. The results shown in Fig. 2.4 are typical for the spike
signals that were obtained in the study by Fries et al.(2001b).
All coherence estimates of Fig. 2.4 were obtained with the multitaper method as
described in the Methods and Theory section. Each trial was cut into equally long
segments of 512 ms such, that the number of tapers was constant. In fact this is a
combination of the Welch method and the multitaper technique.
As an alternative to using the Welch method with equally long time segments, one
could use the multitaper technique for the analysis of spike signals, which in gen-
eral each have a different duration. Since the trial durations are different, so is the
number of samples in each trial. In order to keep the frequency of smoothing in the
frequency domain (2W) constant, the number of tapers given by K=2NW-1, is dif-
ferent for each trial. Since averaging over power spectra of different trials requires
that the frequency resolution of the spectra should be the same for all trials, all
signals (after application of the tapers) are made of equal duration by adding zeros
(zero padding). Now the average FFTs of the cross and covariance functions can be
derived for the coherence functions.
Figure 2.5A shows the Spike-Spike coherence estimate of experimental multi-
unit spike trains without the use of multitapers and without using the Welch method.
The frequency resolution in Fig. 2.5 is much higher than that in Fig. 2.4F, because
the number of data points in the frequency domain is eight times larger. The vari-
ance in the coherence estimate is large and no significant peak is visible near 50 hz.
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Figure 2.5: The effect of the multitaper method on the Spike-Spike Coherence be-
tween multi-units.
A) shows the Spike-Spike coherence estimate of experimental data without the use
of multitapers. There is no significant peak near 50 hz. Using the multitaper method
with sine-tapers resulted in a significant peak (B) and a significant reduction of the
95% regime.
By applying the multitaper method with W = 5 Hz, the variance is reduced and a
significant peak near 50 Hz is visible in the same data (see Fig. 2.5B).
2.4 Discussion
The coherence between neuronal signals (e.g. EEG, MEG, two spike trains) or be-
tween neuronal input (e.g. a local field potential) and neuronal output is generally
considered as an important measure for synchronisation or temporal locking. The
main result of this study is that the coherence reaches higher values when multi-
unit spike activity is used instead of single-unit activity. This cannot be overcome
by extending the recording time of the single-unit signal. The latter only improves
the signal-to-noise ratio (SNR) of the coherence. The SNR can also be improved by
using multitaper techniques or by using the Welch-method. Experimental data ob-
tained in monkey V4 could be reproduced by simulations. The results illustrate the
significance of multi-unit activity over single-unit activity, and provide new insights
for the interpretation of multi-unit activity and for the interpretation of coherence
estimates using oscillatory activity such as β and γ-oscillations, in cognitive neu-
roscience studies. The results will be discussed in more detail below.
Although many studies have investigated the firing behaviour of Poisson neu-
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rons and Integrate-and-Fire neurons for partially correlated and uncorrelated input
(for an overview, see Salinas and Sejnowski, 2001), most studies have focussed
on the mean firing rate and the coefficient of variation (see e.g. Feng and Brown,
2000; Stroeve and Gielen, 2001; Salinas and Sejnowski, 2000, 2002; Kuhn et al.,
2004). The coefficient of variation is an important parameter to understand the tem-
poral structure of spike trains, but this parameter itself cannot provide insight in the
temporal correlation of the action potential signals of different neurons receiving
partially correlated input. As far as we know, the present study is the first to give
analytical expressions and results of computer simulations for the coherence be-
tween local-field potential and neuronal firing and for the coherence between spike
signals for neurons receiving (partly) correlated input.
In this study, we investigated the relations between Spike-Field and Spike-
Spike coherences for single-unit and multi- unit activity. Analytical expressions
(Eqs.2.10, 2.13, 2.15 and 2.17) showed that the Spike-Field coherence values are
higher than the Spike-Spike coherence values and that the coherences are larger
for multi-unit recordings than for single-unit recordings. Although we could only
derive analytical expressions for the coherence between input and spike output for
the Poisson neurons, simulations show qualitatively similar results for an ensemble
of conductance-based LIF neurons or HH neurons.
For Poisson neurons, the Spike-Spike coherence should be proportional to the
square of the Spike-Field coherence. This was confirmed by simulations (compare
Figs 2.2B and 2.2D) where the spike-spike coherence equals the square of the
spike-field coherence for the Poisson model. Figs. 2.3A, 2.3B and 2.3D show
similar results for the conductance-based LIF model and for the Hodgkin-Huxley
neuron model. The full width at half maximum and the amplitude of the peak are
smaller for the Spike-Spike than for the Spike-Field coherence, as expected in case
the Spike-Spike coherence is proportional to the square of the Spike-Field coher-
ence, which has values between zero and one. However, coherence values were
typically larger for the conductance-based LIF and Hodgkin-Huxley neuron than
for the Poisson neuron. This is due to the characteristic dynamic properties of the
neuron models.
The results demonstrate that multi-unit activity gives significantly higher es-
timates for the coherence than single-unit activity, even if the number of action
potentials in both signals is the same (see Figs. 2.4A, 2.4B and 2.4D, 2.4E). This
is partially due to the fact that the mean firing rate is typically higher in a multi-
unit recording than in a single-unit recording and the modulations in firing rate are
larger. Eqs. 2.10 and 2.13 show that the coherence decreases with the square root
of firing rate (proportional to λ ) but increases linearly with modulation depth σ .
Since firing rate and modulation depth increase proportionally when adding single-
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unit signals, the coherence will effectively increase with the number of single-unit
contributions in a multi-unit signal.
Several studies have reported a lack of evidence for synchronised neuronal ac-
tivity, see e.g. Tovee and Rolls (1992) in the inferior temporal visual cortex and
Luck et al. (1997) who did not observe clear synchronisation in neuronal responses
in V2 and V4. This is in contrast to findings by Fries et al. (2001b). The results
indicate that the explanation for these apparently contradictory findings may be
related to the techniques used to analyse the neuronal data. In figure 2.3C the
Spike-Spike coherence between single-unit signals is small and disappears in the
relatively high variance of the estimate. Simulations with larger values of σ (larger
modulations of the stimulus) showed a clear, small and narrow peak near 50 Hz.
However, the signal-to-noise ratio increases to plausible levels only for unrealisti-
cally high modulations of the input. Therefore, the variance in experimental data
should be reduced by using dedicated data analysis techniques like the multitaper
method (see Figs. 2.4 and 2.5).
The simulations were done for data segments of equal duration (512 ms) and with
a constant number (K=6) of tapers repeated over many time segments. This results
in smoothing of the frequency spectrum by averaging over many signals.
In electrophysiological experiments the recording duration will vary in differ-
ent experiments and will typically be much longer than 512 ms. Therefore, Fries
et al. (2001b) used a different number of tapers for each recording signal, such that
smoothing was done over the same frequency window (2W= constant) for all exper-
imental data. Since the duration of their recordings was typically much longer than
512 ms, the longer duration gives more samples in the time domain, which results in
a higher resolution in the frequency domain. This is illustrated in Fig. 2.5. Their re-
sult shows a higher resolution in the frequency domain but averaging over a smaller
number of signals. Effectively the result is the same: the reduction of smoothing by
the smaller number of signals is compensated by smoothing by the tapers over a
larger number of samples in the frequency domain. However, note that the multita-
per method with Slepian sequences as tapers is optimal among quadratic estimators
because of the good concentration properties of Slepian sequences (see Percival
and Walden, 2002). The lack of optimality of the Welch estimates means that it
is a more biased estimate than the multitaper estimate with Slepian sequences, the
variance and the frequency resolution being equal. The bias will grow as the size
of the windows becomes smaller.
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Chapter 3
Biased competition through variations in
amplitude of γ-oscillations
Experiments in visual cortex have shown that the firing rate of a neuron in re-
sponse to the simultaneous presentation of a preferred and non-preferred stimulus
within the receptive field is intermediate between that for the two stimuli alone
(stimulus competition). Attention directed to one of the stimuli drives the response
towards the response induced by the attended stimulus alone (selective attention).
This study shows that a simple feedforward model with fixed synaptic conductance
values can reproduce these two phenomena using synchronisation in the gamma-
frequency range to increase the effective synaptic gain for the responses to the
attended stimulus. The performance of the model is robust to changes in the param-
eter values. The model predicts that the phase locking between presynaptic input
and output spikes increases with attention.
Adapted from: Magteld Zeitler, Pascal Fries and Stan Gielen, Journal of Computational Neuro-
science 25: 89-107 , 2008
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3.1 Introduction
Our retinas are constantly stimulated by an overwhelming amount of information
and the brain faces the task of reducing a potentially overloading amount of infor-
mation into a manageable flow that reflects both the current needs of the organism
and the external demands placed on it. In order to solve this problem, the brain uses
a strategy to select the relevant information and to suppress information which is
not relevant. The focus on and selection of relevant information is referred to as
”attention”. If just one single stimulus falls within the receptive field of a neuron,
this stimulus can be attended or not, and in the latter case a stimulus outside the
receptive field may be attended. Since higher cortical areas have large receptive
fields (Desimone and Duncan, 1995), it is quite common that two (or even more)
stimuli fall within the receptive field of a neuron. In that case one of them can be
attended (selective attention) or none of them. In order to understand the neuronal
substrate of attention, many single-unit studies in visual cortex have investigated
how attended and unattended stimuli are encoded in the firing rate of neurons.
Neural correlates of attention have been studied using single-unit recordings
in areas V1, V2, V4 and V5/MT in primate visual cortex. Several studies have
shown that attention increases a neuron’s firing rate in response to a single stimulus
in its receptive field (Treue and Maunsell, 1999; Luck et al., 1997; Reynolds et al.,
1999; McAdam and Maunsell, 1999; Fries et al., 2001b). When two stimuli are pre-
sented in the receptive field of the neuron, the firing rate lies between the firing rates
elicited by each of the stimuli presented alone (Moran and Desimone, 1985; Treue
and Maunsell, 1996, 1999; Luck et al., 1997; Chelazzi et al., 1998, 2001; Reynolds
et al., 1999; Reynolds and Desimone, 2003). This phenomenon is called stimu-
lus competition, since populations of input neurons, encoding different stimuli, are
thought to compete with one another to generate neuronal responses intermediate
between the responses to the individual stimuli. When attention is directed to the
neuron’s preferred stimulus, the neuron’s firing rate increases, whereas attention to
the non-preferred stimulus decreases the firing rate (Chelazzi et al., 1998; Reynolds
et al., 1999).
Several models have been proposed to reproduce these experimental observa-
tions regarding stimulus competition and selective attention. Reynolds et al. (1999)
could explain their experimental results by assuming that the synaptic weights of
an input representing one of the two stimuli increase five-fold when attention is di-
rected towards that stimulus. However, it is not clear how synaptic efficacies could
change five-fold at the time scale of attentional shifts.
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Most approaches to come up with an explanation for stimulus competition and
selective attention have focused on the effects of attention on the firing rate of
neurons (see e.g. Tiesinga, 2005; Deco and Rolls, 2005; Buia and Tiesinga, 2006;
Mishra et al., 2006). In addition to firing rate, several studies have provided con-
vincing evidence that selective attention also increases rhythmic synchronisation
among selected neuronal signals (Kreiter and Singer, 1996; Fries et al., 2001b;
Schoffelen et al., 2005; Taylor et al., 2005; Womelsdorf et al., 2006). Several groups
have published a model for neural implementation of attentional processes that
attributes a possible role to the neuronal oscillatory activity in stimulus competi-
tion and/or selective attention (Tiesinga, 2005; Buia and Tiesinga, 2006; Mishra
et al., 2006). Mishra et al. (2006) used gamma range correlations in the feedfor-
ward inhibitory inputs to the V4 neuron which are out of phase with the gamma
band correlations within the excitatory input corresponding to the attended stimu-
lus. Tiesinga (2005) used two asynchronous excitatory input populations and two
stimulus-driven inhibitory input populations, which send 40 Hz spike volleys with
some temporal dispersion to a V4 model neuron. In that study attention is mod-
elled by changing the temporal dispersion or the relative phase between the volleys
coming from the two inhibitory populations. Tiesinga (2005) used the crosscorre-
lation function as a measure for the synchronisation between the responses of two
V4 neurons. Since he did this only for the condition that two stimuli are presented
in the same receptive field, it is difficult to compare the result with the experimen-
tal results of one stimulus within and one outside the receptive field of a neuron as
measured by Fries et al. (2001b). Another measure for the synchronisation between
two signals is the coherence function. We will use the coherence function as a mea-
sure in the frequency domain for the synchronisation between the input and output
of the excitatory neuron in our model for different conditions.
Since it is well known that the excitatory input in visual cortex from V1 to V2
and from V2 to V4 contains gamma frequency oscillations (Eckhorn et al., 1993;
Frien et al., 1994; Maldonado et al., 2000), we have explored the possible role
of gamma frequency oscillatory input in stimulus competition and selective atten-
tion. We tried to reproduce the experimental observations by a simple feedforward
model. Therefore, the aim of the present study was to explore whether a simple
feedforward model could explain the phenomenon of stimulus competition with a
role for synchronous modulation of stimulus-related activity to implement the at-
tentional bias. Our results show that a feedforward model, very similar to the gain
modulation model of Reynolds et al. (1999) but with fixed synaptic weights, can
explain stimulus competition. Assuming that attention is implemented by increased
synchronisation of multi-unit spike activity, the model can reproduce the results by
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Chelazzi et al. (1998) and Reynolds et al. (1999) on stimulus competition and selec-
tive attention. Although this model has a feedforward architecture, the underlying
mechanism for changes in attention-related modulations of synchronous activity is
not specified, this requires a role for some top-down feedback mechanism capable
of enhancing synchrony.
3.2 Methods and Theory
We will start this section with a description of our model and the input signals to the
model. In the second part of this section we will describe the methods to calculate
the coherence, the phase coherence and the phase locking value between synaptic
input and spike output.
3.2.1 Model
Fig. 3.1 shows the feedforward network, that we propose to explain stimulus-
competition and selective attention. The output neuron Y receives excitatory spike-
trains from two populations (X1 and X2) with 80 Poisson neurons each and also
receives inhibitory input from a population of 40 inhibitory neurons, for brevity
called interneurons, I. In this study X1 and X2 represent the population of neurons
encoding the preferred and non-preferred stimulus, respectively. With two popula-
tions of 80 excitatory neurons and a population of 40 inhibitory neurons projecting
to the output neuron, the ratio of excitatory versus inhibitory synapses is 80% vs.
20% in agreement with experimental observations (Beaulieu et al., 1992). The two
excitatory populations of neurons also project to the interneuron population. There
is a small time delay τd of 2 ms between the spike times of the interneurons and
the arrival times of these spikes at neuron Y . The interneurons and the output neu-
ron Y have been implemented in NEURON, as Hodgkin-Huxley type neurons (see
below).
3.2.2 Stimulus-related input signals
The outputs from X1 and X2 are Poisson trains of spikes with a time-dependent
rate ri(t):
ri(t) = r+Aimη i(t) (3.1)
with i ∈ {1,2}, r the constant rate, η i bandpass filtered Gaussian white noise with
3 dB points at 45 and 55 Hz, a quality factor Q of 5, zero mean and a variance of
one, and with Aim the modulation amplitude of the Gaussian white noise (GWN)
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Figure 3.1: Schematic overview of the simple feedforward model. A preferred and
a non-preferred stimulus are represented by spike trains, coming from two popu-
lations (X1 and X2) of 80 Poisson model neurons, each. These two populations
project to a population of 40 Hodgkin-Huxley type interneurons (I) and to the
Hodgkin-Huxley type output neuron Y . Each population receives its own time-
dependent rate defined in Eqn. 3.1. Therefore, the spike trains within a population
are correlated with each other, but not with spike trains in the other population. The
two population activities are statistically the same as long as they are both unat-
tended or both attended. The difference between responses to preferred and non-
preferred stimulus is determined by the different synaptic conductances. Popula-
tion X2 (non-preferred stimulus) has stronger projections to the interneurons I and
weaker to the output neuron Y than population X1 (preferred stimulus) (gintnp > g
int
p
and gYnp < g
Y
p ). Spikes, generated by the interneurons arrive after a short delay τd
of 2 ms at neuron Y . In addition both HH-like neurons (I and Y ) receive background
noise, represented by conductance injections in the soma.
for population i. When the modulation amplitudes Aim are the same for the non-
preferred and the preferred stimulus, the spike trains encoding the non-preferred
and the preferred stimulus are statistically identical. The different responses of the
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output neuron to the two stimulus inputs are due to the differences in synaptic
conductances of the projections of the two populations of Poisson neurons to the
inhibitory neurons and output neuron (will be explained later). Since we are not
aware of any hard physiological data about these synaptic conductances in the lit-
erature, the different projections of the preferred and non-preferred stimulus to the
interneurons and to the output neuron are an assumption of the model.
Several studies have shown that attention to a visual stimulus results in increased
coherence between the local field potential and the activity of neurons, especially
in the γ-band range (Fries et al., 2001b; Womelsdorf et al., 2006). In the visual sys-
tem γ-band oscillations have been reported at frequencies in the range 40-80 Hz.
Based on these findings we postulate that selective attention to a sensory stimulus is
implemented as an increased amplitude Am for the neuronal activity encoding that
stimulus. For the simulations of the responses of the output neuron Y to various
input signals we used a time duration T of 8 092 s and time step dt of 0.1 ms. The
spike trains of the two Poisson populations X1 and X2 were modulated by a constant
mean rate r=20 and with a modulation amplitude Am = 6 for a non-attended stim-
ulus and Am = 8 for an attended stimulus (see Eqn. 3.1). If no input is presented to
X1 or X2, r = 3 and Am = 0. In order to explore the role of the modulation amplitude
on the results of this study, some simulations used a modulation amplitude of 12
and 16 for the unattended and attended stimulus, respectively.
3.2.3 Geometry and properties of the HH-type interneurons and out-
put neuron
The interneurons and output neuron Y were implemented in the NEURON simu-
lation environment (Hines and Carnevale, 1997) as single-compartment Hodgkin-
Huxley type neurons with an area of 34 636 µm2, in agreement with Destexhe
et al. (2001). The inhibitory interneurons contain two sets of 80 synapses, the out-
put neuron Y has 40 inhibitory and two sets of 80 excitatory synapses. The synaptic
conductivity g is modelled by the default alpha function in NEURON. In this study
most results were obtained for modulation amplitude Am values of 6 or 8. In that
case the excitatory synapses from the populations X1 and X2 onto the interneu-
rons have a maximum conductance of gintnp = 0.84 nS and g
int
p = 0.55 nS for the
non-preferred and preferred stimulus input, respectively and a time constant τe = 2
ms. For the excitatory synapses onto the output neuron Y , the following values are
taken: gYnp = 1.52 nS, g
Y
p = 1.71 nS, τe = 2 ms. For the synapses from the inhibiting
interneurons to the output neuron Y we had ginh = 4.5 nS and τi = 5 ms. For modu-
lation amplitudes Am with values of 12 (’no attention’) and 16 (’with attention’) the
synaptic conductance values were gintnp = 0.84 nS, g
int
p = 0.55 nS, g
Y
np = 1.52 nS, g
Y
p
CHAPTER 3. BIASED COMPETITION AND γ -OSCILLATIONS 53
= 1.71 nS and ginh = 3.8 nS. With these values for Am = 12 the output neuron in our
model generates, in agreement with experimental data of Reynolds et al. (1999),
a firing rate ( fp) of about 20 sp/s in response to the ’preferred’ stimulus condition
and a firing rate ( fnp) of about 10 sp/s in response to the ’non-preferred’ stimulus.
The somata of the Hodgkin-Huxley type neurons have passive and active cell
properties. The passive properties are the leak reversal potential (-80 mV), leak
conductance (4.52 10−5 S/cm2) and membrane capacitance (1 µ F/cm2). The active
properties refer to the voltage-dependent Na+ current and the ”delayed-rectifier”
K+ current. The parameter values for the voltage-dependent Na+ and K+ currents
were as described by Traub and Miles (1991) (see Appendix A).
The synaptic background activity of the Hodgkin-Huxley-like neurons (interneu-
rons and output neuron) was approximated by conductance injections in the soma
as described in Destexhe et al. (2001) (see Appendix A). In agreement with Des-
texhe et al. (2001), we used the following parameter values for the output neuron:
the reversal potentials of the excitatory and inhibitory inputs Ee = 0 mV, Ei = -75
mV, the average conductances geo = 12.1 nS, gi0 = 57.3 nS and the time constants τe
= 2.73 ms, τi = 10.49 ms. The standard deviations of the conductances correspond-
ing to the background activity of output neuron Y are given by σe = 3.0 nS and σi =
6.0 nS. For the interneurons the average conductances and the standard deviations
of these conductances are 50% of the corresponding values of the output neuron.
In order to understand the responses of the interneurons, it is helpful to appre-
ciate the relative size of the synaptic currents due to the background noise and due
to stimulus related inputs. These synaptic currents due to the spike input are rough
estimates, since the precise relation between spike input and synaptic current de-
pends on the membrane potential of the neuron, and thereby also depends on other
synaptic inputs that affect the membrane potential. Assuming that the mean mem-
brane potential is near -55 mV (i.e. halfway between the membrane potential at
rest near -75 mV and the threshold for firing) the mean current due to background
activity for the interneurons is about 60% of the total excitatory input current. The
remaining 40% comes from the mean excitatory input related to the preferred stim-
ulus (16%) and to the non-preferred stimulus (24%). For the output neuron, the
inhibitory stimulus related input is about 20% of the current due to the background
activity, whereas the excitatory stimulus related input is about 85% of the back-
ground current. More details on these relative contributions and their effect on the
relation between mean input current and firing rate is provided in Appendix B.
3.2.4 Coherence estimate
One of the predictions that flows from our hypothesis (see section 3.1) is that the
output spike train is more coherent to the ”attended” input spike train than to the
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”ignored” input spike train. To quantify this, we will use the coherence function,
in addition to firing rate to investigate the effect of attention on the spike output of
neuron Y . In order to distinguish between the effect of the non-preferred and the
preferred stimulus on the spike output, the non-preferred and preferred stimulus
are statistically uncorrelated (< η (t)i η
(t)
j >= δi j). This is in agreement with Gray
et al. (1989) and Kreiter and Singer (1996) who reported that correlations between
neuron population activities encoding different stimuli are absent.
The coherence function γ(ω) reflects how much of the variations in the output
y can be attributed to a linear filtering of the input signal x. The coherence function
γ(ω) is defined by:
| γ(ω) |= |Cxy(ω) |√|Cxx(ω) |√|Cyy(ω) | (3.2)
with Cxy(ω) the Fourier transform of the cross covariance function (Marmarelis and
Marmarelis, 1978). The coherence takes values in the range between 0 (input and
output are uncorrelated) and 1 (the output is equal to the input after convolution
by a linear system). Since the neuron itself is not a linear system, the coherence
between the bandpass filtered Gaussian white noise input of one of the two Poisson
populations and the spike output of neuron Y will not reach the upper limit of one.
To estimate the coherence and its variance, we used the multi-taper method
(Thomson, 1982; Mitra and Pesaran, 1987). The key idea behind the multi-taper
method is that a physiological signal does not have discontinuities in the frequency
spectrum and that the variance in the estimate of a signal can be reduced by smooth-
ing in the frequency domain. The multi-taper method minimises bias and variance
of the estimate by using multiple orthonormal data tapers. We have used sine-tapers
as described in Zeitler et al. (2006) with length N = 1.024 s and bandwidth W = 2.9
Hz. Since the number of tapers to be used is K = 2NW −1 tapers, the values for N
and W used in this study gave K = 5. The binwidth in the frequency domain is the
Rayleigh frequency fr = 1/T = 1/(nfft/ fs) = 0.98 Hz, with sampling frequency fs
(1000 Hz) and where nfft (1024) is the number of data points in the FFT . The input
and output signals were both segmented in T/N non-overlapping time segments of
1024 ms, with T the duration of the simulation.
3.2.5 Phase locking
A high value of the regular coherence (Eq. 3.2) implies a strong relation between
both amplitude and phase of input and output. Previous studies have shown that
pairs of neuronal responses can undergo variations in relative amplitude even in
the presence of tight phase coupling (Tass et al., 1998; Lachaux et al., 1999). For
CHAPTER 3. BIASED COMPETITION AND γ -OSCILLATIONS 55
30
210
60
240
90
270
120
300
150
330
180 0
  0.2
  0.4
90
270
180 0
A B
Figure 3.2: Illustration of phase-coherence analysis between stimulus and response.
(A) shows a polar plot of the phase differences for 150 pairs of stimulus and re-
sponse. In this example, the stimulus and its response have a preferred phase dif-
ference in the range between 90 and 150 degrees. (B) shows data in (A) in a polar
plot. The length of the arrows show the fraction of phase differences falling in the
corresponding phase bin.
this reason, the phase coherence has been introduced, which only considers the
variability in relative phase between two signals s1 and s2. In this study, the phase
coherence is calculated by segmentation of the two signals s1(t) and s2(t), both
segmented in T/N non-overlapping time segments of 1024 ms. Each segment of
the signal s1 and the corresponding segment of the second signal s2 form a pair.
The phase difference ∆ϕ( f ) at frequency f for each pair is given by:
exp(i∆ϕ( f )) =
S1( f )S∗2( f )
|S1( f )S2( f )| (3.3)
where Si( f ) is the Fourier transform of si(t) and ∗ refers to complex conjugate.
Fig. 3.2A shows a typical polar plot of the phase differences between 150
stimulus-response pairs for the neuron model in Fig. 3.1. The full range of 360 de-
grees was subdivided into 24 bins of 15 degrees [15( j−1),15 j] for j ∈ {1, ..,24}.
The number of phase differences falling into a bin, divided by the total number of
phase differences in the unit circle, is the fraction of stimulus-response pairs with
a phase difference in that bin. For each of the twenty bins, this fraction is repre-
sented by the length of the arrow, drawn in the middle of each bin (see Fig. 3.2B).
All fractions are connected by a line. When stimulus and response are not phase
locked at all, the phase differences will be distributed uniformly over 360 degrees.
Complete phase locking with phase difference Φ corresponds to an arrow of unit
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length pointing in the direction Φ.
Lachaux et al. (1999) introduced a method to quantify the degree of phase-locking
between two signals. The phase locking value (PLV ) between the two periodi-
cally repeated signals measures the inter-trial variability of the phase difference
between these two signals. In our simulations, we average the phase relation over
all stimulus-response pairs of the M = T/N time segments:
PLV ( f ) = | 1
M
M
∑
m=1
exp(i ∆ϕm( f ))| (3.4)
This phase locking value measures the average variability of the phase difference
and takes values between 0 (complete lack of phase-locking) and 1 (completely
phased locked).
The phase locking value is a function of frequency. In order to reduce the variance
of the phase locking value, we used the multi-taper method, with K = 5 sine-tapers
to reduce the variance of the spectra S1( f ) and S2( f ) in Eqn. 3.3. Since the phase
locking value was very similar for all frequencies near 50 Hz, we determined the
phase locking value for f = 50 Hz as this gave the best signal-to-noise ratio for the
50 Hz bandpass filtered Gaussian white noise input.
3.3 Results
In this section the simulation results will be described for the firing rate of the out-
put neuron Y (section 3.3.2) and the coherences between the spikes of the output
neuron and each of the stimulus-related inputs to the populations of Poisson neu-
rons (section 3.3.3). We will conclude this section with the phase locking results.
3.3.1 Input-output relation of an interneuron
The interneuron plays a crucial role to explain stimulus competition (Fig. 3.3). If an
interneuron receives input of the preferred stimulus with firing rate fin (this implies
that all 80 neurons encoding the preferred stimulus have a constant firing rate of fin
and the 80 neurons encoding the (absent) non-preferred stimulus have a firing rate
of 3 spikes/s) the interneuron starts to respond at relatively high input firing rates
(dashed line). Since the synaptic projections to the interneuron of the neural activity
encoding the non-preferred stimulus are stronger than for the neural activity related
to the preferred stimulus, the relation shifts to the left for the non-preferred stimulus
only ( solid line, lower threshold for firing). The inset shows the population activity
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Figure 3.3: Relation between constant firing rate of neural activity representing
the non-preferred and preferred stimulus and firing rate at the output of one in-
terneuron for ”non-preferred stimulus only” (solid line), ”preferred stimulus only”
(dashed line) and for ”both stimuli” (dashed-dotted line). For the condition ”non-
preferred stimulus only” (solid line), the input to the interneuron has two compo-
nents. One component represents the non-preferred stimulus by 80 Poisson spike
series, each with a constant firing rate fin. The other component represents the
activity of 3 spikes/s in the population encoding the absence of the preferred stimu-
lus. The dashed line shows the output of the interneuron for the preferred stimulus
only. The dashed-dotted line shows the output of the interneuron to both stimuli,
each represented by 80 Poisson spike series with a constant firing rate fin. The inset
shows the population activity of GWN-modulated Poison spike series, according to
Eq. 3.1 with Am=6.
of the Gaussian white noise (GWN) modulated Poisson spike input. This explains
why the mean firing rate of the interneuron increases with increasing amplitude
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of the GWN-modulated Poisson spike input. For the output neuron qualitatively
similar relations hold for the excitatory stimulus-related input, except for the fact
that the output neuron responds better to the preferred stimulus alone, than to the
non-preferred stimulus alone (solid and dashed lines interchanged).
3.3.2 Simulation results for the firing rate
Fig. 3.4 shows the firing rate of the output neuron for various stimulus conditions.
The upper panel (A) shows the results for small modulation amplitudes (Am = 6
and 8), the lower panel (B) for larger modulation amplitudes (Am = 12 and 16). The
results at the left part of the figure show the results for the ’no attention’ condition,
the right part of the figure the results for the stimulus conditions with one stimulus
attended. We will first discuss Fig. 3.4A.
As explained in section 3.2, the statistical properties of the spike series, rep-
resenting the non-preferred and preferred stimulus with no attention, are identical.
The different effectiveness of the non-preferred and preferred stimulus is mainly
due to the different conductance of the excitatory synapses from X1 and X2 to the
output neuron. Since gYp (1.71 nS) > g
Y
np (1.52 nS) the direct excitatory projections
of the population representing the preferred stimulus to the output neuron induce
more action potentials in the output neuron than that of the population of neurons
representing the non-preferred stimulus.
The population activities representing the preferred (X1) and non-preferred stim-
ulus (X2) also reach the output neuron via the interneurons. In case only one stimu-
lus is offered, the interneurons have a low firing rate. This is shown in Figure 3.5.
For each stimulus separately, the induced firing rate of the interneurons is increasing
as a function of the modulation amplitude Am. However, the firing rates in response
to the preferred and non-preferred stimulus are rather small (range between 0 and
0.03 sp/s and between 0 and 1.99 sp/s for the preferred and non-preferred stimu-
lus, respectively). Therefore, it is mainly the larger conductance of the excitatory
synapses from population X1 to Y which explains the higher firing rate of the output
neuron to the activity of population X1 ( fp = 14.15 sp/s, SD = 0.05 sp/s) than to the
population activity X2 ( fnp = 8.09 sp/s, SD = 0.04 sp/s), see left side of Fig. 3.4A.
If the two neuronal populations, representing the activity of the preferred and
non-preferred stimulus, would project to the output neuron only via excitatory
synapses, one would expect a summation of firing rates when the preferred and
non-preferred stimulus are presented simultaneously. However, we find stimulus
competition in the responses of the output neuron, which is in agreement with ex-
perimental single-unit recordings (Reynolds et al., 1999), which most likely reflect
the activity of excitatory neurons by their greater number and larger extracellu-
lar spikes. The interneurons play a crucial role in stimulus competition. This is
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Figure 3.4: Mean firing rates of neuron Y for different stimulus combinations for the
’with attention’ and ’no attention’ condition. (A) shows the results for small mod-
ulation amplitudes Am (see text), (B) for two times larger modulation amplitudes.
The left side shows the results for the ’no attention’, the right for the ’with attention’
condition. The firing rate for responses to the preferred stimulus and non-preferred
stimulus increases when the preferred or non-preferred stimulus is attended. The
firing rate for responses to both stimuli (middle line on the left side) is not the sum-
mation of the firing rates for each of the stimuli alone, but is in between. The right
side shows that if both stimuli are presented, attention to the preferred stimulus in-
creases the firing rate (second line from the top) and decreases the firing rate when
non-preferred stimulus is attended (second line from the bottom of the right side).
The following maximum conductance values are used for the simulations to obtain
the firing rate results as shown in (A) and (B): gintnp = 0.84 nS, g
int
p = 0.55 nS, g
Y
np =
1.52 nS, gYp = 1.71 nS and ginh = 4.50 nS for(A) and ginh = 3.8 nS for (B).
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illustrated in Fig. 3.5, which shows the response of an interneuron for the three
conditions: ’non-preferred stimulus only’, ’preferred stimulus only’ and ’preferred
and non-preferred stimulus simultaneously’ as a function of the modulation am-
plitudes Am of each stimulus. For all three conditions the response increases as a
function of increasing Am which shows that the interneurons are sensitive to cor-
related input. As mentioned before, the firing rate of the interneuron is very small
when only one stimulus is presented. Therefore, the inhibition is small. When two
stimuli are presented simultaneously the firing rate of the interneurons increases
more than linearly due to the sigmoidal relation between synaptic input and firing
rate of neurons in general. For the preferred and non-preferred stimulus alone the
interneurons operate at the bottom of the sigmoidal relation, whereas the combined
input of the preferred and non-preferred input shifts the firing rate to the steep phase
of the sigmoidal relation, see also Fig. 3.11 in Appendix B. So stimulus competi-
tion is caused by the activity of inhibitory interneurons, which generate a much
higher firing rate when two stimuli are presented simultaneously compared to the
condition that only one stimulus is presented. This higher response causes more
inhibition for the target neuron and thus explains why the firing rate of the output
neuron to both stimuli ( fboth = 13.72 sp/s, SD = 0.05 sp/s) falls between the firing
rates to the preferred and the non-preferred stimulus presented alone.
In summary, the responses to the preferred and non-preferred stimulus alone
are mainly due to excitatory inputs and the difference in firing rates ( fnp < fp) is
caused by the different synaptic conductances. Competition ( fnp < fboth < fp) is
the net effect of the two direct excitatory inputs plus the inhibition via the interneu-
rons, which are mainly actively if both stimuli are offered simultaneously.
Based on experimental observations that have revealed larger amplitudes of γ-
range activity during attention (Fries et al., 2001b; Womelsdorf et al., 2006; Taylor
et al., 2005), attention to the preferred or non-preferred stimulus is implemented
by a larger amplitude Am of the band-pass filtered noise to the Poisson neurons.
Increasing Am leads to more spikes in the bursts of the population activity. Since
the interneurons and output neuron receive a background synaptic input, they are
sensitive to synchronous input (Martinez, 2006; Higley and Contreras, 2005). This
explains the higher firing rate of the output neuron to the preferred ( f attp = 15.88
sp/s, SD = 0.05 sp/s) and non-preferred ( f attnp = 9.18 sp/s, SD = 0.04 sp/s) stimulus
with attention, relative to the ’no attention’ condition (see right sight of Fig. 3.4A,
which shows the responses to the attended stimuli).
A larger modulation depth causes larger excitatory spike volleys in the pop-
ulations of Poisson neurons and results in higher firing rates of the 41 HH-like
neurons. Since the larger modulation depth impacts also the interneurons, this in-
CHAPTER 3. BIASED COMPETITION AND γ -OSCILLATIONS 61
0 5 10 15 20
0
5
10
15
20
F
ir
in
g
 r
a
te
(s
p
/s
) +  both stim
O non-pref stim
x  pref stim
Am
Figure 3.5: Input-output relationship of one interneuron. The response of an in-
terneuron (firing rate in spikes/s) is shown as a function of the modulation am-
plitude Am for the stimulus condition with the preferred (x) and non-preferred (o)
stimuli only, and for the condition with the preferred and non-preferred stimulus
simultaneously (+). In the latter condition, the modulation amplitude was the same
for both stimuli.
creased modulation can increase or even decrease the firing rate of the output neu-
ron depending on the net balance between excitatory and inhibitory input. When
both stimuli are presented simultaneously and when the preferred stimulus is at-
tended, the effect of the larger excitatory spike volleys encoding the attended pre-
ferred stimulus is larger than the effect of inhibition by the increased firing rate of
the interneuron. Therefore, the resulting firing rate f att.pre fboth = 14.14 sp/s, SD = 0.05
sp/s (second line from top at the right side of Fig. 3.4A) is slightly larger than that
in the condition of ’no attention, both stimuli’ ( fboth = 13.72 sp/s, SD = 0.05 sp/s).
If the non-preferred stimulus is attended instead of the preferred stimulus, the ef-
fect of larger excitatory spike volleys is smaller than the effect of inhibition by the
increased firing rate of the interneurons. Therefore, the resulting firing rate f att.npboth
= 12.73 sp/s, SD = 0.05 sp/s (third line from top at the right side of Fig. 3.4A) is
significantly lower than in the condition ’no attention, both stimuli’.
In summary, the attended stimulus, presented alone, gives higher firing rates
than the unattended stimulus alone due to the increased number of spikes in the
population volleys. If both stimuli are presented and one is attended, the firing rate
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of the output neuron changes towards the firing rate elicited by that stimulus alone
( f att.npboth < fboth < f
att.pre f
both ).
Fig. 3.4B shows that stimulus competition and the stimulus selection effect can
also occur for other values of the modulation amplitude Am.
Obviously, the performance of the model depends on the strength of the excita-
tory projections of the non-preferred and preferred stimulus (gYnp and g
Y
p), on their
projections to the interneurons (gintnp and g
int
p ), and on the synaptic connection ginh
of the interneurons to the output neuron. The results presented in Fig. 3.4A were
obtained with a fixed set of parameter values. The results presented in Fig. 3.4B
(with a modulation amplitude twice as large as in Fig. 3.4A) were obtained with
the same parameter values except for ginh which was decreased to 3.8 nS. The in-
crease in modulation amplitude gives rise to an increased excitatory drive to both
the output neuron Y and the inhibitory neuron. Since the output neuron is inhibited
by the interneurons, the change in firing rate of the output neuron Y related to the
increased modulation amplitude depends on the relative amounts of background
noise, excitatory input and the strength of inhibition by the interneurons. The new
value for ginh of 3.8 nS brings the firing rate of the output neuron to both stimuli
halfway between that for the preferred and non-preferred stimulus only. Without
reduction of ginh the firing rate to both stimuli would have been strongly biased
towards the firing rate for the non-preferred stimulus only.
Am 6 and 8 12 and 16
firing rate (sp/s) < fI > < fY > < fI > < fY >
non-pref only 0.28 8.09 0.90 11.43
non-pref att 0.36 9.18 1.87 13.12
pref only 0.002 14.15 0.01 19.81
pref att 0.002 15.88 0.03 24.45
both, non-pref att 12.85 12.73 19.38 14.47
both 12.08 13.72 16.52 16.31
both, pref att 12.36 14.14 18.04 16.86
Table 1: average responses of an interneuron and the output neuron Y .
In order to investigate to what extent the results in Fig. 3.4B depend on the par-
ticular choice of synaptic conductances, we have analysed the model for a range of
values of the relevant five synaptic conductances, gintnp, g
int
p , g
Y
np, g
Y
p and ginh. As it is
difficult to visualise a five dimensional parameter space, we have varied the synap-
tic conductances of the non-preferred and preferred stimulus to the interneurons
(gintnp and g
int
p ), and tried to find the proper values for g
Y
np, g
Y
p and ginh such, that the
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model reproduced the properties of stimulus competition and selective attention. In
detail, we adjusted the values of gYnp, g
Y
p and ginh for each pair of (g
int
np, g
int
p ) values
such that the model had the following properties:
1. the firing rate to the preferred and non-preferred stimulus alone should be
in the range between 19.6 to 20.1 sp/s and 9.7 to 10.4 sp/s, respectively. As
explained before this is implemented by the requirement that gYp > g
Y
np;
2. the firing rate of the output neuron to the non-preferred and preferred stimu-
lus presented together should be between the firing rates of the non-preferred
and the preferred stimulus presented alone (stimulus competition);
3. attention should give higher firing rates than without attention, when the non-
preferred or preferred stimulus is presented alone;
4. attention to either the non-preferred or preferred stimulus, presented simul-
taneously, changes the firing rate towards that for the attended non-preferred
or preferred stimulus presented alone.
We found 1.45 nS ≤ gYnp ≤ 1.52 nS, 1.70 nS ≤ gYp ≤ 1.74nS and 3.3 nS ≤ ginh ≤
5.04 nS for the three values of the synaptic connections to the output neuron Y ,
which are not shown in figure 3.6A.
The fitted ellips in Fig. 3.6A shows the range of parameter values for gintnp and
gintp where the effects of competition and selective attention can be reproduced for
Am = 12 (no attention) and Am = 16 (with attention). For the region with parameters
left of the grey area, either the inhibition is too small to reproduce the effect of
stimulus competition or the inhibition is too strong, such that attention to the pre-
ferred stimulus does not increase but decrease the firing rate of the output neuron
Y . For the region with parameters at the lower right of the grey area the model fails
on a third aspect: attention to the non-preferred stimulus only decreases rather than
increases the firing rate of the output neuron. Outside the upper boundary either the
condition f att.npboth < fboth or fnp < fboth is violated.
Fig. 3.6A shows that stimulus competition and selective attention occur for dif-
ferent values of the pair (gintnp,g
int
p ). Variations in the parameter values g
int
np and g
int
p
cause changes in firing rates of the interneurons. The fitted line in Fig. 3.6B shows
the firing rate fY of the output neuron in the ’no attention, both stimuli’ condition
as a function of the firing rate fI of the interneurons. The firing rate of the output
neuron, when both the preferred and the non-preferred stimulus are presented falls
between the firing rates of the preferred stimulus alone (20 sp/s) and of the non-
preferred stimulus alone (10 sp/s). This firing rate is high (small) for low (high)
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Figure 3.6: (A) Range of parameter values for gintnp and g
int
p where the effects of
attention, competition and selective attention can be reproduced. (B) Firing rates of
the output neuron for the ’no attention, both stimuli’ condition as a function of the
corresponding average firing rate of the interneurons. Synaptic conductance values
are chosen such that the effects of attention, competition and selective attention
could be reproduced (grey area of (A)).
firing rates of the inhibitory neurons.
In summary, our results show that i) the competition and attention effects as
shown in Fig. 3.4 occur for a range of synaptic conductance values; ii) the firing
rate in the ’no attention, both stimuli’ condition takes values between fnp and fp.
3.3.3 Simulation results for coherence estimate
Fig. 3.7 shows the coherence between the response of the output neuron and the
time-dependent rate to populations X1 and X2 when either the non-preferred (upper
row) or the preferred (lower row) stimulus is presented. The left and right column
show the results for the ’no attention’ (Am=6) and ’with attention’ (Am=8) condi-
tion, respectively. Each of the panels shows a peak at 50 Hz, corresponding to the
frequency content of the band-pass filtered stimuli.
Both for the non-preferred and preferred stimulus, the peak value of the co-
herence is larger for the ’with attention’ condition (0.50 and 0.60, respectively)
than for the ’no attention’ condition (0.40 and 0.50, respectively). The 95% confi-
dence level corresponds roughly to the range of the mean value, plus or minus 0.04.
The larger coherence for the ’with attention’ condition relative to the ’no attention’
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Figure 3.7: Coherence between the response and the modulation Amη(t) of the non-
preferred (upper panels) and preferred (lower panels) stimulus for the ’no attention’
(left panels) and ’with attention’ (right panels) condition in case just one stimulus is
presented. The dotted lines show the 95% confidence level. Attention increases the
peak value of the coherence estimate. The peak values of the coherence between
the response and the non-preferred stimulus modulation are smaller than for the
preferred stimulus.
condition is due to the fact that larger spike volleys in the input will cause more
precise spike timing (less variability). The peak values of the coherence for the
non-preferred stimulus (Figs. 3.7A and B) are smaller than those for the preferred
stimulus (Figs. 3.7C and D). This is caused by two facts: the preferred stimulus has
stronger excitatory synapses to the output neuron than the non-preferred stimulus
(gYp > g
Y
np) and will therefore cause spikes which are more precisely time-locked to
the stimulus. The second reason is that the stronger synaptic projections of the non-
preferred stimulus to the interneurons cause more frequent inhibitory post-synaptic
potentials in the output neuron, which can delay or even prevent the non-preferred
stimulus to elicit a spike in the output neuron, resulting in a smaller coherence peak
value.
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Fig. 3.8 shows the coherence between the response of the output neuron and the
input to population X2 (non-preferred stimulus) (upper row) and to population X1
(preferred stimulus) (lower row), respectively, when both stimuli are presented. The
middle column (Figs. 3.8B and E) shows the results when both stimuli are presented
simultaneously without attention (Am = 6). For the non-preferred and preferred
stimulus the coherence estimate has a peak value of 0.35 and 0.40, respectively.
These two peak values are smaller than for the condition when these stimuli were
presented alone (Figs. 3.7A, C). When the non-preferred and preferred stimulus are
presented simultaneously, the spikes of the output neuron reflect the contribution
of both stimuli. The effect of the non-preferred (preferred) stimulus on the spike
responses acts as a noise term in the response to the preferred (non-preferred) stim-
ulus, which explains the smaller coherence values in Fig. 3.8 compared to that in
Fig. 3.7.
When the preferred or non-preferred stimulus is attended (Figs. 3.8F, A), this
stimulus becomes more effective, causing a better locking of the spike response
to that stimulus. This more precise locking of the neuron to the attended stimulus
leads to a larger coherence value for the attended stimulus and a lower coherence
for the non-attended stimulus (compare Figs. 3.8F and A with Figs. 3.8D and C,
respectively). The larger coherence for the attended preferred stimulus (0.49 vs.
0.40) and for the attended non-preferred stimulus (0.43 vs. 0.35) is significant (p<
0.001). The tendency that the coherence for the non-attended stimulus decreases
when the other stimulus is attended (0.37 vs. 0.40 for the preferred and 0.33 vs.
0.35 for the non-preferred stimulus) is significant (p< 0.001). The 95% confidence
level of the values corresponds roughly to the range of the mean value, plus or
minus 0.04.
The coherence results for modulation amplitudes, which are twice as large, are
similar and therefore not shown.
In summary: by attending a stimulus, the peak value of the coherence between
the attended input and the response is larger compared to the condition ’no atten-
tion’. The coherence between the non-attended input and the response does signif-
icantly decrease compared to the ’both stimuli’ condition.
3.3.4 Phase locking results
Fig. 3.9 shows polar plots of the probability distributions of phase differences be-
tween stimulus and response. The solid line shows the results for the ’no attention’,
the dashed line for the ’with attention’ condition. For the ’non-preferred stimulus
only’ condition Fig. 3.9A shows that there is clear phase locking between the stim-
ulus and the response of the output neuron which increases with attention (dashed
line). The narrower the ellipse, the better the signals are locked to a certain phase
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Figure 3.8: Coherence between the response and the modulation Amη(t) of the
non-preferred (upper panels) and of the preferred (lower panels) stimulus for dif-
ferent attention conditions. The middle panels (B and E) show the results when
both stimuli are presented simultaneously and unattended. The left panels (A and
D) show the coherence when the non-preferred stimulus has been attended, the
right panels (C and F) when the preferred stimulus is attended. The 95% confi-
dence level is shown by the dotted lines. Attention to one of the two stimuli results
in a significantly larger peak value for the coherence for the attended stimulus and
a significantly smaller peak value for the other stimulus.
difference and the higher the phase locking value (PLV) will be. The increase of the
PLV for the ’attention’ condition is significant (0.69 ± 0.01 (’non-preferred stimu-
lus only’) versus 0.80± 0.01 (’attended non-preferred stimulus only’), p< 0.001),
where phase locking values are given as the mean plus or minus the standard de-
viation. Fig. 3.9B shows similar results for the ’preferred stimulus only’ condition
(mean PLV 0.80± 0.01 and 0.88± 0.01, p< 0.001, for the ’non-attended preferred
stimulus only’ and ’attended preferred stimulus only’ condition, respectively).
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Figure 3.9: Polar plots of the fraction of phase differences between stimulus and
response for the ’one stimulus only’ condition. The solid (dashed) line shows the
polar plots for the ’no attention’ (’with attention’) condition. (A) shows the results
for the ’non-preferred stimulus only’ condition. (B) shows the ratios for the ’pre-
ferred stimulus only’ condition. The response is better phase locked to the preferred
(B) than to the non-preferred stimulus (A). (See text for further details).
Figs. 3.10A and B show the polar distribution of the phase relation between in-
put and spike output, when the preferred and non-preferred stimulus are presented
simultaneously. Fig. 3.10A (B) shows the phase relation between the output and the
input to X2 (non-preferred) and X1 (preferred), respectively. The solid line shows
the results for the condition ’no attention, both stimuli’, the dashed line for the con-
dition ’with attention’. Both panels show that attention increases the phase locking
between input and response. The phase locking values for the non-preferred (pre-
ferred) stimulus are significantly larger for the condition ’with attention’ (0.73 ±
0.01, 0.79 ± 0.01, respectively, p < 0.001) than for the ’no attention, both stimuli’
(0.63 ± 0.01, 0.70 ± 0.01, respectively, p < 0.001) condition. The mean PLV for
the preferred (non-preferred) stimulus for the ’no attention, both stimuli’ condition,
PLV = 0.70 ± 0.01 (0.63 ± 0.01 ) is significantly different for the condition ’with
attention to the other stimulus’, PLV = 0.64 ± 0.01 (0.59 ± 0.01).
The phase locking value results for two times larger modulation amplitudes are
similar and therefore not shown.
In our simulations, the results of the coherence function and phase locking val-
ues at 50 Hz are very similar: attention significantly increases the coherence and
the phase locking value between the response and the attended stimulus.
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Figure 3.10: Polar plots for the fraction of phase differences between stimulus
and response for the ’no attention, both stimuli’ condition. (A) shows the results
for the non-preferred stimulus. Attending the non-preferred stimulus (dashed line)
increases the phase locking between the non-preferred stimulus and the response
compared to the ’both stimuli with no attention’. Attending the preferred stimulus
(dashed-dotted line) decreases the phase locking between the non-preferred stimu-
lus and the response. (B) shows the results for the preferred stimulus. Attending the
preferred stimulus (dashed line) increases the phase locking between the preferred
stimulus and the response compared to the ’both stimuli with no attention’. Attend-
ing the non-preferred stimulus (dashed-dotted line) decreases the phase locking
between the preferred stimulus and the response.
3.4 Discussion
Many experimental and modelling studies have focussed on the neuronal imple-
mentation of attention (Bushnell et al., 1981; Spitzer et al., 1988; Motter, 1993;
McAdam and Maunsell, 1999; Treue and Trujillo, 1999; Fries et al., 2001b; Tiesinga,
2005) and on stimulus competition (Moran and Desimone, 1985; Desimone and
Duncan, 1995; Reynolds et al., 1999; Treue and Trujillo, 1999; Tiesinga, 2005)
at different levels of neuronal processing varying from brain areas (Corbetta and
Shulman, 2002) to single neurons (Deco and Rolls, 2005; Tiesinga, 2005). Most of
these studies have focussed on firing rate to encode attended and unattended stim-
uli. However, it is well known that rhythmic neuronal activity, such as in β - and γ-
oscillations, plays an important role in encoding sensory stimuli (see e.g. Kreiter
and Singer, 1996) and that attention affects the amplitude of the rhythmic neu-
ronal oscillations. The latter is illustrated by the coherence between the local field
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potential and spike output, which provides a sensitive measure of local neuronal
synchronisation. Fries et al. (2001b) found that for the ’with attention’ condition,
the coherence between the local field potential and the simultaneously recorded
spike train was significantly larger with than without attention to the stimulus. Our
results will be discussed in more detail below, starting with a comparison of the
model responses with other models.
The architecture of our model is quite similar to the gain modulation model by
Reynolds and coworkers (Reynolds et al., 1999). The main differences with respect
to the gain modulation model are related to the nature of the neuronal input signals
and to the neuronal implementation of attention. In the Reynolds model constant
firing rates are used to encode the preferred and non-preferred stimuli and attention
was implemented by a five-fold increase of the efficacy of the synapses that transmit
the attended stimulus. This model left open the question of how synaptic efficacy
can be modulated selectively for the attended stimulus input at such a short time
scale. In agreement with experimental observations (Fries et al., 2001b), our work-
ing hypothesis was that attention is implemented through enhanced gamma activity,
which makes this input more effective in eliciting a spike in the output neuron, and
thus increases the effective strength of the signal encoding the attended stimulus.
Our model is an alternative for the model proposed by Tiesinga (2005) which pos-
tulates a stimulus-related excitatory input without rhythmic oscillations and with
top-down input from the Frontal Eye Fields (FEF). The main difference between
our model and that by Tiesinga (2005) is that we assume that attention is imple-
mented in the γ-modulated stimulus-related neural input, whereas Tiesinga (2005)
does not assume γ-modulated stimulus-related input. In the Tiesinga model the
γ-oscillations are postulated to be induced by FEF input to the interneurons. Al-
though it is well know that the FEF is involved in attention-related modulations
of neuronal activity (Moore and Amstrong, 2003), it is still a matter of debate
how the FEF input affects the neuronal processing. Our model allows a role for
top-down attentional modulation of the amplitude of the γ-oscillations in the input
population activity representing the visual stimulus. It is a topic for future research
to investigate the details of attention-related top-down mechanisms.
One of the values of models is that they can provide possible explanations for
experimentally observed phenomena. When developing a model, one should al-
ways try to explain as many experimental findings with as few as possible model
assumptions. In our model, we assumed that the stimulus-related neuronal activ-
ity has rhythmic oscillatory components. This assumption is supported by experi-
mental observations which have revealed stimulus-related rhythmic activity in V1
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(van der Togt et al., 2006; Roelfsema et al., 2004; Rols et al., 2001), V2 (Frien et al.,
1994) and V4 (Fries et al., 2001b; Taylor et al., 2005). Moreover, we assume that at-
tention is implemented by increased amplitudes of the rhythmic excitatory activity.
This is in agreement with experimental observations by Fries et al. (2001b); Taylor
et al. (2005); Womelsdorf et al. (2006), who reported that attention is related to
an increased coherence between local field potentials and single-unit activity. The
simple feed-forward model reproduces experimental data of stimulus competition
and attention effects on firing rate (see e.g. Reynolds et al. (1999)). Moreover, our
model predicts an increased peak value of the coherence due to attention, emphasis-
ing the increased neuronal synchronisation by attention. Our predictions concern-
ing an increased coherence for attended stimuli and a decreased coherence in case
the other stimulus within the receptive field is attended, are in agreement with what
is found by Smiyukha et al. (2006). These authors placed two small stimuli close to
each other, causing two spatially well separated foci of gamma-band activity in area
V1 of a macaque. The corresponding foci in V4 were largely overlapping. Wavelet
based analysis of correlations revealed strong synchronisation of field potentials in
the gamma-band between the site in V1, processing the attended shape, and the
site in V4 responsive to both stimuli. Synchronisation with activity in V4 is weak
for other sites in V1, processing non-attended stimuli. This strong synchronisation
between the area in V1, which processes the attended stimulus, and the site in V4,
is at least qualitatively similar to the increase in coherence between input and spike
output in our model.
Recently, a model with an architecture very similar to our model was proposed by
Mishra et al. (2006) to explain the phenomena of stimulus competition and selective
attention. The neuronal mechanisms in their model to explain stimulus competition
are feedforward inhibition, like in our model, and synaptic depression, which is
effective for input frequencies of 40 Hz and above. Like in our model, each stim-
ulus is represented by excitatory multi-unit activity. In their model the excitatory
neuronal signals that encode the preferred and non-preferred stimuli are always in
anti-phase. The phenomenon of selective attention in their model is achieved by
imposing a phase shift of the response of the interneuron relative to the excitatory
activity encoding the attended stimulus. This implies that the inhibition is more or
less in anti-phase with the excitatory drive of the attended stimulus, but in phase
with the excitatory drive of the unattended stimulus. Therefore, the excitatory in-
put of the unattended stimulus is cancelled by inhibition from the interneuron. This
works well when the excitatory drive and the inhibitory input from the interneurons
is tuned at the same frequency (40 Hz in the paper by Mishra et al. (2006)) and
more or less in anti-phase. However, experimental studies have found that rhyth-
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mic synchronisation is broadly tuned and that the neuronal activity representing
two different stimuli is uncorrelated (Gray et al., 1989; Kreiter and Singer, 1996).
Therefore, we decided to generate the neuronal signals for attended and unattended
stimuli by band-pass filtering two independent noise signals.
Fries et al. (2001b) showed that the amplitude of the input fluctuations of neu-
rons in V4 is larger when the stimulus is attended than when the same stimulus
is not attended. Therefore, we increased the amplitude of our input modulation by
33% to implement the effect of attention (from Am = 6 to 8). This increase in am-
plitude caused a 12% higher firing rate of the output neuron, a 20-25% increase in
the coherence between input and output and a 10-16% larger phase locking value
(PLV). We have also done the simulations for amplitudes of the input modulations,
twice as large. Now, the 33% increase in amplitude of the input modulation, which
implemented the effect of attention, caused a 15-25% higher firing rate of the out-
put neuron, a 11% increase in the coherence between input and output and a 3%
larger PLV. This indicates that all results for firing rate, coherence and phase coher-
ence are qualitatively similar, independent of modulation amplitude, showing that
our model is quite robust.
The results of this study were obtained for various modulation amplitudes of
the stimulus-related input with the same set of parameters, except for the value of
ginh which was reduced from 4.5 nS to 3.8 nS when the modulation amplitude was
made twice as large. If we had kept the synaptic strength at 4.5 nS, the response of
the output neuron to both stimuli would have been more biased towards the output
for the non-preferred stimulus. As far as we know there have been no studies which
have systematically investigated the effect of changes in modulation amplitude of
excitatory drive to neurons in V2 and V4 on stimulus competition. Maybe a bias
to the response to the non-preferred stimulus alone for larger modulation ampli-
tudes is what will be observed. Another alternative might be that dynamic synapses
(Tsodyks et al., 1998, 2000) reduce the effective synaptic strength of the projec-
tion of the inhibitory neurons to the output neuron when the increased modulation
amplitude causes a larger increase of the firing rate of the inhibitory neurons. The
latter seems a plausible mechanism which we saw as a justification to reduce the
synaptic efficacy of the projections of the inhibitory neurons. The size of the reduc-
tion is certainly not critical to qualitatively reproduce the results in this study.
A similar robustness was found for variations in the synaptic strengths. As
shown in Fig.3.6A stimulus competition could be reproduced over a range from
0.7 to 1.0 nS for gintnp and from 0.4 to 0.7 nS for g
int
p . Changes in the parameter
values lead to variations in the firing rate of the output neuron (Fig.3.6B). For the
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condition ’no attention, both stimuli’ this range goes from about 15 sp/s to 18 sp/s
depending on the firing rates of the inhibitory neurons. This range of attenuation of
the firing rate of the output neuron to both stimuli compared to the firing rate for the
preferred stimulus alone, is within the range reported by Reynolds et al. (1999) and
Gawne and Martin (2002) for V4, by Miller et al. (1993) for the inferior temporal
cortex and by Rolls and Tovee (1995) in the anterior part of the superior temporal
sulcus.
We want to remark that the effect of competition in the experimental results in the
literature is not always as large as in the paper shown by Reynolds et al. (1999).
See for example the study of Gawne and Martin (2002). For a substantial fraction
of the neurons these authors found that the firing rate to both stimuli was close to
the highest firing rate to the stimuli presented separately.
Lachaux et al. (1999) showed that the coherence cannot distinguish phase and
amplitude covariance. As an alternative they introduced the PLV to detect phase
synchrony. For our simulation results we determined the coherence values (typi-
cally 0.33 - 0.60) as well as the phase locking values (typically 0.59 - 0.88). These
two sets of values lead to the same qualitative conclusions: (i) the input and re-
sponse of the output neuron Y are more synchronised if the stimulus, represented by
the neuronal input, is attended compared to be not attended; (ii) the input represent-
ing the not-attended stimulus is less synchronised with the response of the output
neuron Y than the input which represents the simultaneously offered but attended
stimulus. In addition, the polar plots of Figs. 3.9 and 3.10 show that the average
phase difference between input and response of the output neuron Y are differ-
ent for the stimulus conditions ’non-preferred stimulus, only’, ’preferred stimulus,
only’ and ’both stimuli’. The average phase difference for the ’preferred stimulus,
only’ condition (< ϕp > ∼ 125 degree, Fig. 3.9B ) is smaller than for the ’non-
preferred stimulus, only’ condition (< ϕnp > ∼ 133 degree, Fig. 3.9A). This can
be explained by the fact that the maximum conductance of the excitatory synapses
to the output neuron is larger for the excitatory neuronal activity representing the
preferred than for that representing the non-preferred stimulus. For the condition
’both stimuli, no attention’ this average phase difference (< ϕboth > ∼ 114 degree,
solid line in Fig. 3.10A and B) is even smaller since the neuron receives more input,
so that it can generate even faster a spike (in case it is not inhibited!).
In this study we have presented a feedforward model which can reproduce neu-
ronal responses in visual cortex related to stimulus competition and selective at-
tention effect, by: i) using gamma-modulated population activities to represent the
stimuli; ii) increasing the modulation depth of the population activity represent-
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ing the attended stimulus; iii) determining the non-preferred and preferred stimulus
response by using different values for each group of the various synaptical conduc-
tances of the interneuron and output neuron. The numerically obtained firing-rate
results are similar to experimental results reported by Reynolds et al. (1999), Miller
et al. (1993) and Rolls and Tovee (1995).
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APPENDIX A
The parameter values for the voltage-dependent Na+ and K+ currents were de-
scribed by (Traub and Miles, 1991):
INa = g¯Nam3h(V −ENa) (3.5)
dm
dt
= αm(V )(1−m)−βm(V )m (3.6)
dh
dt
= αh(V )(1−h)−βh(V )h (3.7)
αm =
−0.32(V −VT −13)
exp[−(V −VT −13)/4]−1 (3.8)
βm =
0.28(V −VT −40)
exp[(V −VT −40)/5]−1 (3.9)
αh = 0.128exp[−(V −VT −VS−17)/18] (3.10)
βh =
4
1+ exp[−(V −VT −VS−40)/5] (3.11)
where VT = -58 mV and VS = -10 mV (Destexhe and Pare´, 1999). g¯ is the maximum
conductance (g¯Na = 361.2 10−4 S/cm2, g¯Kd = 70 10−4 S/cm2), m, h and n are the
time-varying gate variables, ENa = 50 mV is the sodium reversal potential, EKd =
-90 mV the potassium reversal potential, α is the forward and β the backward rate.
The ”delayed-rectifier” K+ current was described by:
IKd = g¯Kdn4(V −EK) (3.12)
dn
dt
= αn(V )(1−n)−βn(V )n (3.13)
αn =
−0.032(V −VT −15)
exp[−(V −VT −15)/5]−1 (3.14)
βn = 0.5exp[−(V −VT −10)/40] (3.15)
In our model both the interneurons and the output neuron receive background
synaptic input as received by cortical neurons in vivo, represented by fluctuating
background conductance injections in the soma. These conductances are produced
by an Ornstein-Uhlenbeck process, as described by Destexhe et al. (2001):
dg(t)
dt
=
g0−g(t)
τ
+χ(t)
√
σ2
τ
(3.16)
where g0 is the mean conductance, τ is the conductance time constant, σ 2 is the
variance of the conductance and χ(t) is Gaussian white noise with zero mean and
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a standard deviation of 1. For the inhibitory background conductance of the output
neuron we use gi0 = 57.3 nS, τi = 10.49 ms and σi = 6.0 nS with a reversal potential
Ei = -75 mV. For the excitatory background conductance of the output neuron we
use ge0 = 12.1 nS, τe = 2.73 ms and σe = 3.0 nS with a reversal potential Ee = 0 mV.
For the interneurons the average conductances and the standard deviations of these
conductances are 50% of the corresponding values of the output neuron.
For the implementation in NEURON of the passive and active properties and of
the synaptic background we used parts of the code of example 5 of the NEURON
tutorial from the Obidos 2004 course
(htt p : //www.neuron.yale.edu/ f t p/neuron/contrib/obidos tutorials/).
APPENDIX B
In this appendix we provide a rough estimate of the currents injected as a noisy
background and the currents due to the stimulus related inputs to the conductance
based neurons in out model. Current and conductance are related by:
Ii,e(t) = Gi,e(t)(V (t)−Ei,e) (3.17)
where Gi,e is the total conductance, Ei,e the reversal potential and V the membrane
potential for the inhibitory (i) or excitatory (e) input. The total input current is
the sum over all excitatory and inhibitory currents. The amount of current is time-
dependent since it is a function of the fluctuating membrane potential and of the
total amount of the conductance at time t. We will approximate the currents by
taking time-averages for conductance and membrane potential. The mean value
for the membrane potential V depends on the contribution of all excitatory and
inhibitory inputs. From the simulations in NEURON we know that the average
membrane potential <V > of the interneurons (output neuron Y ) is about -55 mV
(-60 mV, respectively), i.e., well between the rest membrane potential near -75
mV and the threshold for action potential generation. The value of the reversal
potentials are Ei = -75 mV and Ee = 0 mV for both the interneuron and excitatory
neuron, with these values the average currents caused by the noisy background in
the interneurons is
Ii = gIi0(<V
I >−Ei) = −0.6 nA (3.18)
Ie = gIe0(<V
I >−Ee) = 0.3 nA
The average input currents caused by the stimuli in the interneurons is
Ii = Ni < fI > ginh τi(<V I >−Ei) = −0 nA (3.19)
Ie = Ne < r > (gintp + g
int
np)τe(<V I >−Ee) = 0.2 nA
with Ni,e the number of input spike trains, < fI > the average firing rate of the
stimulus-related inhibitory input spike trains,< r> the average rate of the stimulus-
related excitatory Poisson spike trains and τi,e the rise time of the α-synapses. This
means that the inhibitory input current of the interneurons is only due to the noisy
background and the excitatory current comes for 58% from the noisy background
and 42% comes from the stimulus related input.
The average input currents caused by the noisy background in the output neuron
are
Ii = gi0(<VY >−Ei) = −0.9 nA (3.20)
Ie = ge0(<VY >−Ee) = 0.7 nA
where g0 is the mean conductance of the conductance injections in the soma as
described in appendix A. The average input currents caused by the stimuli in output
neuron Y are
Ii = Ni < fI > ginh τi(<VY >−Ei) = −0.2 nA (3.21)
Ie = Ne < r > (gYp + g
Y
np) τe (<VY >−Ee) = 0.6 nA
with Ni,e the number of input spike trains, < fI > the averaged inhibitory input
spike train, < r > the averaged rate of the excitatory Poisson spike train, τi,e the
rise time of the α-synapses. The noisy background is responsible for 84 % of the
total inhibitory input current and the stimulus related input contributes 16%. The
excitatory current contributes for 54% of the noisy background and 46% is due to
the stimulus related input.
The input current for the ’preferred stimulus only’ condition (p) consist of the
background current plus the excitatory related to the preferred stimulus. For the
’non-preferred stimulus only’ condition (np) the excitatory stimulus-related current
to the inhibitory neuron is larger than the current for the preferred stimulus because
of the larger value of the synaptic connections for the non-preferred stimulus input.
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Figure 3.11: Firing rate fI of the interneurons as a function of the total synaptic
input current Itot to the interneuron. The three arrows refer to the mean current input
to the inhibitory neurons for the different conditions: ’preferred stimulus only’ (p),
’non-preferred stimulus only’ (np) and ’both stimuli’ (b).
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Chapter 4
Asymmetry in pulse-coupled oscillators
with delay
We studied the dynamics of synchronisation in asymmetrically coupled neural
oscillators with time delay. Stability analysis revealed that symmetric excitatory
coupling results in synchrony at multiple phase relations. Asymmetry yields two
saddle-node bifurcations of the stable states when coupling is asymmetric. By con-
trast, with inhibitory coupling only in phase or antiphase is stable as long as cou-
pling is symmetric. Otherwise, these stable states shift or even vanish. The reduced
bistability range suggests the beneficial role of asymmetric coupling for reliable
neural information transfer.
Adapted from: M. Zeitler, A. Daffertshofer, and C.C.A.M Gielen, Physical Review E 79:
065203(R), 2009
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4.1 Introduction
Entrainment of weakly coupled nonlinear oscillators is well known for many years
(Kuramoto, 1984; Tass, 1999). More recently, the synchronisation dynamics in re-
alistic settings received considerable interest, e.g., in nanomechanical oscillators
(Shim et al., 2007), dynamic gene expression (Mazzitello et al., 2008; Horikawa
et al., 2006), and in neuronal networks (Shusterman and Troy, 2008; Caˆteau et al.,
2008; Battaglia et al., 2007), to mention a few. Interestingly, entrainment is believed
to support information transfer in biological networks (Winfree, 1980; Schoffelen
et al., 2005; Fries, 2005; Canolty et al., 2006). In this study, we discuss the emer-
gence of and changes in synchronisation between realistic neuronal systems de-
scribed by nonlinear pulse-coupled oscillators (Mirollo and Strogatz, 1990; Haken,
2008). Interaction between neurons is realised via changes in the membrane poten-
tial of a neuron due to the arrival of action potentials from another neuron at corre-
sponding synapses. In several studies, neural systems were investigated in the case
of symmetric coupling. Mirollo and Strogatz (1990) provided a rigourous discus-
sion of two pulse-coupled oscillators with symmetric excitatory connections and
showed that they synchronise at zero phase difference. Ernst et al. (1995, 1998)
extended this study by introducing a time delay in the coupling due to finite con-
duction velocities of action potentials. The analytically derived return map of their
model revealed that neurons with symmetric excitatory coupling synchronise at a
phase lag equal to the delay, whereas in agreement with Vreeswijk et al. (1994)
inhibitory coupling results in stable in-phase synchronisation, irrespective of the
delay.
For two mutually connected neurons, the coupling strength from neuron 1 to
neuron 2 can differ significantly from that from 2 to 1. Symmetrical coupling
between neurons is indeed the exception rather than the rule. A previous study
(Senn and Urbancik, 2000) has shown that a network of excitatory all-to-all pulse-
coupled oscillators without delay but with slightly different coupling strengths al-
ways synchronises, similar to the fully symmetric case in Mirollo and Strogatz
(1990). If time delays are introduced in a population of excitatory neurons with
symmetric coupling, the network reveals emerging and decaying synchronised clus-
ters (Ernst et al., 1995). For inhibitory coupling with time delays, the activity re-
veals synchronisation in multistable clusters of common phases. A network with
mainly inhibitory pulse-coupled oscillators with time delays and sparse coupling,
which synchronises for symmetric coupling strengths, desynchronises when cou-
pling strengths become asymmetric (Denker et al., 2004). For increasing variation
in the coupling strengths, the network state changes to an asynchronous, aperiodic
state. In the present study we will investigate the stable states and the bifurcation
diagram for two asymmetrically pulse-coupled oscillators with time delays for a
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large range of asymmetry in the coupling, both for excitatory and inhibitory cou-
plings. To anticipate, the analytically derived bifurcation diagrams reveal distinct
patterns of mono stable and bistable states for asymmetric coupling and, more im-
portantly, the present bifurcation routes. For the excitation, one of the states looses
its stability and disappears; for inhibition, the asymmetry shifts the in-phase and
antiphase solutions to stable ”out-of-phase” states.
4.2 Method and Theory
Like Mirollo and Strogatz (1990), we consider two Mirollo-Strogatz (MS-) os-
cillators with identical cycle period T and describe them by their phases φi with
dφi/dt = 1/T . Without loss of generality, we normalise the period to T = 1. At
φi = 0 oscillator, i is at its lowest state and at φi = 1, i.e., at the end of the cycle, the
oscillator reaches threshold, emits a pulse, and resets its phase to zero. To cover a
broad class of neuron models such as the leaky-integrate-and-fire neuron with fast
synaptic responses or conductance-based threshold neurons (Timme et al., 2003),
we describe the state of an oscillator by a smooth, monotonically increasing, and
concave function f : [0,1]→ [0,1] as in Mirollo and Strogatz (1990) and Ernst et al.
(1995),
f (φ) = b−1 ln
[
1+
(
eb−1
)
φ
]
. (4.1)
Since the neural oscillator is confined to f (φ), an input pulse yields a state change
that is tantamount to a phase shift by a fixed amount depending on coupling type
and strength. Two distinct shift ±ε21 and ±ε12 have to be considered which reflect
the coupling 1→2 and 2→1, respectively; the type of coupling, i.e., excitation or
inhibition, determines whether the phase will be advanced (”+”) or delayed (”−”),
respectively. More formally we use the updating rule for oscillator i (Ernst et al.,
1995, 1998),
φ (±)i,new =

1→ 0 for 1< f (φi)+εi j
f−1 [ f (φi)±εi j] for 0≤ f (φi)±εi j≤1
0 for f (φi)−εi j≤0
. (4.2)
If the oscillator receives a pulse at state f (φi)>1−εi j, the phase shift immediately
causes a pulse and a reset to phase zero (φ+i,new = 1 → 0). Each input changes the
phase of the oscillator and thereby the time of the next firing of the oscillator. The
change in the time of the next action potential for input at various phases in the cycle
of the oscillator relative to the period of the oscillator defines the phase response
curve (Izhikevich, 2007) of the MS-oscillator PRC(±) [φi] = Tnew−TT = φ
(±)
i,new−φi.
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Positive (negative) values of this function correspond to phase advances (delays) in
the sense that they advance (delay) the time of the next spike.
We assess stability of the system via the phase difference at times tk at which
oscillator 1 generates the kth pulse, i.e., Φk = φ2 (tk)−φ1 (tk). Because oscillator
1 fires and resets immediately, φ1 (tk)→ 0 holds, and Φk = φ2 (tk) can be simpli-
fied. This stroboscopic view yields the system’s return map R [Φ] with fixed points
R [Φ∗]=Φ∗. To illustrate the subsequent stability classification1, we briefly sketch
the synchronisation characteristics in the case of two excitatory couplings (Mirollo
and Strogatz, 1990); the inhibitory case can be treated equivalently. For instanta-
neous couplings, i.e., without finite conduction delays, three different regimes can
be distinguished depending on the firing moments tk and the PRC(+). We note that
here the latter is readily parameterised via the coupling strength εi j since we fixed
b. In regime I, oscillator 1 receives a pulse from oscillator 2 late in its cycle and
fires immediately, i.e., both are synchronised in phase. In regime II, 1 receives a
pulse and returns it with a finite lag and so does 2, i.e., the system is synchronised
out of phase. Finally, in regime III, oscillator 1 reacts with a certain lag but 2 does
reply immediately yielding again in-phase synchronisation. The corresponding re-
turn maps reveal that the synchronised states are stable in I and III but not in II.
That is, the oscillators always synchronise with zero phase lag (in phase). Further,
we incorporate a delay because the emitted pulse may arrive at the other oscillator
after a finite time τ . With delay, an excitatory coupling results not in three but 14
different regimes. The corresponding return maps contain in total six fixed points,
from which one half is asymptotically stable and the other half is unstable. The lat-
ter separate the attraction domains of the stable fixed points. Unlike the excitatory
coupling, inhibition with delay results in marginally stable fixed points next to the
asymptotically stable ones.
4.3 Results
Figure 4.1 shows the fixed points of the return map as a function of coupling
strengths εi j and delay τ; in all figures we used b= 3. With symmetric coupling
ε21 = ε12 = ε , two stable fixed points coexist for small delay τ as shown in Fig. 4.1B
(upper panel). One state is at Φ∗ = τ which implies that oscillator 2 drives 1, which
in response, fires an action potential immediately after the arrival of the pulse. The
other one is at Φ∗ = 1−τ−PRC(+) (2τ). The arrival of the τ-delayed pulse of
oscillator 1 yields a phase shift PRC(+) (2τ)>0, which shortens the period of os-
1 The map R [Φ]∈ [0,1] is defined via R [Φk]=Φk+1. Fixed points R [Φ∗]=Φ∗ are asymptotically
stable for |R′|<1, unstable for |R′| > 1, and marginally stable if |R′|=1 when R′ denotes the map’s
derivative with respect to Φ.
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Figure 4.1: (Un-)stable states for two excitatory, pulse-coupled oscillators with
delay. (A) asymmetric coupling with ε12 = 0.1. (B) symmetric coupling with
ε21 = ε12 = ε . (C) Asymmetric coupling with ε12 = 0.2. Top: asymptotically sta-
ble fixed points of the return map as a function of τ and ε21. Blue lines represent
the cross-sections shown in middle and bottom rows. Middle: stable (blue, solid
line) and unstable (red, dashed line) fixed points and their attraction domains as a
function of τ for ε21 = 0.18. Bottom: same as middle row as a function of coupling
strength for τ = 0.3.
cillator 2 to Tnew = 1−PRC(+) (2τ) and induces a pulse delayed by τ after 1 has
fired. The resulting phase shift increases for larger delays because PRC(+) (2τ) =
2τ
[(
1/φ (+)crit
)
−1
]
; here we abbreviated φ (+)crit =
(
eb(1−ε12)−1)/(eb−1) (see also
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the appendix). The period of the coupled system hence decreases for increasing τ
until it reaches Tnew = 2τ . For larger values of τ , the period increases and only one
stable state remains representing antiphase synchrony, i.e., Φ∗ = 0.5Tnew = τ . At
ε = 1− b−1 ln[2τ (eb−1)+1], two stable states merge via a supercritical pitch-
fork bifurcation into a single stable state in which the neurons oscillate in antiphase
[Fig. 4.1B, middle and lower panels]. Put differently, in the absence of time de-
lays, an excitatory coupling leads to in-phase synchronisation (Mirollo and Stro-
gatz, 1990), whereas a delay yields out-of-phase synchronisation (Vreeswijk et al.,
1994; Ernst et al., 1998). Note that the dynamics of synaptic connections, which
is typically modelled via
(
t/τ2s
)
exp{−t/τs} may add to the here-discussed de-
lay so that larger values of τs may contribute to the aforementioned supercritical
pitchfork bifurcation from out-of-phase into antiphase synchrony (Vreeswijk et al.,
1994). The explicit form of that dynamics, however, does not alter the qualitative
behaviour of our system so that a pulselike coupling appears proper for the current
discussion.
As soon as the synaptic coupling strengths differ (ε12 6= ε21), the pitchfork bi-
furcation is no longer present and the upper stable state Φ∗ = Tnew−τ disappears
for
ε21 < 1−b−1 ln
[
1+(eb−1)
(
1−2τ(1−φ
(+)
crit )
φ (+)crit
)]
, (4.3)
e.g., in the lower panel of Fig. 4.1A. That is, there is only one stable branch Φ∗ = τ ,
in which oscillator 2 drives oscillator 1, which, in turn, disappears for
ε21 > 1−b−1 ln
1+ eb−1
1+ 1−φ
(+)
crit
2τ
 . (4.4)
Stable states and corresponding attraction domains are shown in the lower panel of
Fig. 4.1A as a function of coupling strength ε21. At a critical value ε21 < ε12, the
upper stable state merges with an unstable equilibrium through a saddle-node bi-
furcation and vanishes for smaller ε21. For slightly larger coupling strength ε21, the
lower stable state merges with an unstable state. Figure 4.1A (middle panel) shows
the corresponding stable and unstable states as a function of τ for ε12 < ε21. For this
asymmetry, the pitchfork bifurcation at ε12 = ε21 (4.1B, middle panel) disappears
and a saddle-node bifurcation emerges. The two excitatory coupled oscillators are
precisely in antiphase if both coupling strengths εi j obey
εi j ≥ 1−b−1 ln
[
2τ(eb−1)+1
]
. (4.5)
From Fig. 4.1 and Eq. (4.5), we can conclude that only if
ε12 = ε21 = 1−b−1 ln
[
2τ(eb−1)+1
]
, (4.6)
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the two stable out-of-phase states will merge (in the antiphase state). The super-
critical pitchfork bifurcation, which is characteristic for excitatory symmetrically
pulse-coupled oscillators with delay, does not exist for asymmetric coupling and is
replaced by two saddle-node bifurcations with two stable states, at least when the
difference between the two coupling strengths is sufficiently small.
If coupling is inhibitory, the spectrum of solutions and bifurcations changes
entirely. Figure 4.2B shows the results for inhibitory symmetrically pulse-coupled
oscillators with delay. The in-phase synchronisation Φ∗ = 0 is a stable state for all
coupling strengths and delays and a stable antiphase state exists for
ε ≤−b−1 ln
[
2τ−1
1+ 1eb−1
+1
]
; (4.7)
[see upper surface in Fig. 4.2B (upper panel) and the cross-section at fixed τ in
the lower panel]. Since unstable states are absent, the attraction domain of the an-
tiphase solution is an open manifold. If the phase difference Φ lies on one of the
two separatrices, here at
Φ = 1− τ and Φ =
(
2ebε −1
)
τ +φ (−)crit , (4.8)
it converges to the stable in-phase state or to the region of marginal stability (ε ≥
b−1 ln
[
τ
(
eb−1)+1]). The cross section for fixed τ [Fig. 4.2B, lower panel] shows
that in-phase and antiphase states coexist for small ε and marginally stable states
exist for large ε , which agrees with previous studies (e.g., Ernst et al., 1995). In the
middle and lower panels of Fig. 4.2B we find that one stable fixed point and two
separatrices merge and vanish. This bifurcation occurs at
ε =−b−1 ln
[
2τ−1
1+1/(eb−1)+1
]
. (4.9)
If asymmetry is introduced to the inhibitory coupling, the in phase and an-
tiphase do not remain stable [upper panels of Figs. 4.2A and 4.2C]. The stable
state Φ∗ = 0 changes to a stable phase difference near zero [middle and lower pan-
els of Figs. 4.2A and 4.2C]. Similarly, a stable near antiphase state exists for a
range of values for τ and ε being smaller than for the antiphase oscillation in the
symmetrically coupled system. For ε12 < ε21, this state merges with the lower sep-
aratrix for
ε21 = b−1 ln
[
1− e
−bε12−1
e−b+2τ (1−e−b)
]
; (4.10)
[see also the right-hand side of the stable state range in the middle panel of Fig. 4.2A
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Figure 4.2: (Un-)stable states for two inhibitory pulse-coupled oscillators with de-
lay. (A) asymmetric case with ε12 = 0.2. (B) symmetric case: ε21 = ε12 = ε . (C)
asymmetric coupling with ε12 = 0.4. Asymptotically stable fixed points Φ∗ of the
return map as a function of τ and ε21 [cf. Fig. 4.1 now with ε21 = 0.3 (middle row)
and τ = 0.1 (bottom row)].
and the lower panels of Figs. 4.2A, and 4.2C. Similarly, for ε12 > ε21, the near an-
tiphase state merges with the upper separatrix at
ε21 =−b−1 ln
[
1+
(
1−ebε12
(
2τ(1−e−b)+ e−b
))]
; (4.11)
[see the left-hand side of the stable state range in the lower panels of Figs. 4.2A,
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and 4.2C and the right-hand side of the stable state range in the middle panel
of Fig. 4.2C]. At Φ∗ = 0, a degeneration to multiple stable states occurs if the
minimum value of the actual coupling strengths equals b−1 ln
[
τ
(
eb−1)+1] [see
middle panels of Figs. 4.2A and 4.2C and lower panel of Fig. 4.2C]. Notice that
the dynamics of synapses, i.e.,
(
t/τ2s
)
exp{−t/τs} in the inhibitory case with delay
makes the marginally stable states disappear and causes the co-existence of stable in
phase and antiphase states for all delays and coupling strengths as long as coupling
is symmetric. For asymmetric coupling, two stable states coexist, which are not
precisely in phase or antiphase.
Figure 4.3 summarises the results for different values of τ . A system with two
excitatory pulse-coupled oscillators with delay hence reveals monostability or bi-
stability depending on ε12, ε21, and τ . At the transition from monostability to bista-
bility, a saddle-node bifurcation is found. These two saddle-node bifurcations meet
at the diagonal ε12 = ε21 and combine into a supercritical pitchfork bifurcation.
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Figure 4.3: Number of stable states for two asymmetric pulse-coupled oscillators
as function of excitatory coupling strengths τ = {0.2,0.3,0.4} (from left to right).
Dark blue areas corresponds to bi-stability contrasting mono-stability outside this
area. The light-blue square in the right upper corner represents the region where the
two oscillators are in antiphase.
4.4 Discussion
Several studies have studied asymmetry in the coupling between excitatory oscilla-
tors. For small differences in mutual coupling strength, the results are qualitatively
similar to that for symmetrical coupling (Senn and Urbancik, 2000). In this study,
we show that two stable states merge into a single stable state, when the differences
in coupling strengths increase. Networks with inhibitory pulse-coupled oscillators
behave qualitatively different. Denker et al. (2004) showed that a population of
mainly inhibitory pulse-coupled oscillators desynchronises if asymmetry in cou-
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pling strengths increases. In addition to Denker et al. (2004), who started with a
synchronised network which turns into a desynchronised state for asymmetric cou-
pling, we find that both the in-phase and anti-phase states become unstable.
Symmetrically and asymmetrically coupled oscillators show qualitatively dif-
ferent behaviour of monostability/bistability. Asymmetric excitatory coupling yields
a bifurcation pattern in which two saddle-node bifurcations merge into a pitchfork
bifurcation when switching to symmetry. For inhibitory coupled oscillators two sta-
ble states are present corresponding to either in phase or antiphase synchronisation
in the symmetric case or near in phase or antiphase for asymmetric coupling. In the
latter case, stable states vanish by merging with a separatrix. When synaptic dy-
namics are incorporated, marginal stability vanishes and the symmetric inhibitory
coupled system has two stable states for all coupling strengths and delays. Irrespec-
tive of the coupling type (excitatory or inhibitory, with or without synaptic dynam-
ics), asymmetry generally leads to a smaller range of bi-stability as compared to
its symmetric counterpart. A pronounced asymmetry in coupling hence supports
the (directed) information exchange between neurons. Information is transmitted
reliably in one direction since the receiving excitatory neuron will instantaneously
emit a pulse after the arrival of the pulse from the sending neuron. The bifurcation
diagrams show that the transfer of information is robust for fluctuations in coupling
strength. Transmission is readily achieved since the receiving neuron is driven by
the sending neuron and the phase relation between the neurons does not change in
case of small changes in coupling strengths caused by the synaptic plasticity.
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APPENDIX
The PRC of Mirollo and Strogatz showed always a phase advance if the os-
cillator generates a pulse, which seems improper for realistic neurons. Hence, we
corrected
PRC(+) = 1−φ +
{
φ/φ (+)crit −1 for φ≤φ (+)crit
0 otherwise
;
where φ (+)crit =
(
eb(1−ε)−1)/(eb−1) represents the phase at which the maximum
shift is reached. When a pulse arrives at the oscillator at phase φ>φ (+)crit , the oscilla-
tor emits a pulse. For biological systems, the phase shift reaches its maximum when
the input arrives in the second half of the cycle period (see Tsubo et al., 2007)), i.e.,
φ (+)crit > 0.5, yielding ε ≤ 0.21. Similarly, for the inhibitory case, we used
PRC(−)=−φ +
{
e−bε
(
φ −φ (−)crit
)
for φ > φ (−)crit
0 otherwise
;
with φ (−)crit =
(
ebε−1)/(eb−1) and φ ∈ [0,1). Note that here the coupling is not
bounded apart from ε < 1.
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Chapter 5
Effective communication by neuronal
coherence: a model study
Cognitive function requires flexibility in the routing of signals through the brain
such that different brain regions are functionally connected depending on the con-
text and intention of the subject. The flexible organisation of communicating sub-
sets of neuronal populations in the brain is thought to be implemented by coher-
ent rhythmic changes in neuronal excitability as postulated by the communication-
through-coherence (CTC) hypothesis.
In a previous study (van Elswijk et al., 2009) Transcranial Magnetic Stimula-
tion (TMS) of motor cortex was used to test the CTC-hypothesis. The amplitude
of the TMS induced Motor Evoked Potential (MEP) appeared to depend on the
phase of the spinal cord activity, reflected in the EMG, in agreement with the CTC-
hypothesis. In this study, we developed a corticospinal model to reproduce and
understand the experimental findings obtained by van Elswijk et al. (2009). Using
advanced analysis techniques we find that the effectiveness of information trans-
fer between two populations depends on the phase of the ongoing activity of the
receiving neuronal population at the arrival of the TMS-induced spike volley. The
correlation within the receiving population determines the difference in maximum
and minimum communication effectiveness.
Our simulation results are the first computational results which support the
CTC-hypothesis. Moreover, our results explain how the CTC-hypothesis can be
implemented in neuronal interactions and reveal the underlying mechanisms that
facilitate effective communication by coherent neuronal activity.
In preparation M. Zeitler, J. Tramper, D.F. Stegeman, and C.C.A.M. Gielen
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5.1 Introduction
In many daily-life activities the brain has to select relevant information in order to
give adequate behavioural responses in a changing environment. This implies that,
depending on context, identical physical sensory information may be processed
differently in order to meet the specific goals of the organism. This means that
on top of the anatomical connections, we need a communication structure that is
flexible in effectiveness, so that depending on the relevance of the stimulus, we can
ignore it completely or focus on it.
Recently, Fries (2005) postulated a possible mechanism to realise a flexible
effective communication structure: the pattern of coherence within and among neu-
ronal groups. The central argument in this communication-though-coherence (CTC)
hypothesis is that activated neuronal groups have the intrinsic property to oscillate
and that those oscillations in population activity cause modulations in excitability,
which do relate the likelihood of spike output to the sensitivity to specific neuronal
inputs. This hypothesis implies that neuronal groups adjust the frequency and phase
of the oscillations to optimise communication and information transfer. Only co-
herently oscillating neuronal groups are thought to be able to interact effectively
in time, because their communication windows for input and output are open at
the proper time periods. There are several experimental observations, which are in
support of this hypothesis, not only in the gamma band in the visual system, as
reported by Fries et al. (2001b, 2005) and Womelsdorf et al. (2007)), but also for
the beta band (see e.g. Schoffelen et al., 2005). Beta-band activity has been found
to synchronise between two remote electrode sites at the time when information is
passed from one brain area to another (Nicolaev et al., 2001). Moreover, field po-
tential recordings from motor cortex in monkey (Baker et al., 1997; Baker, 2007)
have shown that oscillations in the beta band are coherent with similar oscillations
in the activity of contralateral contracting muscles. This finding is in agreement
with the hypothesis of Fries that flexible effective communication between groups
of neurons is possible by rhythmic excitability fluctuations which, at the appropri-
ate relative phase, produce temporal windows for communication.
In order to test this hypothesis, van Elswijk et al. (2009) recorded the elec-
tromyogram (EMG) of the first dorsal interosseus muscle while subjects maintained
an isometric contraction. During isometric contraction, the motor system engages
in rhythmic synchronisation in the beta-frequency range (Kilner et al., 2000; Schof-
felen et al., 2005; Conway et al., 2001; Waldert et al., 2008) where oscillations in
EEG are coherent with oscillations in EMG activity in arm and hand muscles (Con-
way et al., 2001; Baker et al., 1997; Salenius et al., 2000; Hari and Salenius, 1999;
Kilner et al., 1999). Van Elswijk et al. (2009) tested the effectiveness of neuronal
communication between motor cortex and spinal cord by applying an excitatory in-
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put by transcranial magnetic stimulation (TMS) at different phases of the EEG and
EMG oscillations. In the study of van Elswijk et al. (2009) TMS pulses were ap-
plied to the contralateral motor cortex at random moments in order to test whether
the input gain of α-motoneurons in the spinal cord is modulated by the phase of
the spinal beta-rhythm. A TMS pulse generates a motor-evoked potential (MEP)
in the muscle EMG. The amplitude of this MEP was related to the phase of the
EMG, which reflects spinal beta-rhythm, when the input volley induced by the
TMS pulse arrived. This finding demonstrates that the motor system′s physiologi-
cal beta-rhythm entails rhythmic changes in excitability of the spinal cord.
Contrary to the EMG findings, van Elswijk et al. (2009) observed that the am-
plitude of the MEP appeared to be unrelated to the phase of the EEG beta-rhythm
at which the input volley arrived. In this study we have developed a detailed model
for the cortical-spinal system to investigate why the MEP amplitude is related to
the pre-TMS EMG-phase, and not the pre-TMS EEG-phase. In particular we will
explore the interaction between various components in the model which are impor-
tant for this flexible communication effectiveness such as the cortical-spinal beta-
rhythm and the firing rate of the neurons in motor cortex, and the firing rate of the
α-motoneurons in the spinal cord. All three peak around 20 Hz, 20 spikes/s, respec-
tively. The model for the corticospinal system consists of Hodgkin-Huxley neurons
that mimic the dynamics of neurons in motor cortex and spinal cord. Moreover, the
model simulates the motor-unit action potentials in muscle to reproduce the EMG
signal. This allowed us to simulate the experiments by van Elswijk et al. (2009). By
variations in the model parameters we were able to explore the critical properties of
neuronal interaction that are responsible for flexibility in neuronal communication.
5.2 Theory and Methods
In this chapter, the cortico-spinal model will be explained (see Figure 1). First,
we will describe the neurons in motor cortex and spinal cord. The objective is to
build a model that includes the essential properties of the cortical neurons and α-
motoneurons, but lacks details, which may obscure its basic mechanisms. There-
fore, the neuron model is based on a simple Hodgkin-Huxley model. For the α-
motoneuron, this model is extended by a slow potassium current (Jones and Bawa,
1997) to incorporate the long after-hyperpolarisation, which is characteristic for α-
motoneurons. Then we describe the cortico-spinal model by two interacting popu-
lations of neurons in order to simulate neural activity in motor cortex, spinal cord,
and muscle (represented by the EMG signal). The motoneuron model and the neu-
ral networks were implemented in Neuron (www.neuron.yale.edu).
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5.2.1 Motoneuron model
A one-compartmental Hodgkin-Huxley model was developed to simulate the fir-
ing behaviour of the neurons in the spinal cord. The model was based on multi-
compartment models by Jones and Bawa (1997) and Vieira and Kohn (2007). For
simplification we reduced these models to a single-compartment model.
The soma was represented by a sphere with diameter D. The specific membrane
capacitance Cm was 1.0 F/cm2 and the specific cytoplasmic resistivity Ri was 70 Ω
· cm (Fleshman et al., 1988).
Active cell properties were introduced by three different voltage-gated ion cur-
rents, i.e. a sodium current, and a fast and slow potassium current (see Appendix
for a detailed description of the model equations). The membrane potential Vm of
the motoneuron is given by the following differential equation:
Cm
dVm
dt
=−GNa(Vm−ENa)−(GK, f ast +GK,slow)(Vm−EK)−GL(Vm−EL)+ Iext(t)
(5.1)
GNa, GK, f ast and GK,slow are the electrical conductances for sodium, fast potassium
and slow potassium currents, respectively. ENa and EK are the reversal potentials
for sodium and potassium, respectively. GL is the leak conductance and EL is the
leak-current reversal potential. Iext is an externally applied current, which in our
case can be a synaptic input or input current elicited by a TMS pulse.
Several studies have reported that α-motoneurons show a long after-hyperpola-
risation (AHP) (Kernell and Zwaagstra, 1989), which is due to slow calcium-depen-
dent potassium currents, which depend on variations in the intracellular calcium
concentration (Vieira and Kohn, 2007). Since we are interested in modelling the
functional properties of the motoneuron rather than the detailed biophysical mech-
anisms, we do not model the calcium-mediated process for simplicity. Therefore,
the long AHP was implemented by introducing a slow calcium-independent potas-
sium current. This current is a function of the activation variable q (see Aradi and
Holmes, 1999). The activation of the slow current potassium channel remains near
zero as long as the membrane potential is below the threshold for spiking and then
quickly rises to full activation if an action potential is elicited, after which it decays
exponentially. For the slow potassium current, the decay time is long compared to
the fast current. Since the outflow of potassium pulls the membrane potential to-
wards the reversal potential of potassium, a new action potential can only be elicited
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if the potassium current has become small compared to the depolarising current.
Parameter Value Description
D 89 µ m d cell diameter
Cm 1.0 F / cm2 a specific membrane capacitance
Ri 70 Ω · cm a specific cytoplasmic resistivity
GL 1 mS/cm2 a leak conductance
gmaxNa 140 mS/cm
2 a maximum sodium conductance
gmaxK, f ast 35 mS/cm
2 a maximum potassium conductance, fast current
gmaxK,slow 35 mS/cm
2 a maximum potassium conductance, slow current
EL 0 mV leak current reversal potential
ENa 115 mV a sodium reversal potential
EK -10 mV a potassium reversal potential
Esyn 70 mV c excitatory synaptic reversal potential
τs 0.2 ms b time constant of alpha synapse
Table 1. Motoneuron model parameters. These values were taken from (a) Jones
and Bawa (1997), (b) Vieira and Kohn (2007), (c) Destexhe et al. (2001) and (d)
van der Heyden et al. (1994). Note that in this paper, like in Vieira and Kohn (2007),
the membrane potential of the neuron at rest was defined relative to a rest potential
of -70 mV.
The synaptic input Isyn(t) was modelled using the standard synaptic current
given by
Isyn(t) = gsyn(t)(Vm(t)−Esyn). (5.2)
In this study, the rest potential was defined relative to a rest potential of -70 mV
and therefore all other relevant parameters were adjusted to this rest potential, e.g.
reversal potential of the excitatory synaptic input was set to Esyn = 70 mV. For the
conductance gsyn(t) the usual alpha-function was chosen (see appendix) with a time
constant of 0.2 ms (Vieira and Kohn, 2007) and a maximum unitary conductance
of ε = 0.4/17 µS.
5.2.2 Properties of the spinal motoneuron pool
The size-principle (Henneman et al., 1965; Burke, 1981) is one of the oldest dog-
mas in the neurophysiology of the motor system. It states that the fine control of
muscle tension depends on the orderly recruitment of motor neurons in a hetero-
geneous pool. Recruitment is related to the size of the motoneuron soma in the
sense that motoneurons with the smallest soma are recruited first. To simulate the
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response of an ensemble of motoneurons we assigned a different size S of the soma
to each α-motoneuron. The size S gives the relative membrane area (van der Hey-
den et al., 1994) and is thus related to the diameter D by
S =
D2
D2max
(0 < S < 1) (5.3)
where Dmax is the maximum diameter, i.e. the soma diameter of the largest mo-
toneuron in the pool. The maximum diameter Dmax was derived from the maximum
membrane area reported in van der Heyden et al. (1994). This resulted in Dmax =
126 µm. For each size of the soma of the motoneuron, the total conductance and
capacitance of the cell membrane were calculated using the parameter values for
the specific membrane capacitance Cm and the specific cytoplasmic resistivity Ri in
Table 1.
The population of α-motoneurons (see Figure 1) was represented by 17 neu-
rons with different soma sizes to account for the size principle. Cell diameters of
the α-motoneurons in our study were equally distributed from 88 to 104 µm. Ac-
cording to the size principle motoneurons with a large soma are recruited only for
large forces, which did not occur in the study by Mitchell et al. (2007)) and van El-
swijk et al. (2009). Therefore, in our study motoneurons with a cell diameter larger
than 104 µm were considered to be inactive. Since the firing rate of α-motoneurons
depends both on descending projection from motor cortex, as well as on projections
from afferent input from various muscle receptors (Webb and Cope, 1992; Mace-
field et al., 1993) and on plateau potentials (Binder et al., 1993; Kiehn and Eken,
1998), we added an additional current of 10 nA to the α-motoneurons. Because of
the different soma sizes, the same input gives higher firing rates for cells with a
small soma than for cells with a large soma.
Experimental data of cat hindlimb motoneurons has revealed an unexpectedly
small input resistance for large motoneurons (Kernell and Zwaagstra, 1989). This
resistance was attributed to a relatively high leak conductance (or specific rest-
ing membrane conductance) for large motoneurons. Therefore, a linear scaling of
the leak conductance was incorporated into the model by the following expression
(taken from van der Heyden et al., 1994)
GL = GL,min+S(GL,max−GL,min) (5.4)
where GL,min and GL,max represent the leak conductances for the smallest and largest
cell in the pool, respectively. The values for these conductances were determined by
assuming that the median cell size (S = 0.5) gives a conductance GL of 1.0 mS/cm2
and that GL,max = 3.3 GL,min (Kernell and Zwaagstra, 1989). This resulted in GL,min
= 0.47 mS/cm2 and GL,max = 1.5 mS/cm2.
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Figure 5.1: A schematic overview of the cortico-spinal model. The motor cortex
is represented by 17 neurons with soma diameters equally distributed in the range
from from 86 to 92 µm resulting in firing rates between 18.5 and 21.5 spikes/s by
stimulation with a constant input current of 10 nA, the GWN-filtered beta-drive
(with standard deviation of 0.05 nA) and the neuron-specific GWN noise, ηi (with
standard deviation of 0.10 nA). The spinal cord is modelled by a set of 17 neurons
with soma diameters equally distributed in the range from 88 to 104 µm, that re-
ceive a DC-current of 10 nA and the spike activity of the motor cortex (resulting
in firing rates between 15 and 21 spikes/s). Each cortical cell projects to all 17 α-
motoneurons by the same coupling strength ε = εSM/17. εSM represents the total
coupling strength from motor cortex to an α-motorneuron in the spinal cord and
is set to 0.4 µS. Spikes from cells in motor cortex arrive at the α-motoneurons in
the spinal cord after a delay τA = 8 ms. All spikes generated by the α-motoneurons
are summed and after convolution with the MUAP make up the EMG signal. A
delay τB of 14 ms is introduced between spinal cord and the first dorsal interosseus
(muscle). In addition to conduction delays of 8 ms from motor cortex to spinal cord
and of 14 ms from spinal cord to first dorsal interosseus, the dynamics of synapses
and neuronal dynamics adds another 1 ms such that the total time between TMS
pulse to motor cortex and EMG onset is 23 ms. A TMS pulse is simulated by the
activation of a special α-synapse on all neurons in motor cortex with a maximum
conductance of 5 mS, τsyn = 0.2 ms and Esyn = 70 mV. TMS pulses are given at
random times with at least 300 ms between two successive TMS pulses.
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5.2.3 Properties of neurons in primary motor cortex
Cells in motor cortex fire at a relatively low firing rate of about 20 Hz (Baker
et al., 2001). This relatively low firing rate is presumably caused by intracortical
inhibitory circuits (Ferbert et al., 1992; Kujirai et al., 1993; Werhahn et al., 1999).
Since we are interested in cortico-spinal interactions, we did not develop a detailed
biologically plausible model for the neurons in motor cortex. For our purpose, it is
sufficient to have a model that replicates the firing properties of a cortical neuron,
irrespective of the detailed underlying mechanisms. Therefore, the model for the
neurons in motor cortex was the same as that for the α-motoneuron, where the low
firing rate is caused by a long AHP instead of inhibitory mechanisms.
The population of cells in motor cortex was represented by 17 neurons with
cell diameters equally distributed from 86 to 92 µm, resulting in slightly different
firing rates (range from 18.3 to 21.5 spikes/s) when current clamped at 10 nA. This
is well in agreement with experimental observations (Baker et al., 2001; Davies
et al., 2006; Witham and Baker, 2007). Leak conductances for all 17 cells were
scaled according to Equation 5.4. Each of the cortical cells was connected to all 17
α-motoneurons in the spinal cord by the same coupling strength ε = εSM/17, where
εSM represents the total coupling strength from motor cortex to a motoneuron in the
spinal cord. εSM was set to 0.4 µS.
Each neuron in motor cortex receives a common input, which consists of a DC
current injection of 10 nA to produce a mean firing rate of the cells in motor cortex,
and a signal responsible for the beta rhythm. The level of DC current injection was
adjusted such that approximately 35% of the population of α-motoneurons was
active, corresponding to a mean force output of about 15% maximum voluntary
contraction (MVC), similar to the isometric force in the studies by Mitchell et al.
(2007) and van Elswijk et al. (2009). In order to simulate beta activity in the mo-
tor cortex, the cortical neurons are modulated by an oscillatory current which was
obtained by band-pass filtering Gaussian White Noise with a filter with a centre
frequency at 20 Hz and a Q-factor of 17.9 (defined as the ratio of the centre fre-
quency, divided by the width of the filter spectrum at 3 dB) (see Figure 5.3A). This
band-pass filtered beta-drive had a standard deviation of 0.05 nA. This coloured
Gaussian noise has roughly the same spectral properties as the MEG spectrum in
the beta range during isometric contractions in man (Conway et al., 2001; Kilner
et al., 2000). This current was applied directly to the 17 cortical cells. In this study,
we will refer to this band-pass filtered noise as the EEG beta drive. In addition to
the common input which consists of the 10 nA DC current and the EEG beta drive,
each neuron receives a neuron-specific Gaussian White Noise (GWN) with mean
zero and standard deviation of 0.10 nA, which was directly applied (i.e., by current
clamp) to the cortical cells. The Gaussian White Noise to different neurons is un-
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correlated. With the ratio between common beta-drive (standard deviation 0.05 nA)
and the neuron specific noise (standard deviation 0.10 nA) the common beta-drive
is 20% of the total variable input power to the cortical cells. The mean firing rate of
the cortical cells in response to the constant current, the beta-related input and the
neuron specific noise is about 22 spikes/s. A TMS pulse tends to activate neurons in
motor cortex directly by excitatory synaptic currents (Kaneko et al., 1996; Lazzaro
et al., 1998). Therefore, we simulated the effect of a TMS pulse on the cells in mo-
tor cortex by a simultaneous post-synaptic current (see Eq. 5.2) in all cortical cells.
The strength of the TMS pulse is represented by the maximum conductivity ε (see
Eqn. 5.23). The reversal potential for this excitatory synaptic current was set to 70
mV and the time constant to 0.2 ms (Table 1). TMS pulses were given randomly,
i.e. uncorrelated with the band-pass filtered Gaussian White Noise, representing
the common beta-drive to the neurons in motor cortex. The interval between suc-
cessive TMS pulses was large (> 300 ms) to ensure that the pre-TMS epochs did
not contain any contributions of responses related to a previous TMS pulse (see
Fig. 5.8).
5.2.4 Cortico-spinal model
Following a TMS pulse applied over primary motor cortex, an EMG response in
hand muscles occurs with an onset latency of about 23 ms (Rothwell et al., 1991).
This total delay of 23 ms consists of a delay of 8 ms from primary motor cortex
to spinal cord, an additional 14 ms for the conduction delay from spinal cord to
the muscle, and a delay of 1 ms due to the synapses and dynamics of the cortical
neurons, the α-motoneurons, and neuromuscular transmission. Based on these data,
we included a conduction delay τA of 8 ms in the projection from motor cortex to
spinal cord and a time delay τB of 14 ms in the calculation of EMG from spinal
cord activity.
5.2.5 Spinal cord and electromyographic activity
The surface EMG signal was constructed by convolution of the spike output of the
population of all α-motoneurons with the motor-unit action potential (MUAP). The
shape of the MUAP was defined by the alpha function:
α(t ′) =
t ′
τα
exp
(−t ′
τα
)
(5.5)
for t ′ ≥ 0 with τα = 1.4 ms. The MUAP is given by MUAP(t) = −α(t) for t ≥ 0
and MUAP(t) = α(−t) for t < 0.
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The amplitude of the EMG signal is defined as A(t) =
√
x2(t)+ x˜2(t) with x˜(t)
the Hilbert transform of x(t), defined by x˜(t) =
∫ ∞
−∞
x(τ)
t−τ dτ . To avoid confusion, x(t)
will be called the raw EMG signal and A(t) the EMG amplitude signal. To prevent
the effect of any initial conditions, the first 65 ms in each simulation were excluded
from analysis.
5.2.6 Neuron model and data analysis
The cortico-spinal model was built using Neuron (version 6.0, www.neuron.yale.edu).
All data-analyses were done using Matlab (Release 2008a, The Mathworks, Natick,
USA).
In order to calculate the cortico-spinal coherence between the beta drive and
EMG, these signals were divided in epochs of 819.1 ms. A multi-taper method was
applied to reduce the variance of the spectral estimates in the EEG and EMG ampli-
tude epochs (see Mitra and Pesaran, 1987). This method involves the multiplication
of the signals in corresponding time epochs with multiple orthonormal data tapers
before Fourier transformation. The windowed Fourier transform Xk( f ) of an epoch
with the k-th taper is given by
Xk( f ) =
M
∑
m=1
wm,kxm exp−2pii f m∆t (5.6)
where wm,k (k = 0, 1, ..., K-1) are K orthogonal taper functions. xm represents the
discrete time series in the time epoch with t = m∆t (1 ≤ m ≤ M ). In this study, a
set of orthonormal sine tapers wm,k (1≤m≤M, 0≤ k≤ K−1) is applied with the
k-th taper defined by
wm,k =
√
2
N+1
sin
(
(k+1)pim∆t
N+1
)
(5.7)
The number of taper functions is given by K = 2NW −1, where N is the taper
length in seconds (0.8191 s in this study) and W the frequency bandwidth parameter
in Hz. W was set to 4 Hz to achieve a spectral concentration over about 4 Hz. With
the taper length set to 819.1 ms, six taper functions were used.
The direct multitaper estimates for the auto-spectrum Sxx( f ) and cross-spectrum
Sxy( f ) are given by
Sxx( f ) =
1
K
K−1
∑
k=0
|Xk( f )|2 (5.8)
and
Sxy( f ) =
1
K
K−1
∑
k=0
Xk( f )Y ∗k ( f ) (5.9)
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where Y ∗k ( f ) represents the complex conjugate of Yk( f ). The coherence γ( f ) be-
tween signals x(t) and y(t) is defined as the absolute value of the normalised cross-
spectrum between the demeaned signals x(t) and y(t) in the frequency domain,
averaged over trials:
γ( f ) =
|〈Sxy( f )〉|√〈Sxx( f )〉〈Syy( f )〉 (5.10)
where 〈.〉 refers to the ensemble average. The coherence spectrum was computed
from 500 paired epochs.
Significance was tested by randomly reshuffling the corresponding EEG and
EMG amplitude data epochs and then calculating the average coherence spectrum.
This procedure was repeated 100 times, thus providing 100 coherence spectra of
uncorrelated data sets, which allowed us to calculate the confidence levels for un-
correlated data. Coherence values that were outside the 95% confidence level of
the distribution of uncorrelated data were considered as significant. For a more de-
tailed description of these analyses, see Schoffelen et al. (2005); Womelsdorf et al.
(2007); van Elswijk et al. (2009).
5.2.7 Spectral analysis of pre-TMS epochs
The phase of oscillations at a particular frequency within motor cortex and spinal
cord immediately before applying a TMS pulse (i.e. pre-TMS phase) was deter-
mined for all integer frequencies in the range between 10 and 70 Hz. For each
frequency, EEG epochs with a length of two cycles prior to the time of a TMS
pulse (i.e. pre-TMS epochs) were cut out of the pre-processed data, yielding 1000
epochs for each frequency. Next, a Hann window was applied to each epoch and
the Fourier decomposition was computed, resulting in 1000 vectors in the complex
plane, each with its own amplitude and phase.
To calculate the motor-evoked potential (MEP) amplitudes as a function of pre-
TMS EEG or EMG phase, EMG epochs in the time interval between 0 and 100 ms
after the onset of the TMS pulse (i.e. post-TMS EMG epochs which contain the
MEP) were clustered as a function of the corresponding pre-TMS EEG or EMG
phases for each integer frequency in the range between 10 and 70 Hz (i.e., the phase
of a particular frequency in the corresponding EEG or EMG-signal in the time
interval of 2 cycles of that frequency before the TMS pulse was applied). Therefore,
20 phase bins on the unit circle with their centres equally spaced between −pi and
pi were defined for each frequency in the range between 10 and 70 Hz. For each of
these 20 phase bins, the fifty pre-TMS EEG or EMG phases (out of the total number
of 1000 phases) closest to the bin’s centre phase were assigned to that phase bin.
Note that this procedure implies that one pre-TMS EEG or EMG phase could be
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Figure 5.2: The effect of superposition of a MEP-template (upper panel) on a sinu-
soid at different phases of the sinusoid. (A) shows the MEP-template with a peak-
peak amplitude of 2 (arbitrary units). Linear addition of this MEP to a sinusoid
gives a larger peak-peak amplitude when added to the decaying slope of the sinu-
soid (B) and a smaller peak-peak amplitude when the MEP is added to the rising
phase of the sinusoid (C).
assigned to more than one phase bin. Next, these 50 pre-TMS EEG or EMG phases
and the corresponding post-TMS EMG epochs were averaged for each bin. The
MEP amplitude as a function of phase was defined as the peak-to-peak amplitude
of the averaged post-TMS EMG epochs in each phase bin.
A proper interpretation of the phase-dependent amplitude modulation of the
MEP requires a careful analysis since the peak-peak amplitude of the MEP may
be affected by ascending or descending phases of the EMG signal. This is illus-
trated in Figure 5.2 where we have a typical MEP (panel A), linearly added to a
sinusoid (panels B and C). Depending on the phase of the sinusoid, where the MEP
is added, the peak-peak amplitude is larger (when the MEP is added on the neg-
ative slope, panel B) or smaller (when it is added on the positive slope, panel C)
than that of the MEP itself. This can be easily understood from the following. If
the signal for the MUAP is given by f (t) = MUAP(t), the peak-peak amplitude
can be easily determined by the difference of amplitudes at maximum and min-
imum of f (t), i.e. at the times when d f (t)dt =
dMUAP(t)
dt = 0. When the MUAP is
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superimposed on a sinusoid with amplitude A and frequency ω , the maximum and
minimum of the function f (t) = MUAP(t)+Asin(ωt +ϕ) are found by solving
d f (t)
dt =
dMUAP(t)
dt +Aω cos(ωt +ϕ) = 0. The times, when this derivative is zero, as
well as the difference of the values of f (t) at these times, depend on the phase in
the sinusoid and on the frequency of the sinusoid. In order to correct the phase-
dependent MEP-amplitude for this phase-dependent effect of EMG on the peak-
peak amplitude of the MEP, we used the following procedure, which was similar to
that used by van Elswijk et al. (2009). First we determined the averaged MEP by av-
eraging all MEP responses, irrespective of the pre-TMS phase in EMG. This aver-
age was used as a template. We then determined for each frequency component the
amplitude and phase of that frequency component in EMG in the time interval cor-
responding to two cycles of that frequency. We then added the template MEP to the
extrapolated frequency component of that pre-TMS EMG signal and determined
the peak-peak amplitude of the resulting MEP. This predicted peak-peak value was
subtracted from the measured peak-peak amplitude for that particular frequency
and phase in the pre-TMS EMG. If the phase of a frequency in the pre-TMS EMG
is not relevant for the MEP amplitude, the difference between measured MEP and
predicted MEP should scatter around the value zero for all phases of that frequency
component. However, if the MEP amplitude is modulated by the phase of ongoing
oscillations, this difference should be periodic. Therefore, the relation between pre-
TMS phase of EMG and the difference between measured and predicted post-TMS
MEP amplitude was quantified by a least-squares fit of a cosine function with the
phase unconstrained. Cosine-fits with unconstrained phases have amplitudes with
a positive bias. This bias was estimated by randomly reshuffling pre-TMS phases
versus post-TMS MEP amplitudes, followed by the analysis described above (i.e.
phase binning and cosine fitting). This randomisation was repeated 100 times for
each frequency and for each signal (EEG and EMG amplitude) to provide a crite-
rion for significance.
5.3 Results
Figure 5.3 shows the main characteristics of the beta drive and EMG signals with-
out applying TMS. Fig. 5.3A shows the power spectral density of the beta drive,
which was constructed by filtering Gaussian White Noise (GWN) with a band-pass
filter with a peak frequency at 20 Hz. Figure 5.3B shows the spectral properties of
the EMG (i.e., the convolution of the population activity of the cells in the spinal
cord with the MUAP). Figure 5.3C shows the coherence between beta drive and
EMG. The grey area in Figure 5.3C represents the 95% significance level, which
was obtained by calculating the coherence between the beta drive and EMG after
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Figure 5.3: Power spectrum of the common beta drive (in arbitrary units; panel A),
the power spectrum of the EMG signal (B) and coherence between beta drive and
EMG signal as a function of frequency (C) for the model without TMS pulses. The
grey area in the bottom panels represents the 95% confidence interval, obtained by
calculating the coherence between beta drive and EMG after random permutation
of corresponding segments of the beta drive and EMG signals.
random permutation of the corresponding segments of the beta drive and EMG sig-
nals. The coherence deviates significantly from chance level in the region between
15 and 25 Hz, in agreement with the experimental results in Kilner et al. (2000) and
van Elswijk et al. (2009). The significant coherence in the range between 15 and
25 Hz illustrates that the beta drive, which is small relative to the constant input
and the noise input to each cell in motor cortex, has an impact on the activity of the
motoneurons in the spinal cord.
Figure 5.3A shows the spectrum of the beta drive. Please note that this beta
drive represents only 20% of the total variable input to the cells in motor cortex as
the power of the neuron-specific input, which is uncorrelated between neuron, is 4
times larger. Moreover, there is a large constant input to the cells in motor cortex
to ensure a constant firing rate near 20 Hz. Fig. 5.3B show the spectrum of the
EMG. These spectra show that EMG has a significant power near 20 Hz, which is
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Figure 5.4: The Motor Evoked Potentials (MEPs) induced by simulated TMS pulses
to cortex. (A) shows the simulated MEPs for TMS pulses applied at the pre-TMS
phase of approximately 2.2 radians of the 20 Hz component in the beta drive. The
grey lines represent the separate MEP responses to 50 simulated TMS pulses. The
black solid line represents the average of all MEPs. (B) shows the mean peak-peak
amplitude of the simulated MEP for each of 20 pre-TMS phases (at 0, pi/10, 2pi/10,
3pi/10 . . ., 2 pi) in the 20 Hz component of the beta drive. Bars represent standard
deviation in the amplitude values. (C) shows the amplitude of the cosine fit to the
data in (B) as a function of frequency. The grey area represents the 95% confidence
level obtained by assigning a new randomly chosen pre-TMS phase in the interval
[0,2pi] to each MEP averaged over the nearest 50 phases.
caused by the beta-modulated drive from motor cortex and these frequencies in the
beta drive are coherent with the beta drive in motor cortex (Fig. 5.3C). This will be
explained later in more detail.
Figure 5.4 shows the Motor Evoked Potentials (MEPs) induced by simulated
TMS pulses in cortex. Figure 5.4A shows a number of 50 simulated MEPs (grey
lines) generated when the TMS pulse was given at a phase of approximately 2.2
radians in the 20 Hz cycle of the pre-TMS EEG. In agreement with previous reports
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Figure 5.5: (A) shows the mean peak-peak amplitude of the difference of the sim-
ulated and predicted MEP for each of 20 pre-TMS phases (at 0, pi/10, 2 pi/10, 3
pi/10, . . ., 2pi ) in the 20 Hz component of the EMG. Bars represent standard de-
viation in the amplitude values. The solid line shows the cosine fit to the data. (B)
shows the amplitude of the cosine fit to the data in A as a function of frequency.
The grey area represents the 95% confidence level obtained by assigning a new
randomly chosen pre-TMS phase in the interval [0,2pi] to each MEP averaged over
the nearest 50 phases.
(Amassian et al., 1989; Kiers et al., 1993; van der Kamp et al., 1996; Ellaway
et al., 1998) there is a large variability in MEP amplitudes. The black solid line
represents the average of all MEPs. Figure 5.4B shows the mean MEP amplitudes
elicited by TMS pulses as a function of the phase in the 20 Hz component of the
EEG, when the TMS was applied. The solid line is a cosine fit to the data. Similar
analyses were done for all frequencies. The amplitude of the cosine fit for each
frequency is shown in Figure 5.4C. The phase-dependent modulation was small
but appeared to be significantly different from chance level (grey area, indicating
the 95% confidence range) for most frequencies.
Figure 5.5A shows the peak-peak amplitude of the difference between the sim-
ulated and predicted MEP amplitude for various phases of the pre-TMS 20 Hz
component in EMG. A cosine fit to the data revealed a significant cosine modu-
lation with the phase of the 20 Hz component in the pre-TMS EMG. Figure 5.5B
shows the phase-dependent modulation of the MEP-amplitude for all frequencies.
The MEP amplitude was significantly dependent on phase in the frequency range
between 15 and 40 Hz, in agreement with experimental data (van Elswijk et al.,
2009).
In order to obtain a better understanding of the dependency of the MEP ampli-
tude on the phase in pre-TMS EEG and EMG, we have analysed the firing charac-
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Figure 5.6: (A) shows the number of action potentials in the population neurons in
motor cortex in response to a TMS pulse in various phases of the pre-TMS 20 Hz
cycle in the beta drive. Each dot represents the response to a single TMS pulse. (B)
shows the number of action potentials in the population of α-motoneurons in the
spinal cord in response to a TMS pulse in various phases of the pre-TMS 20 Hz
cycle in the beta drive. (C) shows the mean number of spikes (dots) and standard
deviation (bars) as a function of phase of the pre-TMS 20 Hz cycle in the beta drive.
The solid line shows the result of a cosine fit to the data. (D) shows the amplitude
of the cosine fit (as in C) as a function of frequency in pre-TMS beta drive.
teristics of the neurons in motor cortex and spinal cord after a TMS pulse, imple-
mented by a synaptic current with maximum conductance 5 mS to the neurons in
motor cortex. The TMS pulses elicited action potentials in almost all (range 15-17)
cortical cells, irrespective of the phase of the pre-TMS beta drive. This is illustrated
in Figure 5.6A, which shows the number of action potentials in the population of
17 neurons of motor cortex in the interval of 1 ms after a TMS pulse as a function
of the phase in the 20 Hz component of the pre-TMS beta drive. Figure 5.6A shows
the responses to 976 TMS pulses. Most TMS pulses activate all 17 neurons in mo-
tor cortex. In about 15% of the responses, only 16 or 15 spikes were generated by
the TMS pulse. There was no significant correlation between the number of action
potentials after the TMS pulse and the phase of the pre-TMS beta drive. In order to
108 CHAPTER 5
investigate whether these results might have been due to the strength of the TMS
pulse we have repeated the simulations for a smaller current pulse (2 mS instead of
5 mS). For this current pulse the average number of spikes in response to this TMS
pulse was 13 spikes, with a small but significant phase-dependent modulation of
(on average) 0.5 spikes. These simulations show that the number of spikes in motor
cortex in response to a TMS pulse was only slightly modulated by the phase of the
beta drive (results not shown).
Figure 5.6B shows the number of action potentials in the population of mo-
toneurons in the spinal cord in the interval between 8.5 and 9.5 ms after a TMS
pulse (5 mS current pulse) as a function of the pre-TMS phase of the 20 Hz com-
ponent of the beta drive. Whereas almost all cells in motor cortex do respond to the
TMS pulse (Fig. 5.6A), only half of the α-motoneurons in the spinal cord respond
to a TMS pulse (Fig. 5.6B). On average each TMS pulse elicits about 8 spikes in the
17 α-motoneurons. There is a small modulation in the number of action potentials
as a function of phase, which becomes more evident if we plot the average number
of action potentials in the pool of α-motoneurons as a function of pre-TMS phase
of the 20 Hz component in the beta drive (Figure 5.6C). A cosine fit gave a signif-
icant modulation of the number of action potentials in the pool of α-motoneurons
as a function of pre-TMS beta drive. This result illustrates that the phase of the
TMS pulse in the beta drive does have a significant effect on the spike output of
the pool of α-motoneurons. Figure 5.6D shows the amplitude of the cosine fit as a
function of frequency in the pre-TMS beta drive. A statistical analysis of the cosine
fit revealed a small but significant (p < 0.05) modulation for all frequencies.
Figure 5.7 shows the same results for the responses of motoneurons in the spinal
cord to TMS pulses, but now as a function of phase and frequency in the pre-TMS
EMG, instead of pre-TMS beta drive. Figure 5.7A shows the distribution of the
number of action potentials in the population of α-motoneurons in response to 976
TMS pulses in various phases of the 20 Hz cycle in EMG preceding the TMS pulse.
These results show a clear modulation in the number of action potentials in the pool
of α-motoneurons. This becomes more evident when we plot the average number of
action potentials as a function of phase in the 20 Hz component of pre-TMS EMG
(Figure 5.7B). The amplitude of a cosine fit to the average number of spikes as a
function of phase (Figure 5.7B) is 1.34 spikes, which appeared to be significantly
different from zero. Similar results were obtained for all frequencies in the range
between 15 and 40 Hz (see Figure 5.7C). The main result from Figures 5.6 and 5.7
is that a TMS pulse elicits hardly any changes in the number of action potentials in
the cells in motor cortex as a function of phase of the pre-TMS beta drive. How-
ever, the same TMS pulse induces a significant modulation of the number of action
potentials in the pool of α-motoneurons as a function of phase of pre-TMS-beta
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Figure 5.7: The number of action potentials in the population of α-motoneurons in
response to a TMS pulse for various phases of the pre-TMS 20 Hz cycle in EMG.
Each dot in (A) represents the number of spikes in the pool of 17 α-motoneurons
for a TMS pulse applied at that particular phase of pre-TMS EMG. (B) shows the
average number of spikes in the population of α-motoneurons as a function of pre-
TMS phase of the 20 Hz component in EMG in 20 equally large phase bins. Bars
represent the standard deviation. The solid line shows the result of a cosine fit to
the data. (C) shows the amplitude of the cosine fit (shown in B) as a function of
frequency in pre-TMS EMG.
drive. This modulation is even larger, if we plot the number of spikes elicited by a
TMS pulse as a function of phase of pre-TMS EMG.
The results in Figures 5.6 and 5.7 and the results of Figures 5.4 and 5.5, which
show that the phase-dependency of the MEP-amplitude is different for EEG and
EMG, could be attributed to various components of the cortico-spinal model. The
result that the MEP amplitude hardly depends on the phase of the beta drive, but
does depend on EMG phase, might be explained by the fact that a TMS pulse to
the cells in motor cortex activates almost all neurons in motor cortex. The coupling
from motor cortex to spinal cord is much weaker, resulting in much less spikes in-
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Figure 5.8: (A) and (B) show averaged responses of the population of cells in motor
cortex (A) and spinal cord (B) to TMS pulses. Each TMS pulse triggers a sequence
of volleys in the population of cells in motor cortex, which is reflected in a series
of bursts in the pool of α-motoneurons. (C) shows the average activity in the α-
motoneurons after a single volley of 15 spikes to each cell. All data show averages
of 8 responses.
duced in the pool of α-motoneurons. Another explanation might be that the TMS
pulse to the cells in motor cortex was given before the effect of the previous TMS
pulse had vanished. As mentioned before a TMS pulse activates almost all neurons
in motor cortex and thereby synchronises the motor neurons in motor cortex. Since
all cortical cells have similar firing rates, synchronisation of neuronal firing in mo-
tor cortex by a TMS pulse could elicit a series of synchronised volleys of spikes
in motor cortex. This is shown in Fig. 5.8A, which shows the average response
(i.e. averaged response to 8 TMS pulses) of the population of motocortical cells.
These synchronised volleys in motor cortex drive the α-motoneurons, leading to
a decaying series of volleys in α-motoneurons. This is illustrated in Figure 5.8B,
which shows the average response of the population of α-motoneurons to TMS
pulses. In order to distinguish between the direct effect of the TMS pulse on the
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Figure 5.9: Upper row shows the cross correlation between the ongoing spike ac-
tivity (without the TMS effect) of two spinal cord subpopulations (even and odd
numbered subpopulations) for different coupling strengths εSM. The bottom row
shows the corresponding corrected amplitude of the cosine fit as a function of fre-
quency in pre-TMS EMG for different coupling strengths εSM .
activity of α-motoneurons and the indirect effect of synchronisation of MC cells
on α-motoneurons, we have simulated a single volley of 15 spikes from MC to all
α-motoneurons at random phases of the EMG beta-cycle. The average response
to such a single volley is illustrated in Figure 5.8C. This single input volley of 15
spikes generates one volley of activity in spinal cord, which desynchronises rapidly
due to the different firing rates of the α-motoneurons (8-21 spikes per second)
in agreement with previous experimental studies (Mills and Schubert, 1995; Kleine
et al., 2000). Notice that the synchronised volleys in the population of cells in motor
cortex decay gradually until they have disappeared after about 250 ms. This implies
that the interval between the TMS pulses in the study by Mitchell et al. (2007) (>5
s), in the study by van Elswijk et al. (2009) (>3.5 s) and in our simulations (>300
ms) should be longer than this interval of 250 ms. Therefore, the modulation of the
MEP as a function of phase of pre-TMS EMG cannot be explained by long lasting
synchronisation of EMG by TMS-induced volleys in motor cortex.
Increasing the coupling strength between motor cortex and spinal cord not only
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increases the synchronisation of activity within the spinal cord, but also increases
the strength of the ’TMS’-induced spike-volley input to the α-motoneurons in
spinal cord. In order to separate these effects, we changed the model slightly. In
stead of applying a TMS pulse to the motor cortex and inducing synchronised
volleys for a short period, we simulated the effect of a TMS pulse on the α-
motoneurons in the spinal cord by a spike to all α-motoneurons on a synapse with
a constant maximum conductance strength (εT MS = 0.4 µS). Before simulating the
effect of a TMS pulse on the α-motoneurons in the spinal cord, we determined the
synchronisation of the ongoing activity within the spinal cord. In order to quantify
this synchronisation, we divided the activity in the population of α-motoneurons in
two subpopulations (a subpopulation of the odd numbered α-motoneurons (SpC1)
and a subpopulation of the even numbered α-motoneurons (SpC2)) and determined
the normalised cross correlation between the activity of the two subpopulation ac-
tivities (without TMS effects) for three different coupling strengths between motor
cortex and spinal cord (εSM) (upper row of Fig. 5.9). A stronger coupling between
motor cortex and spinal cord caused a higher cross correlation between the two sub-
populations in spinal cord. Knowing this, we investigated the effect of a TMS pulse
(implemented by a spike to all α-motoneurons, see above) as a function of this
increased synchronisation and observed that the modulation depth of the phase-
dependent TMS response in the EMG (MEP-amplitude) increased for increasing
coupling strengths as is shown in the bottom row of Fig. 5.9 as a function of the
frequency in pre-TMS EMG. From these results we conclude that an increase in
periodic synchronised firing of the α-motoneurons activity causes a possibly larger
possible flexibility (Acos) in neuronal communication.
5.4 Discussion
The main result of this study is that the amplitude of the MEP depends on the
phase of the pre-TMS EMG in the frequency range between 15 and 35 Hz with a
peak around 20 Hz (Figure 5.5), in agreement with previous experimental observa-
tions (Mitchell et al., 2007; van Elswijk et al., 2009). The amplitude of the MEP in
our simulations is also modulated by the phase of the pre-TMS beta-rhythm (Fig-
ure 5.4B), but much less than by the pre-TMS EMG. Presumably, the modulation
of MEP-amplitude as a function of pre-TMS phase EEG is too small to become
significant in the experimental studies (Mitchell et al., 2007; van Elswijk et al.,
2009). The present study shows that the phase of rhythmic activity in the receiving
population determines the effectiveness of information transfer.
The ’CTC’-hypothesis postulates that the effectiveness of information transfer
between two neuronal populations is determined by the phase difference between
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the peaks in excitability of those populations. The idea is that the sending pop-
ulation generates a spike volley at the time when its excitability is maximal and
that this ’information package’ arrives after some time τ at the receiving popula-
tion. If the excitability of the receiving population is high at the arrival time of the
’information package’, then the receiving population is supposed to respond with
a high population activity, whereas the response to the ’information package’ is
small when it arrives at the trough of the excitability of the receiving population.
The effect of neuronal volleys with a constant amplitude (i.e. a constant number of
spikes) to spinal motoneurons, was shown in the bottom row of Fig. 5.9: the MEP
amplitude (induced by TMS) depends on the phase of the pre-TMS EMG. Apply-
ing a TMS pulse to the neurons in motor cortex in our model showed that almost
all neurons in motor cortex respond with a spike to the TMS-pulse (Fig. 5.6A).
The number of spikes in the responses of the α-motoneurons in the spinal cord to
these ’information packages’ and the MEP amplitudes depend on the phase of the
pre-TMS EMG (Fig. 5.7B and Fig.5.5B). The latter result is in agreement with the
experimental findings of van Elswijk et al. (2009), who showed that the difference
in simulated and predicted MEP amplitudes depends on the pre-TMS EMG phase
for the 15 - 35 Hz oscillations.
The number of action potentials in the pool of motocortical cells in response
to a TMS pulse is hardly modulated as a function of phase of the beta rhythm
(Fig. 5.6A). However, the number of action potentials in the population of α-
motoneurons is significantly modulated as a function of pre-TMS beta rhythm
(Fig. 5.6B, C). The modulation of the number of action potentials in the popu-
lation of α-motoneurons as a function of phase of the pre-TMS EMG is significant
in the frequency range between 15 and 35 Hz and is much larger than that rela-
tive to phase of the pre-TMS beta rhythm (Figs. 5.6 and 5.7). The experimental
result obtained in the study by van Elswijk et al. (2009) did not show a significant
modulation as a function of the phase of pre-TMS EEG. This discrepancy might
be explained by the fact that the dependency of phase of pre-TMS beta rhythm is
rather small and by the fact that for strong TMS pulses it is also possible to pro-
duce direct activation of cortico-spinal axons (Lazzaro et al., 1998). Mitchell et al.
(2007) proposed another two possible explanations for the fact that the amplitude of
MEP responses is related to the pre-TMS phase of EMG oscillations but not to pre-
TMS EEG. Firstly, they postulate that only oscillations within the α-motoneuron
pool are relevant for the prediction of the MEP amplitude. In that case, EMG os-
cillations corresponding to modulations of α-motoneuron excitability predict the
phase dependent response of α-motoneurons to the descending corticospinal vol-
leys. Additionally, Mitchell et al. (2007) postulated a second mechanism related to
the coherence between EMG and EEG rhythms. In their view, EMG oscillations
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might act as a surrogate measure of the oscillatory network state in motor cortex.
Since EMG oscillations would relate only to that part of the motor cortex network
that projects to the target muscle, and since EEG reflects the average activation over
a wide and (possibly) functionally heterogeneous area of motor cortex, EMG could
be more effective in predicting the MEP amplitude than EEG. Our results provide
support to the first explanation proposed by Mitchell et al. (2007). In our simula-
tions the TMS pulse elicits a constant number of spikes in motor cortex, i.e. the
output of the motor cortex does not depend on the pre-TMS phase of the beta drive.
Our results reveal a clear dependence of MEP amplitude with the phase of pre-TMS
EMG. Since beta drive and EMG are weakly correlated (see Fig. 5.3C), the MEP
amplitude and pre-TMS beta drive may be indirectly correlated by the coherence
between beta drive and EMG. Since the coherence between beta drive and EMG is
weak (about 0.1), the correlation between MEP amplitude and phase of pre-TMS
beta drive is much smaller than that with phase of pre-TMS EMG. Presumably the
correlation between MEP-amplitude and phase of pre-TMS EEG is too small to be
significant in experimental studies.
The phase-dependent modulation of the output of the cells in motor cortex in
response to a TMS pulse, is rather small or absent (Fig. 5.6A). All results shown
are simulation results for a TMS pulse whose strength was given by the maximum
value of the synaptic conductance of ε of 5 µS. In that condition the TMS pulses
saturate the neurons in the motor cortex: for most simulated TMS pulses, all neu-
rons in motor cortex become active. Simulations with a weaker TMS pulse (ε = 2
µS and also ε = 0.4 µS , results not shown) revealed a weak modulation as a func-
tion of the phase of the beta drive, suggesting that the motoneurons in the motor
cortex are also sensitive to the timing of (synchronised) input in the beta rhythm.
This dependence is most likely only weak since the common beta-drive makes only
20% of the total variable input.
One of the complications in understanding cortico-spinal coherence is the close
overlap of the frequencies of the beta-rhythm (from about 15 to 25 Hz) and the fir-
ing rates of neurons in motor cortex and spinal cord. The coherence between firing
rate and local field potential in motor cortex is weak (Baker et al., 2003). In our
model, the common beta-drive to the cells in motor cortex is only 20% of the vari-
able input, which explains why cells in motor cortex reveal a weak coupling to
the beta drive. Since the coherence between firing rate in motor cortex and local
field potential is weak, the majority of neurons in motor cortex is not firing in syn-
chrony. However, a TMS pulse synchronises the firing of neurons in motor cortex
and thereby induces a 20 Hz series of spike volleys to the spinal cord, not because
of the beta rhythm, but because of the mean firing rate of 20 Hz of cells in motor
cortex. This 20 Hz rhythm induces 20 Hz oscillations in EMG.
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Simulations with different peak frequencies (15 and 25 Hz) of the beta drive
showed similar results with only a slightly decreased maximum value for the am-
plitude of the cosine fit (Acos) of the MEP amplitude as a function of the pre-TMS
EMG phase (results not shown). Simulations with a different average firing rate for
the neurons in motor cortex (30 spikes/s) showed a decrease in peak value of Acos at
20 Hz (results not shown). This shows that in our corticospinal model the firing rate
of the motor cortex plays an important role in the flexibility of information transfer
between motor cortex and spinal cord.
The CTC-hypothesis postulates that the sending population, i.e., the motor cor-
tex in our corticospinal model, generates a spike volley at the time that its excitabil-
ity is maximal. In our model and in the experiments described by van Elswijk et al.
(2009), the TMS pulses are presented at random times within the excitability cycle.
At any phase almost all neurons in motor cortex respond. This allowed us to inves-
tigate the effect of the phase of the ongoing EMG on the MEP amplitude. However,
this did not allow to test to what extent the coherence between the sending and
the receiving populations determines the communication efficiency. Figure 5.8A
shows that a TMS pulse synchronises the neurons in motor cortex. This synchro-
nisation then leads to series of gradually decaying volleys with intervals of about
50 ms, related to the 20 Hz firing of neurons in motor cortex. These volleys then
activate the α-motoneurons in spinal cord causing coherent activity in spinal cord
and motor cortex for a short period (< 250 ms). Figure 5.8B shows that a con-
siderable number of α-motoneurons respond to the second and even third volley
from the motor cortex. This result suggests that if the excitability of the sending
and receiving population is coherent and optimal adjusted to each other, like in our
computer simulations after a TMS-pulse to motor cortex, the two populations can
communicate efficiently during this period of coherent activity.
The main conclusions from this study can be summarised as follows. The phase
of the ongoing rhythmic activity in spinal cord modulates the efficiency of the trans-
fer of information to the spinal cord. The modulation depth of the information trans-
fer depends on the amount of correlated activity within the pool of α-motoneurons.
5.4.1 Properties of the corticospinal model
One could argue that the results of this study may critically depend on the assump-
tions and on the choice of some parameter values in the model.
Our model had feedforward projections from cortex to spinal cord and did not
have feedback connections. In order to incorporate possible feedback projections
from spinal cord to motor cortex, we had extended the model with feedback con-
nections from all motoneurons in the spinal cord to all neurons in the motor cortex.
Since the motor cortex is driving the spinal cord and not the other way around,
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the synaptic coupling from motor cortex to spinal cord is most likely significantly
stronger than the feedback projections. We set the strength of the feedback connec-
tion to 0.25 εSM . The coherence between the beta drive and the EMG signal for the
model with feedback connections (result not shown) was similar to the coherence
of the forward model. This is in agreement with predictions by several theoretical
studies on pulse-coupled oscillators with time delay in the coupling (Ernst et al.,
1995, 1998; Zeitler et al., 2009). In particular, the study by Zeitler et al. (2009) on
synchronisation between pulse-coupled oscillators with asymmetric coupling and
time delays, shows that the two stable states for symmetric coupling merge to a
single stable state when the strength of coupling from population A to B is signif-
icantly stronger than the coupling strength from B to A. This implies that if one
coupling strength is sufficiently larger than the other, the population of neurons
with the stronger synaptic connections drives the other population. Moreover, the
time delay of the synchronised activity between two coupled oscillators converges
to a single stable state, where the precise value of the phase delay does no longer
depend on the precise value of the two coupling strengths.
An important aspect of the model concerns the common beta-drive to the neu-
rons in motor cortex. This common input in the beta range to the neurons in motor
cortex was relatively small in this study. The precise strength was chosen based on
the finding that the common input to cells in motor cortex is approximately 20%
of the total input to each cell. In monkey, neurons in motor cortex synchronise to
local oscillations in the beta band around 20 Hz Baker et al. (2003), which is close
to the mean firing rate of pyramidal tract cells (Baker et al., 2001; Davies et al.,
2006; Witham and Baker, 2007). This synchronisation is weak (typical coherence
values between spike firing and LFP less than 0.05, Baker et al. (2003)). Since the
coherence between the beta drive and EMG in this study agrees quite well with
the coherence obtained in previous experimental studies (van Elswijk et al., 2009),
we feel confident that both the amplitude of the common beta drive as well as the
frequency band of the beta drive are well chosen.
Another important aspect of the model concerns the implementation of the
TMS pulse. It is well known that TMS affects the responses of neurons in mo-
tor cortex by direct and indirect activation (Day et al., 1987; Edgley et al., 1990).
In Mitchell et al. (2007) who used both electrical stimulation (TES) and magnetic
stimulation (TMS), muscle responses elicited by TES have slightly shorter laten-
cies than TMS, suggesting that TMS is mediated more by indirect stimulation of
motor cortex neurons.
The other aspect of the TMS pulse concerns the strength of this pulse, which
was implemented by a synaptic current, modelled by a alpha-function with a max-
imum conductance of 5 µS. For this strength of TMS pulse, analysis revealed that
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the MEP amplitude was modulated by the pre-TMS beta rhythm. Simulations with
a smaller pulse of 2 µS gave very similar results as for 5 µS. Therefore, the results
of this study do not critically depend on the strength of the TMS pulse.
The strength of the projections from motor cortex to spinal cord was chosen
to meet some physiological criteria. First of all, the projections should produce a
coherence of about 0.1 between beta drive and EMG in the 15-30 Hz frequency
band for isometric contractions, in agreement with previous observations (Kilner
et al., 2000; Schoffelen et al., 2005). Second, the strength of the projections should
be such that a TMS pulse may activate a large fraction of the neurons in the mo-
tor cortex, but should not activate all α-motoneurons. A third requirement was
that the firing of motor-units during an isometric contraction is weakly correlated
(Datta et al., 1991; Bremner et al., 1991). In our simulations, the correlation be-
tween neurons in the spinal cord was typically 0.1, which is in good agreement
with experimental data by Datta et al. (1991) and Bremner et al. (1991).
5.4.2 Implications for neuronal communication
One of the major problems in understanding neuronal information processing is re-
lated to the question how groups of neurons interact with each other and how neu-
rons participate in a flexible way in various ensembles depending on the stimulus or
intention of the subject. This problem was revived by experiments on selective at-
tention. In this paradigm, neurons can respond very differently to the same physical
stimulus (Reynolds et al., 1999). Therefore, it was speculated that the different neu-
ronal responses reflect a cognitive control over the routing of information from sen-
sory to motor areas. Conceptually, the effect of cognitive top-down control implies
a modification in the communication structure between brain areas. Fries (2005)
speculated that this top-down control is mechanistically implemented by a pattern
of coherent firing among neuronal groups by phase-locking among oscillations in
the communicating neuronal groups, called the communication-through-coherence
(CTC) hypothesis. Specifically, he hypothesised that neuronal communication be-
tween two neuronal groups mechanistically depends on coherence between them
and the absence of neuronal coherence prevents communication. This requires that
activated neuronal groups have the intrinsic property to oscillate and that those os-
cillations constitute rhythmic modulations in neuronal excitability that affect both
the likelihood of spike output and the sensitivity to synaptic input. Thereby, rhyth-
mic excitability peaks constitute rhythmically reoccurring temporal windows for
communication.
One of the aims of this study was to test the CTC-hypothesis by modelling
the coherent oscillations in EEG and EMG in the beta band. The results of this
study are the first simulation results that replicate the main predictions of the CTC-
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hypothesis. However, they also point to some caveats in interpreting experimental
data in the context of the CTC-hypothesis. First of all, we show that simply adding
neuronal activity (in our case the MUAP) on top of sinusoidally modulated neu-
ronal activity gives rise to modulations of the size of this neuronal activity (MUAP).
However, this reflects just linear addition and does not imply a(non-linear) modu-
lation of information flow. Secondly, our results show that it is truly the interaction
between the rhythmic activity of two neuronal populations that is responsible for a
selective modulation of transfer of neuronal information.
The results of this in silico study provide strong support to the CTC-hypothesis
proposed by Fries (2005). This hypothesis assumes that modulations in excitabil-
ity in a population of neurons provide gating windows for input to that popula-
tion and thereby provide a modulation of effective transmission of neuronal ac-
tivity from one population to the other. Therefore, the CTC-hypothesis predicts a
phase-dependent modulation of the MEP. This is indeed what our simulations have
shown. The result of our simulations is the first computational result which supports
the CTC-hypothesis and which shows how the CTC-hypothesis is implemented in
neuronal interactions.
The basic principles, that underlie the results of this study, are equally well
applicable to other frequencies of rhythmic neuronal oscillations, such as in the
gamma rhythms in the visual cortex as reported by Womelsdorf et al. (2007), in the
alpha rhythms in visual and auditory cortex (for an overvieuw see the introduction
of Kruglikov and Schiff, 2003), and in the alpha and mu rhythm as reported recently
by Mazaheri et al. (2009). Therefore, we believe that the phenomenon explained in
this paper has a general applicability to many neuronal systems that interact by
synchronisation (see also Womelsdorf and Fries, 2007).
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Appendix
The motoneuron is modelled as the equivalent of an electric circuit, in which the
cell’s membrane (i.e. the lipid bilayer) is represented as a capacitance Cm. The
voltage-gated ion channels are represented by nonlinear electrical conductances G,
which are time and voltage-dependent. Leak channels are represented by linear leak
conductances GL. The time derivative of the potential across the membrane Vm is
proportional to the sum of the membrane currents and is given by
Cm
dVm
dt
=−GNa(Vm−ENa)−(GK, f ast−GK,slow)(Vm−EK)−GL((Vm−EL)+Iext(t)
(5.11)
with GNa , GK, f ast and GK,slow the electrical conductances for sodium, fast
potassium and slow potassium currents, respectively. ENa and EK are the rever-
sal potentials for sodium and potassium, respectively. GL is the leak conductance
and is the leak-current reversal potential. Iext is an externally applied current, which
in our case can be a synaptic input or input elicited by a TMS pulse.
The conductance of the ion channels is given by GNa = gmaxNa m
3h, GK, f ast =
gmaxK, f astn
4, GK,slow = gmaxK,slowq
2. The values for the leak conductance, maximum con-
ductances and reversal potentials are given in Table 1. The dynamics of the activa-
tion and in-activation parameters m, h, n, and q are given by first-order differential
equations of the time and voltage-dependent gate variables for activation and inac-
tivation, and are expressed as
dx
dt
=
x∞− x
τx
(5.12)
where x represents the activation or inactivation parameter. The time constant τx
and the steady-state value x∞ are given by
τx =
1
αx+βx
(5.13)
and
x∞ =
αx
αx+βx
(5.14)
respectively.
The transition rates αx and βx are voltage dependent and are given by
αm =
−0.4Vm+7
exp
(
− Vm−17.55
)
−1
(5.15)
βm =
0.4Vm−18
exp
(
Vm−45
5
)
−1
(5.16)
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αh =
0.15
exp
(
Vm−34.26
18.19
) (5.17)
βh =
4
exp
(− Vm−4010 )+1 (5.18)
αn =
−0.02Vm+0.4
exp
(− Vm−2010 )−1 (5.19)
βn =
0.16
exp
(Vm−33.79
66.56
)−0.032 (5.20)
αq =
3.5
exp
(
− Vm−554
)
−1
(5.21)
βq =
0.035
exp
(
− Vm+500.001
)
+1
(5.22)
Equations 5.15- 5.20 were taken from Vieira and Kohn (2007). Equations 5.21-
5.22 were adapted from Jones and Bawa (1997). All values for the membrane po-
tential Vm are in mV.
The synaptic conductance gsyn is defined by the alpha-function
gsyn =
ε
τ2s
t exp
(−t
τs
)
(5.23)
for t ≥ 0. In our simulations we used the value τs = 0.2 ms, (in agreement with
Finkel and Redman (1983) and Vieira and Kohn (2007)) and ε = 0.4 µS.
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Summary
In this thesis, we studied various aspects of neuronal synchronisation, like detec-
tion of synchronised activity and a possible functional role for stimulus selection
and for effective neuronal communication.
Oscillations have been observed in many brain areas (Gray et al., 1989; Edwards
et al., 2005; Schoffelen et al., 2005). Different frequency bands are thought to be
related to different functional properties of the brain (Buzsa´ki and Draguhn, 2004).
Gamma oscillations (30-80 Hz) are thought to be related to cognitive task like mem-
ory (Pesaran et al., 2002) and attention (Fries, 2008) and possibly also involved in
the transfer of information (Fries, 2005). An increase in power in the gamma band
can be related to an increase in working memory load (Pesaran et al., 2002) or an
increase in attention (Fries, 2008). This thesis presents a theoretical framework to
understand the experimental findings reported above.
In the first part of this thesis (Chapter 2) we investigated why experimentally
derived coherence estimates between multi unit (6-10 neurons) recordings are sig-
nificantly higher than that between single unit recordings. Starting with a qualita-
tive understanding of the interpretation of correlated output spike trains in terms
of correlated input to the neurons, we continued by comparing the coherence re-
sults obtained for single-unit recording with those obtained for multi-unit activi-
ties for several neuron models and additionally also for experimentally obtained
recordings. All results showed significantly higher coherence estimates for multi-
unit than for single unit activities. One of the differences between the coherence
estimates of single and multi-unit recordings was the total number of spikes used
in the calculations. In order to investigate the difference in the coherence value be-
tween multi-unit and single-unit signals we repeated the data-analysis for a reduced
number of multi-unit recordings, in such a way that the total number of spikes, used
for the coherence estimates, was similar to the number of spikes used for the coher-
ence estimates for the single-unit recordings. Although the 95% significance band
broadened, the coherence estimates of these reduced number of multi-unit record-
ings was still significantly higher than for the single unit recordings. The reason for
this is that the signal-to-noise (SNR) ratio in the multi-unit recording is much better
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compared to the SNR of the single unit recordings. This implies that the coherence
estimates for multi-unit recordings are in general higher than for single unit record-
ings because the correlations between the individual single unit activities that are
contained within the multi unit recording contribute to a larger signal-to-noise ratio.
In Chapter 3 we investigated whether synchronised activity can be an effec-
tive mechanism to modulate synaptic efficacy. Experiments in visual cortex have
shown that the firing rate of a neuron is related to the visual stimulus within the re-
ceptive field of the recorded neuron: a preferred stimulus causes a high firing rate,
a non-preferred a lower firing rate. Since the size of the receptive field increases for
neurons in higher visual areas, two stimuli can be presented simultaneously within
the receptive field of the recorded neuron. Experiments in visual cortex have shown
that the firing rate of a neuron in response to the simultaneous presentation of a pre-
ferred and non-preferred visual stimulus within the receptive field is intermediate
between that for the two stimuli alone. Experiments have also shown that if one of
the two visual stimuli within the receptive field of the recorded neuron is attended,
the firing rate is driven towards the firing rate of that stimulus alone. A rate model
(Reynolds et al., 1999) can reproduce these firing rate findings only if the strength
of the synapses of the neurons that represent the attended stimulus are increased
by a factor of 5. Fries et al. (2001b) showed that due to attention an increase in
coherence occurs, even before the firing rate increased. Our results have shown that
an increased coherence between input and output signals can be caused by an in-
crease in synchrony of the input activity. Can an increase in synchrony between
the input activities, representing the attended visual stimulus, also explain the fir-
ing rates for the different conditions as described above? In Chapter 3 we showed
that a simple feedforward model with fixed synaptic conductance values can in-
deed reproduce attention and selective attention effects using synchronisation in the
gamma-frequency range to increase the effective synaptic gain for the responses to
the attended stimulus. The performance of the model is robust to changes in the
parameter values. In this chapter we also determined the phase locking value to ob-
tain a measure to compare the phase locking between the receiving output neuron
and each of the two input populations of neurons. The communication through co-
herence hypothesis states that the phase locking between the sending and receiving
population can change over time in order to enable/disable the temporal (effective)
communication window. The model described in Chapter 3 predicts that the phase
locking between presynaptic input and output spikes increases with more synchro-
nised input activity. This implies that synchronisation of neuronal activity is a good
candidate to modulate the synaptic efficacy and to enable/disable the effectiveness
of the communication window.
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If the activity of a neuronal population is highly synchronised it can be ap-
proximated by a neuronal oscillator, e.g. a Mirollo-Strogatz (MS) oscillator. By
coupling two Mirollo-Strogatz oscillators, one can investigate the phase relation
between two such neuronal populations as a function of excitatoty or inhibitory
coupling strength and as a function of the time delay between generation of a spike
and its arrival at the other oscillator. In Chapter 4 we studied analytically the stable
states of two pulse-coupled MS oscillators with and without a time delay. Without
time delay and with equal coupling strengths, two excitatory pulse-coupled oscil-
lators will fire in-phase (Mirollo and Strogatz, 1990). With a time delay two stable
states exist in which they fire out-of-phase (Ernst et al., 1995, 1998). In the brain
symmetric coupling is an exception rather than the rule. Due to learning and plas-
ticity the coupling strengths can change continuously. In Chapter 4 we investigated
the effect of asymmetric coupling strengths between two MS-oscillators with time-
delay. For large time delays only one stable state exists in which the oscillators
are exactly in anti-phase. For large differences in excitatory coupling strengths and
with small time delays only one stable state exists in which the oscillator (A) that
receives the strongest input is driven by the other (B). This implies that information
is transmitted reliably in one direction (from B to A), and less reliably in the other
direction. For small differences in coupling strengths two stable states exist, like
for symmetric couplings (A drives B and vice versa). A change in coupling strength
(e.g. due to learning) does not change the phase of the stable state unless it merges
with an unstable state (saddle-node bifurcation) and disappears.
Symmetric inhibitory coupling of two MS-oscillators shows a stable in-phase
state (Ernst et al., 1995, 1998), independent of time delays. Under certain condi-
tions a second stable state exists in which the two oscillators fire exactly in anti-
phase. The more realistic asymmetric couplings destroy the exact in-phase and anti-
phase relationships and also reduce the region for which two stable states exists.
So, asymmetric coupling reduces the region of bistability and a pronounced asym-
metric coupling supports the reliable information transfer between neurons in one
direction only.
In Chapter 5 we explored the role of the phase of the population activity in the
communication between two neuronal populations. For this study we modelled the
corticospinal system as a feed forward network in which the neurons in the motor
cortex project to the α-motoneurons in spinal cord. Simulations showed that the
(much weaker) projections from spinal cord to motor cortex could be neglected as
predicted by our results described in Chapter 4. First we reproduced the exper-
imental findings of van Elswijk et al. (2009), who showed that the effectiveness
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of the neuronal communication between motor cortex and spinal cord is modu-
lated by the phase of the receiving population, as predicted by the Communication-
Through-Coherence hypothesis. Although much less pronounced, the MEP ampli-
tude also depends on the phase of the beta drive of the neurons in motor cortex
in our study. This result differs from that obtained in experimental studies (van
Elswijk et al., 2009), presumably because the phase-dependence is too small to
become significant in experimental studies. Our results suggest that the MEP am-
plitude and pre-TMS beta drive are correlated indirectly by the coherence between
beta drive and EMG. The basic principles, that underlie the results of this study,
do apply equally well to other frequencies of rhythmic neuronal oscillations like
alpha, mu, and gamma rhythms.
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Samenvatting
In de loop der jaren heb ik al vaak de vraag gehoord: ”Mama, weet jij waar mijn
fietssleutel ligt?”Als ik dan antwoordde: ”Die ligt op de eettafel bij jouw spullen,
die je nog moet opruimen.”, kreeg ik vaak een ontkennende reactie. Maar als ik
dan vervolgens zei: ”Helemaal rechts van de stapel, naast je broodtrommel.”, dan
kwam er meestal een teken van herkenning. Het beeld dat op het netvlies viel, ver-
anderde niet, maar wel de toestand van het brein, doordat de beschrijving cq. op-
dracht, nauwkeuriger gegeven werd. Dit voorbeeld toont aan dat niet alle informatie
die op ons netvlies valt, geheel verwerkt wordt door onze hersenen. De hersenen
selecteren de voor ons relevante informatie om die verder te verwerken en de niet-
relevante informatie wordt genegeerd. Een voorbeeld hiervan dat zeer veel indruk
op mij gemaakt heeft, vindt u op http://viscog.beckman.illinois.edu/falshmovie/15.php
(een soortgelijke film vindt u op www.dothetest.co.uk). In het basketball filmpje
ziet u twee teams. Elk team heeft een bal, die door de teamleden naar elkaar doorge-
speeld wordt. Hoe vaak wordt de bal door de spelers met de witte t-shirts aan, naar
elkaar doorgespeeld? Veel succes met tellen! Als u het filmpje nog niet bekeken
heeft, lees dan niet de volgende regels, maar gaat u verder bij de volgende alinea.
Indien u geteld heeft en het antwoord weet, kijkt u dan nog eens naar het filmpje,
ziet u nu ook een gorilla die zwaait en een dansje maakt? Welke mechanismen ten
grondslag liggen aan het selectief doorgeven van informatie zullen in dit proef-
schrift verder onderzocht worden.
Dit proefschrift beschrijft diverse aspecten van neuronale ritmische (oscilla-
toire) synchronisatie, zoals het detecteren van synchrone neuronale activiteit en
een mogelijke functionele rol in het negeren en selecteren van stimuli en in de
effectiviteit van neuronale communicatie. Voor dit onderzoek, dat theoretisch van
aard was, zijn diverse modellen gebruikt, die een beschrijving van de activiteit van
een neuron geven (Hoofdstuk 1). De modellen zijn gebruikt voor de uitgevoerde
computer-simulaties en indien mogelijk ook in wiskundige analyses.
In het brein zijn op vele plaatsen oscillaties waar genomen (Gray et al., 1989;
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Edwards et al., 2005; Schoffelen et al., 2005). De verschillende frequenties be-
horende bij deze oscillaties, zijn opgedeeld in frequentiebanden. Naburige fre-
quentiebanden in een neuronaal netwerk worden geassocieerd met verschillende
functionele toestanden van het brein (Buzsa´ki and Draguhn, 2004). Men veronder-
stelt dat gamma oscillaties (30 - 80 Hz) gerelateerd zijn aan cognitieve taken zoals
geheugen (Pesaran et al., 2002) en aandacht (Fries, 2008) en mogelijk ook een rol
spelen bij de informatieoverdracht (Fries, 2005) tussen neuronen.
In het eerste gedeelte van dit proefschrift (Hoofdstuk 2) wordt onderzocht
waarom de experimenteel gevonden waardes voor de coherentie tussen multi-unit
(6-10 neuronen) metingen significant hoger zijn dan tussen twee single-unit (1 neu-
ron) metingen. De coherentie maat geeft aan hoe constant het faseverschil tussen
twee oscillaties (van een bepaalde frequentie) is gedurende diverse herhalingen van
het experiment. Een coherentie waarde van nul, betekent dat het faseverschil geheel
willekeurig is, m.a.w. de signalen zijn niet gecorreleerd. Een coherentie waarde van
precies e´e´n geeft aan dat het faseverschil altijd hetzelfde is. De coherentie wordt
verlaagd door ruis in het (neuronale) systeem. In Hoofdstuk 2 worden eerst enkele
wiskundige afleidingen voor de coherentie beschreven als functie van het aantal
neuronen m en als functie van de mate waarin het inputsignaal van verschillende
neuronen overeenkomt. De verkregen uitdrukkingen laten zien dat de coherentie
tussen de activiteit van e´e´n neuron en zijn inputsignaal
√
m keer lager is dan de
coherentie tussen de gezamenlijke activiteit van m neuronen en hun gezamenlijk
inputsignaal. Verder volgt dat de coherentie tussen de activiteiten van twee indi-
viduele neuronen m keer lager is dan de coherentie tussen de activiteiten van twee
neuronale populaties, elk bestaande uit m neuronen. Computer simulaties voor ver-
schillende neuron modellen en experimentele resultaten bevestigen kwalitatief de
wiskundige analyses. Ee´n van de verschillen bij de bepaling van de coherentie
waardes voor single- en multi-unit recordings is het totaal aantal actie potentialen
dat gebruikt wordt voor de berekening. Om het verschil in de coherentie waardes
nader te onderzoeken, wordt de data analyse herhaald voor de multi-unit record-
ings waarbij in totaal (ongeveer) evenveel actie potentialen meegenomen worden
voor de multi-unit recordings als voor de single-unit recordings. Door het vermin-
deren van het aantal spikes in de bepaling van de coherentie wordt de 95% sig-
nificantie band breder, maar blijven de waardes nog altijd significant hoger dan
voor single-unit recordings. Dit komt omdat de signaal-ruis verhouding voor de
multi-unit recordings veel beter is vergeleken met de signaal-ruis verhouding voor
de single-unit recordings. Dit impliceert dat de coherentie voor multi-unit record-
ing in het algemeen hoger is dan voor single-unit recordings omdat de correlaties
tussen de individuele single-unit activiteiten van de multi-unit activiteit een grotere
signaal-ruis verhouding geven.
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In Hoofdstuk 3 wordt onderzocht of synchrone neuronale activiteit een mech-
anisme kan zijn om de effectieve synaptische koppelingssterkte te variee¨ren. Ex-
perimenten in de visuele cortex (zie bijvoorbeeld Reynolds et al. (1999)) tonen
aan, dat de vuurfrequentie van een neuron gerelateerd is aan de visuele stimulus
in het receptieve veld van het gemeten neuron: een voorkeursstimulus veroorzaakt
een hoge vuurfrequentie als responsie, andere stimuli een lagere vuurfrequentie.
Aangezien de grootte van het receptieve veld toeneemt voor neuronen, die zich in
hogere visuele gebieden bevinden (Desimone and Duncan, 1995), is het mogelijk
dat twee visuele stimuli zich tegelijkertijd in het visuele veld van het gemeten neu-
ron bevinden. Experimenten in de visuele cortex laten zien dat de vuurfrequentie
van een neuron ten gevolge van het gelijktijdig aanbieden van een voorkeur en een
niet-voorkeur stimulus in zijn receptieve veld, een vuurfrequentie is die tussen de
door de individuele stimuli veroorzaakte vuurfrequenties in ligt. Indien de aandacht
door de aap gericht wordt op e´e´n van deze twee in het receptieve veld aanwezige
stimuli, dan benadert de gemeten vuurfrequentie de vuurfrequentie, die gemeten
zou worden, indien enkel en alleen deze stimulus aangeboden zou worden. Een
vuurfrequentie model (Reynolds et al., 1999) kan deze vuurfrequentie resultaten
alleen reproduceren indien de synaptische koppelingssterktes van de neuronen die
de sti-mulus waarop de aandacht gericht is representeren naar het ontvangende neu-
ron, vijf keer zo sterk worden. Dit is fysiologisch zeer onrealistisch. Fries et al.
(2001b) hebben getoond dat ten gevolge van aandacht de coherentie toeneemt en
wel voordat de vuurfrequentie toeneemt. De in Hoofdstuk 3 beschreven resul-
taten laten zien dat de coherentie tussen input- en output-signaal kan toenemen
indien de mate van synchroon vuren van de inputsignalen in het gamma-gebied
(30-80 Hz) toeneemt. Kan een toename in synchroniteit tussen input activiteiten,
die de stimulus met aandacht representeren, ook de vuurfrequenties, zoals hier-
boven beschreven, verklaren?
In Hoofdstuk 3 wordt getoond dat een eenvoudig feed-forward model met con-
stante synaptische conductantie waardes inderdaad de effecten t.g.v. aandacht en
stimulusselectie kan reproduceren. Dit geschiedt door synchronisatie van activiteit
in de gamma-frequentie band, waardoor de synchrone input effectiever tot actiepo-
tentialen leidt in het neuron waarop de synchrone input binnenkomt. Daardoor
neemt de effectieve synaptische koppelingssterkte toe voor de stimulus, waarop de
aandacht gericht is. Het model is robuust voor veranderingen in parameter waardes.
In dit hoofdstuk wordt verder gekeken naar de mate, waarin de actiepotentialen
van het ontvangende neuron een fase voorkeur hebben t.o.v. de gamma-modulatie
in de activiteit van de twee populaties, die de input leveren. De communicatie-
door middel van - coherentie (CTC) hypothese zegt dat de voorkeur voor het fa-
severschil tussen de ontvangende en zendende populatie in de loop der tijd kan
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veranderen, waardoor de effectiviteit van de communicatie kan veranderen voor een
bepaald tijdsinterval. De presynaptische input spikes zijn afkomstig van verschil-
lende neuronen. Naarmate deze presynaptische neuronen meer gelijktijdig vuren,
verschij-nen de input spikes meer synchroon in de tijd. Het model dat in Hoofd-
stuk 3 beschreven is, voorspelt dat als de input spikes meer synchroon aankomen,
de fase-locking tussen de presynaptische input en de response spikes toeneemt. Dit
impliceert dat er een bepaalde fase is van het input signaal waarbij dezelfde input tot
een grotere output leidt dan voor de overige fases. Dit betekent dat synchronisatie
van neuronale activiteit een goede candidaat is om de effectieve synaptisch sterkte
te veranderen en daarmee de effectiviteit van de communicatie te veranderen .
Indien de activiteit van een populatie neuronen zeer sterk gesynchroniseerd is,
kan deze populatie benaderd worden door een fase oscillator zoals bijvoorbeeld
een Mirollo-Strogatz (MS) oscillator. De fase relatie tussen twee gekoppelde MS-
oscillators kan onderzocht worden als functie van de exciterende of inhiberende
koppelingssterkte en ook als functie van de tijdsvertraging van een puls (actiepo-
tentiaal), die optreedt tussen het zenden en de ontvangst door de andere oscillator.
In Hoofdstuk 4 worden analytisch de stabiele toestanden van twee puls-gekoppelde
MS-oscillators, met en zonder de hierboven beschreven tijdsvertraging, bestudeerd.
In het geval dat er geen tijdsvertraging optreedt en de twee exciterende oscilla-
tors even sterk aan elkaar gekoppeld zijn (symmetrische koppelingssterktes), vuren
de twee oscillatoren gelijktijdig (Mirollo and Strogatz, 1990). Realistischer is om
aan te nemen dat er een tijdsvertraging optreedt en in dat geval vuren de oscil-
latoren uitfase (Ernst et al., 1995, 1998). Symmetrische koppelingssterktes zijn
echter eerder een uitzondering dan de regel in het brein.Ten gevolge van leren en
plasticiteit ver-anderen de koppelingssterktes voortdurend. In Hoofdstuk 4 wordt
het effect van asymmetrische koppelingssterktes tussen twee MS-oscillators onder-
zocht, waarbij ook een tijdsvertraging tussen het versturen en het ontvangen van
een puls aangenomen wordt. Voor grote tijdsvertragingen treedt slechts e´e´n sta-
biele toestand op, namelijk dat de twee fase oscillatoren precies in anti-fase (d.w.z.
precies halverwege de periode van de ander) vuren. Voor de situatie, waarin de
twee exciterende koppelingssterktes zich sterk onderscheiden en er sprake is van
slechts een kleine tijdsvertraging, treedt slecht e´e´n stabiele toestand op: de oscil-
lator (A), die de sterkste input (puls) ontvangt, vuurt direct na ontvangst van de
puls afkomstig van de andere oscillator (B). Dit heeft tot gevolg dat de informatie
(puls) betrouwbaar doorgegeven wordt in e´e´n richting (van B naar A), maar min-
der betrouwbaar in de andere richting, omdat er in de tijd tussen ontvangst van de
puls en het uiteindelijk vuren, in principe nog van alles kan gebeuren. Indien het
verschil in koppelingssterkte gering is, bestaan er twee stabiele toestanden, net als
voor de situatie waarin de koppelingssterktes gelijk zijn (A drijft B, en vice versa).
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Een verandering van synaptisch koppelingssterkte (bijv. t.g.v. het leren) verandert
niets aan de relatieve fase tussen de twee oscillatoren in de stabiele toestand, tenzij
de stabiele toestand samensmelt met de instabiele toestand (er treedt een zadel-
knoop bifurcatie op) en verdwijnt. Twee inhibitoir gekoppelde MS-oscillators ver-
tonen stabiel infase vuurgedrag (Ernst et al., 1995, 1998), onafhankelijk van de
tijdsvertraging tussen het zenden en ontvangen van dezelfde puls. Voor bepaalde
situaties zijn twee stabiele toestanden mogelijk, waarbij de oscillators precies in
fase of anti-fase vuren. Deze stabiele in fase en anti-fase toestanden veranderen in
twee stabiele toestanden waarbij de neuronen uit-fase vuren, indien de twee koppel-
ingssterktes niet meer precies gelijk (d.w.z. asymmetrisch) zijn. Verder reduceren
de asymmetrische koppelingssterktes ook het domein, waarvoor twee stabiele toe-
standen bestaan. Kortom, asymmetrische koppelingssterktes reduceren het gebied
van bistabiliteit. Een duidelijke asymmetrie in koppelingssterkte bevordert het be-
trouwbaar versturen en ontvangen van informatie in e´e´n bepaalde richting.
Welke rol de fase van de populatie activiteit speelt in de communicatie tussen
twee neuronale populaties wordt in Hoofdstuk 5 onderzocht. In deze studie wordt
het corticospinale systeem beschouwd als een feedforward netwerk waarin de neu-
ronen in de motor cortex projecteren naar de α-motoneuronen in het ruggenmerg.
Simulaties toonden dat de (veel zwakkere) projecties van het ruggenmerg naar de
motor cortex verwaarloosd konden worden zoals verwacht op basis van de resul-
taten uit Hoofdstuk 4. Allereerst worden de resultaten van van Elswijk et al. (2009)
gereproduceerd. Zij toonden aan, dat de effectiviteit van de communicatie tussen
de neuronen in de motor cortex en in het ruggenmerg, gemoduleerd wordt door
de fase van de ontvangende populatie, zoals voorspeld door de CTC-hypothese.
In deze modelstudie hangt de MEP amplitude nauwelijks af van de fase van de
beta drive van de neuronen in de motor cortex. In de studie van van Elswijk et al.
(2009) wordt gerapporteerd dat de MEP-amplitude onafhankelijk is van de fase
van het EEG signaal. Deze discrepantie kan verklaard worden door het feit dat de
fase-afhankelijkheid te klein is om significant gemeten te kunnen worden in deze
experimentele studie. De resultaten zoals beschreven in Hoofdstuk 5 suggereren
dat de MEP amplitude en de pre-TMS beta drive indirect gecorreleerd zijn door
de coherentie tussen beta drive en EMG. De basis principes voor de resultaten van
deze studie kunnen ook van toepassing zijn voor andere frequenties van ritmische
neuronale oscillaties zoals alpha, mu en gamma ritmes.
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