Abstract: In this paper we consider a parabolic variational inequality with two free boundaries arising from American continuous-installment call options pricing. We prove the existence and uniqueness of the solution to the problem. Moreover, we obtain the monotonicity and smoothness of two free boundaries and show its numerical result by the binomial method.
Introduction
In this paper we consider a parabolic variational inequality arising from the model of American continuous-installment call options pricing. More precisely, we will find C(S, t)
C(S, T ) = (S − K)
+ , S ∈ [ 0, +∞).
where σ, L * and K, r are positive constants, q are non-negative constant.
In the appendix we present the financial and stochastic background of this problem. It is the well-known model of the American call option if L Since (1.1) is a degenerate backward problem, we transform it into a familiar forward non-degenerate parabolic variational inequality problem, so letting In the next section, we will prove the existence and uniqueness of W Moreover, we will show the start points of two free boundaries. In Section 4, we focus on the stationary problem and use it to prove the the free boundaries are bounded. In the last section, we provide numerical results by applying the binomial method. 
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Proof: As usual we define a penalty function β ε (t) (see figure 1), which satisfies
, we need to smooth (e
Following the idea in [4] , construct an approximation of the problem (2.1) If we can prove that as n is large enough
then by the method in [4] , it is not difficult to deduce that, as ε → 0
where V n is the solution of the problem (2.1).
Next, we prove (2.7). It is clear that
and the properties of π ε and (2.5) imply that if ε is small enough, there holds
Moreover, from the boundary conditions in (2.6), we see that if ε is small enough,
Applying the comparison principle we have π ε (e
, that is the left part of inequality (2.7). On the other hand, from the definition of β ε , we see that for any 0 < ε < e
and from the boundary conditions in (2.6), we deduce
Applying the comparison principle, we have V ε, n ≤ e x . Hence, we obtain (2.7) and (2.2) is the consequence of (2.7).
In the following, we prove (2.3) and (2.4). In the first, for any small
satisfies, by (2.1)
Applying the comparison principle with respect to initial value of variational inequality (see [4] page 80, problem 5), we obtain
So, the first inequality in (2.3) follows. For the second one in (2.3), differentiate (2.6) with respect to x, and denote
where
Since V ε, n (x, τ ) achieves its minimum 0 at x = −n in the domain Ω n T , so W (−n, τ ) ≥ 0, applying the maximum principle, we have
(2.10)
Firstly, we prove
, then the properties of π ε and β ε imply
provided ε is small enough and n large enough. So, U satisfies
Combining (2.6) and applying the comparison principle, we have U ≥ V ε, n , moreover,
Furthermore,
Applying the maximum principle, we have
, hence, we have (2.3). Now, we prove (2.4), which is important for theorem 3.4. Denote
Suppose (2.4) is wrong and W * achieves its negative minimum in Ω n T at (x 0 , τ 0 ). If n is large enough, from the definition of π ε and the initial and boundary values in (2.6) and (2.9), we have
Hence, we deduce that
We consider it in the following three cases respectively.
we see that at the point (x 0 , τ 0 )
and (2.10), we deduce that at the point (x 0 , τ 0 )
. Hence, from (2.6) and (2.9), we see that at the point (x 0 , τ 0 ),
and
which contradicts with (2.12), where 0 < λ 1 < λ 2 < 1 and we had utilized
So in any cases, we get a contradiction. Hence,
Taking ε → 0 + we obtain (2.4).
. At last, we prove uniqueness. Suppose V 1 and V 2 are two W
and suppose it is not empty.
where ∂ p N is the parabolic boundary of the domain N . Applying the A-B-P minimum principle (see [11]), we have V ≤ 0 in N , which contradicts with the definition of N .
Theorem 2.2: There exists a unique solution
(2.13)
14)
we rewrite the problem (2.1) as
and 1 1 A denotes the indicator function of the set A. 
It is obvious that
where C depends on R, but is independent of n. Let n → ∞, then we have, possibly a subsequence,
Moreover, the Sobelev imbedding theorem implies
, it is clear that V is reasonably defined and V is the solution of the problem (
(2.13), (2.14), (2.15) is the consequences of (2.2), (2.3), (2.4) respectively. The proof of the uniqueness is same as in Lemma 2.1.
Characterizations of the free boundaries
and CR = SR ∪ ER, where
( stop region),
From the definition of SR, ER and V ≥ (e
Applying (2.14), V is monotone increasing with respect to x and V − (e x − 1) is monotone decreasing with respect to x, so we can define the free boundaries
Proof: Suppose the conclusion is not true, then there is a τ 0 > 0, such that V (0, τ 0 ) = 0.
On the other hand applying
and is strictly decreasing with x s (0) = 0.
Proof: We divide the proof into 4 steps.
Step 1: From the definition of x s (τ ), we deduce that x s (τ ) ≤ 0, moreover, (2.14) implies
Step 2: Prove x s (τ ) is continuous in [ 0, T ] and x s (0) = 0.
In the first we prove x s (0) = 0. Otherwise, due to Lemma 3.1, there exists a domain
then we have ∂ τ V (x, 0) = −L < 0 for any x 0 < x < 0, which contradicts with (2.14).
In the same way we can prove
Otherwise there exists a domain (x 0 , 0) × (τ 1 , τ 2 ) such that
Since W = ∂ τ V ≥ 0, W achieves its non-positive minimum at x = x 0 ; applying the maximum principle we have ∂ x W (x 0 , τ ) > 0 for any τ ∈ (τ 1 , τ 2 ). On the other hand, we figure 3) ;
and is strictly increasing with x e (0) = X e (see figure 4, 5) , where
The inequality implies that ER = Ø if q = 0 and r > L. Next, we prove ER = Ø if q = 0 and r = L.
Otherwise, if we denote
such that W (x 0 , τ 0 ) = 0. On the other hand, in the case, it is easy to testify that W satisfies
and satisfies
Applying the strong maximum principle, we have
tradicts with the result of Lemma 3.1.
(2). The proof is the same as the proof of Theorem 3.2.
Theorem 3.4: (1) x s (τ ) is decreasing with respect to r; increasing with respect to q, L. (2) If x e (τ ) exists, it is increasing with respect to r; decreasing with respect to q, L.
Proof: Suppose V 1 is the solution to (1.3), where r is r 1 , V 2 is the solution to (1.3), where r is r 2 and r 1 > r 2 . By (2.15), we deduce
By the comparison principle, we have V 1 ≥ V 2 . If we denote NR 1 , NR 2 is the notransaction region of V 1 , V 2 respectively, then NR 1 ⊃ NR 2 . Hence x s (τ ) is decreasing with respect to r; moreover, if x e (τ ) exists, x e (τ ) is increasing with respect to r.
At last, combining (2.14), we can get the other conclusions by the same method.
The stationary problem and the bounds of free boundaries
Theorem 3.3 implies that Problem (1.3) possesses two different cases: (1) there exist two free boundaries as q > 0 or r < L, (2) there is only one free boundary as q = 0 and r ≥ L. We need to consider their corresponding stationary problems separately.
(1) As q > 0 or r < L, the stationary problem is
where L was defined in (1.4). 
where α 1 , α 2 are the positive and negative roots to the equation
respectively, x 1 , x 2 are defined as
where z is the unique root to the equation f (z) = 0 in (1, +∞), where
Proof: In the first, we solve the free boundary problem (4.6), 
Finally, we prove that W is the unique solution to the variational inequality (4.1). It is clear that W possesses the form
where C 1 , C 2 are unknown constants and α 1 , α 2 are defined as above. It is easy to check that α 1 = 1 if q = 0 and α 1 > 1 if q > 0. From (4.6) and (4.8), we know that
By (4.9) and (4.10), we obtain
Substitute them into (4.8) and extend W by (4.7), then (4.2) follows. Moreover, we have .2) and (4.11), then we deduce 
Denote z = e x 2 −x 1 and f (z) as (4.5), differentiate f (z) with respect to z, there holds
Moreover, if we notice that α 2 < 0 and
Hence, the equation f (z) = 0 possesses a unique solution z ∈ (1, +∞). Applying z = e x 2 −x 1 in (4.13), (4.4) is a immediate consequence.
Next, we prove that W possessing the form (4.2) is the unique W Firstly, it is clear W ≥ 0 from (4.7) and (4.11), moreover W (x 1 ) = 0, then W (x) ≥ 0 and x 2 > 0.
Secondly, by (4.6) , we obtain that
Applying the maximum principle, we have W ≤ e x , moreover W (x 2 ) = e x 2 − 1, then
Thirdly, the free boundary problem (4.6) implies the first equality in (4.1). On the other hand we have is sufficient to prove that as q > 0 and r > L + q, there holds
It is clear that
Indeed, we firstly prove that as q > 0 and r > L + q
Recalling, α 1 is the larger root to the equation (4.3). If we denote
it not difficult to check h( r r−q ) > 0, which implies (4.17). On the other hand, from the definition of f (z) and f (z) = 0, we deduce that
Combining (4.17), we have
Then, we get (4.16) and W is the unique W 
(4.19)
and e x 1 =
−Lα r(1−α)
. Proof: As above, we first solve the free boundary boundary
W (x) = 1.
(4.20)
W possesses the form
where C 1 , C 2 are unknown constants and α = −2r/σ 
It is not difficult to deduce that if e
, then (4.19) follows if we extend W by W (x) = 0 for any x < x 1 .
As above, we only need prove x 1 < 0 and W ≥ (e x − 1) + . In fact, recalling α < 0 and r ≥ L, we have e x 1 < 1 and x 1 < 0. On the other hand, from (4.19), we see that for any
x > x 1 , there holds
Notice that r ≥ L, by (4.19), we know that 
Numerical methods and results
Starting from the Problem (1.3), we have
Given mesh size x, τ > 0, V n j = V (j x, n τ ) represents the value of numerical approximation at (j x, n τ ), then the P.D.E is changed into the following difference
Applying the Talyor expansion, we see that as τ → 0
Neglecting higher order of √ τ , we obtain
Consider the point (x, τ ) = (j x, n τ ), then
then we get the Figure 
e (τ ). The numerical result coincides with that of our proof.
[11] Tao K., On Aleksandrov, Bakel'man type maximum principle for second order parabolic equations, Comm. PDE's, 10(1985) 
Appendix: Formulation of the model
An American call option is a contract which gives the owner the right but not the obligation to buy an asset at a fixed price K at any time prior to some pre-determined expiry date T . Because the holder of the option possibly makes a profit, but impossibly stands a loss for the option, the holder must pay some premiums for the option.
In a conventional American call option contract (see [2] , [7] , [8] ), the holder pays the premium entirely up-front and acquires the right. In a continuous-installment American call option contract, the holder pays a smaller up-front premium and then a constant stream of installments at a certain rate per unit time. However, the holder can choose at any time to stop making installment payments by either exercising the option or stopping the option contract.
There are some papers about install options, such as [3] , [6] , [10] . Particularly, there are a free boundary model in [10] and some numerical results about the model. In the following, we deduce a parabolic variational inequality model.
We consider a standard model for perfect market, continuous trading, no-arbitrage opportunity, a constant interest rate r > 0, and an asset with constant continuous dividend yield q ≥ 0 with price S following a geometric Brownian motion
where B t is a Wiener process on a risk neutral probability space and µ > 0 is the expected return rate, σ > 0 is the constant volatility. We construct the -hedging portfolio consisting of one continuous-installment option and an amount − asset. The value of this portfolio is At any time t, if S is large enough, it is best to exercise the option, buy the asset with price S at K, and stop making installment payments. Hence, he can make a profit S − K and the value of the option C = S − K, in the case, (S, t) lies in exercise region. On the other hand, because the owner must keep paying premiums to keep the option alive, if S is small enough, the present value of the expected pay-off may be less than the present value of the remaining installments, then the holder would allow the option to lapse and stop paying installment payments. Hence, the value of the option is 0, in the case, (S, τ ) lies in stop region.
It is clear that C(S, t) ≥ (S − K)
+ in no-transaction region. Otherwise, he can choose to stop the option, or exercise the option for more wealth, hence we have
C(S, t) ≥ (S − K)
+ . (6.9)
From the above deduction, we see that the following equality holds in all the three regions: stop region, no-transaction region, exercise region Then we see that the value of the American continuous-installment call option C(S, t) satisfies (6.6), (6.8)- (6.10) , that is (1.1). Moreover, from the smooth fit conditions [9] , we know that C, ∂ S C are continuous. In the paper, we will consider the W 2,1 p, loc solution and free boundaries to the problem (1.1).
