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Abstract—In a practical massive MIMO (multiple-input
multiple-output) system, the number of antennas at a base
station (BS) is constrained by the space and cost factors, which
limits the throughput gain promised by theoretical analysis. This
paper studies the feasibility of adopting intelligent reflecting
surface (IRS) for further improving the beamforming gain and
throughput of the uplink communications in a massive MIMO
system. Specifically, we show that the favorable propagation
property for the conventional massive MIMO system without
IRS, i.e., the channels of arbitrary two users are orthogonal,
no longer holds for the IRS-assisted massive MIMO system,
because of the correlated user channels arising from the fact
that each IRS element reflects the signals from all the users to
the BS via the same channel. As a result, the maximal-ratio
combining (MRC) receive beamforming strategy leads to strong
inter-user interference and thus low user rates. To tackle this
challenge, we propose a novel zero-forcing (ZF) beamforming
strategy to efficiently null the interference, under which the
user achievable signal-to-interference-plus-noise ratios (SINRs)
are characterized in closed-form and shown to be significantly
larger than those achieved by the conventional massive MIMO
system without IRS. Despite the increased channel estimation
overhead and thus reduced data transmission time, numerical
results show that the IRS-assisted massive MIMO system can
achieve higher throughput compared to its counterpart without
IRS thanks to the substantial SINR gain.
I. INTRODUCTION
Thanks to the properties of favorable propagation, i.e.,
user channels are orthogonal, and channel hardening, i.e.,
the strength of user channels does not fade over time, the
massive MIMO (multiple-input multiple-output) technology is
envisioned to be the key component in the fifth-generation
(5G) cellular networks for improving the user throughput [1]–
[3]. Theoretically speaking, the capacity of a massive MIMO
system grows monotonically with the number of antennas at
the base station (BS) due to the increased beamforming gain
[1]–[3]. However, in practice, the number of antennas at the
BS is limited by the array dimensions allowed by the site
owner, the weight, and the wind load. As a result, it remains
an open problem in how to further reap the beamforming gain
for improving the network throughput given the fact that it
is practically difficult to deploy more than a few hundred of
antennas per BS.
In this paper, we study the feasibility of adopting the intelli-
gent reflecting surface (IRS) to improve the throughput of the
massive MIMO system. The IRS generally consists of a large
number of reflecting elements, each of which is able to dynam-
ically adjust its reflecting coefficient under the assistance of a
controller such that the desired signals and interfering signals
are added constructively and destructively at the receivers,
respectively [4]–[6]. When the BS is equipped with a small
or moderate number of antennas, the joint optimization of
the BS beamforming vectors and IRS reflecting coefficients
was studied in [7], [8], where the effectiveness of the IRS in
enhancing the system throughput was verified. However, the
design philosophy of the IRS-assisted massive MIMO system
is quite different from the above system, e.g., complicated
optimization is not allowed considering the complexity issue
in large systems. Therefore, it is necessary to reconsider the
role of IRS in massive MIMO systems despite its effectiveness
for the case when the BS has a small or moderate number of
antennas.
This paper considers the uplink communications in a mas-
sive MIMO system, where an IRS is deployed to assist the
single-antenna users to send their individual messages to the
BS equipped with a large number of antennas. First, we show
analytically that the favorable propagation property no longer
holds in the considered IRS-assisted massive MIMO system,
because the user channels are correlated arising from the fact
that each IRS reflects the signals from all the users to the BS
via the same channel. As a result, the maximal-ratio combining
(MRC) beamforming cannot cancel the inter-user interference
as in the conventional massive MIMO system, leading to sub-
optimal signal-to-interference-plus-noise ratios (SINRs). Next,
to tackle this issue, we propose a low-complexity zero-forcing
(ZF) beamforming design such that significantly higher SINRs
can be achieved compared to the conventional massive MIMO
systems, by simply setting all the IRS coefficients as one. At
last, numerical results show that despite the increased channel
training time to estimate the reflected channels, the IRS-
assisted massive MIMO system can achieve higher throughput
than its counterpart without IRS, thanks to the significant
SINR gain.
II. SYSTEM MODEL
We study a massive MIMO system in which K single-
antenna users simultaneously communicate to a BS with
M antennas in the uplink. An IRS with N  K passive
reflecting elements is deployed to enhance the communication
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Fig. 1. An IRS-assisted multiuser massive MIMO communication system.
performance, as shown in Fig. 1. Through the IRS controller,
each element on IRS is able to dynamically adjust its reflection
coefficient to re-scatter the electromagnetic waves from the
users [4]–[6]. In this paper, we focus on the case that each
IRS element can only change the phase of the incident signals
[7]–[9]. Specifically, let φn denote the reflection coefficient of
the nth IRS element, n = 1, · · · , N . The reflection coefficients
should satisfy
|φn| =
{
1, if element n is on,
0, if element n is off,
∀n. (1)
We assume quasi-static block-fading channels, in which all
channels remain approximately constant in each fading block
with length T symbols. Let hk ∈ CM×1, k = 1, · · · ,K,
denote the direct channel from the kth user to the BS, tk,n ∈ C
denote the channels from the kth user to the nth IRS element,
and rn ∈ CM×1 denote the channels from the nth IRS element
to the BS, k = 1, · · · ,K, n = 1, . . . , N . In addition, hk’s,
tk,n’s, and rn’s are all assumed to follow the independent
and identically distributed (i.i.d.) Rayleigh fading channel
model, i.e., hk ∼ CN (0, βBUk I), tk,n ∼ CN (0, βIUk ), and
rn ∼ CN (0, βBII), ∀k, n, where βBUk , βIUk , and βBI denote
the path loss of hk, tk,n, and rn, respectively. In this paper, it
is assumed that necessary CSI is perfectly known by the BS
via channel training. The duration of the channel estimation
phase is denoted by τ < T symbols. More information about
the channel estimation time to obtain the necessary CSI will
be discussed in Sections III and IV.
Under the considered model, the received signal at the BS
is expressed as
y =
K∑
k=1
hk
√
psk +
K∑
k=1
N∑
n=1
φntk,nrn
√
psk + z
=
K∑
k=1
(
hk +
N∑
n=1
φngk,n
)
√
psk + z, (2)
where sk ∼ CN (0, 1) denotes the transmit message of user
k; z ∼ CN (0, σ2I) denotes additive white Gaussian noise
(AWGN) at the BS; p denotes the identical transmit power of
the users; and
gk,n = tk,nrn, ∀n, k, (3)
denotes the effective channel from the kth user to the BS
through the nth IRS element. Note that for any n, gk,n’s are
correlated, since the same rn appears in all of gk,n’s, k =
1, . . . ,K.
The BS applies a linear beamforming vector wk to decode
sk, k = 1, . . . ,K, i.e.,
yˆk =
K∑
j=1
wHk
(
hj +
N∑
n=1
φngj,n
)
√
psj+w
H
k z. (4)
Then, the SINR for decoding sk is
γk =
p
∣∣∣wHk (hk +∑Nn=1 φngk,n)∣∣∣2
p
∑
j 6=k
∣∣∣wHk (hj +∑Nn=1 φngj,n)∣∣∣2+ σ2wHk wk . (5)
Moreover, the achievable rate of user k, k = 1, · · · ,K, is
Rk =
T − τ
T
log2(1 + γk), (6)
where T−τT denotes the fraction of time for data transmission.
III. FUNDAMENTAL LIMITATION OF THE MRC STRATEGY
In a traditional massive MIMO system without the exis-
tence of an IRS, i.e., φn = 0, ∀n, the so-called favorable
propagation property holds, i.e.,
lim
M→∞
(hk)
H
hj
M
= 0, ∀j 6= k. (7)
As a result, a simple MRC receiver, i.e.,
wk = hk, ∀k, (8)
is optimal to maximize each user’s SINR. According to [2],
for the transmit power p = EM , where E is fixed, the SINR of
user k under the MRC beamforming is
γ
(MRC,I)
k =
E
σ2
βBUk , k = 1, . . . ,K. (9)
Moreover, the MRC receiver requires the knowledge of hk’s,
which can be obtained via τ = K time slots in the channel
training stage [10]. Thus, under the MRC receiver, the achiev-
able rate of user k is
R
(MRC,I)
k =
T −K
T
log2(1 +
E
σ2
βBUk ), k = 1, . . . ,K. (10)
Motivated by the superiority of the MRC receiver in the
conventional massive MIMO system, in the following of this
section, we study its performance in our considered IRS-
assisted massive MIMO system.
Define
hˆk = hk +
N∑
n=1
φngk,n, k = 1, . . . ,K, (11)
as the effective channel between user k and BS. The MRC
beamforming vector in the IRS-assisted system is then given
by
wk = hˆk, k = 1, . . . ,K. (12)
With the above MRC receiver, the SINRs given in (5) become
γ
(MRC,II)
k =
p
∣∣∣hˆHk hˆk∣∣∣2∑
j 6=k
p
∣∣∣hˆHk hˆj∣∣∣2+σ2hˆHk hˆk , k = 1, . . . ,K. (13)
When M goes to infinity, we have
lim
M→∞
hˆ
H
k hˆk
M
= lim
M→∞
(
hk+
N∑
n=1
φngk,n
)H (
hk+
N∑
n=1
φngk,n
)
M
= lim
M→∞
hHk hk
M
+ lim
M→∞
N∑
n=1
gHk,ngk,n
M
= βBUk +Nβ
BIβIUk , (14)
and
lim
M→∞
hˆ
H
k hˆj
M
= lim
M→∞
(
hk+
N∑
n=1
φngk,n
)H (
hj+
N∑
n=1
φngj,n
)
M
= lim
M→∞
N∑
n=1
gHk,ngj,n
M
= lim
M→∞
N∑
n=1
t∗k,ntj,n
rHn rn
M
= βBI
N∑
n=1
t∗k,ntj,n 6= 0. (15)
A key observation from (15) is that in our considered IRS-
assisted massive MIMO system, the favorable propagation
property no longer holds. This is because as shown in (3), each
IRS element reflects all the users’ signals to the BS with the
same channel, leading to channel correlation among different
users.
Based on (13), (14), and (15), we have the following
theorem.
Theorem 1: Assume that the transmit power of each user is
p = EM , where E is fixed. Then, when M goes to infinity, the
SINR of user k achieved by the MRC receiver given in (12)
and any IRS reflection coefficients converges to
γ
(MRC,II)
k →
E
(
βBUk +Nβ
BIβIUk
)2
∑
j 6=k
E
∣∣∣∣βBI N∑
n=1
t∗k,ntj,n
∣∣∣∣2+σ2 (βBUk +NβBIβIUk )
, ∀k. (16)
Next, we discuss about the required CSI to achieve the above
SINR. First, it is observed from Theorem 1 that the SINRs are
independent with the IRS reflection coefficients. As a result,
the design of φn’s does not relay on any CSI, and we can
set, e.g., φn = 1,∀n, for simplicity. Next, the MRC receiver
(12) only requires the knowledge of the effective channels
hˆk’s (instead of the individual hk’s and gk,n’s), which can be
estimated by τ = K time slots. Thus, when M goes to infinity,
the rate of user k under the MRC receiver can be expressed
as
R
(MRC,II)
k =
T −K
T
log2(1 + γ
(MRC,II)
k ), k = 1, . . . ,K,
(17)
where γ(MRC,II)k is specified as in (16).
In the following, we compare the user rates achieved by the
MRC receiver in the massive MIMO systems without and with
IRS. Since both systems require the same channel estimation
duration, it is sufficient to compare their SINRs. For the IRS-
assisted massive MIMO system, although the power of the
user signal is enhanced by the IRS as shown in the numerator
of (16), the inter-user interference cannot be canceled by
the MRC receiver. Particularly, as E/σ2 goes to infinity, the
SINRs achieved by the conventional massive MIMO system
given in (9) also go to infinity, while the SINRs achieved by
the IRS-assisted system given in (16) converge to finite values
lim
(E/σ2)→∞
γ
(MRC,II)
k =
(
βBUk +Nβ
BIβIUk
)2
∑
j 6=k
∣∣∣∣βBI N∑
n=1
t∗k,ntj,n
∣∣∣∣2
, ∀k. (18)
As a result, there is a fundamental limitation of the MRC
receiver in our considered IRS-assisted system. Inspired by
this challenge, in next section we will focus on the ZF
beamforming strategy to improve the user rates.
IV. A NOVEL ZF BEAMFORMING DESIGN
In this section, we first propose a simple ZF beamforming
design that can perfectly cancel the inter-user interference.
Then, we derive the corresponding user rates.
A. ZF Beamforming Design
Under our proposed ZF beamforming design, the received
beamforming vectors are given by
wk = hk +
N∑
n=1
θk,ngk,n, k = 1, . . . ,K, (19)
where θk,n’s are designed to null the interference, i.e.,
wHk hˆj =
(
hk +
N∑
n=1
θk,ngk,n
)H
hˆj = 0, ∀k 6= j. (20)
Note that (20) can be rewritten as
Akθk = bk, k = 1, . . . ,K, (21)
where θk = [θk,1, . . . , θk,N ]
T ,
Ak =

(
hˆ1
)H
gk,1, · · · ,
(
hˆ1
)H
gk,N
...
. . .
...(
hˆk−1
)H
gk,1, · · · ,
(
hˆk−1
)H
gk,N(
hˆk+1
)H
gk,1, · · · ,
(
hˆk+1
)H
gk,N
...
. . .
...(
hˆK
)H
gk,1, · · · ,
(
hˆK
)H
gk,N

, (22)
and
bk =
−
[(
hˆ1
)H
hk, . . . ,
(
hˆk−1
)H
hk,
(
hˆk+1
)H
hk,. . . ,
(
hˆK
)H
hk
]T
.
(23)
Next, we consider the linear equations given in (21). Define
λk = rank(Ak) ≤ K−1,∀k. Since we have N > K unknown
variables in θk, (21) describes an underdetermined system.
As a result, there exist multiple solutions of θk’s to (21). In
this paper, we construct θk’s in the following way. Define the
singular value decomposition (SVD) of Ak/M as
Ak
M
= UkΣkV
H
k , k = 1, . . . ,K. (24)
In (24), Uk ∈ C(K−1)×(K−1) and V Hk = [vk,1, . . . ,vk,N ]H ∈
CN×N are unitary matrices, and Σk ∈ C(K−1)×N is expressed
as
Σk =
[
Σ
(1)
k 0λk,N−λk
0K−1−λk,λk 0K−1−λk,N−λk
]
, (25)
where
Σ
(1)
k =

δk,1 0 · · · 0
0 δk,2 · · · 0
...
...
. . .
...
0 0 · · · δk,λk
 (26)
with δk,i > 0, i = 1, . . . , λk, being the singular values of
Ak, and 0i,j denotes the all-zero matrix with dimension i×j.
Since Uk is a unitary matrix, (21) is equivalent to
ΣkV
H
k θk = U
H
k
bk
M
, k = 1, . . . ,K. (27)
For convenience, define
θˆk =
[
θˆk,1, . . . , θˆk,N
]T
= V Hk θk,
bˆk =
[
bˆk,1, . . . , bˆk,K−1
]T
= UHk
bk
M
.
In addition, we define θˆ
(1)
k =
[
θˆk,1, . . . , θˆk,λk
]T
∈ Cλk×1,
θˆ
(2)
k =
[
θˆk,λk+1, . . . , θˆk,N
]T
∈ C(N−λk)×1, and bˆ(1)k =[
bˆk,1, . . . , bˆk,λk
]T
. In this case, (27) requires
Σ
(1)
k θˆ
(1)
k = bˆ
(1)
k , k = 1, . . . ,K. (28)
We then have
θˆ
(1)
k =
(
Σ
(1)
k
)−1
bˆ
(1)
k . (29)
Further, (27) is independent with the design of θˆ
(2)
k due to the
structure of Σk shown in (25). In this paper, we design θˆ
(2)
k
as
θˆ
(2)
k =
[
1TN,1vk,(λk+1), . . . ,1
T
N,1vk,N
]H
, ∀k, (30)
where 1N,1 denotes the all-one vector with dimension N ×
1. At last, given θˆk =
[(
θˆ
(1)
k
)T
,
(
θˆ
(2)
k
)T]T
, under the ZF
beamforming design in (19), we can set
θk = V kθˆk, k = 1, . . . ,K. (31)
B. Achievable User Rate
In the following, we characterize the user achievable rate
under the proposed ZF beamforming design. First, we quantify
the user SINR.
Theorem 2: Assume that the transmit power of each user
is p = EM . Then, when M goes to infinity, by setting the
IRS reflection coefficients as φn = 1, ∀n, the SINR of user
k achieved by the ZF beamforming vectors in (19) and (31)
converges to
γZFk →
E
σ2
(
βBUk + β
BIβIUk
N∑
n=λk+1
|1TN,1vk,n|2
)
(32)
= γ
(MRC,I)
k +
E
σ2
βBIβIUk
N∑
n=λk+1
|1TN,1vk,n|2, ∀k. (33)
Proof: Please refer to Appendix A.
Theorem 2 indicates that although user channels are not
orthogonal, they are still linearly independent and thus ZF
beamforming vectors can always be found to achieve the
same spatial multiplexing gain as the conventional massive
MIMO system without IRS. Moreover, the user SINR by ZF is
guaranteed to be larger than that achieved by the conventional
massive MIMO system with MRC.
According to (29) and (3), we need the knowledge of hk’s
and gk,n’s to construct θk,n’s in the design of the ZF beam-
forming vectors. According to [11], the channel estimation
time to obtain hk’s and gk,n’s in a massive MIMO system
with M > N is
τ = 2K +N − 1. (34)
Thus, the achievable rate of user k is
RZFk =
T − (2K +N − 1)
T
log2(1 + γ
ZF
k ), ∀k, (35)
where γZFk is specified in (32).
It is observed from (35) that although user SINR is improved
as compared to the conventional massive MIMO system with-
out IRS, since more channels associated with the IRS need to
be estimated, the channel training time under our considered
system is increased from K to 2K +N − 1. In next section,
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we will provide numerical results to check whether the SINR
gain arising from the IRS can compensate the loss due to the
reduced data transmission time in a massive MIMO system.
V. NUMERICAL EXAMPLES
In this section, we provide numerical examples to com-
pare the network throughput achieved by the following three
schemes: IRS-assisted massive MIMO under the ZF beam-
forming design given in (19) and (31), IRS-assisted massive
MIMO under MRC beamforming, and massive MIMO without
IRS under MRC beamforming. We assume that the BS is
equipped with M = 512 antennas, the number of users
is K = 8, and the number of IRS elements ranges from
10 ≤ N ≤ 210. The transmit power is p = EM , where E is set
to be 23 dBm in all setups. The channel bandwidth is assumed
to be 100 MHz, and the power spectrum density of the
AWGN at the BS is −169 dBm/Hz. The fading block length is
T = 1000. In addition, the path loss of hk’s, tk,n’s, and rn’s is
modeled as βBUk = β0(d
BU
k /d0)
−α1 , βIUk = β0(d
IU
k /d0)
−α2 ,
and βBI = β0(dBI/d0)−α3 , respectively, where d0 = 1 meter
(m) denotes the reference distance, β0 = −20 dB denotes
the path loss at the reference distance, dBUk , d
IU
k , and d
BI
denote the distance between the BS and user k, the distance
between the IRS and user k, as well as the distance between
the BS and the IRS, while α1, α2, and α3 denote the path
loss factors for hk’s, tk,n’s, and rn’s, respectively. We set
α1 = 4.2, α2 = 2.1, and α3 = 2.2 in the numerical examples.
Moreover, the distance between the BS and IRS is set to be
dBI = 100 m, and all the users are assumed to be located in a
circular regime with radius 5 m, whose center is 10 m away
from the IRS and 105 m away from the BS.
Fig. 2 shows the sum-rate performance of the 8 users versus
different number of IRS elements under the three schemes.
First, it is observed that our theoretical characterization of user
rate given in (35) matches that of the Monte Carlo simulation
very well. Second, for the case of IRS-assisted massive MIMO
with ZF, it is observed that the user sum-rate first increases and
then decreases with N . This is because when N is small, the
channel estimation time is short, and increasing N can enhance
the user received SINR and thus the user rate. However, when
N is too large, the channel estimation time is the bottleneck,
and thus increasing N will decrease the user rate. Third, it is
observed that under our proposed ZF beamforming design, the
IRS-assisted massive MIMO can achieve much higher sum-
rate compared to the massive MIMO without IRS thanks to the
significant SINR gain. At last, it is observed that for the IRS-
assisted massive MIMO, if the MRC beamforming is used, its
rate performance is very poor since the interference cannot be
canceled, as discussed in Section III.
VI. CONCLUSION
This paper studied the feasibility of applying IRS to further
improve the achievable rate of the massive MIMO systems.
We first showed that in IRS-assisted massive MIMO systems,
the MRC beamforming cannot perfectly null the inter-user
interference as in the conventional massive MIMO systems
without IRS. To solve this problem, we proposed a novel
ZF beamforming strategy to efficiently null the interference.
Based on the design, we derived the user achievable SINR in
closed-form, which can be guaranteed to be significantly larger
than that of the conventional massive MIMO system without
IRS. Despite the increased channel estimation overhead and
thus reduced data transmission time, numerical results show
that the IRS-assisted massive MIMO system with ZF beam-
forming can achieve higher achievable rate compared to its
counterpart without IRS.
APPENDIX
A. Proof of Theorem 2
In (5), by setting p = EM , wk’s as (19) and (31), and φn =
1,∀ n, we have
lim
M→∞
γZFk = lim
M→∞
E
∣∣∣wHk hˆk/M ∣∣∣2
σ2wHk wk/M
= lim
M→∞
E
∣∣∣∣(hk+∑Nn=1θk,ngk,n)H(hk+ N∑
n=1
φngk,n
)/
M
∣∣∣∣2
σ2
(
hk+
∑N
n=1θk,ngk,n
)H(
hk+
∑N
n=1θk,ngk,n
)/
M
(36)
=
E
(
βBUk + β
BIβIUk limM→∞
∑N
n=1 θ
∗
k,n
)2
σ2
(
βBUk + β
BIβIUk limM→∞
∑N
n=1 |θk,n|2
) , ∀k, (37)
where (36) to (37) follows from the fact that the SINR γk is a
continues function. It can be shown from (23) that as M goes
to infinity, bk/M converges to 0, ∀k. As a result, it follows
from (21) that
lim
M→∞
Ak
M
θk = lim
M→∞
bk
M
= 0, k = 1, . . . ,K, (38)
where
lim
M→∞
Ak
M
=
βBI

t∗1,1tk,1, · · · , t∗1,N tk,N
...
. . .
...
t∗k−1,1tk,1, · · · , t∗k−1,N tk,N
t∗k+1,1tk,1, · · · , t∗k+1,N tk,N
...
. . .
...
t∗K,1tk,1, · · · , t∗K,N tk,N

6= 0, ∀k. (39)
Similar to (24)-(28), it can be shown that as M goes to infinity,
we have
lim
M→∞
Σ
(1)
k θˆ
(1)
k = lim
M→∞
bˆ
(1)
k = 0, ∀k. (40)
Moreover, since limM→∞ AkM 6= 0, λk =
rank(limM→∞ AkM ) 6= 0. As a result, limM→∞Σ(1)k is
a full rank matrix. (40) then indicates
lim
M→∞
θˆ
(1)
k = 0. (41)
Next, θˆ
(2)
k can be set as (30). Then, when M goes to infinity,
we have
lim
M→∞
θk = lim
M→∞
V kθˆk, ∀k, (42)
where V k is given in (24).
With (42), it follows that
lim
M→∞
N∑
n=1
θk,n = lim
M→∞
1TN,1θk = lim
M→∞
1TN,1V kθˆk
=
[
1TN,1vk,1, . . . ,1
T
N,1vk,λk ,1
T
N,1vk,λk+1, . . . ,1
T
N,1vk,N
]
×

0
1TN,1vk,λk+1
...
1TN,1vk,N

∗
=
N∑
n=λk+1
|1TN,1vk,n|2, (43)
and
lim
M→∞
N∑
n=1
|θk,n|2 = lim
M→∞
(
V kθˆk
)H
V kθˆk
= lim
M→∞
(
θˆk
)H
θˆk =
N∑
n=λk+1
|1TN,1vk,n|2, ∀k.
(44)
Substituting (43) and (44) into (37), we have
γZFk =
E
σ2
(
βBUk + β
BIβIUk
N∑
n=λk+1
|1TN,1vk,n|2
)
. (45)
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