We test the capability of an inverse scattering algorithm for imaging noisy seismic data. The algorithm does not require a velocity model or any other a priori information about the medium under investigation. We use three different geometries which capture different types of one-dimensional media with variable velocity. We show that the algorithm can precisely locate the interfaces and discover the correct velocity changes at those interfaces under moderate noise condition. When the signal to noise ratio is too small, the data is de-noised using a threshold filter and then imaged with excellent results.
INTRODUCTION
Inverse scattering theory is a framework for determining the characteristics of an object from measurement data of waves or particles scattered from that object. In contrast to other imaging methods, no a priori information about the object or about the medium surrounding the object is necessary to extract the location and the characteristics of the object. This makes inverse scattering theory a very unique tool, presently being the only direct method with this capability. The application of inverse scattering methods to seismic exploration has been extensively discussed in the literature (see for example [1] and [2] and the references therein).
1, 2 In 2009, Nita 3 found an inverse scattering algorithm for simultaneous imaging and inversion which was recently tested numerically with excellent results. 4 The data recorded in a seismic experiment contain several types of arrivals like primary reflections, multiple reflections, free surface multiple reflections, source and receiver ghost waves, direct wave from the source, ambient noise and others depending on the location of the receivers. 6 Out of these, only primary reflections are considered useful signal and all current imaging algorithms are designed to process only this small part of the data.
7 Any other type of signal is considered noise and consequently eliminated, totally or partially, in a pre-processing phase.
The unwanted part of the data can be further split into two categories: coherent and random noise. Coherent noise usually consists of multiple reflections of the initial wave and many algorithms exist today to attenuate or eliminate it. 8 In this paper, we test the capability of the inverse scattering algorithm using data contaminated with random noise. We use various earth models to capture the characteristics of several earth configurations (different number of layers, different velocity contrasts and velocity inversions). For consistency and comparison purposes we use the same models as did Tasy.
4 Following the standard seismic industry pre-processing steps, we assume that the source signature has been deconvolved from the data and that all coherent noise has been eliminated. Therefore, the data that we use in our imaging algorithm only consists of single (primary) reflections and random noise.
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BACKGROUND
In this section we briefly describe the theory behind the algorithm that we will be testing. We start with the equation describing the acoustic wave propagation in a 1-D constant density variable velocity medium
where P is the pressure field at depth z, k(z) = ω/c(z) is the vertical wavenumber, ω the angular frequency and c(z) the velocity of sound in the medium. This equation does not include a source term and hence it only models the propagation of an existing waveform and not how the waveform is created. Assume a reference medium represented by an acoustic wholespace with velocity c 0 , and define a perturbation operator . In this framework, the inverse problem is to solve for α which in turn will provide information about the velocity in the unknown medium, c(z). The inverse scattering series is a power series containing powers of the collected data and, for this problem (one dimensional medium with one parameter -velocity), it takes the form
Equation 2.3
where α i (z) for any i ≥ 1 contains the i − th power of the data.
After solving for the first few terms in the series, and identifying them as either imaging or inversion driving terms 5 one can select the desired pieces and group them in a subseries which only performs a targeted task: free surface or internal multiple attenuation, imaging or inversion. Such a subseries for simultaneous imaging and inversion was discovered 3 which showed that the respective series is convergent for all values of the perturbation operator and the limit is,
Equation 2.4
This is the closed form of the subseries for imaging and inversion which will be tested numerically in this paper with noisy seismic data. As mentioned before, the algorithm assumes that multiples have been removed from the data (in addition to source signature and ghosts) and therefore the data only contains primaries.
Although Equation 2.4 describes only a 1-D algorithm, this algorithm promises the recovery of an image of the actual medium from collected data and knowledge of a reference medium only, without a velocity model or any other assumption about the medium under investigation. All other seismic exploration imaging techniques are dependent on some a priori assumption about the targeted medium. 
NUMERICAL TESTS FOR THE SIMULTANEOUS IMAGING AND INVERSION ALGORITHM
In this chapter we test the Simultaneous Imaging and Inversion Algorithm using several data sets collected over three earth models. All numerical tests were performed on a Desktop PC using MAPLE. For each earth model we have to first create the geometry (layers and corresponding velocities), then simulate a seismic experiment to create the data, and finally corrupt this data with random noise. The data is then ran through the imaging algorithm (Equation 2.4) and the image is compared with the initial model. We will observe two main characteristics of the algorithm: its ability to correctly find the depths of the interfaces of the unknown media and its ability to determine the correct amplitudes in the perturbation operator.
MODEL 1: MONOTONIC INCREASING VELOCITY
The first model consists of three interfaces located in water at depths of z 1 = 100, z 2 = 130, and z 3 = 160 with the sound velocity inside of the layers having the values c 0 = 1500, c 1 = 1650, c 2 = 1725, and c 3 = 1800 (see Figure 1a) . The perturbation operator, α, for this earth model is shown in Figure 1b . The data in this case consists of three primary reflections shown in Figure 1c . The output of the algorithm is shown in blue in Figure 1d and it is easily compared with the actual model (in red) and with the first approximation α 1 in green. Not surprisingly, the high level of random noise in the data affects the image negatively. Following the common seismic processing practice, we proceed by applying a filter to the data to clean up some of this noise. There are many types of filters that can be used to attenuate or eliminate random noise. For example one can use non-causal prediction filters, 10 adaptive filters 11 or some transform methods like seislet transform, 12 discrete cosine transform 13 and curvelet transform 14 to improve the signal to noise ratio. Due to the nature of this project, we decided on a simpler threshold filter which practically mutes all signal with an amplitude less than 0.05 (see Figures 3a, 3c, 3e) . We then use the algorithm on the filtered data and obtain the images shown in Figures 3b, 3d, 3f . The obtained results show that the algorithm is stable and capable of reproducing the correct location of the interfaces even after significant noise contamination. We notice that some amplitude information is lost due to the noise and the applied filter; however this could be improved by using a more complex filtering method.
MODEL 2: NON-MONOTONIC VELOCITY
The second model consists of four interfaces located in water at depths of z 1 = 100, z 2 = 130, z 3 Figure 4a) . This model is important to examine because, unlike the first example, the velocities in the layers are no longer monotonic. The perturbation operator for this earth model is shown in Figure 4b . The data in this case consists of four primary refl ections shown in Figure 4c . Notice that the third spike in the data, corresponding to the primary reflection off the third interface, is negative. This is because, at the third interface, the velocity in the deeper layer is less then the velocity in the shallower layer. The output of the algorithm is shown in blue in Figure 4d together with the actual model (in red) and with the first approximation α 1 in green. As before we add noise to the data, with a standard deviation ranging from 0.001 to 0.01 (see Figures 5a, 5c, 5e ). As expected, the image produced by the algorithm becomes distorted and makes it very difficult to extract any useful information from it (see Figures 5b, 5d, 5f ). After applying the same threshold filter as before (see Figures 6a, 6c, 6e) , the image clears up and, although some amplitude information is lost, the interfaces of the model are clearly delineated for all three levels of noise (see Figures 6b, 6d, 6f ). In conclusion, for this second model, the combination of data filtering and inverse scattering algorithm works very well. 
MODEL 3: OSCILLATING VELOCITY
The third model consists of six interfaces located in water at depths of z 1 = 100, z 2 = 130, z 3 = 160, z 4 = 200, z 5 = 240, and z 6 = 260 with the sound velocity inside of the layers having the values c 0 = 1500 and then alternating between 1850 and 1625, respectively (see Figure 7a) . This model is important to examine because it contains several velocity inversions and large velocity contrasts. The perturbation operator for this earth model is shown in Figure 7b . The data in this case consists of six primary reflections plotted in the depth domain in Figure 7c . Notice that the pulses alternate between positive and negative amplitude, which is consistent with the alternating velocity inversions in the model. The output of the algorithm is shown in blue in Figure 7d together with the actual model (in red) and with the first approximation α 1 in green. In the next step we add noise to the data, with the same standard deviation as before (see Figures  8a, 8c, 8e) . The image produced by the algorithm deteriorates accordingly as it can be seen in Figures   8b, 8d, 8f . Filtering the noise using the same threshold filters cleans up the data as seen in Figures 9a, 9c,  9ebut it also results in some loss of amplitude information in the final image (see Figures 9b, 9d, 9f) . We notice however that the algorithm places all interfaces at their exact location. 
CONCLUSION
In this paper, we tested the capability of an inverse scattering algorithm for imaging seismic data. The algorithm we investigated simultaneously images and inverts one-dimensional, one-parameter (velocity), acoustic reflection data. The algorithm does not require a velocity model or any other a priori information about the medium under investigation, the only input being a reference velocity (the speed of sound in water in this case) and the data collected in the experiment.
In our tests, we used three earth models and data which was corrupted by random noise of different magnitudes. These choices of earth models exemplify different conditions that can be found in a one-dimensional medium with variable velocity. As the level of noise was increased, we noticed that the image produced by the algorithm was deteriorating. Following standard seismic processing techniques, we applied a simple threshold filter to mute any signal with an amplitude lower than 0.05. This filter removed all the random noise but also some of the signal used in the imaging algorithm. After running the filtered data through the imaging algorithm, we noticed that the location of the interfaces of the seismic models were still perfectly located. The amplitude was also recovered satisfactorily although the noise and the applied filters affected the final image somewhat.
These results are promising and warrant further research. Some of the planned future work includes imaging data with missing low frequencies and extending the algorithm to 1.5 and 2-dimensional media.
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