The numerical simulation of multiphase flow through a porous medium and its application to reservoir engineering  by White, I.R. et al.
The numerical simulation of 
multiphase flow through a 
porous medium and its 
application to reservoir 
engineering 
I. R. White and R. W. Lewis 
Department of Civil Engineering, University College of Swansea, Swansea, Wales, UK 
W. L. Wood 
Department of Mathematics, University of Reading, Reading, UK 
(Received March 1980; revised November 1980) 
The analysis of multiphase flow in porous media is of considerable sig- 
nificance in the field of petroleum reservoir simulation, where accurate 
predictions of fluid flow are important in assessing the performance of oil 
and gas fields. The specific case of two-phase immiscible flow is con- 
sidered by first deriving the governing nonlinear partial differential 
equations. The space discretization is then carried out making use of the 
additional versatility of the finite element method compared with origin- 
ally used finite differences. By using a pair of dependent variables P and 
R, the bandwidth of the discrete space-continuous time equations may be 
reduced to increase significantly the speed of the algorithm. A discussion 
of time-stepping methods is followed by an application of the technique 
to a five-spot, an extraction pattern used in the field. The boundary 
conditions used to simulate this flow pattern are also discussed. 
Governing equations 
The geometrical complexity of a porous medium makes 
a strict analytical treatment of the velocities of the fluids 
in the pore space impossible. To overcome this, the fic- 
titious ‘seepage velocity’ (otherwise known as the ‘bulk’ 
or ‘Darcy’ velocity) is defined by: 
-1 - 
Q =-Kgrad@+pgh) 
P 
where p is the fluid pressure, p is the density, I? is the 
permeability matrix of the medium, JJ the dynamic vis- 
cosity of the fluid and h is the head above some arbitrary 
datum. This formulation is obtained by a generalization of 
an experimental result produced by considering a tube of 
sand with finite length.’ Scheidegger” discusses different 
forms of the limiting case of Darcy’s law where the differ- 
ence in head per unit length is replaced by VH. He decides 
in favour of the form used in this paper where the perme- 
ability term remains outside the differential operator. 
Other reports”’ l9 support this formulation of the law. 
When seeking to simulate a hydrocarbon reservoir, however, 
the flow is more complex usually with two or three fluid 
phases flowing simultaneously (water, oil and gas). The 
mobility of each of the fluid phases is thus reduced by the 
presence of the others. In a multiphase flow the volume 
fraction of the pore space occupied by any one fluid is 
defined as the saturation of that phase and is denoted S, 
for the 7r phase. It is tempting to assume that the perme- 
ability K can simply be reduced in proportion to the 
saturation but experimental results show the situation to 
be more complex. A relative permeability function IL,(&) 
needs to be introduced to modify the permeability tensor 
equations (1) below. Although analytical expressions for 
these functions do existr3y4 their values in practise are 
usually obtained by experiment.20,5 Typical curves for the 
relative permeability in a two-phase flow are shown in 
Figure I where n denotes the nonwetting phase and w the 
wetting phase. 
The saturation is obtained from the capillary pressure: 
Pc=Pn-Pw 
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Figure 7 Typical relative permeability curves for oil and water 
using the curve shown in Figure 2 which is usually obtained 
from experimental results where the medium is assumed to 
be wetted by the displacing fluid. Defining the fluid poten- 
tial of the rr phase by: 
@P, = in + p,gh 
and using the continuity equation: 
I$ ‘2 = -divq, 
where I#J is the porosity of the medium and S, is the satura- 
tion of the rr phase, we have:23 
where 6, is defined by: 
7T=n,w (1) 
6, = 1 
-1 rr=n 
t1 7r=w 
andS=S,. 
Boundary conditions 
Equations (1) will be solved in a closed and bounded 
region fi with boundary r (Figure 3) which will be divided 
into three disjoint portions r‘ = f” U WI U W,. K” will 
denote the impervious part of the boundary along which 
Q,, . ir = 0 where ri is the outward facing normal. The 
regions where fluid is injected or produced are denoted WI 
and W,, respectively. On WI the sum of the fluid flow rates 
will be specified along with the capillary pressure and on 
W, the sum of potentials Q,, t a, will be held constant in 
order to fix the pressure datum level. Other boundary 
conditions will be introduced as they arise in the text. 
Initial conditions 
The initial state of the reservoir is assumed to be one of 
no flow in either of the fluids. There is assumed to be a 
small saturation of the wetting phase throughout 52 and 
this, in the case of a water/oil reservoir, is termed the 
connate water. This means that at t = 0 the capillary pres- 
sure pC can be fixed throughout !2 except on the injection 
wells where other boundary conditions will be in force. 
Solution technique 
The physical problem as represented by the equations 
(1) is highly nonlinear. The relative permeabilities km and 
k, together with the saturation gradient dS/dp, all change 
with variations in the solutions Qp, and QW, making the 
equations impossible to solve in all but the simplest cases. 
Buckley and Ieverett published an exact solution in a 
simple one-dimensional case, which was further developed 
by Bear .2 No exact two-dimensional solutions are currently 
available to the authors’ knowledge and so the only com- 
parisons that can be made are against other numerical 
methods or experiment. 
The particular numerical technique chosen to solve 
equations (1) in this study is the finite element method. 
This method is already well established and widely used in 
the solution of differential equations such as those pre- 
sented here22p24 in which second-order space differentials 
are involved. The region of flow, R, is divided into disjoint 
quadrilateral elements (possibly with curved sides) where 
the solution is assumed to be a polynomial within each 
element which satisfies an integrated (or ‘weak’) form of 
equations (1). This particular method is already established 
as an accurate and versatile method of solving the differen- 
tial equations of this problem particularly where material 
heterogeneity and irregular boundaries are involved.24 
Other techniques, notably finite differences, have been 
used by Crichlow6 and Aziz and Settari.’ 
Space discretization 
Consider the Hilbert space XM (a) consisting of all 
functions h : i2 + IR with square integrable mth derivatives 
A 
9” 
I 
Figure 2 Typical saturation-capillary pressure curve LS-pc curve) 
Figure 3 Region of solution by finite element method showing 
dissection of boundary r 
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and m,(S) is the 7-1 phase mobility given by: 
Equations (4) must now be discretized in time to give a 
set of equations that can be solved on a digital computer. 
Before doing this, it should be observed that the potentials 
of the wetting and non-wetting phases, & and J/, , can in 
some problems be nearly equal in magnitude. Further the 
capillary pressure pc is calculated from & - $, and will 
thus have fewer accurate significant digits than either J/, 
or $,,, individually. This phenomenon can give rise to ill- 
conditioning of the resulting numerical system and conse- 
quently the authors have chosen to reformulate equations 
(4) in terms of the semi-sum and semi-difference of fluid 
potentials. This enables all of the significant digits to be 
retained in the difference of potentials. This technique 
has been used by others in the same problem.‘9P 14-16 
Now writing 
p = $($?I + &) R = fr(J/, - $,) 
M=K,+K, N=K,-K, 
Q,=Q,+Q, Qd=Qn-Q, 
equations (4) become: 
O=MP+NR +Qs (5) 
4CI;) =MR +NP+Q, (6) 
where (‘) represents differentiation with respect to time. 
One of the concepts under investigation when using 
the finite element method is that of ‘capacity lumping’ 
where the off-diagonal terms of the matrix Care added 
on to the diagonal and replaced with zeros. The effect of 
this process has been examined by the authors.” Although 
it appears to work well in reducing numerical oscillations, 
the solutions thus obtained were considered to be too 
highly damped to warrant extensive use of this procedure. 
It should be noted that in the case of miscible fluids 
where pc disappears, equation (6) becomes degenerate 
unless an artificial pc term is introduced as suggested by 
Spivak et aZ.*l However, in the caseof the immiscible fluids 
under discussion here, a well defined map from pc to S is 
always in existence and can be supplied point-by-point to 
the computer in order to facilitate the use of experimental 
data. 
over 52. The scalar product and norm on this space are 
given by: 
(u, v)* = c fD”uD% dS2 
ct<m 
a 
and 
IIullm = ( C J(P~)‘d”)li2 
or<m 
n 
ih 
D% = 
ax:1 ax;z, . . ..ax.d 
and 
for oi E IN and d is the dimensionality of a. The solution 
of the weak form of equations 
i dimensional subspace, Sh, of X 
1) will be sought in a finite 
(!A), whose basis is a suit- 
ably chosen set of polynomials with small compact support. 
Multiplying equations (1) by z, E X’(fi) and using Green’s 
theorem gives: 
vq, .A dr 
WI”WP 
and we seek to approximate ap, E X’(Q) by the member of 
Sh given by: 
@ECx, t> =i ti7riCt> Ni(x) 
i=l 
(3) 
where the Ni are the finite element basis functions given in 
reference 24. The convergence of a linearized form of the 
finite element spatial discretization of this problem is 
covered by Strang and Fix*’ so that, having discretized R 
into disjoint finite elements with n’ nodes and n elements 
and defining E(i, j) to be the set of elements containing 
both nodes i and j, the approximation (3) can be used in 
equation (2) to give: 
K,$,+Q,=W~(~,,-u"w) rr=n,w (4) 
where 
K, = 
( s 
C V4 -[Km(S) VNj] dR 
e EE(i,j) ij 
‘= i.s,j)r 
’ NiNj d!GZ 
dpc ij 
e 
Q, = h,e. 4772, . . . ,~,,JT 
4ai = Niqn *ri dr 
WI” WP 
Bandwidth reduction 
Some authors have formulated the two-phase flow 
problem in a way which leaves ressure and saturation as 
the unknown variables.8* 14, “,‘r Others have used 
numerical formulations which permit the flows to be 
treated as unknowns of the problem such as McMichael 
et a1.l’ Lewis et al.” have set up the equa tions in terms 
of the sums and differences of the fluid potentials and this 
practice is followed here (although semi-sums and semi- 
differences are actually used). This gives the system of 
ordinary differential equations in time (5) and (6) the 
property that the two dependent variables can be solved 
separately. The authors are unaware of other studies which 
use this approach to take advantage of the reduction in 
bandwidth which it affords. This optimization is based on 
observing that the matrices M, N and C depend solely on 
R and can thus be precalculated from a knowledge of the 
saturation distribution. Previous studies have solved for P 
Appt. Math. Modelling, 1981. Vol. 5, June 1981 167 
Multiphase flow through a porous medium: 1. R. White et al. 
and R simultaneously which has involved the solution of 
the system of equations: 
Ax=b (7) 
where(inmostcases)x=(P,,R,,Pz,R2 ,..., P,f,R,,)T 
and A is a 2n’x 2~’ matrix. If b is the bandwidth of M, N 
and C then the bandwidth of A is 2b so the solution of 
equation (7) requires 8nb* operations. This present study 
leaves the system (5)-(6) in its separated form and makes 
two passes through the solver: the first to evaluate P 
and the second to evaluate R. These two separate passes 
through the solver require a total of 2n’b* operations, thus 
making a saving of 75% in the operations count over the 
method of equation (7). This technique, even when the 
‘housekeeping’ of the variables is included, is several times 
faster than previous methods. 
Some authors, such as Dalen,8 have observed numerical 
oscillation in their solution due to the inaccurate evaluation 
of the mobility, m,. In each element (or grid block in the 
case of finite difference solutions) a point must be chosen 
at which to evaluate m, when carrying out the integration 
involved in constructing the K, and K, matrices. In one- 
dimensional problems this difficulty can be overcome by 
shifting the sampling point for m, to the ‘upstream’ edge of 
the element (i.e. moving the point in the same direction as 
the flow). The two-dimensional analogue of this process is 
still in some doubt as it is difficult accurately to assess the 
direction of the combined flow in order to choose a suitable 
sampling point for m,. However, this whole process may be 
avoided if the space variation of the mobility can be included 
in the integrations so that m, no longer needs to be taken as 
a constant throughout an element. In this study the inte- 
gration is performed numerically using Gaussian quadrature 
as outlined by Zienkiewicz.24 By mapping each element of 
the finite element mesh on to a ‘prototype’ element consist- 
ing of the region -1 < l< + 1, ~1 < 7 < t 1 the variations 
in mobility across an element can be included in the 
numerical integration. This means that (in the present case) 
nine values of mobility are included in the integration over 
each element instead of one previously, at only marginally 
extra computing cost. 
Figure 4 Region of analysis in five-spot problem. (---I, lines of 
symmetry;(=), injection well; (*), production well 
Timestepping schemes 
The software package which has been written for the 
results of this paper contains two families of timestepping 
schemes: a two-level predictor-corrector family and a three- 
level multistep family with arbitrary weightings. The two- 
level schemes can be varied from forward to backward 
differencing in both the predictor and the corrector and 
have already been described. l6 The stability of this predic- 
tor-corrector pair has been examined23 where the criterion 
ofAe-stability7 was required of the algorithm. The three- 
level schemes applied to equation (6) take the form: 
4C” 5 aiRn+i = AtM” 5 /3iRn+i t AtN”[&P;+2 
i= 0 i=O 
t plPn+l +flop’I] + AtQd” 
where the matrices are calculated from R”= (2f12 t /3,)R”+’ 
+ (PO - fi2) R” and PG+* = N”R”+l+ Q,” 
recently available values of R .23 Thus: 
using the most 
[4CY,C” - AtP2M”] R”+* = [-4qC”t At&Mn]Rn+’ 
+ [--4c~~C? t AtfloM”] R” 
tAtN"[f12P,n+2t &Pn+’ 
+ POP”] + AtQd” 
The weighting factors used are either: 
cY* = $ 02 =-Y 
ff1= 0 fll = 1 - 2-r Scheme A 
oo=-i (30 =Y 
which has a leading truncation error term of: 
l-12y 
r3 = ___ At* 
6 
and is A,-stable for y > $ ; alternatively: 
2td 
(Y* = __ 
2d 
2 d*-1 
al=-- 01 = Scheme B 
d 2d2 
2-d 
oo= 2d 
as derived by White.23 This scheme is Ao-stable for d > 8 
and has a leading truncation error term of: 
d*t3 
7-3 = - 12d2 At* 
Both of these schemes require the knowledge of two values 
of R to commence their run. These values are usually 
obtained from the two-level predictor-corrector method 
although that method can itself be used for an entire run 
if so desired by the user. 
Application of the method to a five spot 
The ‘five spot’ reservoir flooding pattern is one which is 
actually used in the secondary recovery stage of oil field 
production. This regular arrangement of injecting and 
producing wells is shown in Figure 4 where the area for 
analysis is marked A. The broken lines in the figure indicate 
the lines of symmetry of the flooding pattern when the 
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field is of infinite extent and horizontal. The physical data 
for this problem is chosen to be similar to that of Spivak 
et al.*’ who have also produced numerical results. In their 
work all the degrees of freedom are solved for in one pass 
through the solver. In this study the MP2 system is used 
which solves the equations sequentially and full advantage 
is taken of its ability to handle meshes of arbitrary topology 
and orientation. The data for the problem is reproduced in 
the Appendix. 
The five spot was first run with the boundary conditions: 
(a) R = 0.0 and Q, = -20.0 at node 1 (injecting welt); 
(b) R = 5.0 and P = 0.0 at node 56 (producing well) 
and the mesh shown in Figure 5. 
Initially R = 5.0 at all nodes other than node 1. This set 
of boundary conditions gives a fixed saturation at the 
injection well with a specified total fluid throughput. The 
producing well boundary condition fixes the potential sum 
to establish a datum level for the problem but the fixed 
saturation level there does not allow breakthrough. 
A variety of timestep sizes was used, a typical strategy 
being: 
At = 5 t E [IO, 1201 
10 t E [120,760] 
and the results at 720 days are shown in Figure 6. When 
running the algorithm with a predetermined At (as above) 
there are timesteps which satisfy the error criterion without 
requiring the application of the corrector. From these and 
other studies it is evident that the numerical stiffness of the 
system” decreases with time at least until breakthrough. 
This means that progressively larger timesteps can be taken 
in the pre-breakthrough period and the method used to 
achieve this is to define upper and lower correcting triggers, 
NCORU and NCORL. If convergence occurs at step II 
Figure 5 Typical mesh for five-spot 
Figure 6 Results for five-spot after 720 days’ production 
.__.Productng 
well 
after m* corrections (i.e. PE(CE)” used) then: 
vAt, 
i- 
m* < NCORL 
At,+r = At,, NCORL < m* < NCORU 
At, 
NCORU < m * 
v 
where v > 1. Experience in the use of this algorithm showed 
that Y = 1/2 and NCORL = 0 was satisfactory for the period 
during which the flow pattern was established and v = 1.1, 
NCORL = 1 was the optimum thereafter. 
By considering the maximum and minimum allowable 
values of S it is possible to calculate, from the graph of pc 
against S, a range of values to which pc should be confined. 
The number and complexity of the numerical approxima- 
tions used in the present study mean that numerical errors 
are inevitable in the solution. Sometimes these errors can 
be reduced to as near zero as the user requires but only at 
the expense of computer time and storage space in the 
machine. One type of error that is evident in this particular 
simulation study is ‘surging’, where the value of pc at a 
given node will move outside the calculated range for a few 
timesteps only to fall back to a reasonable value. The 
lumping of the capacity matrix C, as described above, can 
almost cure the problem but only at the expense of the 
accuracy of the final solution where any sharp interfaces 
between the fluid phases are severely damped out. 
The surging that was evident in the one-dimensional 
problems16 can also be seen in the five-spot. The value of 
pc should be confined to the interval [0, lo] but the 
upper value is sometimes exceeded particularly in the areas 
of n which are just in advance of the front. This surge is 
present from t = 0 and starts in element 1 where the 
saturation is initialized at zero at all nodes except node 1. 
One contributory factor to the development of the surge 
is the positioning of the sampling points for the numerical 
integration. Although the nodal values are either 0 or 10 
some of the sampling points for the numerical integration 
lie in an area where the biquadratic surface: 
Pc = lo C Ni(x,Y) 
.A (1) 
if1 
exceeds 10.0 (J’-(i) is the set of node numbers in element 
i). This induces a surge at the initialization stage of the 
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algorithm before any time stepping has been carried out. 
It is not possible to change the positioning of the sampling 
points without reducing the accuracy of the integration 
but suitable values of pc at these two nodes may be chosen 
to make ap,/ax = 0 at node 3 and ap,/ay = 0 at node 7 
(see Figure 5). Using this method the surges were reduced 
in some cases but usually re-emerged as the interface 
developed. From this consideration it is evident that the 
surging due to the arrival of the front at a particular point 
dominates the effect of any initial pC values being out of 
range due to the nature of the shape functions. 
Target boundary condition 
When using the sum-difference formulation of two- 
phase flow problems there are difficulties in selecting 
boundary conditions that are realistic on F/I. The condition 
that no oil flow takes place can be stipulated in one of 
two ways. Firstly, the flow Qd can be given by: 
&lwl = -Q,lw, 
to simulate zero flow of oil. In this case the program 
calculates its own saturation on WI from the capillary 
pressure obtained from the solution of equation (4) at the 
boundary nodes. Secondly, the capillary pressure can be 
fixed on IU, at the value corresponding to the maximum 
water saturation of the system. If this is done, the flow 
across IV, is calculated by the program. In either case the 
program-calculated variables are at some stage unrealistic. 
In the runs where Qd 1 w, was specified the saturation 
calculated on that face exceeded the maximum saturation 
in the initial stages, sometimes by as much as 50%. Simi- 
larly when the capillary pressure was fixed the flow of oil 
calculated at the face was nonzero. In the first case (where 
Qdw, is specified) the value of S is unrealistic only after 
the flow pattern has been established, whereas the fixed 
pC condition produces incorrect flows at the first few steps. 
These difficulties can be overcome by using the target 
boundary condition where initially Qd 1~~ is specified and 
S is allowed to respond by increasing from its connate level. 
As S increases the value of pC moves down the curve of 
Figure 2 until it reaches, or just passes, a specified target 
value Fc _ If, at a node i E N(WI), the capillary pressure is 
given by: 
PCi=PC’p”c 
the boundary condition type is changed to fix the satura- 
tion and prevent it from exceeding this maximum level. 
Thus if t = f( FCC> is the time at which pCi < FC is first satis- 
fied for some i E JV(W,), then the target boundary con- 
dition at node i is as follows: 
( 
&lwl = -Q,lw, for t < f(iTc) 
PC =iic for t > f(pS,) 
As had been expected this boundary condition, when used 
on the five-spot, maintained zero flow of oil on WI until 
the capillary pressure produced a saturation of approxi- 
mately 100%. After this the value of S was prevented from 
increasing unrealistically as it had without the use of the 
target, 
Modelling of breakthrough 
In the runs of the simulator where S has been fixed at 
the outlet, the modelling of any realistic breakthrough is 
impossible. This difficulty is overcome by imposing the 
mobility boundary condition16 where the difference in 
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Figure 7 Five-spot after breakthrough 
flows is specified according to the requirements of the 
water/oil mix at the outlet. Thus: 
M,(S) &=- Q, 
M,(S) 
x E wp 
In spite of the introduction of this boundary condition 
the algorithm still encounters numerical difficulties immedi- 
ately prior to breakthrough. When NCORL = 1 the time- 
steps in the earlier part of the run increase in size rapidly 
but convergence problems are encountered when break- 
through is approached with a large At. The value of At,+i 
for the calculation of Rn+r is based on the convergence 
of Rn. This means that the size of the timestep is deter- 
mined from previous convergence information and not on 
current values of m*. Consequently a facility is included 
where the current timestep is modified according to the 
speed of the convergence it produces in R. This can involve 
the resolution of a particular step with a smaller At if 
convergence is difficult and allows the algorithm to reduce 
its timestep as breakthrough approaches. Using this tech- 
nique the problems of convergence at breakthrough can be 
overcome and the flow can be modelled successfully as it 
emerges from the outlet (Figure 7). The results of these 
runs can be compared with those of Spivak et a1.21 and 
show good agreement. However, the algorithm presented 
here overcomes the limitations of the Hermitian elements 
used in the earlier studyzl where at most rectangles could 
be used to construct the mesh. Non-rectangles and curved 
elements can both be used in the current program to 
enable the analyst to incorporate differing material 
property regions within 52 and curved boundaries. 
Conclusions 
The governing differential equations for immiscible two- 
phase flow in porous media have been derived in terms of 
the fluid potentials by incorporating Darcy’s law into the 
continuity equation. The boundary conditions to which 
the differential equations are to be subjected are then dis- 
cussed along with the initial state of a two-phase reservoir 
which the system models. A brief resume of the mathe- 
matical basis on which the equations are to be solved is 
given and the form of the solution to be assumed is shown 
in equation (3). A change of variables can be made to avoid 
some of the problems of ill-conditioning which arise when 
Multiphase flow through a porous medium: I. R. White et al. 
solving for two numerically similar variables. This also 
brings about a reduction in the bandwidth of the system of 
equations, thus making considerable savings in computer 
time over existing methods. The timestepping schemes 
available are then discussed and the whole method is 
finally applied to a five-spot waterflooding problem. Varia- 
tions in timestep in the pre-breakthrough period were found 
to speed up the algorithm and the deviation of pc from its 
assigned range has been discussed. A target boundary 
condition has been used which allows the flow through the 
reservoir to decrease pc until a desired saturation level is 
reached. The modelling of breakthrough has been achieved 
using a mobility boundary condition which allows both 
phases to flow simultaneously. 
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Nomenclature 
Symbols are presented in their order of appearance in the 
paper. 
4 
x 
P 
P 
g 
6 
H 
PC 
seepage velocity 
dynamic viscosity 
permeability matrix 
fluid pressure 
fluid density 
acceleration due to gravity 
height above a datum plane 
gradient operator 
fluid head above a datum plane 
capillary pressure 
;{ 
. m 
D” 
d 
IN 
u, v 
@Z 
Sh 
Ni(X) 
X 
n’ 
24 i) 
K, 
k 
CA 
m, 
P 
R 
M 
N 
:zl 
b 
c” 
pressure of nonwetting phase 
pressure of wetting phase 
fluid potential of the 7~ phase 
time 
saturation of the rr phase (with no subscript it is 
taken to be the saturation of the wetting phase) 
porosity of the medium 
relative permeability of 71 phase 
1 
1 for n= wetting phase 
- 1 for TI = nonwetting phase 
region of solution of the differential equations 
boundary of n 
the impervious portion of r 
injecting portion of r 
producing portion of r 
outward facing normal to r 
Hilbert space consisting of all real-valued 
functions on R with square integrable mth 
derivatives 
the real numbers 
inner product on Km 
norm on JCCm 
compound derivative 
dimensionality of !2 
the integers 
members of Km 
continuous-time discretization of @,r 
finite dimensional subspace of 3C* generated 
by& 
fmite element shape functions 
position within fi 
number of nodes in the mesh 
number of elements in the mesh 
the set of elements that contain both nodes 
iandj 
finite element flow matrix for n-phase 
vector of nodal values of the unknowns 
finite element flux vector 
finite element capacity matrix 
rr phase mobility 
semi-sum potential vector 
semi-difference potential vector 
sum of finite element flow matrices 
difference of finite element flow matrices 
sum of finite element flux vectors 
difference of finite element flux vectors 
bandwidth of M, N and C 
C matrix calculated from R” (similarly M”and 
N”) 
values of P and R at timestep n 
weightings of timesteps in multistep scheme 
third term in truncation error series 
timestep 
number of corrections 
timestep correcting factor 
set of node numbers in element j
target value of pc 
time at which target is reached 
sum of mobilities 
difference of mobihties 
Appendix 
Dimensions 30.5 x 305 m 
Thickness 0.305 m 
Permeabilities k, = k, = 157.977 md 
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Multiphase flow through a porous medium: I. I?. White et al. 
Relative permeabilities 
These are obtained by linear interpolation between 
adjacent points on the following curves: 
with the points taken where: 
&=$(i---2)fori= 1,...,23 
viscosities y0 = 4.0 cp 
/.lW = 1.0 cp 
Saturation and capillary pressure are linked by:; 
b-v(S)= if2 O<S<l 
S>l 
S,l_p’ 
10 
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