We study numerically the dynamics relating to negative vortex motion in inhomogeneous pinning systems. We show that this dynamical phenomenon results from the internal field effect produced by the growing local barriers with decreasing temperature. We find that the negative motion is characterized by a peak of negative voltage or resistance in resistance-temperature transport measurements. We also demonstrate that the time window to observe the negative motion is determined by the magnitude of driving force in addition to the temperature scanning rate.
Introduction
The off-equilibrium dynamics of superconducting vortex systems has been the focus of significant interest over the last decade [1] . It is well known that, as one of basic interactions with vortices, pinning, including its strength and density, and also its distribution in superconductors, takes the most important role in determining the behavior of vortices in superconductors. Most investigations on off-equilibrium vortex dynamics have been involved with homogeneous pinning systems, which exhibit obvious history, memory, and metastable phenomena in conjunction with strong vortex pinning in magnetic and transport measurements [2] . These off-equilibrium phenomena can be probed, as the typical experimental times become very short compared with the system intrinsic relaxation time scales. Thus, one can study the off-equilibrium dynamics of vortex matter either by adjusting the experimental scanning speed, such as the scanning rates of magnetic field in magnetization-field, or temperature in resistance-temperature, or current in voltage-current measurements, or by adjusting vortex pinning [3] [4] [5] . However, for inhomogeneous pinning systems, local strong pinning potentials in such superconductors can trap many vortices, producing an obvious internal field effect: a large local gradient field of vortices occurs inside the superconducting system and hence has dramatic effects on the vortex statics and dynamics [6, 7] . This suggests that the inhomogeneous pinning systems may have completely different dynamical properties as compared with their homogeneous pinning counterparts. However, very few studies, including numerical studies, have focused on the dynamics of inhomogeneous pinning systems so far.
Recently, based on a Langevin molecular dynamics simulation over a short time scale, we found that the interactions between vortices wandering in an inhomogeneous pinning landscape produced unusual dynamics [8] . Driven vortices climbing towards a high barrier will move along the opposite direction to the force as the force is decreasing or withdrawn. An intriguing puzzle naturally arises: in resistance-temperature measurements of superconductors, does vortex matter show negative mobility in the case of growing potential barriers with decreasing temperature and how can the dynamics be probed in experiments? Indeed, as shown here, we extend our previous study of the negative motion with the aim of studying the combined effects of inhomogeneous disorder and thermal fluctuations.
In this work, based on the strong-weak pinning model which is characterized by different regions with stronger and weaker pinning forces (shown in the inset of Fig. 1(a) [8] ), we study numerically for the first time the negative motion as a function of temperature in type II superconductors. In fact, the inhomogeneous vortex pinning systems have been widely studied with molecular dynamical simulation, see such as Ref. [9] and Ref. [10] . The driving force is in the x direction, while the applied current and magnetic field are in y and z directions (perpendicular to the paper face) respectively in the infinite plane. The vortices will move along the x direction as the driving force is large enough. We have found that (1) the enhanced vortex pinning with decreasing temperature produces a growing potential barrier for the moving vortices at a fixed external driving force, resulting in negative vortex motion; (2) the negative motion manifests itself as a peak of negative voltage or resistance in resistance-temperature transport measurements; (3) the time window to observe the negative motion is determined by the magnitude of the driving force in addition to the temperature scanning rate.
Model and Simulation
The overdamped Langevin equation of motion for a vortex in position r i is [11] 
where F i is the total force acting on vortex i, F vv and F vp are the forces due to vortex-vortex and vortex-pin interactions, respectively, F L is the driving force due to the current J (F L ∝ J ×ẑ) and F T is the thermal stochastic force, η is the Bardeen-Stephen friction coefficient: η ∝ φ 0 B c2 /ρ n , N v the number of vortices, N p the number of pinning centers, and r p k the position of the kth pinning center. The vortex-vortex interaction has the form of a logarithmic potential (which is effectively for calculating the interaction energy and force between two pancakes [12, 13] ),
, s the length of the vortex, λ is the London penetration depth, φ 0 is the flux quantum, and µ 0 the vacuum permeability. The vortex-vortex repulsion force is,
We employ periodic boundary conditions and cut off the logarithmic vortex-vortex repulsion potential smoothly [14] . The pinning force is attractive:
2 )r ik , where f pv tunes the strength of this force and r p determines its range [15] . We assume
2 /κ 2 as core pinning is considered [16] , where κ = λ/ξ, B c2 depends on the temperature via upper critical field
2 ) (The form for B c2 (T ), also for λ(T ) and ξ(T ) in the following context, is correct in the Ginzburg-Landau theory when T ≈ T c , while providing a good fit to the BCS form over the whole temperature range [17] ). The thermal force is implemented with a Box-Müller random number generator and has the properties [17] . The average speed of the vortices is V x = We perform voltage-temperature simulations with a Lorentz driving force along the x axis. The total number of vortices N v = 900 is used. Similar results are obtained for larger systems. We employ λ 0 = 690Å, s = 12Å, while the pinning strength at zero temperature is f pv0 = 20 f 0 , and η 0 = 1.4 × 10 −17 kg/s and, unless specified otherwise, the temperature scanning rate is dT/dt = −0.01T c /t 0 , the driving force F L = 0.2 f 0 , B = 0.03B c20 and r p = 0.2λ. 6T c , where the vortex-vortex interactions are important, so more and more vortices are elastically depinned. This leads to a homogenous vortex distribution and thereby a weak internal field effect, which is similar to that at high temperature. We have used B = 0.06B c20 and r p = 0.05λ. (1) the peaks of negative vortex voltage shift towards low temperature; (2) the magnitude of the negative voltage peak first becomes larger and reaches its maximum for dT /dt=0.02T c /t 0 , and then become smaller. This means that the temperature scanning rate has to be chosen properly in order to observe the negative motion. At higher temperatures (T>0.96T c ), both vortex-pinning interactions and vortex-vortex interactions are weak, and thermal fluctuations are strong. So the vortices are disordered but comparatively homogenously distributed in the simulation cell, as shown in Fig. 1(c) . The vortices move along the direction of the driving force. That is, the average velocity of the vortices is positive. With decreasing temperature, the pinning force becomes larger and thereby more vortices are trapped by the local pinning centers. The vortex-vortex repulsive interactions also become larger with decreasing temperature, resulting in a growing local barrier for the moving vortices driven by the driving force. Thus, the average velocity of vortices becomes smaller and equals zero for T≈ 0.96T c In the negative motion region (0.76T c <T<0.96T c ), the motion of vortices is in the opposite direction to the driving force. With further decreasing temperature, the repulsive force exerted on the moving vortices in the weak pinning region by the trapped vortices in the strong pinning region becomes dominant over the driving force. The vortices in the weak pinning region go back to their equilibrium positions, which is characterized by negative voltage or resistance [8, 18] . At T=0.93T c , the negative velocity reaches its maximum (see the inset of Fig. 1(a) ). As the moving vortices approach their equilibrium positions, the repulsive force exerted on these vortices become smaller, and thus the negative velocity is reduced.
Results and Discussion
At low temperatures (T<0.76T c ), the vortex-vortex interactions become more important, and thus more and more vortices are elastically depinned. This leads to a homogeneous vortex distribution, as shown in Fig. 1(d) . The local energy barrier and the resulting internal field effect are weakening. As a result, the vortices move along the direction of the driving force, i.e., the average voltage becomes positive, as shown in the inset of Fig. 1(a) . Besides, it can be seen that the vortices in the weak pinning region become ordered, because the elastic interactions between vortices are dominant in such low temperatures. This is similar to the vortex states confined in nanoscopic and mesoscopic superconductors [19] . Fig. 2 demonstrates the hysteretic behavior of vortices due to the inhomogeneous pinning. It can be seen that the average voltage of vortices is always positive for increasing temperature, in contrast to those for decreasing temperature. At low temperatures the internal field effect is weak due to comparatively homogeneous vortex distributions, so the vortices can easily stay in their equilibrium positions. Thus, when the vortex system enters the negative motion regime, although local energy barriers exit due to local strong pinning centers, the moving vortex can only feel the driving force. So the direction of vortex motion is the same as that of the driving force in the warming process. Apparently, this type of clockwise V x -T/T c loop in one cooling/warming cycle is the fingerprint of the negative motion induced by inhomogeneous pinning.
As one sort of off-equilibrium dynamical phenomenon, the time window to observe the negative motion is determined by the competition between the speed of vortex diffusion and an temperature scanning rate. Fig. 3 shows the V x -T/T c curves for several temperature ramping rates dT /dt at fixed pinning and driving forces. It is apparent that the increasing temperature scanning rate results in the two following effects. First, the peaks of negative voltage shift towards lower temperature. It is expected that, for different dT /dt, it will take almost the same time for the vortices moving from the positions where they start to move negatively to their equilibrium positions. This means that, for larger dT /dt, it is at lower temperature that one can observe the equilibrium state characterized by a negative voltage peak. Second, the magnitude of the negative voltage peak becomes larger at first and reach its maximum for dT /dt=0.02T c /t 0 , as shown in Fig. 3 , and then become smaller. For small dT /dt, the negative voltage peak is observed in the high temperature region. The vortex pinning is weak, and thermal fluctuations are strong for high temperature, so the internal field effect induced by inhomogeneous pinning is weak. Thus, the resulting negative motion of vortices is not marked. Moreover, for large dT /dt, the negative motion is probed at low temperature, where the enhanced vortex-vortex interactions weaken the internal field effect. Hence the corresponding negative motion is not obvious, similar to that at high temperatures. The simulation results suggest that the temperature scanning rate has to be chosen properly in order to observe the negative motion.
Finally, we concentrate on the effect of driving force on the negative motion. In Fig. 4 we show the V x -T/T c curves for different values of driving force at fixed dT /dt. As we can see, driving force strongly changes the dynamics and also the time window for probing the negative motion. At low driving force, most of the moving vortices are not far away from their equilibrium positions. Thus, the resulting internal gradient field is small, and the negative motion is thus not obvious. At high driving force, the effective negative force is small due to the offsetting influence of the high driving force. This results in a small negative voltage. Furthermore, with increasing driving force, a small diffusion force results in a long negative diffusion time for the moving vortices to reach their equilibrium positions. Therefore, the time window to observe the negative motion moves to low temperature for high driving force.
Summary
In conclusion, we have numerically studied the dynamics relating to negative vortex motion, which is induced by the growing local barriers, which are dependent on temperature. We have found that the negative motion results from the combined effects of the diffusion of negative vortex motion and the elastic depinning with decreasing temperature. Moreover, the simulation results reveal that both the temperature scanning rate and the magnitude of the driving force determine the time window to observe the negative motion. These numerical results can be tested experimentally by looking for negative resistance peaks in the temperature-resistance curves.
