The FIRE 2013 Question Answering for the Spoken Web (QASW) task was an information retrieval evaluation in which the goal was to match spoken Gujarati questions to spoken Gujarati answers. This paper describes the design of the task, the development of the test collection, the runs that were submitted, and the corresponding results.
INTRODUCTION
The design goal of the Question Answering for the Spoken Web (QASW) task was to use questions spoken in Gujarati to find answers spoken in Gujarati. The design of the task was motivated by a speech retrieval interaction paradigm first proposed by Oard [2] . In this paradigm, a searcher, using speech for both queries and responses, speaks extensively about what they seek to find until interrupted by the system with a single potential answer. For the 2013 FIRE QASW task, results are reported only for full-length questions, however, so interruption is not yet modeled. QASW was originally conceived as a joint task between the 2013 MediaEval evaluation, which focused on speech retrieval, and the 2013 Forum for Information Retrieval Evaluation (FIRE), which focused on Indian language information retrieval. As explained below, it ultimately evolved into a pilot task only at FIRE, with a focus only on speech retrieval.
QUESTIONS AND RESPONSES
The source of the questions and the collection of possible answers (which we call "responses") was the IBM Spoken Web Gujarati collection [3] . This collection was based on a spoken bulletin board system for Gujarati farmers. A farmer could call the system and record their question by going through a set of prompts. Other farmers would call the system to record answers to those questions. There were also a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. small group of system administrators who would periodically call in to leave announcements that they expected would be of interest to the broader farming community. The system was completely automated-no human intervention or call center was involved. This collection of recorded speech, consisting of questions and responses (answers and announcements) was provided as the basis for the test collection. A total of 3,557 answers were provided for specific questions. In some cases, these answers may have applied to more than one question, as the same topics might be asked about more than once. There were a total of 854 announcements.
The reuse of information retrieval test collections that are built using relevance judgments on top-ranked responses returned by participating systems (i.e., "pooling") requires that future systems return response sets that are not too unlike the response sets produced by participating systems. Retrieval directly from speech requires speech processing components that we would expect to evolve over time, thus posing a threat to test collection reusability. Transcription can avoid this problem by allowing text-only runs to contribute to the judgment pools, so we arranged to have the questions and responses transcribed from spoken Gujarati to written Gujarati by a commercial transcription agency. The transcription agency was unable to deliver transcripts in time for use in MediaEval, which necessitated cancellation of the MediaEval 2013 QASW task.
The transcription agency later delivered the transcripts, but with only the questions having been transcribed correctly. By the time this was discovered, there was insufficient time to arrange for correct transcription of the responses. We therefore redesigned the FIRE 2013 QASW task as a pilot study focusing only on speech retrieval.
We selected 50 of the 151 longest questions for use in the FIRE 2013 test collection. The remaining 101 relatively long questions are available for use in future experiments, although two of those 101 questions have unexpectedly short transcripts.
EVALUATION DESIGN
The principal task of participating research teams was to rank all responses to each full question such that, to the extent possible, all correct answers were ranked ahead of all incorrect answers. Each participating system was asked to rank all responses for all 30 questions. Systems were eval- uated on their ability to satisfy that goal using Normalized Discounted Cumulative Gain (NDCG), based on graded relevance judgments. Other measures (Mean Reciprocal Rank (MRR) of the first relevant response, mean Precision-at-5 responses (P@5), mean precision at 10 responses (P@10), and Mean uninterpolated Average Precision (MAP) were also reported. All measures (except P@5) are reported only for response sets truncated at rank 10 because the top 10 responses were judged for all participating systems. NDCG and MRR are reported over the 38 questions for which at least one relevant response was found. To limit the effect of quantization noise on system comparisons, MAP is averaged over the 26 questions for which three or more relevant responses were found. To limit unequal treatment of topics, P@5 (and also P@10) is averaged over the 18 questions for which five or more relevant responses were found.
RELEVANCE ASSESSMENT
Three native speakers of Gujarati at the University of Maryland performed relevance assessment; none of the three had any role in system development. The 10 highest ranked responses for each question from each participating system were pooled for relevance assessment. Relevance assessment was performed by manually selecting audio files from a list of response files that were to be assessed for each question, listening to the audio, and recording the relevance judgment. All responses in the assessment pool for each question were judged by all three assessors. Assessors could assign one of the following judgments for each response: 1) unable to assess, 2) not relevant, 3) relevant, and 4) highly relevant. All relevance judgments were subsequently binarized for use with measures other than NDCG by collapsing unassessable and not relevant responses into a single not relevant category and by collapsing highly relevant and relevant responses to a single relevant category. Majority voting was then used to select a consensus binary judgment for each question. Assessor agreement varied between 0.867 (for assessors B and C) and about 0.3 (for assessor pairs involving assessor A), suggesting that assessments for questions 16-50 (those annotated by assessor B or C) were most reliable.
RESEARCH TEAMS
Gujarat University (India) expressed interest in participating in the QASW evaluation, and indeed they had obtained the collection before the problem with the transcripts was discovered. The compressed timeline for the subsequently reconfigured speech-only pilot task prevented the Gujarat University team from participating in that pilot task.
All speech processing was performed at Johns Hopkins University (USA), and runs using those speech processing results were submitted by the University of Maryland, College Park (USA) and by IBM Research (India). No languagespecific speech technology was used. Rather, terms were generated based on detections of acoustic repetition [1] .
Both of the research teams submitting results included QASW task organizers, so the results reported in this paper should be considered "unofficial," useful as an indication of what can be achieved, but not the result of a formal armslength evaluation process. Table 1 lists the results for each run submitted by the two participating teams. IBM submitted two runs, one of which-Run IBM-B-was the top performer with respect to NDCG. The University of Maryland (UMD) submitted five runs, one of which -Run UMD-E-was the top performer across by the other measures. In view of the small number of queries, statistical significance tests on observed differences are not reported.
RESULTS
In subsequent work with the test collection, we have learned that the distinction between questions and responses may not have been made as reliably by users of the users of the spoken bulletin board from which our collection was assembled [4] . It may, therefore, be more appropriate to think of these initial results as reflecting topical matching than an actual question answering process.
CONCLUSION
Perhaps the most important product of the FIRE 2013 Question Answering for the Spoken Web task is a test collection for retrieving content spoken in Gujarati using queries also spoken in Gujarati. Despite limited time and a complete absence of language-specific speech technology, two research teams were able to obtain reasonable results, reporting, for example, a Mean Reciprocal Rank of 0.282, which indicates a reasonable expectation of finding at least one relevant response among the top five responses. This test collection is now available for research use.
