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Abstract
We construct a family of additive entanglement measures for pure multipartite
states. The family is parametrised by a simplex and interpolates between the Re´nyi
entropies of the one-particle reduced states and the recently-found universal spectral
points (Christandl, Vrana, and Zuiddam, STOC 2018) that serve as monotones for
tensor degeneration.
1 Introduction
The two main approaches to quantifying entanglement (and more generally, to information
quantities) are the operational and the axiomatic one. Operational entanglement measures
aim at directly characterising the performance in quantum information processing proto-
cols such as entanglement assisted quantum communication or secret key distillation. In
contrast, the axiomatic approach starts with a list of properties (see e.g. [PV07] or [Chr06,
Table 3.2] for examples), desirable from a mathematical point of view or believed to grasp
some physical aspect of nonlocality, and then seeks for quantities satisfying them. How-
ever, such a list of requirements tends to be subjective and also reflects the intended
range of applications (e.g. some properties are only relevant in an asymptotic context)
and it has been argued that the only requirement for an entanglement measure should
be monotonicity under local operations and classical communication (LOCC) [Vid00]. In
addition, constructing entanglement measures that satisfy a given set of axioms is often
a challenging task. For example, additivity is a valuable property in asymptotic settings,
but there are only a handful of additive entanglement measures known, especially in the
multipartite setting [VW02, CW04, YHW08, YHH+09].
In this paper we construct a family of additive entanglement monotones that are de-
fined on multipartite pure states. The construction makes use of the rate function for a
simultaneous version of the spectrum estimation procedure proposed by Alicki, Rudicki
and Sadowski [ARS88] and by Keyl and Werner in [KW01] (see Sections 2 and 3 for
details). Let the set of decreasingly ordered spectra (with multiplicities) be P. When ap-
plying their measurement to the marginals of a k-partite state |ψ〉, we obtain a sequence
of probability distributions on the space of k-tuples of ordered spectra (i.e. the possible
outcomes of the measurements). This sequence satisfies a large deviation principle with a
rate function whose value at λ ∈ Pk will be denoted by Iψ(λ) (this is a special case of the
µ-capacity from [FW20] and the rate function from [BCV20], when the compact group is
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a product of unitary groups). It will also be convenient to introduce a notation for the
weighted average of a collection of entropies. For a probability distribution θ on the set
[k] = {1, 2, . . . , k} we set
Hθ(λ) =
k∑
j=1
θ(j)H(λj). (1)
We consider the quantity
Eα,θ(|ψ〉) = sup
λ∈Pk
[
(1− α)Hθ(λ)− αIψ(λ)
]
(2)
where α ∈ (0, 1]. For α = 0 we extend by continuity: in this limit the value of the rate func-
tion is not relevant anymore, but the supremum is restricted to the set
{
λ ∈ Pk
∣∣∣Iψ(λ) 6= 0},
which is the entanglement polytope [WDGC13] of the state |ψ〉. Therefore the α → 0
limit reduces to the quantum functionals of [CVZ18]. We show that Eα,θ(|ψ〉 ⊗ |ϕ〉) =
Eα,θ(|ψ〉) + Eα,θ(|ϕ〉) and that if there is an LOCC channel mapping |ψ〉 to |ϕ〉 then
Eα,θ(|ψ〉) ≥ Eα,θ(|ϕ〉).
In fact, we prove the stronger statement that Fα,θ(|ψ〉) = 2Eα,θ(|ψ〉) is an element of
the asymptotic spectrum of LOCC transformations as introduced in [JV19]. As the proof
relies on the theory developed there, we provide here a brief overview and explain the
connection to [CVZ18] and the asymptotic restriction of tensors.
Asymptotic tensor restriction can be viewed as a weak notion of asymptotic entangle-
ment transformation of pure states [CDS08], where we require the target to be reached
exactly with an arbitrarily low but nonzero probability of success, as proposed in [BPR+00]
for single copies. In [Str88] Strassen proved a powerful characterisation of asymptotic re-
striction, which can be reformulated as the following dual characterisation of the optimal
transformation rate. If ψ and ϕ are tensors of order k (which we may interpret as state
vectors of k-partite states) and a ≥ b means that a restricts to b (i.e. can be converted
via SLOCC [DVC00]), then
sup
{
R ∈ R≥0
∣∣∣ψ⊗n ≥ ϕ⊗Rn+o(n) for large n} = inf
f∈∆(Tk)
log f(ψ)
log f(ϕ)
, (3)
where ∆(Tk) is the asymptotic spectrum of tensors, defined as the set of real valued
functions on (equivalence classes of) tensors that are
(S1) monotone under restriction
(S2) multiplicative under the tensor product
(S3) additive under the direct sum
(S4) normalised to r on the unit tensor of rank r (unnormalised r-level GHZ state
|11 . . . 1〉+ |22 . . . 2〉+ · · ·+ |rr . . . r〉, denoted 〈r〉).
Tensor restrictions or stochastic entanglement transformations provide no control on
the probabilities and do not offer any meaningful notion of approximate transformations.
As a refinement of the problem, one may investigate the trade-off between the transfor-
mation rate and the exponential rate at which the error approaches zero or one on either
side of the optimal rate. This has been answered in [HKM+02] for bipartite entanglement
concentration, allowing either an error (i.e. nonzero distance from the target state) or a
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probability of failure (i.e. nonzero chance of not reaching the target state). They find that,
as with many information processing tasks, these trade-off relations can be characterised
in terms of Re´nyi information quantities, in this case Re´nyi entanglement entropies.
The main result of [JV19] provides a characterisation like (3) of the error exponents
for probabilistic entanglement transformations of pure multipartite states in the converse
regime. This means that for each large n we require an LOCC protocol that, when run
on ψ⊗n as the input state, declares success with probability at least 2−rn, in which case
the resulting state is exactly ϕ⊗Rn+o(n). For a given r > 0 the maximal achievable R is
inf
f∈∆(Sk)
rα(f) + log f(|ψ〉)
log f(|ϕ〉) , (4)
where this time ∆(Sk) is the set of functions f on pure unnormalised states that in addition
to (S2), (S3) and (S4) satisfy for some α = α(f) ∈ [0, 1]
(S0) f(
√
p |ψ〉) = pαf(|ψ〉)
(S1’) monotonicity under LOCC, or equivalently [JV19, Theorem 3.1]
f(|ψ〉) ≥
(
f(Πj |ψ〉)1/α + f((I −Πj) |ψ〉)1/α
)α
(5)
(in a limit sense for α = 0) for every local orthogonal projecion Πj at party j.
Note that the exponent can be recovered as α = α(f) = log f(
√
2 |0 . . . 0〉). We call ∆(Sk)
the asymptotic spectrum of LOCC transformations.
To provide some intuition on the relevant functions, it is helpful to study the bipartite
case, where an explicit description of ∆(S2) is available [JV19, Section 4.]. In this case for
every α ∈ [0, 1] there is precisely one monotone fα ∈ ∆(S2) with α(fα) = α, and its value
on
∑
i
√
pi |ii〉 is
∑
i p
α
i . Another way to write this is
fα(|ψ〉) = 2(1−α)Hα(Tr2|ψ〉〈ψ|). (6)
For this reason we regard the monotones f ∈ ∆(Sk) as generalisations of the Re´nyi entan-
glement entropies and α(f) as the generalisation of the order of the Re´nyi entropy.
An appealing feature of results like this is that they provide a bridge between the
aforementioned operational and axiomatic approaches: they single out a list of axioms,
and not only show that there exist monotones satisfying them simultaneously, but that in
fact there are sufficiently many of them to characterise operational quantities (in this case
transformation rates). In the context of ordered commutative monoids (as a mathematical
model for general resource theories), a similar result is presented in [Fri17]. It should be
emphasised that the proofs of both (3) and (4) are non-constructive in the sense that they
do not provide any explicit monotones in ∆(Tk) (respectively ∆(Sk)). It is a nontrivial
task to construct explicit monotones satisfying the respective axioms. A simple way to
obtain new monotones from old ones is to compose a (possibly partial) flattening (i.e.
grouping parties together) with an element of ∆(Sk′) for some k′ < k. For k′ = 2 this
construction gives the Re´nyi entropies (exponentiated as in (6)) of the reduced density
matrices. We will refer to these as trivial points of ∆(Sk).
∆(Tk) can be identified with a subset of ∆(Sk), namely α−1(0). The first examples of
nontrivial points in the asymptotic spectrum of tensors have been found in [CVZ18]. In the
present work we extend that construction and obtain nontrivial points in the asymptotic
spectrum of LOCC transformations with α 6= 0. The new family of monotones interpolates
between the quantum functionals of [CVZ18] and the (exponentiated) Re´nyi entropies of
the single-party marginals. We prove the following properties of Fα,θ(|ψ〉) = 2Eα,θ(|ψ〉).
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Theorem 1.1. Let α ∈ [0, 1] and θ ∈ P([k]). For every p ≥ 0, r ∈ N, |ψ〉 ∈ H1⊗· · ·⊗Hk
and |ϕ〉 ∈ K1 ⊗ · · · ⊗ Kk the followings hold:
(i) Fα,θ(
√
p |ψ〉) = pαFα,θ(|ψ〉),
(ii) Fα,θ(〈r〉) = r,
(iii) Fα,θ(|ψ〉 ⊗ |ϕ〉) = Fα,θ(|ψ〉)Fα,θ(|ϕ〉),
(iv) Fα,θ(|ψ〉 ⊕ |ϕ〉) = Fα,θ(|ψ〉) + Fα,θ(|ϕ〉),
(v) if there exists a trace-nonincreasing LOCC channel Λ such that Λ(|ψ〉〈ψ|) = |ϕ〉〈ϕ|
then Fα,θ(|ψ〉) ≥ Fα,θ(|ϕ〉).
That is, Fα,θ is a point in the asymptotic LOCC spectrum with α(Fα,θ) = α.
Before turning to the proof, let us attempt to argue why the existence of such an
interpolating family is at least plausible. As mentioned above, for α = 0 these functionals
reduce to the logarithmic quantum functionals defined in [CVZ18] as the supremum Hθ(λ)
over the entanglement polytope. Remarkably, the Re´nyi entropies also admit a variational
expression, namely [Ari96, MA99, Sha11]
(1− α)Hα(P ) = sup
Q∈P(X )
[(1− α)H(Q)− αD(Q‖P )] , (7)
where D(Q‖P ) is the relative entropy between the probability distributions Q and P .
If we suspect that a common generalisation might exist, then the most straighforward
idea is that inside the supremum the first term should become (1 − α)Hθ, whereas the
relative entropy should be replaced with a function that is infinite outside the entanglement
polytope and vanishes at the marginal spectra. These properties are satisfied by the rate
function Iψ(λ).
In addition, when α is nonzero and θ is concentrated on site j, we claim that (2) reduces
to the exponentiated Re´nyi entropy of the jth marginal. To see this, note that in this case
the first term in the supremum only depends on the jth component of λ, therefore the
optimisation over the remaining components can be carried out separately on the second
term. According to the contraction principle, the infimum of the rate function over all but
the jth argument is the rate function for the ordinary Keyl–Werner estimation at site j,
i.e. the relative entropy distance from the ordered spectrum of the jth marginal.
For α → 1 all the functionals with different θ necessarily collapse to a single one, the
norm squared [JV19, Proposition 3.6]. However, as also suggested by (6), the interesting
limit at this point is (for normalised |ψ〉)
lim
α→1
1
1− αE
α,θ(|ψ〉) =
k∑
j=1
θ(j)H(|ψ〉〈ψ|j), (8)
where |ψ〉〈ψ|j is the jth marginal of the state. This is because in this limit the coefficient
of the rate function goes to −∞, penalising every point other than its unique zero, the
collection of the marginal spectra. For this reason 11−αE
α,θ(|ψ〉) may be regarded as the
Re´nyi generalisations of the limit (8).
The paper is structured as follows. In Section 2 we introduce our notations and collect
some known results about the representation theory of symmetric and unitary groups. Our
main focus here is on the asymptotic dimension of irreducible representations and vanishing
conditions for multiplicities. These can be expressed in terms of limits of rescaled inte-
ger partitions (normalised decreasing nonnegative real sequences) and moment polytopes.
Section 3 studies the rate function of a multiparty version of the spectrum estimation
scheme of Keyl and Werner [KW01]. In Section 4 we prove our main result, Theorem 1.1.
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2 Notations and preliminaries
Most of what follows is standard material in the representation theory of classical groups
and can be found in many textbooks, see e.g. [FH91]. For an introduction aimed at quan-
tum information theorists and emphasising the asymptotic aspects we refer to Hayashi’s
book [Hay17].
We will denote by Pn the set of partitions of the integer n, i.e. nonincreasing non-
negative integer sequences summing to n. Partitions will serve as labels of irreducible
representations of the unitary and the symmetric groups. In particular, if H is a finite
dimensional Hilbert space then H⊗n has the Schur–Weyl decomposition
H⊗n '
⊕
α∈Pn
Sα(H)⊗ [α], (9)
which is an isomorphism of U(H) × Sn-representations. Here Sα(H) is the irreducible
representation of U(H) with highest weight α if α has at most dimH parts and the zero
representation otherwise, while [α] is an irreducible representation of Sn. The orthogonal
projection onto the isotypic component corresponding to α will be denoted by PHα or Pα
if the Hilbert space is clear from the context. The number of partitions of n into at most
dimH parts is upper bounded by (n+1)dimH. We need the following dimension estimates
dimSα(H) ≤ (|α|+ 1)d(d−1)/2 (10)
dim[α] ≥ 1
(|α|+ d)(d+2)(d−1)/2 2
|α|H( 1|α|α) (11)
where d = dimH.
We denote by P the set of those functions N → R≥0 that are nonincreasing, finitely
supported and that sum to 1. In particular, when α ∈ Pn, then we can consider its
normalisation 1nα ∈ P, where the multiplication is understood entrywise. P is equipped
with the metric induced by the `1 norm, the open ball of radius  around α ∈ P is B(α).
An element α ∈ P can be viewed as a probability distribution and we can consider its
Shannon entropy H(α). When ρ is a quantum state on a finite dimensional Hilbert space,
then its spectrum (with multiplicities and ordered nonincreasingly) is an element of P.
Let α, β, γ ∈ Pn. The Kronecker coefficient is defined as gαβγ = dim([α]⊗ [β]⊗ [γ])Sn .
We define Kron to be the closure in P3 of{(
1
n
α,
1
n
β,
1
n
γ
)∣∣∣∣|α| = |β| = |γ| = n, gαβγ 6= 0} . (12)
Kron is also the set of triples that arise as marginal spectra of tripartite pure states.
(α, β, γ) ∈ Kron implies H(α) ≤ H(β) +H(γ) [Kly04, CM06, Chr06].
The Kronecker coefficients also appear in decompositions for the unitary groups. Let
H and K be Hilbert spaces and α ∈ Pn. Then there is a map U(H)× U(K)→ U(H⊗K)
(given by the tensor product of the unitary operators) and we have the isomorphism
Sα(H⊗K) '
⊕
β,γ∈Pn
Cgαβγ ⊗ Sβ(H)⊗ Sγ(K) (13)
as U(H) × U(K)-representations. In terms of the projections PH⊗Kα , PHβ ⊗ idK⊗n and
idH⊗n ⊗PKγ on (H⊗K)⊗n we have the vanishing condition (here and below assuming that
the individual projections do not vanish)
PH⊗Kα (P
H
β ⊗ PKγ ) = 0 ⇐⇒ gαβγ = 0. (14)
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Note that the projections PH⊗Kα and PHβ ⊗ PKγ commute.
Let 0 ≤ m ≤ n and α ∈ Pn, β ∈ Pm, γ ∈ Pn−m. The Littlewood–Richardson coefficient
is defined as cαβγ = dim(([β] ⊗ [γ]) ⊗ ResSnSm×Sn−m [α])Sm×Sn−m . We define LR• to be the
closure in [0, 1]× P3 of{(
m
n
,
1
n
α,
1
m
β,
1
n−mγ
)∣∣∣∣|α| = n, |β| = m > 0, |γ| = n−m > 0, cαβγ 6= 0} (15)
and LRq as
LRq =
{
(α, β, γ)
∣∣(q, α, β, γ) ∈ LR•} (16)
for q ∈ [0, 1]. LRq is also the set of triples (α, β, γ) such that there exist quantum states
ρ, σ on a finite dimensional Hilbert space such that the spectra of qρ + (1 − q)σ, ρ, σ are
α, β, γ, respectively, which is a form of Horn’s problem [Hor62, Lid82, Kly98, Chr06].
(α, β, γ) ∈ LRq implies qH(β) + (1 − q)H(γ) ≤ H(α) ≤ qH(β) + (1 − q)H(γ) + h(q)
[CVZ18].
The Littlewood–Richardson coefficients also appear in decompositions for the unitary
groups in two ways. Let H and K be Hilbert spaces and α ∈ Pn. Then U(H) × U(K) ≤
U(H⊕K) (as block diagonal operators) and we have the isomorphism
Sα(H⊕K) '
⊕
β,γ
Cc
α
βγ ⊗ Sβ(H)⊗ Sγ(K) (17)
as U(H)×U(K)-representations, where the sum is over partitions with |β|+ |γ| = n = |α|.
Consider the representation on (H⊕K)⊗n '⊕nm=0C(nm) ⊗H⊗m ⊗K⊗n−m. In the direct
summands the first factor corresponds to the possible m-element subsets of the n factors
where the space H is chosen. In general, to specify a vector or an operator on this space
in terms of this isomorphism, one needs to choose a bijection between the basis elements
of C(
n
m) and the subsets, and in addition an ordering of the m and n −m factors among
themselves. However, we will only encounter instances where the vectors or operators
are Sm × Sn−m-invariant and we sum over all the m-element subsets, which eliminates
the need for these choices. In particular, we consider the commuting projections PH⊕Kα ,
id
C(
n
m)
⊗PHβ ⊗ idK⊗n−m and idC(nm) ⊗ idH⊗m ⊗P
K
γ , in terms of which we have the vanishing
condition
PH⊕Kα (idC(
n
m)
⊗PHβ ⊗ PKγ ) = 0 ⇐⇒ cαβγ = 0. (18)
The second decomposition involving the Littlewood–Richardson coefficients is that of
the tensor product of representations of a unitary group U(H). For β ∈ Pm and γ ∈ Pn−m
we have the isomorphism
Sβ(H)⊗ Sγ(H) '
⊕
α∈Pn
Sα(H) (19)
as U(H)-representations. Choosing a factorisation H⊗n ' H⊗m⊗H⊗n−m we may consider
the projections PHα , PHβ ⊗ idH⊗n−m and idH⊗m ⊗PHγ . These projections commute and
satisfy the vanishing condition
PHα (P
H
β ⊗ PHγ ) = 0 ⇐⇒ cαβγ = 0. (20)
Next we consider Hilbert spaces of multipartite systems and introduce a compact
notation in order to simplify the formulas later. k denotes the number of subsystems
6
(tensor factors), which can be considered fixed throughout. We use λ, µ, ν to denote k-
tuples of partitions of some natural number n and write λ = (λ1, . . . , λk) when referring
to the individual partitions (we will not need to label the parts of the partitions). If
H = H1 ⊗ · · · ⊗ Hk, then we can decompose each factor in H⊗n using the Schur–Weyl
decomposition
(H1 ⊗ · · · ⊗ Hk)⊗n '
⊕
λ∈Pkn
k⊗
j=1
Sλj (Hj)⊗ [λj ]. (21)
This is an isomorphism of U(H1)×· · ·×U(Hk)×Skn-representations. A tuple of partitions
λ can be identified with a dominant weight for the compact Lie group U(H1)×· · ·×U(Hk)
(there are other dominant weights, but these are the ones that we shall encounter). PHλ
(also Pλ if the Hilbert space is understood) will denote the orthogonal projection onto the
direct summand corresponding to λ. It satisfies
PHλ = P
H1
λ1
⊗ · · · ⊗ PHkλk . (22)
When λ ∈ Pkn, we will also write 1nλ ∈ P
k
for ( 1nλ1, . . . ,
1
nλk), meaning that every
element of every partition in the k-tuple is rescaled. On Pk we consider the distance
induced by the maximum of the 1-norms. For λ = (λ1, . . . , λk) ∈ Pk and a probability
distribution θ ∈ P([k]) we will frequently use the weighted average of their entropies
Hθ(λ) =
k∑
j=1
θ(j)H(λj). (23)
When λ, µ, ν ∈ Pk, we will write (λ, µ, ν) ∈ Kronk to mean ∀j ∈ [k] : (λj , µj , νj) ∈
Kron. By taking convex combinations we can see that (λ, µ, ν) ∈ Kronk implies
Hθ(λ) ≤ Hθ(µ) +Hθ(ν). (24)
Similarly, when λ, µ, ν ∈ Pkn we will use gλµν 6= 0 as an abbreviation for ∀j ∈ [k] : gλjµjνj 6=
0 (one could define gλµν =
∏k
j=1 gλjµjνj but this value will not play a role, the only thing
that matters is if it is zero or not).
When λ, µ, ν ∈ Pk, we will write (λ, µ, ν) ∈ LRkq to mean ∀j ∈ [k] : (λj , µj , νj) ∈ LRq.
(λ, µ, ν) ∈ LRkq implies
qHθ(µ) + (1− q)Hθ(ν) ≤ Hθ(λ) ≤ qHθ(µ) + (1− q)Hθ(ν) + h(q). (25)
Similarly, when λ ∈ Pkn, µ ∈ Pkm, ν ∈ Pkn−m we will use cλµν 6= 0 as an abbreviation for
∀j ∈ [k] : cλjµjνj 6= 0 (again, one may think cλµν =
∏k
j=1 c
λj
µjνj but the value itself will not be
used).
3 Simultaneous spectrum estimation
In [ARS88] Alicki, Rudicki and Sadowski and in [KW01] Keyl and Werner proposed an
estimator for the spectrum of a density matrix, based on measuring the Schur–Weyl projec-
tors Pα on n identical copies of a quantum state. The measurement outcomes are labelled
with the partitions α ∈ Pn and 1nα ∈ P is the estimate for the ordered spectrum. They
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showed that as n → ∞, the distributions converge weakly to the Dirac measure on the
spectrum and satisfy a large deviation principle with rate function given by the relative
entropy. For our purposes the following formulation will be convenient: if r denotes the
ordered spectrum of ρ and α ∈ P then
lim
→0
lim
n→∞−
1
n
log
∑
α∈Pn
1
n
α∈B(α)
Tr(Pαρ
⊗n) = D(α‖r). (26)
Suppose that |ϕ〉〈ϕ| ∈ S(H1 ⊗ H2) is a purification of ρ ∈ S(H1). If we perform the
measurement independently on H⊗n1 and on H⊗n2 then it is easy to see that the outcomes
will be perfectly correlated and of course both sides see the same exponential behaviour
as in (26).
In this section we will study the rate function for the same estimator in a multipartite
setting. Let ϕ ∈ H = H1⊗· · ·⊗Hk be a unit vector and suppose that the k parties perform
a measurement with the local Schur–Weyl projectors P
Hj
λj
on ϕ⊗n. Note that this is equiv-
alent to measuring PHλ (see (22)). The rescaled outcome
1
nλ ∈ P
k
serves as the estimate
of the k-tuple of marginal spectra. As in the bipartite case, each marginal estimate looks
like (26) but this time the correlation between the estimates is more complicated. We
regard the resulting rate function as a multipartite generalisation of the relative entropy
and it will play a central role in our construction of the entanglement monotones. Recall
that the classical relative entropy satisfies
D(Q‖P1 ⊗ P2) ≥ D(Q1‖P1) +D(Q2‖P2) (27)
where Q1 and Q2 are the marginals of Q, and
D(qQ1 ⊕ (1− q)Q2‖P1 ⊕ P2) = q D(Q1‖P1) + (1− q)D(Q2‖P2)− h(q), (28)
where Q1 ∈ P(X1), Q2 ∈ P(X2), ⊕ is the direct sum resulting in a distribution on X1 ∪X2
and h(p) = −p log p − (1 − p) log(1 − p). The results in this section can be viewed as
analogous properties satisfied by the rate function in the simultaneous spectrum estimation
problem and may be of independent interest.
We make the following definition:
Definition 3.1. Let λ ∈ Pk and ϕ ∈ H = H1⊗ · · · ⊗Hk. The rate function is defined as
Iϕ(λ) = lim
→0
lim
n→∞−
1
n
log
∑
λ∈Pkn
1
n
λ∈B(λ)
∥∥Pλϕ⊗n∥∥2 (29)
To see that this quantity is well defined (possibly ∞), we only need to show that the
limit as n → ∞ exists, which is then clearly monotone in . We postpone the proof of
this fact (Proposition A.1, see also [BCV20]) and of the following technical lemmas to
Section A.
Lemma 3.2. Let ϕ ∈ H, (nl)l∈N a sequence of natural numbers such that liml→∞ nl =∞
and (λ(nl))l∈N a sequence such that λ(nl) ∈ Pknl and liml→∞ 1nlλ(nl) = λ. Then
lim inf
l→∞
− 1
nl
log
∥∥Pλ(nl)ϕ⊗nl∥∥2 ≥ Iϕ(λ). (30)
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Lemma 3.3. For every ϕ ∈ H and λ ∈ Pk there exists a sequence (λ(n))n∈N such that
λ(n) ∈ Pkn,
lim
n→∞
1
n
λ(n) = λ (31)
and
lim
n→∞−
1
n
log
∥∥Pλ(n)ϕ⊗n∥∥2 = Iϕ(λ). (32)
We mention that the rate function can be expressed via a single-letter formula as a
special case of [FW20, BCV20]:
Iϕ(λ) = inf
U
sup
A,N
〈λ, α〉 − log TrN∗2A/2U∗ |ϕ〉〈ϕ|U2A/2N, (33)
where the infimum is over tensor product unitaries U , the supremum is over A ∈ RdimH1⊕
· · ·⊕RdimHk , identified with diagonal matrices as A1⊗I⊗· · ·⊗I+I⊗A2⊗I⊗· · ·⊗I+ · · ·
and over tensor products N of upper triangular unipotent matrices. We will not make use
of this expression in the proofs below, but we expect it to be useful for computations.
First we derive some immediate properties of the rate function that will be used in
Section 4.
Proposition 3.4 (Basic properties of the rate function). Let ϕ ∈ H = H1 ⊗ · · · ⊗ Hk.
(i) I√pϕ(λ) = Iϕ(λ)− log p for every λ ∈ Pk and p > 0.
(ii) If ψ = (A1 ⊗ · · · ⊗ Ak)ϕ where ∀j : Aj ∈ B(Hj) and A∗jAj ≤ I then Iϕ(λ) ≤ Iψ(λ)
for every λ ∈ Pk
(iii) If ‖ϕ‖ = 1 and λ is the collection of its marginal spectra then Iϕ(λ) = 0 (see also
[BCV20, Corollary 3.25.]).
Proof. (i): This follows from Definition 3.1 and the equality
− 1
n
log
∑
λ∈Pkn
1
n
λ∈B(λ)
∥∥Pλ(√pϕ)⊗n∥∥2 = − 1
n
log
∑
λ∈Pkn
1
n
λ∈B(λ)
∥∥Pλϕ⊗n∥∥2 − log p. (34)
(ii): (A1 ⊗ · · · ⊗Ak)⊗n commutes with Pλ, therefore∥∥Pλ ((A1 ⊗ · · · ⊗Ak)ϕ)⊗n∥∥2 = ∥∥(A1 ⊗ · · · ⊗Ak)⊗nPλϕ⊗n∥∥2
= 〈Pλϕ⊗n, (A∗1A1 ⊗ · · · ⊗A∗kAk)⊗nPλϕ⊗n〉
≤ ∥∥Pλϕ⊗n∥∥2 .
(35)
From this the statement follows using Definition 3.1.
(iii): Let ρj be the jth marginal of |ϕ〉〈ϕ|. (26) implies that for every  > 0 and j we
have
lim
n→∞
∑
α∈Pn∩nB(λj)
TrPαρ
⊗n
j = 1, (36)
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which implies
lim
n→∞
∑
λ∈Pkn
1
n
λ∈B(λ)
∥∥Pλϕ⊗n∥∥2 = 1. (37)
Therefore the limit in Definition 3.1 is 0 (even without dividing by n).
The following inequality is analogous to (27) and will be used in the proof of submul-
tiplicativity in Proposition 4.2.
Proposition 3.5 (Rate function and tensor product). Let ψ ∈ H = H1 ⊗ · · · ⊗ Hk and
ϕ ∈ K = K1 ⊗ · · · ⊗ Kk. For every λ ∈ Pk the inequality
Iψ⊗ϕ(λ) ≥ inf
µ,ν∈Pk
(λ,µ,ν)∈Kronk
Iψ(µ) + Iϕ(ν) (38)
holds.
Proof. Let d =
∑k
j=1(dimHj + dimKj) and λ ∈ Pkn. Using that the sum of Schur–Weyl
projections is the identity, the estimate on the number of partitions with bounded length
and the vanishing condition (14) we have the inequality∥∥∥PH⊗Kλ (ψ ⊗ ϕ)⊗n∥∥∥2 = ∑
µ,ν∈Pkn
gλµν 6=0
∥∥∥PH⊗Kλ (PHµ ψ⊗n ⊗ PKν ϕ⊗n)∥∥∥2
≤
∑
µ,ν∈Pkn
gλµν 6=0
∥∥PHµ ψ⊗n ⊗ PKν ϕ⊗n∥∥2
≤ (n+ 1)d max
µ,ν∈Pkn
gλµν 6=0
∥∥PHµ ψ⊗n∥∥2 ∥∥PKν ϕ⊗n∥∥2
(39)
By Lemma 3.3 we can choose a sequence λ(1), λ(2), . . . such that λ(n) ∈ Pkn, limn→∞ 1nλ(n) =
λ and
lim
n→∞−
1
n
log
∥∥∥PH⊗Kλ (ψ ⊗ ϕ)⊗n∥∥∥2 = Iψ⊗ϕ(λ). (40)
For every n choose µ(n), ν(n) ∈ Pkn such that gλ(n)µ(n)ν(n) 6= 0 and attaining the maximum
in (39). Choose a subsequence nl such that both
1
nl
µ(nl) and 1nl ν
(nl) converge (possible
since finite dimensional slices of P are compact), and let their limits be µ, ν. Kronk is
closed, therefore (λ, µ, ν) ∈ Kronk.
Iψ⊗ϕ(λ) = lim
n→∞−
1
n
log
∥∥∥PH⊗K
λ(n)
(ψ ⊗ ϕ)⊗n
∥∥∥2
= lim
l→∞
− 1
nl
log
∥∥∥PH⊗K
λ(nl)
(ψ ⊗ ϕ)⊗nl
∥∥∥2
≥ lim inf
l→∞
− 1
nl
log
∥∥∥PH
µ(nl)
ψ⊗nl
∥∥∥2 − 1
nl
log
∥∥∥PK
ν(nl)
ϕ⊗nl
∥∥∥2
≥ Iψ(µ) + Iϕ(ν).
(41)
The first inequality follows from (39) and the second one from Lemma 3.2.
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The following two inequalities should be compared with (28). In Section 4 the first
one (Proposition 3.6) will be used in the proof of additivity of our monotones, while the
second one (Proposition 3.7) is needed in the proof of monotonicity.
Proposition 3.6 (Rate function and direct sum). Let ψ ∈ H = H1 ⊗ · · · ⊗ Hk and
ϕ ∈ K = K1 ⊗ · · · ⊗ Kk. For every λ ∈ Pk the inequality
Iψ⊕ϕ(λ) ≥ inf
q∈[0,1]
inf
µ,ν∈Pk
(λ,µ,ν)∈LRkq
qIψ(µ) + (1− q)Iϕ(ν)− h(q) (42)
holds.
Proof. Let d = 1+
∑k
j=1(dimHj+dimKj) and λ ∈ Pkn. Using that the sum of Schur–Weyl
projections is the identity, the estimate on the number of partitions with bounded length
and the vanishing condition (18) we have the inequality
∥∥∥PH⊕Kλ (ψ ⊕ ϕ)⊗n∥∥∥2 = n∑
m=0
∑
µ∈Pkm
ν∈Pkn−m
cλµν 6=0
∥∥∥∥PH⊕Kλ (idC(nm) ⊗PHµ ⊗ PKν )
(
〈
(
n
m
)
〉 ⊗ ψ⊗m ⊗ ϕ⊗n−m
)∥∥∥∥2
≤
n∑
m=0
∑
µ∈Pkm
ν∈Pkn−m
cλµν 6=0
∥∥∥∥(idC(nm) ⊗PHµ ⊗ PKν )
(
〈
(
n
m
)
〉 ⊗ ψ⊗m ⊗ ϕ⊗n−m
)∥∥∥∥2
=
n∑
m=0
(
n
m
) ∑
µ∈Pkm
ν∈Pkn−m
cλµν 6=0
∥∥PHµ ψ⊗m∥∥2 ∥∥PKν ϕ⊗n−m∥∥2
≤ (n+ 1)d max
0≤m≤n
µ∈Pkm
ν∈Pkn−m
cλµν 6=0
(
n
m
)∥∥PHµ ψ⊗m∥∥2 ∥∥PKν ϕ⊗n−m∥∥2
(43)
By Lemma 3.3 we can choose a sequence λ(1), λ(2), . . . such that λ(n) ∈ Pkn, limn→∞ 1nλ(n) =
λ and
lim
n→∞−
1
n
log
∥∥∥PH⊕Kλ (ψ ⊕ ϕ)⊗n∥∥∥2 = Iψ⊕ϕ(λ). (44)
For every n choose 0 ≤ m(n) ≤ n, µ(n) ∈ Pk
m(n)
, ν(n) ∈ Pk
n−m(n) such that c
λ(n)
µ(n)ν(n)
6= 0 and
attaining the maximum in (43). Choose a subsequence nl such that
1
nl
m(nl), 1
m(nl)
µ(nl) and
1
nl−m(nl) ν
(nl) converge, and let their limits be q, µ, ν. LRk• is closed, therefore (λ, µ, ν) ∈
11
LRkq .
Iψ⊕ϕ(λ) = lim
n→∞−
1
n
log
∥∥∥PH⊕K
λ(n)
(ψ ⊕ ϕ)⊗n
∥∥∥2
= lim
l→∞
− 1
nl
log
∥∥∥PH⊕K
λ(nl)
(ψ ⊕ ϕ)⊗nl
∥∥∥2
≥ lim inf
l→∞
− 1
nl
log
(
nl
m(nl)
)
− m
(nl)
nl
1
m(nl)
log
∥∥∥PH
µ(nl)
ψ⊗m
(nl)
∥∥∥2
− nl −m
(nl)
nl
1
nl −m(nl)
log
∥∥∥PK
ν(nl)
ϕ⊗nl−m
(nl)
∥∥∥2
≥ −h(q) + qIψ(µ) + (1− q)Iϕ(ν).
(45)
The first inequality follows from (43) and the second one from Lemma 3.2.
Proposition 3.7 (Rate function and local projections). Let ψ ∈ H = H1 ⊗ · · · ⊗ Hk and
Π = Π2 = Π∗ ∈ B(Hj) for some j ∈ [k]. Consider the vectors ψ1 = (I ⊗ · · · ⊗ I ⊗Π⊗ I ⊗
· · · I)ψ and ψ2 = (I ⊗ · · · ⊗ I ⊗ (I − Π) ⊗ I ⊗ · · · I)ψ. For every µ, ν ∈ Pk and q ∈ [0, 1]
the inequality
qIψ1(µ) + (1− q)Iψ2(ν)− h(q) ≥ inf
λ∈P
(λ,µ,ν)∈LRkq
Iψ(λ) (46)
holds.
Proof. If q = 1 (or q = 0) then the right hand side is Iψ(µ) (or Iψ(ν)) and the inequality
follows from part (ii) of Proposition 3.4, therefore we can assume q ∈ (0, 1) and that ψ1
and ψ2 are nonzero. Let d =
∑k
j=1 dimHj , 0 ≤ m ≤ n, µ ∈ Pkm, ν ∈ Pkn−m. We define the
disjoint projections Π0,Π1, . . . ,Πn via the generating function
n∑
i=0
Πit
i = I ⊗ · · · ⊗ I ⊗ ((I −Π) + tΠ)⊗n ⊗ I ⊗ · · · ⊗ I. (47)
Consider the Sn-action on H⊗n that permutes the factors and permutations of the
vector (Pµψ
⊗m
1 ) ⊗ (Pνψ⊗n−m2 ). Πm is Sn-invariant, therefore it commutes with Pλ. ψ1
and ψ2 are supported in the orthogonal subspaces ΠHj and (I − Π)Hj at site j and
Pµ ⊗ Pν commutes both with Sm × Sn−m and with Π⊗m ⊗ (I − Π)n−m. Therefore every
element σ ∈ Sn either fixes this product (this happens iff σ ∈ Sm × Sn−m) or sends it
to an orthogonal one. The same is true for ψ⊗m1 ⊗ ψ⊗n−m2 , and the sum of its distinct
permutations is Πmψ
⊗n. Using this and the vanishing condition (20) we get (summing
over distinct permutations σ, i.e. over a set of representatives of the cosets Sn/Sm×Sn−m)
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(
n
m
)∥∥Pµψ⊗m1 ∥∥2 ∥∥Pνψ⊗n−m2 ∥∥2 =
∥∥∥∥∥∑
σ
σ · (Pµψ⊗m1 ⊗ Pνψ⊗n−m2 )
∥∥∥∥∥
2
=
∑
λ∈Pkn
cλµν 6=0
∥∥∥∥∥Pλ∑
σ
σ · (Pµψ⊗m1 ⊗ Pνψ⊗n−m2 )
∥∥∥∥∥
2
≤
∑
λ∈Pkn
cλµν 6=0
∥∥∥∥∥Pλ∑
σ
σ · (ψ⊗m1 ⊗ ψ⊗n−m2 )
∥∥∥∥∥
2
=
∑
λ∈Pkn
cλµν 6=0
∥∥PλΠmψ⊗n∥∥2
≤
∑
λ∈Pkn
cλµν 6=0
∥∥Pλψ⊗n∥∥2
≤ (n+ 1)d max
λ∈Pkn
cλµν 6=0
∥∥Pλψ⊗n∥∥2
(48)
Let m(1),m(2), . . ., µ(1), µ(2), . . ., ν(1), ν(2), . . . be sequences such that 1 ≤ m(n) ≤ n−1,
µ(n) ∈ Pk
m(n)
, ν(n) ∈ Pk
n−m(n) and
lim
n→∞
m(n)
n
= q (49)
lim
n→∞
1
m(n)
µ(n) = µ (50)
lim
n→∞−
1
m(n)
log
∥∥∥Pµ(n)ψ⊗m(n)1 ∥∥∥2 = Iψ1(µ) (51)
lim
n→∞
1
n−m(n) ν
(n) = ν (52)
lim
n→∞−
1
n−m(n) log
∥∥∥Pν(n)ψ⊗n−m(n)2 ∥∥∥2 = Iψ2(µ). (53)
For every n choose λ(n) ∈ Pkn such that cλ
(n)
µ(n)ν(n)
6= 0 and attaining the maximum in (48).
Choose a subsequence nl such that
1
nl
λ(nl) converges and let its limit be λ. LRk• is closed,
therefore (λ, µ, ν) ∈ LRkq .
qIψ1(µ) + (1− q)Iψ2(ν)− h(q) = limn→∞−
1
n
log
∥∥∥Pµ(n)ψ⊗m(n)1 ∥∥∥2
− 1
n
log
∥∥∥Pν(n)ψ⊗n−m(n)2 ∥∥∥2 − 1n log
(
n
m(n)
)
= lim
l→∞
− 1
nl
log
∥∥∥Pµ(nl)ψ⊗m(nl)1 ∥∥∥2
− 1
nl
log
∥∥∥Pν(nl)ψ⊗nl−m(nl)2 ∥∥∥2 − 1nl log
(
nl
m(nl)
)
≥ lim
l→∞
− 1
nl
log
∥∥Pλ(nl)ψ⊗nl∥∥2
≥ Iψ(λ).
(54)
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The first inequality follows from (48) and the second one from Lemma 3.2.
4 LOCC spectral points
In this section we construct our family of functionals on pure unnormalised states which
are monotone under trace-nonincreasing local operations and classical communication,
additive under the direct sum and multiplicative under the tensor product, i.e. are LOCC
spectral points in the terminology of [JV19]. This famlily is parametrised by a number
α ∈ [0, 1] and a point θ in the simplex P([k]). For α = 0 they reduce to the quantum
functionals introduced in [CVZ18], while for α = 1 they collapse to a single function, the
norm squared.
Like the quantum functionals of [CVZ18] (and also the support functionals of Strassen
[Str91]), our functionals come in two flavours, an “upper” and a “lower” family. In Sec-
tion 4.1 we define the upper version in terms of asymptotic representation theoretical data:
the Shannon entropy, which measures the growth rate of the dimensions of the represen-
tations of the symmetric group and the rate function studied in Section 3, and prove that
it is submultiplicative, subadditive and satisfies (5). In Section 4.2 we define the lower
counterpart in terms of the SLOCC orbit and prove that it is supermultiplicative. When
α = 0 both functionals reduce to the ones defined in [CVZ18] and are equal to each other.
Below we will assume that α > 0. In this case we do not know if the lower and the
upper functionals coincide. Nevertheless, in Section 4.3 we show that the regularisation
of the lower one equals the upper one and is superadditive, which implies that the upper
functionals are LOCC spectral points.
4.1 Upper functionals
We start by defining the “upper” family of the functionals. After the definition we prove its
algebraic (Proposition 4.2) and monotonicity (Proposition 4.3) properties. The main tools
in this section are the inequalities satisfied by the rate function, proved in Section 3, and
the entropy inequalities related to the Kronecker and Littlewood–Richardson coefficients,
as explained in Section 2.
Definition 4.1 (Upper functionals). Let α ∈ (0, 1] and θ ∈ P([k]). The logarithmic upper
functional is
Eα,θ(|ψ〉) = sup
λ∈Pk
[
(1− α)Hθ(λ)− αIψ(λ)
]
(55)
and the upper functional is Fα,θ(|ψ〉) = 2Eα,θ(|ψ〉).
We remark that Iψ(λ) is lower semicontinuous and infinite outside a compact set,
therefore for every α ∈ (0, 1] the supremum in (55) is attained.
Proposition 4.2 (Submultiplicativity and subadditivity of the upper functional). For any
α ∈ (0, 1], p ∈ [0,∞), θ ∈ P([k]) and vectors |ψ〉 ∈ H1 ⊗ · · · ⊗Hk and |ϕ〉 ∈ K1 ⊗ · · · ⊗Kk
the followings hold:
(i) Fα,θ(
√
p |ψ〉) = pαFα,θ(|ψ〉).
(ii) Fα,θ(|ψ〉 ⊗ |ϕ〉) ≤ Fα,θ(|ψ〉)Fα,θ(|ϕ〉)
(iii) Fα,θ(|ψ〉 ⊕ |ϕ〉) ≤ Fα,θ(|ψ〉) + Fα,θ(|ϕ〉)
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Proof. (i): The first term inside the supremum in (55) does not change if we replace |ψ〉
with
√
p |ψ〉, while the second term acquires an α log p term by the scaling property of the
rate function (Proposition 3.4, (i)). Therefore Eα,θ(
√
p |ψ〉) = Eα,θ(|ψ〉) + α log p, which
is equivalent to the statement.
(ii): We use Proposition 3.5 to bound Eα,θ(|ψ〉 ⊗ |ϕ〉) as
Eα,θ(|ψ〉 ⊗ |ϕ〉) = sup
λ∈Pk
[
(1− α)Hθ(λ)− αIψ⊗ϕ(λ)
]
≤ sup
λ∈Pk
sup
µ,ν∈Pk
(λ,µ,ν)∈Kronk
[
(1− α)Hθ(λ)− αIψ(µ)− αIϕ(ν)
]
≤ sup
λ∈Pk
sup
µ,ν∈Pk
(λ,µ,ν)∈Kronk
[(1− α) (Hθ(µ) +Hθ(ν))− αIψ(µ)− αIϕ(ν)]
= sup
µ,ν∈Pk
[(1− α) (Hθ(µ) +Hθ(ν))− αIψ(µ)− αIϕ(ν)]
= Eα,θ(|ψ〉) + Eα,θ(|ϕ〉),
(56)
where the second inequality uses that (λ, µ, ν) ∈ Kronk implies Hθ(λ) ≤ Hθ(µ) +Hθ(ν).
(iii): We use Proposition 3.6 to bound Eα,θ(|ψ〉 ⊕ |ϕ〉) as
Eα,θ(|ψ〉 ⊕ |ϕ〉) = sup
λ∈Pk
[
(1− α)Hθ(λ)− αIψ⊕ϕ(λ)
]
≤ sup
λ∈Pk
max
q∈[0,1]
sup
µ,ν∈Pk
(λ,µ,ν)∈LRkq
[
(1− α)Hθ(λ)
− α(qIψ(µ) + (1− q)Iϕ(ν)− h(q))
]
≤ sup
λ∈Pk
max
q∈[0,1]
sup
µ,ν∈Pk
(λ,µ,ν)∈LRkq
[
(1− α) (qHθ(µ) + (1− q)Hθ(ν) + h(q))
− α(qIψ(µ) + (1− q)Iϕ(ν)− h(q))
]
= max
q∈[0,1]
sup
µ,ν∈Pk
[
(1− α) (qHθ(µ) + (1− q)Hθ(ν) + h(q))
− α(qIψ(µ) + (1− q)Iϕ(ν)− h(q))
]
= max
q∈[0,1]
qEα,θ(|ψ〉) + (1− q)Eα,θ(|ϕ〉) + h(q)
= log
(
Fα,θ(|ψ〉) + Fα,θ(|ϕ〉)
)
.
(57)
The second inequality uses that (λ, µ, ν) ∈ LRkq implies Hθ(λ) ≤ qHθ(µ) + (1− q)Hθ(ν) +
h(q).
Proposition 4.3. If Π is a projection on Hj and |ψ〉 ∈ H1,⊗ · · · ⊗ Hk, then
Fα,θ(|ψ〉)1/α ≥ Fα,θ(Πj |ψ〉)1/α + Fα,θ((I −Π)j |ψ〉)1/α. (58)
Proof. Let |ψ1〉 = Πj |ψ〉 and |ψ2〉 = (I − Π)j |ψ〉. Choose µ, ν ∈ Pk and q ∈ [0, 1]. By
Proposition 3.7, for every  > 0, there is a k-tuple λ ∈ Pk such that
Iψ(λ)−  ≤ qIψ1(µ) + (1− q)Iψ2(ν)− h(q) (59)
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and (λ, µ, ν) ∈ LRkq .
By definition,
logFα,θ(|ψ〉)1/α = 1
α
Eα,θ(|ψ〉)
≥ 1− α
α
Hθ(λ)− Iψ(λ)
≥ 1− α
α
(qHθ(µ) + (1− q)Hθ(ν))− qIψ1(µ)− (1− q)Iψ2(ν) + h(q)− .
(60)
The inequality also holds if we take → 0 and the supremum over µ, ν, therefore
logFα,θ(|ψ〉)1/α ≥ q logFα,θ(|ψ1〉)1/α + (1− q) logFα,θ(|ψ2〉)1/α + h(q). (61)
Finally, the maximum of the right hand side over q is
log
(
Fα,θ(Πj |ψ〉)1/α + Fα,θ((I −Π)j |ψ〉)1/α
)
. (62)
4.2 Lower functionals
Next we define the lower versions of our functionals and show basic properties such as
monotonicity and supermultiplicativity (Proposition 4.5). The latter property implies
that the regularisation of the lower functional exists. The regularised functional inherits
the algebraic properties and in addition satisfies superadditivity under the direct sum
(Proposition 4.7).
In the following we will use the notation ψ  ϕ to mean that there exist linear operators
A1, . . . , Ak (Aj ∈ B(Hj)) satisfying A∗jAj ≤ I for all j ∈ [k] such that ϕ = (A1⊗· · ·⊗Ak)ψ.
In addition, when ϕ ∈ H \ {0} we set
Hθ(ϕ) =
k∑
j=1
θjH
(
|ϕ〉〈ϕ|j
‖ϕ‖2
)
, (63)
where the subscript j refers to the jth marginal.
Definition 4.4 (Lower functionals). The logarithmic lower functional is
Eα,θ(|ψ〉) = sup
|ϕ〉∈H
ψϕ
[
(1− α)Hθ(ϕ) + α log ‖ϕ‖2
]
. (64)
The lower functional is Fα,θ(|ψ〉) := 2Eα,θ(|ψ〉).
Proposition 4.5 (Basic properties of the lower functional). For any α ∈ [0,∞), p ∈
[0,∞), θ ∈ P([k]) and vectors |ψ〉 ∈ H1 ⊗ · · · ⊗Hk and |ϕ〉 ∈ K1 ⊗ · · · ⊗Kk the followings
hold:
(i) Fα,θ(
√
p |ψ〉) = pαFα,θ(|ψ〉).
(ii) Fα,θ(〈r〉) = r.
(iii) If ψ1  ψ2 then Fα,θ(|ψ1〉) ≥ Fα,θ(|ψ2〉).
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(iv) Fα,θ(|ψ1〉 ⊗ |ψ2〉) ≥ Fα,θ(|ψ1〉)Fα,θ(|ψ2〉)
Proof. (i): If we replace |ψ〉 with √p |ψ〉, then the allowed |ϕ〉 also get rescaled by √p. The
first term in the supremum is not sensitive to this, while the second gets an additional
α log p term. Therefore Eα,θ(
√
p |ψ〉) = Eα,θ(|ψ〉) + α log p, which is equivalent to the
statement.
(ii): The entropies in the supremum are upper bounded by log r for any choice of
|ϕ〉 since the local ranks cannot increase under separable operations. The norm is also
nonincreasing, therefore log ‖ϕ‖ ≤ log ‖〈r〉‖2 = log r. This proves that Eα,θ(〈r〉) ≤ log r.
On the other hand, |ϕ〉 = 〈r〉 is feasible and achieves this upper bound.
(iii): If ψ2  ϕ then by assumption also ψ1  ϕ, therefore the supremum for ψ1 is
taken over a larger set than for ψ2, which implies Eα,θ(|ψ1〉) ≥ Eα,θ(ψ2).
(iv): If ψi  ϕi (i = 1, 2) then ψ1 ⊗ ψ2  ϕ1 ⊗ ϕ2, therefore
Eα,θ(|ψ1〉 ⊗ |ψ2〉) ≥ (1− α)Hθ(ϕ1 ⊗ ϕ2) + α log ‖ϕ1 ⊗ ϕ2‖2
= (1− α)Hθ(ϕ1) + α log ‖ϕ1‖2 + (1− α)Hθ(ϕ2) + α log ‖ϕ2‖2 .
(65)
Now take the supremum over the admissible |ϕ1〉 and |ϕ2〉 to get Eα,θ(|ψ1〉 ⊗ |ψ2〉) ≥
Eα,θ(|ψ1〉) + Eα,θ(|ψ2〉).
Part (iv) of Proposition 4.5 says that Eα,θ is superadditive under tensor product. We
also have the additive upper bound Eα,θ(|ψ〉) ≤ (1 − α)
∑k
j=1 θj log dimHj + α log ‖ψ‖2.
Therefore the regularised lower functional exists and is finite, so the following definition
is meaningful.
Definition 4.6 (Asymptotic lower functional). The asymptotic logarithmic lower func-
tional is
E˜α,θ(|ψ〉) = limn→∞ 1nEα,θ(|ψ〉⊗n) (66)
and the asymptotic lower functional is
F˜α,θ(|ψ〉) = limn→∞ n
√
Fα,θ(|ψ〉⊗n) = 2E˜α,θ(|ψ〉). (67)
Proposition 4.7 (Basic properties of the asymptotic lower functional). For any α ∈
[0,∞), p ∈ [0,∞), θ ∈ P([k]) and vectors |ψ〉 ∈ H1⊗ · · ·⊗Hk and |ϕ〉 ∈ K1⊗ · · ·⊗Kk the
followings hold:
(i) F˜α,θ(√p |ψ〉) = pαF˜α,θ(|ψ〉).
(ii) F˜α,θ(〈r〉) = r.
(iii) F˜α,θ(|ψ1〉 ⊗ |ψ2〉) ≥ F˜α,θ(|ψ1〉)F˜α,θ(|ψ2〉)
(iv) F˜α,θ(|ψ1〉 ⊕ |ψ2〉) ≥ F˜α,θ(|ψ1〉) + F˜α,θ(|ψ2〉)
Proof. (i): By part (i) of Proposition 4.5 we have
F˜α,θ(√p |ψ〉) = limn→∞ n
√
Fα,θ((
√
p |ψ〉)⊗n)
= lim
n→∞
n
√
pnαFα,θ(|ψ〉) = pαF˜α,θ(√p |ψ〉).
(68)
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(ii): By part (ii) of Proposition 4.5 we have
F˜α,θ(〈r〉) = limn→∞ n
√
Fα,θ(〈r〉⊗n) = lim
n→∞
n
√
Fα,θ(〈rn〉) = lim
n→∞
n
√
rn = r. (69)
(iii): By part (iv) of Proposition 4.5 we have
F˜α,θ(|ψ1〉 ⊗ |ψ2〉) = limn→∞ n
√
Fα,θ((|ψ1〉 ⊗ |ψ2〉)⊗n)
≥ lim
n→∞
n
√
Fα,θ(|ψ1〉⊗n)Fα,θ(|ψ2〉⊗n)
= F˜α,θ(|ψ1〉)F˜α,θ(|ψ2〉)
(70)
(iv): Let q ∈ [0, 1]. For any n ∈ N we expand the tensor power of the direct sum as
(|ψ1〉 ⊕ |ψ2〉)⊗n =
n⊕
m=0
〈
(
n
m
)
〉 ⊗ |ψ1〉⊗m ⊗ |ψ2〉⊗(n−m) . (71)
Keep only the m = bqnc term. This can be done by a local projection, which is a separable
operation with one Kraus operator, i.e. (|ψ1〉 ⊕ |ψ2〉)⊗n  〈
(
n
m
)〉 ⊗ |ψ1〉⊗m ⊗ |ψ2〉⊗(n−m).
Therefore, using (iii) and (iv) of Proposition 4.5 we have
Eα,θ((|ψ1〉 ⊕ |ψ2〉)⊗n) ≥ Eα,θ
(
〈
(
n
bqnc
)
〉 ⊗ |ψ1〉⊗bqnc ⊗ |ψ2〉⊗n−bqnc
)
≥ log
(
n
bqnc
)
+ Eα,θ(|ψ1〉⊗bqnc) + Eα,θ(|ψ2〉⊗n−bqnc).
(72)
Divide both sides by n and take the limit n→∞:
E˜α,θ(|ψ1〉 ⊕ |ψ2〉) = limn→∞ 1nEα,θ((|ψ1〉 ⊕ |ψ2〉)⊗n)
≥ lim
n→∞
1
n
log
(
n
bqnc
)
+ lim
n→∞
bqnc
n
1
bqncEα,θ(|ψ1〉
⊗bqnc)
+ lim
n→∞
n− bqnc
n
1
n− bqncEα,θ(|ψ2〉
⊗n−bqnc)
= h(q) + qE˜α,θ(|ψ1〉) + (1− q)E˜α,θ(|ψ2〉).
(73)
To finish the proof, take the maximum of the right hand side over q.
4.3 Comparing the functionals
The aim of this section is to prove that E˜α,θ = Eα,θ, from which our main theorem imme-diately follows. The inequality E˜α,θ(|ψ〉) ≤ Eα,θ(|ψ〉) relies on the spectrum estimationtheorem (similarly to [CVZ18, Theorem 3.24]) and basic properties of the rate function.
The reverse inequality is an application of the dimension estimates (10) and (11).
Proposition 4.8. Eα,θ(|ψ〉) ≤ Eα,θ(|ψ〉)
Proof. Let |ϕ〉 = (A1 ⊗ · · · ⊗Ak) |ψ〉 where A∗jAj ≤ I for all j. Let λ = (λ1, . . . , λk) ∈ P
k
be the decreasingly ordered marginal spectra of |ϕ〉〈ϕ| / ‖ϕ‖2. Then we have
Iψ(λ) ≤ Iϕ(λ)
= Iϕ/‖ϕ‖(λ) + log ‖ϕ‖−2
= − log ‖ϕ‖2
(74)
18
by Proposition 3.4. It follows from Definition 4.1 that
Eα,θ(|ψ〉) ≥ (1− α)Hθ(λ)− αIψ(λ)
≥ (1− α)Hθ(λ) + α log ‖ϕ‖2
= (1− α)Hθ(ϕ) + α log ‖ϕ‖2 .
(75)
The supremum of the right hand side over the possible |ϕ〉 is Eα,θ(|ψ〉).
Corollary 4.9. E˜α,θ(|ψ〉) ≤ Eα,θ(|ψ〉).
Proof. Eα,θ is subadditive under tensor product, therefore
E˜α,θ(|ψ〉) = limn→∞ 1nEα,θ(|ψ〉⊗n) ≤ limn→∞ 1nEα,θ(|ψ〉⊗n) ≤ Eα,θ(|ψ〉). (76)
Proposition 4.10. E˜α,θ(|ψ〉) ≥ Eα,θ(|ψ〉).
Proof. Let ψ ∈ H = H1⊗ · · · ⊗Hk, choose λ ∈ Pk. Let (λ(n))n∈N be a sequence such that
λ(n) ∈ Pkn, 1nλ(n) → λ and
lim
n→∞−
1
n
log
∥∥Pλ(n)ψ⊗n∥∥2 = Iψ(λ), (77)
as in Lemma 3.3. By Definition 4.4, we can estimate Eα,θ(|ψ〉⊗n) using ψ⊗n  Pλ(n)ψ⊗n =:
ϕn.
The jth marginal of ϕn/ ‖ϕn‖ is a state on Sλ(n)j (Hj)⊗[λ
(n)
j ], invariant under the action
of Sn on the second factor, thus the reduced state on that factor is maximally mixed. We
use the triangle inequality for the von Neumann entropy and the dimension estimates (10)
and (11) to get
Hθ(ϕn) ≥
k∑
j=1
θj
(
log dim[λ
(n)
j ]− log dim Sλ(n)j (Hj)
)
≥ n
k∑
j=1
θj
[
H
(
1
n
λ
(n)
j
)
− log(n+ 1)dj(dj−1)/2(n+ dj)(dj+2)(dj−1)/2
]
≥ nHθ
(
1
n
λ(n)
)
− log(n+ d)d2−1,
(78)
where dj = dimHj and d = dimH.
This leads to the lower bound
E˜α,θ(|ψ〉) ≥ lim supn→∞ 1nEα,θ(|ψ〉⊗n)
≥ lim sup
n→∞
1
n
[
(1− α)H(ϕn) + α log ‖ϕn‖2
]
≥ lim sup
n→∞
[
(1− α)Hθ
(
1
n
λ(n)
)
− 1
n
(1− α) log(n+ d)d2−1 + α 1
n
log ‖ϕn‖2
]
= (1− α)Hθ(λ)− αIψ(λ).
(79)
To finish the proof we take the supremum over λ so that the right hand side becomes
Eα,θ(|ψ〉).
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Proof of Theorem 1.1. By Corollary 4.9 and Proposition 4.10 we see that E˜α,θ = Eα,θ.The scaling property (i) follows from part (i) of Proposition 4.2 (or from part (i) of Propo-
sition 4.7), the normalisation (ii) is the same as part (ii) of Proposition 4.7. The multiplica-
tivity (iii) follows from part (iii) of Proposition 4.7 and part (ii) of Proposition 4.2. The
additivity (iv) follows from part (iv) of Proposition 4.7 and part (iii) of Proposition 4.2.
The monotonicity property (v) is a consequence of the scaling property, Proposition 4.3
and the equivalent condition (5) (from the characterisation [JV19, Theorem 3.1.] of LOCC
spectral points).
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A Proofs of technical statements
Proposition A.1. Let λ ∈ Pk,  > 0 and ϕ ∈ H = H1 ⊗ · · · ⊗ Hk. Then the limit
lim
n→∞
1
n
log
∑
λ∈Pkn
1
n
λ∈B(λ)
∥∥Pλϕ⊗n∥∥2 (80)
exists (possibly −∞, with log 0 interpreted as −∞).
Proof. If Pλϕ
⊗n = 0 for every n and λ with 1nλ ∈ B(λ) then the sequence is constant
−∞. We can thus assume Pλϕ⊗n 6= 0 for some λ. In particular, ϕ 6= 0.
Fix a maximal torus and a choice of positive Weyl chamber for U(H1)× · · · × U(Hk).
Let Wλ ∈ B(H⊗n) be the orthogonal projection onto the subspace of highest weight vectors
with weight λ. Then
Wλ ≤ Pλ = dimSλ(H)
∫
U(H1)×···×U(Hk)
(U⊗n)∗WλU⊗n dU, (81)
where the integration is with respect to the Haar probability measure. dim Sλ(H) ≤
(n+ 1)d1 where d1 =
∑k
j=1
dimHj(dimHj−1)
2 .
The only k-tuple for n = 1 is ((1), . . . , (1)), therefore P((1),...,(1))ϕ = ϕ 6= 0. By (81)
there is an U0 ∈ U(H1)× · · · × U(Hk) such that W((1),...,(1))U0ϕ 6= 0. In fact, the set{
U ∈ U(H1)× · · · × U(Hk)
∣∣W((1),...,(1))Uϕ 6= 0} (82)
is dense since for any U one can find A ∈ u(H1)× · · · × u(Hk) with U0U−1 = eA and then
the function
t 7→ ∥∥etAUϕ∥∥2 (83)
is real analytic and not identically zero, therefore arbitrarily small values of t exist with
etAUϕ 6= 0.
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Let n0 ∈ N such that∑
λ∈Pkn0
1
n0
λ∈B(λ)
∥∥Pλϕ⊗n0∥∥2 6= 0. (84)
The number of nonzero terms is at most (n0 + 1)
d2 where d2 =
∑k
j=1Hj , therefore there
is a λ0 ∈ Pkn0 such that 1n0λ0 ∈ B(λ) and∥∥Pλ0ϕ⊗n0∥∥2 ≥ (n0 + 1)−d2 ∑
λ∈Pkn0
1
n0
λ∈B(λ)
∥∥Pλϕ⊗n0∥∥2 . (85)
(81) implies that∥∥Pλ0ϕ⊗n0∥∥2 = 〈ϕ⊗n0 , Pλ0ϕ⊗n0〉
≤ (n0 + 1)d1
∫
U(H1)×···×U(Hk)
〈(Uϕ)⊗n0 ,Wλ0(Uϕ)⊗n0〉 dU,
(86)
therefore there exists U ∈ U(H1)× · · · × U(Hk) such that (with d = d1 + d2)∥∥Wλ0(Uϕ)⊗n0∥∥2 ≥ (n0 + 1)−d ∑
λ∈Pkn0
1
n0
λ∈B(λ)
∥∥Pλϕ⊗n0∥∥2 (87)
The left hand side of (87) is continuous in U and the set (82) is dense, therefore for every
δ > 0 there exists a U0 ∈ U(H1)× · · · × U(Hk) such that W((1),...,(1))U0ϕ 6= 0 and∥∥Wλ0(U0ϕ)⊗n0∥∥2 ≥ (1− δ)(n0 + 1)−d ∑
λ∈Pkn0
1
n0
λ∈B(λ)
∥∥Pλϕ⊗n0∥∥2 . (88)
Let n ∈ N be arbitrary and write n = qn0 + r with q, r ∈ N, r < n0. Then µ :=
qλ0 + r((1), (1), . . . , (1)) ∈ Pkn and
1
n
µ− 1
n0
λ0 =
r
n
(
((1), (1), . . . , (1)))− 1
n0
λ0
)
, (89)
which goes to 0 as n→∞, therefore 1nµ ∈ B(λ) for every large enough n.
The tensor product of two highest weight vectors is itself a highest weight vector with
the sum of the two weights, therefore Pµ ≥Wµ ≥W⊗qλ0 ⊗W⊗r((1),(1),...,(1)). From this we get
lim inf
n→∞
1
n
log
∑
λ∈Pkn
1
n
λ∈B(λ)
∥∥Pλϕ⊗n∥∥2 ≥ lim inf
n→∞
1
n
log
∥∥Wλ0(U0ϕ)⊗n0∥∥2q ∥∥W((1),(1),...,(1))(U0ϕ)∥∥2r
= lim inf
n→∞
(
1− r
n
) 1
n0
log
∥∥Wλ0(U0ϕ)⊗n0∥∥2 + rn log ∥∥W((1),(1),...,(1))(U0ϕ)∥∥2
=
1
n0
log
∥∥Wλ0(U0ϕ)⊗n0∥∥2
≥ 1
n0
log(1− δ)− d
n0
log(n0 + 1) +
1
n0
∑
λ∈Pkn0
1
n0
λ∈B(λ)
∥∥Pλϕ⊗n0∥∥2 .
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(90)
The inequality is true for all δ > 0, therefore also for δ = 0. In particular, (84) is not only
true for n0, but also for every large enough n. Therefore we can take lim supn0→∞ of both
sides, and the resulting inequality means that the limit exists.
Proof of Lemma 3.2. Let  > 0. nl
λ(nl)
∈ B(λ) for every large enough l, therefore∥∥Pλ(nl)∥∥2 ≤ ∑
λ∈Pkn
1
n
λ∈B(λ)
∥∥Pλϕ⊗n∥∥2 . (91)
Apply the logarithm to both sides, multiply by − 1nl and take the limit inferior:
lim inf
n→∞ −
1
nl
∥∥Pλ(nl)∥∥2 ≥ lim infn→∞ − 1nl ∑
λ∈Pknl
1
nl
λ∈B(λ)
∥∥Pλϕ⊗nl∥∥2
= lim
n→∞−
1
n
∑
λ∈Pkn
1
n
λ∈B(λ)
∥∥Pλϕ⊗n∥∥2 , (92)
in the last step using Proposition A.1. The claim follows after taking the limit → 0.
Proof of Lemma 3.3. For every  > 0 let
I = lim
n→∞−
1
n
log
∑
λ∈Pkn
1
n
λ∈B(λ)
∥∥Pλϕ⊗n∥∥2 (93)
so that lim→0 I = Iϕ(λ).
Choose a sequence (m)
∞
m=1 such that 1 ≥ 2 (so that any 1-ball in Pk is equal
to Pk), limm→∞ m = 0 and for each m a sequence (λ(m,n))n such that λ(m,n) ∈ Pkn,
1
nλ
(m,n) ∈ Bm(λ) and ‖Pλ(m,n)ϕ⊗n‖ is maximal subject to these conditions (such a choice
may not be possible for small n, we only define the sequence for large enough n). Then
lim
n→∞−
1
n
log
∥∥Pλ(m,n)ϕ⊗n∥∥2 = Im . (94)
Let n0(m) be the smallest integer such that for all n ≥ n0(m) the inequality
− 1
n
log
∥∥Pλ(m,n)ϕ⊗n∥∥2 ≤ Im + m. (95)
For every n ∈ N let Mn = max {m ∈ [n]|n ≥ n0(m)}. Then (Mn)n∈N is an increasing
sequence that is clearly unbounded. We claim that the sequence λ(n) := λ(Mn,n) satisfies
the requirements. Indeed,∥∥∥∥ 1nλ(n) − λ
∥∥∥∥
1
=
∥∥∥∥ 1nλ(Mn,n) − λ
∥∥∥∥
1
≤ Mn → 0 (96)
and n ≥ n0(Mn), therefore
lim sup
n→∞
− 1
n
log
∥∥Pλ(n)ϕ⊗n∥∥2 = lim sup
n→∞
− 1
n
log
∥∥Pλ(Mn,n)ϕ⊗n∥∥2
≤ lim sup
n→∞
(IMn + Mn) = Iϕ(λ).
(97)
The opposite bound on the limit inferior follows from Lemma 3.2.
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