The dynamical study of chemical systems whose evolution is governed by quantum mechanics can now be computed fairly effectively for small systems in which the evolution is entirely Hamiltonian. When such Hamiltonian systems interact with their environment, however, relaxation and dephasing terms are introduced into the evolution. To include the effect of these terms, several methods are in current use. This paper is devoted to an exposition, analysis, and several simple applications of the semigroup technique for dealing with these non-Hamiltonian evolution terms. We discuss the nature of the semigroup terms, how they arise and how they are applied, and some of their advantages and disadvantages compared to other methods including dissipation. Specific applications to three simple two-site problems are given.
I. INTRODUCTION
The solution to the Schrödinger equation offers a complete dynamical picture of pure quantum mechanical statesthat is, for the chemist, of molecules isolated in the vapor phase. When experiments involve measurements on molecules interacting with solvents, with surfaces, with gaseous collision partners, or with other similar molecules, the description of the process requires statistical ideas, in which the properties of the molecule are mixed with those of the interacting environment. 1 Formally, density matrix methods offer a complete solution to this problem; projecting from the complete density matrix for this molecule-plus-environment system onto the molecular subsystem permits description of the experiment.
Complete solution of the quantum Liouville equation for the density matrix is, except in trivial cases, essentially impossible-recent developments in numerical methods [2] [3] [4] [5] have permitted few level systems or one-dimensional systems to be solved, but in the general case, solution of the Liouville equation is impractical. Nevertheless, great progress can be made if simple ansätze for the dynamical properties of the bath are combined with proper quantum dynamics for the molecule. If the bath is harmonic, several methods, including Feynman path integral schemes, [6] [7] [8] [9] can be used to obtain solutions. If the bath is characterized as Markovian ͑that is, with no memory͒, there exist several general methods for describing the dynamics, evolution, and relaxation of the interacting quantum system.
A number of such general techniques are of current use in chemistry. These include the Redfield approach, [10] [11] [12] [13] various projection operator methods, Brownian oscillator models, 14, 15 influence functional techniques based on Feynman path intergrals, 16, 17 and cumulant expansion. 18 These different approaches involve different degrees of rigor, different generality and applicability, different levels of complexity, and different intuitive understandings.
In this paper, we discuss an alternative technique that, we believe, offers several important advantages. The method is formally referred to as semigroup analysis, because it is based on analysis of operator algebras within a semigroup construct. [19] [20] [21] The method is mathematically rigorous, being based essentially on the positivity of the density operator. It can be used for nearly any dynamical quantum system interacting with its environment, and produces definite equations of motion without the need for detailed derivation in each case. In the weak coupling limit, the parameters entering into the equation can be obtained numerically using perturbation theory. 18, [22] [23] [24] [25] [26] [27] The Redfield theory 10 also derives the relaxation terms by perturbation theory, but the positivity of the density operator is not assured as in the semigroup approach. The method produces equations of motion that supplement the Hamiltonian dynamics with the statistical influence of the environment. Finally, and most importantly, the method is entirely intuitive: one can model relaxation phenomena in precisely the same way that model Hamiltonians have been used extensively ͑for instance in electronic structure theory͒ to describe the dynamics of electrons or molecules.
The semigroup approach is intrinsically quantum mechanical, within the molecular subsystem. In this sense, it refers directly to the properties of a statistical ensemble, and therefore provides a more general formulation than any wave function method, including the hybrid quantum/classical mean field approximations [28] [29] [30] and the so-called ab initio dynamics based on the Car-Parinello equations. 31 The simple semigroup techniques that we will discuss and illustrate in the current paper are entirely adequate for Markovian systems. When the dynamical events are extremely fast within the molecular system, bath memory effects may be important: Under these conditions, one can generalize the semigroup to include an intermediate level of dynamics, such that only bath processes that occur on time scales comparable to those of the quantum dynamics are di-rectly included, and only the other motions are described using the semigroup.
Alternative, general approaches to discussing this problem exist in the literature. In particular, Percival and others have developed a nonlinear Schrödinger equation approach, using Monte Carlo methods. [32] [33] [34] [35] It has the advantage of generality, but has numerical difficulties including slow convergence. It is, in some sense, equivalent to the semigroup formulation that we will use here.
Although there are a number of papers in the chemical literature in which semigroups have been used [36] [37] [38] [39] [40] [41] [42] [43] the description in most of them is rather abbreviated, and the advantages of the technique, as well as its generalities and actual method of use, are not clearly spelled out. In the current manuscript, we will use this method to analyze the relaxation and dynamics of three different models for a two-site quantum mechanical system. We will assume either that they are fermions ͑that is, an electron is moving from one site to another͒, or bosons ͑that is, the two sites are harmonic oscillators that exchange quanta͒ or spins ͑that is, the two sites are two level systems, that can exchange excitations͒. We find, in general, that for a two-site system the semigroup dynamics of these three are essentially the same, except for relaxation and equilibration phenomena that are found in the two level systems, in which energy can be transferred directly into the bath.
The current paper is intended to be an overview, describing the semigroup methodology and giving particular examples. It is partly pedagogic in its nature-we wish to demonstrate the strengths and generality of this semigroup technique. A forthcoming paper will present a discussion of two more realistic and challenging problems, in which semigroup analysis proves intuitive, useful, and applicable.
The utility of the semigroup technique is based on its facilitating the writing directly of an equation of motion for the reduced variables, that is, for the observables that describe the quantum mechanical system, and correspond to the quantum measurement made on the system. The semigroup technique does not necessarily yield, directly, thermal equilibrium at long times. This feature can be added if necessary, but for many measurements, this long time thermal equilibrium is unnecessary; for example, in studying the relaxation and electron transfer properties of photoexcited molecular donor/acceptor pairs, the dynamics on the femtosecond, picosecond, or nanosecond time scale can be solved directly, without particular concern as to whether this system eventually approaches thermal equilibrium-the latter process may be irrelevant for the dynamics in question.
The three dominant physical effects that arise from the interaction of the quantum mechanical system with its statistical environment are dephasing processes, relaxation processes, and sudden perturbations of the quantum system due to specific collisions. This semigroup technique permits, directly, a description of all of these.
In Sec. II, the semigroup equations of motion are discussed, and the physical processes that the semigroup describes are detailed. The general equations are given for dealing with dephasing, relaxation, and sudden events. Section III presents specific examples for the three two-site problems already described ͑fermions, bosons, and spins͒. We derive the equations for the dynamics, and discuss particular limiting cases. Phenomena such as the Caldeira-Leggett situation ͑in which the system never moves coherently between the two sites, because of too rapid dephasing͒ fall naturally out of the semigroup analysis, as do formulas for line shapes, decay rates, and overall system dynamics. Finally, some remarks are made in Sec. IV concerning the generality and applicability of the semigroup technique.
II. QUANTUM DYNAMICS AND RELAXATION: SEMIGROUP APPROACH
The problem that we wish to study involves the dynamical behavior of a quantum mechanical system in a bath. On a purely Hamiltonian level, the overall system can be described simply using Eq. ͑2.1͒. Here H S , H B , and H SB stand, respectively, for system, bath, and system-bath interaction,
͑2.1͒
The aim of the exercise is to replace this dynamics with an appropriate reduced dynamics within only the space of the quantum mechanical system, that is, the effects of H B and H SB on the evolutionary dynamics of the molecule should be described by additional, relaxation-type terms added to the Heisenberg equation for the operators that exist in the quantum mechanical system. The semigroup analysis is most conveniently done not using the density matrix per se, but rather using the Heisenberg representation for the operators: The expectation values of these operators correspond to the physical measurements made on the system ͑such as dipole moment, polarization, energy, etc.͒. We then generalize the Heisenberg equation to the form
Here ⍀ is an arbitrary operator of the molecular system, using any convenient representation. The first term on the right-hand side is the ordinary Heisenberg evolution, due to the Hamiltonian of the quantum system. The second term includes any explicit time dependence of the operator; generally this term is obvious and unimportant, and will be dropped henceforth. The third term describes the evolution due to the interaction of the system with the bath-that is, to the last two terms in Eq. ͑2.1͒. We represent the relaxation process formally as arising from a Liouville operator, L D , that describes dissipation. We further assume that the interaction of the system with the bath can be represented in the form
Here ⌫ i is an interaction strength, while V and B i are, respectively, operators of the system and of the bath. Essen-tially all system/bath interactions can indeed be written in the form of Eq. ͑2.3͒ ͑e.g., the reaction field model for solvation, the linear or quadratic electron/vibration coupling problem, the isolated binary collision model, ladder models for vibrational relaxation, etc.͒. Note that we have not assumed that either the operator V or the operator B is Hermitian. Using general arguments based on positivity and causality, the semigroup analysis derives for the relaxation term the form
Here the parameters ␥ i are amplitudes describing the relaxation. Notice that this form is intrinsically quantum mechanical: If V and ⍀ are classical variables, the right-hand side of Eq. ͑2.4͒ is trivially zero. Similarly, if the operator commutes with V i and V i † , then no relaxation of the operator ⍀ is caused by the term in Eq. ͑2.4͒ containing V i .
There are three specific, important cases of Eq. ͑2.4͒ that occur in physical systems of interest.
͑i͒ If V is unitary, then Eq. ͑2.4͒ collapses to
This form is appropriate for what might be referred to as Poisson processes, that is, for processes in which the system suffers isolated changes due to sudden interactions with the environment-the isolated binary collision model is an obvious example. Under these conditions, the operator V is simply the S matrix of the system, that can be described as a sum of pulses acting on the molecular subsystem due to the environment. ͑ii͒ Much more common is the situation in which V is Hermitian so that Eq. ͑2.4͒ can be rewritten as
͑2.6͒
Here the double commutator form is characteristic of relaxation ͓as opposed to the single commutator form of the Heisenberg term, the first term on the right-hand side of Eq. ͑2.2͔͒. This form of dissipation is typical of a quantum system coupled to a stochastic process, 37 or driven by a delta correlated random noise. 44 The terms of Eq. ͑2.6͒ are particularly transparent for describing dephasing phenomena, where V i is a component of the actual molecular Hamiltonian. In this case, the form of Eq. ͑2.6͒ will conserve energy of the subsystem, while neither Eq. ͑2.5͒ nor the general form of Eq. ͑2.4͒ will-since they describe a combination of relaxation and dissipation phenomena.
͑iii͒ The third common case of Eq. ͑2.4͒ is of energy pooling. This case describes a relaxation through resonant energy transfer between the system and bath. It is best described by choosing as the operator V i in Eq. ͑2.4͒ the raising or lowering operators of the systems manifold.
The formalism in back of the semigroup analysis is rather complex, and is described in several important earlier papers. [19] [20] [21] For the chemical practitioner, all that is really required are Eqs. ͑2.2͒ and ͑2.4͒: Using the operators of interest for the molecule of interest, it is possible to model the dynamics of dissipation and relaxation in precisely the way one is accustomed to modeling, say, dynamical effects within the Hamiltonian. While the inclusion of relaxation processes using the semigroup methodology is both intuitive and general, one must take precautions. For example, the chain rule fails when relaxation phenomena are considered, that is, for two operators of the system A, B then Eq. ͑2.7͒ is the general situation-the chain rule in general fails for relaxation processes. This can easily be seen using the general form of Eq. ͑2.4͒,
Physically, this is not surprising: The product of two operators describes a very different physical behavior from the operators themselves, e.g., in the harmonic oscillator the square of a displacement includes a population, and population relaxation differs substantially from displacement. The remainder of this paper, as well as previous publications from our group [37] [38] [39] [40] [41] are all concerned with the applications of the semigroup equations, ͑2.2͒ and ͑2.4͒. All demonstrate the general applicability, for different specific physical situations.
III. EXAMPLES: TWO-SITE PROBLEMS
Imagine, then, that our quantum mechanical system consists of two sites, which interact with one another and with the bath in which they are immersed. These two sites could be localization sites for electrons if one is considering the electron transfer problem, or they could be vibrational modes in the study of vibrational energy transfer, or they could be two-level systems in the study of spin-spin interaction or exciton transfer. We will consider all three of these cases, write the appropriate algebras, solve the equations of motion, and then notice the striking commonality among these systems.
A. Two-site electron transfer
Consider first the simplest case, that of electron transfer between two sites. In this situation, the second quantized form of the electronic operator is simply
Here ␤ is the tunneling matrix element, and is the energy of the local sites ͑assumed degenerate͒.
The most important physical effect of the bath on this system is dephasing: Although, if one wishes to be truly rigorous, the dephasing should be defined in terms of the system eigenstates, one of the great intuitive benefits of semigroup analysis is that one can separate approximate local dephasing effects due to different processes. Accordingly, we distinguish between dephasing due to oscillations of the local energies of the system ͓Eq. ͑3.2͔͒ and dephasing due to modulation of the transfer matrix element ͓Eq. ͑3.3͔͒, corresponding to the breakdown of the Condon approximation,
The local relaxation amplitudes ␥ 1 and ␥ 2 , are typical decay constants; their magnitude can be estimated using perturbation theory, but for current purposes they are simply nonnegative real numbers, that characterize dephasing amplitudes. Notice that in Eq. ͑3.2͒ we have separated the site dephasing at the two electron localization sites, as suggested by the form of Eq. ͑2.4͒ above.
For the transfer problem in the presence of dephasing effects, the two relaxation terms in Eqs. ͑3.2͒ and ͑3.3͒ are adequate. We can, however, imagine a situation in which one of the sites, say site 2, leads to decay of the system: For example, one might have mixed valence species in which site 2 is labile, leading to chemical decay. Under these conditions, an extra evolution term of the form
enters. Here g, with units of inverse time, characterizes the strength of the decay. In a similar fashion a source term can be introduced. The dephasing terms of Eqs. ͑3.2͒ and ͑3.3͒ conserve energy, while the decay term of Eq. ͑3.4͒ conserves neither the energy nor the number of fermions in the system. The characteristic fermion anticommutation relations,
͑3.6͒
are used to evaluate the different evolution terms in Eq. ͑2.2͒.
B. Two harmonic oscillators
For the situation of two harmonic oscillators ͑assumed degenerate, for simplicity͒ a very similar set of equations holds. The Hamiltonian is written
and the relaxation terms corresponding to change of the energy of each oscillator, and to interaction between the oscillators, are given, respectively, by
͑3.9͒
Again, we will assume for generality that excitations can disappear from the system when a vibrational quantum is present in the oscillator indexed by the operator b, as shown in
To evaluate the operator algebra, we use the usual boson commutation relationships
C. Two spins, or two-level systems
Finally, for the situation of coupled spins or coupled two-level systems, corresponding to exciton transfer, the system Hamiltonian can be written as
Here the operators S z 1 and S z 2 refer to the z component of the spin operator at sites one and two, respectively, that is, the 1,2 refer to sites, not to powers.
Again, three relaxation or dissipation terms occur. The first two correspond to dephasing due to changes in the local site energy and to modulation of the transfer integrals, respectively, and are given by
͑3.15͒
The dissipation process in the two-level system case differs slightly from that with bosons or fermions. In this case, we will assume that relaxation can occur either at site one or at site two, and therefore the equation corresponding to loss of energy in this system is
We have denoted the amplitude by gЈ, to distinguish from the single-site relaxation in the fermion and boson systems. The evaluation of the equations of the motion is, again, straightforwardly completed using a number of operator identities for the spin operators that occur in this Hamiltonian. These are given in the following:
IV. EVALUATION: EIGENVALUES AND EVOLUTION
The dynamical observables describing the evolution of the system are now at hand. For each of the three cases ͑fermion, boson, spin͒, there are four coupled operators whose time-dependent expectation values describe the system. These four operators can be chosen as
͑4.4͒
All these operators are Hermitian. In each of the Eqs. ͑4.1͒-͑4.4͒, the top line is the fermion case, the second line the boson case, and the third line the spin case. In Eqs. ͑4.3͒ and ͑4.4͒, we have combined the individual operators to give Hermitian sums and differences. The operators ⍀ 1 and ⍀ 2 are local, representing single site observables. The operators ⍀ 3 and ⍀ 4 represent coherent correlation between the sites. Utilizing these operators, the overall equations of motion for the quantum mechanical systems, including effects of the bath as described by the semigroup, is of the form
͑4.5͒
In these equations, the identity of the fermion, boson or spin systems is given by
͑4.7͒
It is striking that the individual statistics of the operators that enter, for the particular case of two-site systems, really do not matter: The actual propagation matrix of Eq. ͑4.5͒ is almost the same for all three systems, except that the effective local decay constant, gЈ, acts on both ⍀ 1 and ⍀ 2 and is twice as large in the spin system as in the other two. This makes sense, since physically we have assumed that the decay in the spin system can occur at both sites, whereas it could occur at only one site in the fermion or boson problems. Notice also that there is an inhomogeneous term indicated in Eq. ͑4.5͒; only for the two-level systems does the inhomogeneous term occur, and it describes population decay at both the first and second sites; in other words, gЈϭ0 except for the two-level system. Not surprisingly, the parameter has no effect on the dynamics: it merely fixes the energy origin.
One can actually solve for the eigenvalues of the propagation matrix, which give the characteristic imaginary frequencies of propagation. They are simple for the two-level system where
Both Eqs. ͑4.8͒ and ͑4.9͒ refer to decaying solutions. Equation ͑4.10͒ is more interesting: As long as the difference of squares within the radical is negative, that is as long as
then these eigenvalues are complex, and oscillatory terms will occur-these correspond to movement of the exciton from one site to the other. This behavior can be observed in Fig. 1 . When the condition of Eq. ͑4.11͒ fails, the dephasing becomes too strong: Under these conditions, the system will simply not go from one site to the other in a coherent fashion-it hops between sites, since the dephasing causes a sort of decoherence that operates on a time scale shorter than that required for coherent ͑tunneling͒ transfer. This transition from coherent motion at low temperature ͑weak dephasing͒ to incoherent hopping at high temperature ͑strong dephasing͒ is a standard and important result of molecular exciton theory. 45 It has also been stressed in the context of double- well models by Caldeira and Leggett; 46 while many analyses have been given in the literature, the behavior simply falls out of semigroup considerations.
It is perhaps worth making some physical comments on the relaxation terms, ␥ 1 , ␥ 2 , and g. The ␥ 1 process corresponds to pure dephasing, that is, to relaxation only of the so-called coherences. It arises from modulation of the energy levels by the environment. The ␥ 2 process modulates population relaxation, and corresponds to a T 1 process ͑longitu-dinal relaxation͒ in the magnetic resonance case. The fact that both of these occur in the evolution of the operator ⍀ 4 relates to the common observation in magnetic resonance that the total transverse relaxation time has components from both transverse and longitudinal modulations ͑see Fig. 2͒ .
To illustrate some of these behaviors, we show in Figs. 1 and 2 the decay of the population ͑of an electron, of vibrational quantum or of a spin excitation͒, that was originally localized on site 1. The curve is drawn for several situations, and demonstrates the effects of some of the parameters ͑site dephasing, coherence dephasing, relaxation, mixing matrix elements͒ relevant for these systems. Note in particular that when Eq. ͑4.11͒ fails, the simple oscillatory behavior that one expects for two-level systems disappears.
When ␥ 1 becomes very large, corresponding to strong transverse relaxation, the eigenvalues of Eq. ͑4.5͒ become Ϫĝ , Ϫĝ Ϫ␥ 1 ͑twice͒, and Ϫĝ Ϫ2␥ 1 . When ␥ 2 becomes asymptotically large, corresponding to strong longitudinal relaxation, the roots become Ϫĝ , Ϫ␥ 1 Ϫĝ , Ϫ␥ 2 Ϫĝ , and Ϫ2␥ 2 Ϫĝ . Thus the evolution contains incoherent hopping terms ␥ 2 that describe population transfer, ␥ 1 that describe local dephasing, and ĝ which is the overall rate of decay from site two. Tables I and II show the eigenvalues for particular cases where both ␥ 1 and ␥ 2 have been, individually, permitted to become large. In each case the limiting eigenvalues demonstrate that hopping behavior is indeed attained, as is illustrated in Figs. 2͑c͒ and 2͑d͒ . Previous examples, as well as those in the forthcoming paper, apply these same semigroup ideas to the calculation of spectra, which can be calculated either in linear response limit or, for the case of strong fields, by direct calculation of the dissipated power.
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V. REMARKS
The very simple analyses presented here are intended to serve as a demonstration of the straightforwardness, simplicity, generality, and physical utility of semigroup analyses for relaxation and dissipation in quantum mechanical systems exposed to an environment. Use of these techniques is general for all situations in which the bath interacting with the molecule can be treated as Markovian-that is, in which the decay of bath memory effects can be assumed instantaneous. Generalization to intermediate level models can deal with the ͑unusual͒ case when bath memories are crucial.
The essential idea of the semigroup approach is to model, physically and intuitively, the different effects that act on a molecule due to the environment. These effects will include dephasing, relaxation and energy decay, and sudden pulse perturbations of Poisson type. All of these can be generally included within the semigroup formulation.
The semigroup equations of motion follow directly from a physical picture of the dissipation and relaxation dynamics. They generally involve a series of non-negative constants, which we have called ␥ i and g, corresponding to the different relaxation or dephasing processes. The magnitude of these quantities can be computed, in the weak coupling limit, using perturbation theory provided the correlation functions of the bath are known. More generally, they characterize the dissipation process, and can be carried along as parameters that describe the amplitude of the dissipation or relaxation or dephasing.
The important aspect is that the semigroup offers specific, clear, general equations to include dissipation and relaxation within quantum evolution. This avoids the two obvious but slightly perilous ways that have often been used to deal with dissipation dynamics: The first, and most obvious, is simply to describe relation and dissipation in an ad-hoc manner, such as for example by making frequencies complex ͑corresponding to decay͒. The second involves the use of more complex formalisms, such as those referred to in Sec. I. We truly feel that the semigroup analysis has substantial advantages in terms of interpretability, generality, rigor and physical intuitiveness.
One can envision the semigroup scheme as an extension of classical ideas to deal with quantum phenomena. While it is generally not possible to write, quantum mechanically, a Langevin equation, the semigroup in some sense is essentially the same thing. In a Langevin equation, one has both a damping term and a random force; the random force is difficult to include in quantum mechanics, which really is a global theory ͑the wave function extends over all space͒.
The essential idea of this semigroup is to include the bath and the system bath interaction as non-Hermitian evolution terms in the equations for motion. This has actually appeared several times in the older literature; for example, Sewell considered the polaron problem from this point of view, 47, 48 and replaced the actual vibrations with a Hamiltonian in which the electrons are coupled by random terms and particular assumptions are made on the nature of the relaxation of correlation functions within the electronic operator manifold.
While the semigroup analysis is intuitive, the mathematics in back of it is rigorous-Eq. ͑2.4͒ indeed describes the dissipation due to the terms of Eq. ͑2.3͒.
We hope to have shown in this paper that the use of the semigroup scheme to include dissipation and relaxational effects on quantum dynamics is straightforward and valuable. While this semigroup is physically essentially very similar to the Redfield theory, we believe that its intuitive nature and the generality of its applicability makes it, in several situations, a more valuable technique. In particular the analysis is based directly on the observables. For example, Domcke and collaborators have shown that simple knowledge of the dipole evolution in the quantum mechanical system can completely describe such nonlinear spectroscopies as photon echoes, nonlinear polarization, degenerate four-wave mixing, and other pump/probe structures. 49 Within the equations of motion for the dipole, driven by the external fields, dissipa- tion effects can be easily taken into account using the semigroup analysis.
