Wireless networking experimentation research has become highly popular due to both the frequent mismatch between theory and practice and the widespread availability of low-cost WLAN cards. However, current WLAN solutions present a series of performance issues, sometimes difficult to predict in advance, that may compromise the validity of the results gathered. This paper surveys recent literature dealing with such issues and draws attention on the negative results of starting experimental research without properly understanding the tools that are going to be used. Furthermore, the paper details how a conscious assessment strategy can prevent placing wrong assumptions on the hardware. Indeed, there are numerous techniques that have been described throughout the literature that can be used to obtain a deeper understanding of the solutions that have been adopted. The paper surveys these techniques and classifies them in order to provide a handful reference for building experimental setups from which accurate measurements may be obtained.
Introduction
The widespread availability of wireless products at low cost, mainly IEEE 802.11 WLAN cards, has allowed wireless networks, both commercial and end-user driven, to appear all over the world at an unprecedented pace. Additionally, mismatches between theoretical/simulation and experimental work made the wireless networking research community realize the need to turn-highly experimental, which was also fostered by the availability of such low-cost equipment. The use of data from research testbeds and experimental measurement campaigns has revealed numerous unforeseen aspects about the actual functionality of WLAN networks.
However, experimentation results have to be handled with care. Placing wrong assumptions on the actual behavior of experimentation tools can lead to dismissing useful research results because they do not match the expected theoretical behavior. An improper calibration of networking tools or, simply, a misunderstanding of their actual behavior can render invalid conclusions out of measurement results. This paper surveys recent literature related to wireless network experimentation and presents the multiple performance issues that have been encountered when dealing with actual networking tools. Such issues may range from card misbehavior to unexpected interaction of the wireless hardware with the environment (e.g., interference). In some cases, these findings were not predicted in advance because they are specific to particular implementations. However, in other cases, it turns out that even the simplest wireless setups place additional requirements to networking nodes and tools with respect to those posed to wired ones. As a consequence, they need a conscious calibration before operation, which is even more important in more complex wireless setups that include multihop and/or multiradio scenarios.
In many cases, the detection of specific performance issues related to wireless networking starts from unexpected measurement observations. Unpredicted throughput or loss measurements guide researchers to start a deeper analysis of the behavior of wireless devices. This suggests the usage of workload and loss measurements to detect and/or diagnose potential problems that may appear in wireless deployments.
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For this reason, this paper describes reference setups that can be used to analyze the behavior of the solutions to be used in order to detect in advance any performance anomaly.
Once performance issues are detected, researchers have been using a variety of techniques to diagnose the exact origin of the behavior observed. The paper continues with a survey and classification of these diagnosis techniques. Some of the techniques described involve costly equipment or complex setups but, in the majority of cases, they can be fulfilled with typical equipment present in WLAN laboratories.
The main contributions of this paper follow:
(i) raising awareness of the need for calibration when selecting the hardware and software to be used in wireless networking deployments, (ii) discussing negative effects that the lack of understanding of wireless networking components might have on the interpretation of results, (iii) surveying and classifying the techniques to be used to characterize the components used in a wireless networking testbed with these techniques being used to either detect or diagnose unexpected behavior of networking components, (iv) proposing a series of steps to methodologically apply prior to any wireless networking deployment in order to evaluate the adequacy and limitations of the solutions adopted.
Up to our knowledge, there has been no previous work on categorizing the artifacts that may arise in wireless network experimentation due to hardware misbehavior or its unexpected interaction with the wireless environment. This paper compiles and tries to provide a systematic view of this field with the goal of helping wireless networking experimenters to obtain more reliable setups and measurements. The rest of the paper is organized as follows. Section 2 reviews the sources of potential problems found in the wireless networking experimentation literature. Section 3 describes the basic techniques proposed for detecting the consequent performance issues. Section 4 presents the methods used to diagnose the origin of such performance issues. Finally, Section 5 provides some recommended practices to be applied when deploying a wireless networking testbed and Section 6 concludes the paper.
About Hardware Behavior: Sources of Potential Problems
Recent experimental research activity around wireless networking devices has revealed the presence of a number of issues that can affect the accuracy or, at least, the interpretation of the results gathered. In some cases, these findings were not predicted in advance, as they are specific to particular implementation decisions (e.g., cards noncompliant with the standards). In other cases, they correspond to new requirements that wireless devices and networks pose to computing systems (e.g., adequate control of interference in multiradio setups).
This section presents a review of the performance issues encountered in the wireless networking experimentation literature. Such issues may range from card misbehavior to unexpected interaction of the wireless hardware with the environment (e.g., interference). Furthermore, this section also identifies the specific impact that these issues may have on the expected performance of a given wireless networking deployment; see Table 1 for a summary.
Wireless networking devices present a series of performance issues that can be broadly classified into three main categories. First, wireless networking solutions present in some cases particular implementations that do not comply with standard specifications. This originates interoperability problems or unfairness in some scenarios.
Second, wireless networking technologies pose a series of new requirements for computing systems that previous communication technologies (such as the wired ones) did not. These new requirements have to be consciously tackled when moving systems into wireless networking, as they are prone to lead to misinterpretation of the results gathered.
Finally, the implementation of wireless networking solutions has not undergone the optimization effort that some wired technologies have received. As such, they are prone to present problems derived from suboptimal or constrained developments.
Compliance of Standard Specifications.
Recent studies have shown how particular implementations of wireless technologies present particular interpretations of the standard specification. These specific implementations constitute an important source of deviations between experimental results and those predicted in analytical and simulation models.
The authors of [1] conduct the first reported measurement campaign over an operational WLAN network. One of the first issues they encounter is what they refer to as "type loss," where different WLAN implementations lost a large number of packets due to interoperability problems. Even though the authors did not find the exact origin of the problem, they managed to identify that particular implementations of the standard from different vendors were not compatible.
The authors of [2] provide a detailed study of the behavior of actual IEEE 802.11 devices and reveal how different card models present a rather different behavior with respect to some of the standardized timing values defined in the specification (e.g., EIFS). The authors extend the study in [5] , where they provide a detailed analysis of the implementation of time-dependent processes (e.g., backoff) in multiple wireless device models.
The literature presents examples of how these issues affect the performance of wireless networks. As an example, the study presented in [3] reveals how the absence of "post-backoff " in specific IEEE 802.11 implementations leads to observing abnormally high throughput values when interconnecting wireless cards. Additionally, the authors of [17] show how the actual hardware behavior, when deviating from standard specifications, compromises some of the assumptions taken in theoretical and simulationbased analyses. They show, for example, how the incorrect Post/Pre-backoff [2, 3] Packet rates obtained might be higher than maximum ones allowed by standard.
Standard timing implementations (slot time, backoff distribution, IFS, etc.) [2, 4, 5] Some devices present unexpected time distributions or do not perform backoff at all. Unfairness and instability might appear.
New requirements for the system Adjacent-channel and cochannel interference [6, 7] Nonexpected traffic appears in measurements (close transmitters in other channels, stations in neighboring networks using same channel). Throughput may degrade.
Power consumption [8] Max. power allowed by low-end nodes might limit number of simultaneous wireless cards. Max. operational throughput may be lower.
Processing power [8, 9] Wireless cards or nodes may present lower processing power. Packet rates might be affected in highly demanding experimental settings.
Diversity of antennas [10] Failing to appropriately configure antenna output (with no connected antenna) leads to packet losses.
Tolerance to delay spread [11] When using card in scenario for which it was not designed (e.g., indoor versus outdoor), unexpected losses as well as unexpected good channels may occur.
Implementation issues (suboptimal or constrained development)
Beta drivers [12] The use of drivers under development may affect the performance of system. Throughput and loss measurements can be distorted.
Interrupt-handling and device memory limitations [9, 13] Frequent interrupts or limitations in hardware memory rapidly become the bottleneck in a networking device affecting the overall performance.
Isolation of cards [14] Performance is affected (e.g., less available bandwidth, more collisions).
Carrier sensing accuracy [13] Depending on the implementation of the carrier sense mechanism, throughput and loss may degrade in multihop scenarios.
Leakage and impedance matching of RF components [15] Connectors leak and packets from neighboring networks might affect performance reducing throughput or incrementing loss.
Transmission power control [16] In case it does not work as expected, adaptation algorithms cannot be executed in order to optimize functionality.
implementation of standard time-related functions has a direct impact on the level of fairness between contending stations.
New
Requirements for the Design of the System. Wireless technologies present a series of particular characteristics that have to be taken into account when developing and deploying networking infrastructures. Some of these characteristics compromise common networking practices (usually inherited from the wired networking world), which should be carefully tackled. Another source of problems may come from assuming that cards and nodes in complex wireless scenarios (e.g., multiradio) behave in the same way as in simple ones (e.g., single radio).
A clear example of these requirements is presented in [14] , where the authors show how using more than one wireless card in a single computing machine is not straightforward due to leakage and coupling problems. Further, they show how carefully preparing multiradio nodes, taking into account radiation properties of devices, can effectively save misinterpretations of unexpected measurement results (e.g., reduced throughput). The study presented in [15] further reveals how specific design properties of devices, such as impedance values, are an important issue to be considered when preparing multiradio nodes. The study reveals how the performance of a multiradio node can closely approach that of multiple single-radio nodes when the interaction between all components used is clearly understood.
Wireless devices pose important power consumption requirements for computing devices. These requirements not only affect battery-powered machines but also might constitute a problem to other computing machines. The power required to operate, as an example, multiple WLAN cards at the same time has been shown to be prohibitive for certain computing machines [8] . This issue entails the risk of misinterpreting throughput or loss measurements, even more thinking that the same computing machines are able to successfully operate multiple higher throughput Ethernet devices.
Antenna diversity is another example of this category. Some wireless cards offer the option of configuring different transmission mechanisms in order to take advantage of antenna diversity. However, as shown in [10] , wireless networking nodes can suffer severe performance degradation (in terms of loss) when this issue is not taken into account during the design stage.
Finally, when deploying a certain type of wireless network, one should also consider the scenario for which it was designed. As shown in [11] , IEEE 802.11 WLAN cards are designed to work with values of the delay spread that are consistent with indoor transmissions. However, when using these same WLAN card models in outdoor scenarios, such delay spreads can be easily surpassed, causing unexpected loss measurements. Recent research approaches propose tuning the transmission bandwidth of wireless cards in order to circumvent such problems [18] .
Implementation Constraints.
The low-end profile of some wireless devices promotes the development of costeffective solutions. However, this design strategy usually leads to generating networking solutions with specific performance limitations that have to be considered when preparing experimental setups.
An example of such a case is the one described in [9] . The authors show how some WLAN cards present different response times depending on the amount of information that they have to process. This has a direct impact on some popular bandwidth measurement tools widely used in the research community. In fact, not only the wireless cards, but also beta developments of drivers [12] or suboptimal processing of system interrupts can also lead to similar observations. Also related to the ability of a node to support a certain configuration is the access delay or speed of the hard drive in use, which may compromise data gathering capabilities, or the maximum bus transfer speed and processing power, which may be an issue for low-end devices commonly found in wireless experimental setups.
Even though WLAN specifications define certain minimum PHY layer requirements (e.g., transmission masks, maximum emission levels), some of the commercial solutions present different behaviors. A typical example of this is the protection against RF leakage of some WLAN cards [15] . RF leakage has a direct impact on the throughput and loss performance of wireless networking solutions. Another example would be the accuracy of the carrier sense mechanism. Even though the standard defines several mechanisms to determine the busy/idle state of a channel, it has been shown that adaptation strategies are optimal to avoid performance degradation in certain scenarios [19] . WLAN cards from different vendors implement particular solutions for the carrier sense, which show different performance levels [13] .
Another potential source of problems is the very rough support of certain functionalities, such as modifying the transmission power control [16] . This may hinder the application of accurate mechanisms to dynamically adapt the topology or other kinds of cross-layer algorithms that need accurate power control. Furthermore, in some cases, functionalities offered by the driver are not really supported by the hardware (or vice versa), as pointed out in [16] .
Finally, it should be considered that WLAN cards are still relatively recent and have not undergone the same optimization process as other technologies, such as Ethernet.
As an example, state-of-the-art implementations of Ethernet devices support polling or batch interrupt options (e.g., the NAPI in Linux), which eliminate the bottleneck that represents attending frequent interrupts in a computing system. Such a solution would be highly beneficial in multiradio settings where multiple wireless cards operating at high bit rates generate frequent interrupts requesting service.
Basic Techniques for Detecting Hardware Misbehavior
The previous section has shown how the performance issues associated to WLAN networking devices have a direct impact on throughput or loss measurements. Indeed, in many cases the observation of an unexpected behavior in terms of losses or throughput constitutes the original indication that wireless devices are not working as expected. This section elaborates on this observation. In particular, it describes how to use workload and loss measurements in order to assess, prior to deployment, the correct performance of a wireless networking solution. In this sense, the techniques described here should be applied before the ones explained in Section 4, as the first step is to detect the existence of a problem. Then, those explained in Section 4 are used to diagnose its cause.
Detecting Hardware Misbehavior by Assessing Supported
Workloads. It is common to find results in the literature that are based on characterizing the workload that a networking solution supports. This type of characterization has also been extended to wireless networking environments in order to assess the performance of WLAN solutions. Specifically, these studies consist in finding the number of packets or bits per second that the platform under analysis is able to sustain in response to an offered workload. As described in the previous section, there are several issues that may limit the workload that a node can sustain. Among them, one can list the processing power of the computing box (or the wireless hardware itself), the maximum storage capacity of the wireless hardware, the interrupt handling process in the intercommunication between the wireless device and the board, the degree of standard and protocol compliance of the wireless device, and the (in)correct use or calibration of the wireless node. Additionally, when multiple wireless interfaces are considered, interference among them or power consumption requirements might also be limiting factors.
It is worth mentioning here that the characterization of supported workloads must be done in the absence of channel propagation errors, as the focus is on assessing the performance of the hardware itself regardless of environment conditions. This is typically achieved by using coaxial cables to interconnect wireless devices or by establishing close Lineof-Sight (LoS) communications in isolated environments (i.e., without external interference). Section 5.3 provides further discussion about this.
The characterization of supported workloads might take many forms, depending on the target scenario and planned functionality of the wireless node under test (NUT). Relevant to wireless networking nodes, researchers have analyzed (1) traffic generation and reception rates of a node, (2) its forwarding rates, and (3) the concurrent rates that it is able to sustain. Figure 1 summarizes the experimental setup used to obtain the supported load characterization of a node (NUT in the figure). The figure represents the three types of characterization methods described.
The traffic generation and reception rates of a node measure the maximum rate at which a node can generate or receive traffic. This characterization technique has been used, for example, in [3] and typically consists in setting constant bit rate flows of an increasing intensity between a controlled testing node and the node under test (NUT). The test proceeds until measuring the maximum load that the NUT is able to sustain without losses. This has been used in [3] to characterize traffic generation between pairs of cards from different vendors by plotting packet rate generated versus packet rate requested curves. In this particular case, the setup used was the one tagged as (1.a) in Figure 1 . The shape of the obtained curves is a slope 1 line that becomes flat (i.e., slope = 0) as the maximum rate is reached. As explained in [3] , when one compares the maximum rates obtained for each pair of cards with the theoretical one, the conclusion is that some pairs surpass this limit, and thus, there may be standard compliance issues. The different values obtained depend on usage of short/long preamble and on whether prebackoff is used or not. To further study this behavior, some techniques are presented in Section 4 for really diagnosing the cause of this noncompliance.
Reference [3] also used traffic reception tests for characterizing the performance of multiple sniffers installed in the same machine. In this case, the setup used was (1.b) in Figure 1 . When compared to the curve obtained when a single sniffer is installed, one may observe a degradation of the capture rate, starting at a packet rate of 1000 packets/s, when multiple Prism cards are simultaneously sniffing the same flow. This may allow detecting problems in the isolation of cards, which may be appropriately diagnosed by means of techniques explained in the next section.
Measuring the forwarding rates of a node is a classic benchmarking technique, commonly applied to switching and routing nodes [20] . It accounts for the number of frames per second that a NUT can send to an intended destination in response to an offered load. This characterization technique is especially useful in those nodes that are to be used in the backhaul of a wireless mesh network, for example, [21] . Setup 2 of Figure 1 would be used in this case, but the same kind of curves as those obtained in traffic generation tests may be used to detect problems in the forwarding node.
Finally, when measuring the concurrent rates that a node is able to sustain, a researcher is determining the traffic load that a station is able to reliably handle when it is both dealing with incoming and outgoing traffic. Reliable here means that no packet drops are observed in neither the incoming nor the outgoing traffic of the measured wireless node. This technique can be thought of as joining together the previous two. Therefore, traffic is generated in the same way as in the previous cases. This characterization technique is described in [13] and the setup used is 3 in Figure 1 . The reader should notice that flow 2 is not the result of forwarding flow 1, and what is represented is receiving rate of NUT versus sending rate of NUT. In some cases, the NUT may generate more traffic than it should if busyness of medium was perfectly assessed. This allows detecting problems in carrier sensing accuracy [13] .
Several experimental research studies give practical evidence of the convenience of using supported load characterization (e.g., [6, 14, 15] ) to detect unexpected issues. In such studies the authors generally compare the measured values in a supported load characterization with an expected (theoretical) performance.
There exist numerous studies in the literature that provide reference numbers for the throughput that can be achieved. These analyses are applied both in regular reference conditions (e.g., [22] ) and in optimal (zero propagation loss) conditions (e.g., [23, 24] ).
Detecting Hardware Misbehavior by Assessing Loss
Measurement Performance. The measurement of loss is popular in experimental wireless networking research. It is a valuable tool for the design of efficient solutions to combat the high variability of wireless channel conditions. Further, loss measurements allow the design of efficient network deployment and management strategies.
However, as shown in Section 2, care should be taken when gathering loss measurements, as wireless devices may present some performance issues affecting this type of measurements. Examples of this are the processing power of wireless devices, the proper use of RF components, memory limitations of the elements used (WLAN card or computing machine), or the compliance of standard specs and its effects on fairness.
Typically, assessing the performance of a solution to support loss measurements does not involve bringing the wireless node to its performance limits. In such a case, unpredicted losses would lead to unexpected measurements of supported workloads.
Rather, assessing the ability of a node to produce accurate loss measurements typically requires running the node in favorable conditions. From a physical layer perspective, this leads to interconnecting wireless components with coaxial cables or establishing close LoS communications. The objective of this is preventing propagation losses in order to identify other possible sources of loss in the wireless solutions used. Alternatively, some approaches [11] use channel emulators to evaluate the behavior of wireless solutions in typical reference channel conditions. This helps them evaluate whether the behavior of wireless devices is the one expected from design specifications. This second approach, however, is more expensive.
There are a number of features that are common in loss measurements gathered in WLAN network deployments (e.g., [1, 11] ). In general, they are long experiments and they rely on broadcast packets of different sizes sent at different rates. Such measurements can be repeated in a controlled manner in order to assure that measurement nodes have sufficient memory capabilities and, under optimal channel propagation conditions, they present no losses. The presence of unexpected losses is an indicator of the presence of specific performance issues that may affect the correct functionality of a given network deployment.
Approaches Adopted to Diagnose the Origin of Hardware Misbehavior
Previous sections have presented typical sources of unexpected behavior in wireless networking experimentation (Section 2) and common tests to detect potential anomalies in the equipment used (Section 3). This section aims at closing the loop and presenting the methodologies that researchers use to determine the origin of unexpected behavior. In other words, this section presents the methods that researchers have been using to diagnose what the specific problem associated to unexpected performance observations is. Furthermore, these techniques are in general found in the context of measurement studies that have a certain goal, hence determining the exact measurement of interest, for example, the way in which workload is increased, or the parameter to be represented in the X-axis of the curve. In this sense, it is difficult to highlight one single curve for each technique that is able to solve all issues in all contexts. Therefore, the focus is on describing the technique and its interest, and also on giving some hints on its potential application as well as some representative proposed plots. 
Characterizing Issues Related to Hardware Design.
Hardware design options deeply shape the performance of networking devices. The complexity and efficiency of the components and the way they interact influence the overall functionality of the networking node. As previously mentioned, wireless networking devices did not yet undergo all performance optimizations that wired nodes did. Current networking architectures offer a wide range of features that are not currently exploited by wireless networking commercial products.
Besides, while wireless devices follow this optimization process, one can find some characterization proposals that have been designed and used to extract information about specific hardware-related issues. These techniques are not exclusive to wireless networking devices, but they are particularly relevant and have been successfully used for WLAN solutions.
The authors of [9] propose a methodology that aims at characterizing the time it takes for a wireless node (which is carrying a particular wireless device) to generate a response to a packet probing request. This is done in the context of bandwidth measurements, but it has general applicability when the response time of wireless networking devices must be characterized. For instance, such parameter may have a noticeable influence in some bandwidth measurement techniques. The methodology proposed there, but of general application to other contexts, consists in using a traffic generator (D-ITG) that can signal the instant of a packet generation through the serial port. This signal is used both at the sender and receiver to trigger energy level measurements in an oscilloscope that serve to obtain exact timestamps of packet generation instants. The response time is affected by several factors concerning hardware (and software) design options and it may deeply impact the performance of several packet probing-based algorithms. In particular case, the curve obtained was response time versus packet size, but there may be another X-axis of interest depending on the scenario under evaluation.
An important issue differentiating wireless networking devices and their wired counterparts is power consumption. This is especially relevant when standalone low-power machines are planned to be used in wireless deployments. The study in [8] presents a methodology to characterize the power that multiple wireless interfaces demand to the power supply. In this case, a controllable power supply is used as power source for the board and the methodology consists in progressively adding wireless devices and progressively stressing the workload handled by the wireless networking node and measuring the current consumed at any time. In this case, a relevant figure is power consumption versus number of wireless cards. This kind of measurements is important because circuitry designed to support wired communications may not be correctly dimensioned to support the power consumption requirements of wireless networking communications and may have insufficient resources to support multiple wireless networking devices.
Characterizing Issues Related to Wireless Communications and Protocols.
The characterization techniques presented above are not specifically designed for wireless networking nodes, but might be applied, in general, to any networking node. However, wireless networking presents a series of particularities that require specific characterization techniques specifically designed for it. This document categorizes these techniques as wireless communications and protocols and the more specific category environment awareness.
The category wireless communications and protocols encloses those characterization techniques that determine the ability of a node to communicate using the procedures of the protocol it claims to be using. On the other side, the category environment awareness refers to those techniques that characterize the ability of the node to be aware of the environment it is communicating in and to adapt to it. In a sense, the former refers to characterizing the ability of the node to actively use the environment to communicate and the latter characterizes the ability of the node to detect and be protected against issues related to wireless transmissions. This section discusses techniques within the wireless communications and protocols category. The next section deals with the environment awareness category.
The first draft proposals of the recommended practice 802.11T [25] include the performance metric throughput versus coverage/range and multipath. This characterization technique is similar to that of traffic generation and reception rates described above but including, in the measurement, effects of channel propagation. Among the several factors shaping the result of this measurement, one can identify the signal distortion induced by hardware and wireless node case shape, the transmission power and antenna gain, correct impedance matching between the components used, and the mutual interference between the several interfaces that a wireless node might be carrying. A reduced version of this technique is used in [11] . A potential curve of interest in this case is bit-rate received versus distance (or versus total path loss) when allowing automatic rate adaptation.
Recently, a study by Ben Abdesslem et al. [16] proposed the characterization of the power control support that commercial wireless devices offer. The characterization technique consists in placing a measurement node close to the wireless node that is going to be characterized (NUT). Then, the NUT starts a ping with the measurement node. The ping process forms, in this case, a constant flow that is used, at the measurement node, to evaluate the received signal strength level. From here on, the measurement methodology consists in progressively changing (with a certain granularity) the output power level of the NUT (from 1 mW up to the maximum allowed one) and recording the received signal strength at the measurement node. The result reveals whether the NUT supports power control options and with which granularity. Thus, the curve of interest is in this case received signal strength versus output power level at NUT.
The authors in [5] present a technique to characterize the correctness of a wireless device in following interpacket generation times specified by the standard. Constant bit rate flows with various packet sizes were tested. Using a precise timestamping (down to the microsecond) to measure the packet intergeneration time, the authors are able to characterize the random backoff process of wireless cards and the CWmin they use. The methodology determines the time elapsed since a packet is ready to be transmitted in a computing machine until it is actually sent under various conditions. The authors in [4] use a similar technique to obtain the packet interarrival time. They use this technique to characterize several commercial wireless nodes, how they conform to the Standard, and how they interact. The cumulative probability distribution for each measured interpacket spacing is the curve of reference in this case.
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A recent study presented in [10] introduces a methodology to understand the specific procedure that a WLAN card follows when it has more than one antenna available for transmission. It differentiates between unicast and broadcast frame transmission, as different transmit diversity algorithms may be implemented depending on the presence or not of ACK frames. In unicast transmissions, they may help in determining how good a certain channel is. Again, constant bit rate flows are generated with a large packet size. For broadcast transmissions the curve of interest is SNR versus time, with an appropriate averaging window, which is set to 40 ms in [10] . Periodic variations of SNR at regular intervals indicate the presence of antenna diversity algorithms. To further confirm this throughput versus time plots with and without antenna diversity enabled may be of use. As for unicast frames, the plots of reference are the SNR and retry distributions. Non-Gaussian SNR distributions and nonmonotonically decreasing retry distributions may indicate antenna diversity issues. Again, throughput versus time plots with and without diversity techniques enabled would definitely confirm this. Overall, the technique is able to identify whether the card periodically switches the transmission antenna (without assessment) or whether it follows a specific pattern (e.g., switch when there are two consecutive unsuccessful retransmissions).
Finally, one can find other characterization efforts in the literature related to characterizing specific interoperability issues between nodes. Firstly, a pioneering study by Yeo et al. [1] on wireless network measurements captures traces of the communications between WLAN devices in order to assess interoperability issues between them. Interoperability problems may be present when there are substantial packet losses observed in the communication between two nodes in a controlled environment in terms of channel propagation. Secondly, an initiative from the University of New Hampshire [26] offers the possibility to vendors to conduct exhaustive conformance tests to validate and certify 802.11 products.
Characterizing the Environment Awareness of a Node.
This category includes all those characterization techniques that aim at determining the interaction of the node being characterized and the environment in which it is placed in terms of wireless transmissions. This category gains particular importance in wireless mesh networking environments, where one should characterize the effects of the interactions between multiple radios inside a single box, the possibility to use several channels at the same time, or the effectiveness and conditions of using several antennas.
The authors of [6] propose a methodology to characterize the interference that a node generates in adjacent channels. Using a spectrum analyzer, they measure the power spectral density of a wireless node as seen in close proximity. The current transmission mask specified in 802.11 standard does not allow in practice coexistence of transmitters and receivers simultaneously operating in adjacent channels in a single computer, as adjacent channel interference may be substantial. However, this technique may be used to determine which wireless nodes are more suitable to build up a multiradio node, the distance required between devices and/or antennas, and even the most suitable technology to build up multiradio mesh testbeds.
Assuring isolation from external interferences or harmful leakages has been the object of several calibration processes in wireless experimental research studies. Traditionally, sniffing out zero channel activity with a monitoring node during a certain time is considered acceptable to consider that an experiment is free from external interference. However, nowadays, finding spots with zero channel activity, especially when using Wi-Fi nodes, is becoming harder and harder. Several methods have been proposed in the literature to shield and isolate wireless networking nodes from the influence of external interferences or from issues such as adjacent and cochannel interferences. The authors of [14] propose the use of throughput measurements to characterize the effectiveness of a shielding solution. The most representative figure to characterize this is throughput versus numerous channels of separation when constant bit rate UDP flows with different packet sizes are used. Additionally, the authors of [6] use a spectrum analyzer to characterize the shape of the output signal of a wireless node. This same technique can be used to estimate the effectiveness of a shielding solution.
The methodology proposed in [13] aims at characterizing the accuracy of a wireless node to detect transmissions from other nodes in multihop environments. The methodology obtains a characterization of the accuracy of the node when gathering low-level energy measurements and its potential impact on sustaining wireless communications. A new metric is proposed, called α, that accounts for the probability that a node is sensing the medium as idle when it is actually being used. The metric is computed by measuring the difference between the expected ideal protocol behavior and the actual behavior of a wireless node. As explained in Section 3.1, setup 3 in Figure 1 is used and constant bit rate traffic is sent for both flows. The reference curve in this case is receiving rate of NUT versus sending rate of NUT. If the curve obtained is within the operational region defined, it indicates that the NUT is constrained by the (in)accuracy of medium sensing. On the other hand, if it falls outside this region, it indicates that the node is constrained by the inability of handling incoming and outgoing traffic at the same time at the configured rate.
Some Recommended Practices
There follows a list of recommended practices, regarding the characterization of nodes, to be applied when deploying a wireless networking testbed. The list, as a whole, constitutes a methodology to characterize the wireless hardware to be used to set up a wireless networking testbed. These recommended practices build on the discussion followed throughout the paper and enclose most of the ideas explained and some of the concluding remarks found in the papers referenced.
Always Consider a Characterization Step in Your Testbed
Design and Implementation Process. Characterization of wireless networking nodes has not been much documented in the recent literature on experimentation. However, as shown throughout this paper, planning a conscious characterization of the wireless networking nodes that are going to be used can be very helpful. This can avoid taking nonappropriate assumptions that can affect the validity of the results gathered. An experimenter must be aware of which are the features of the underlying hardware that are of essential importance for the performance of the algorithms and protocols to be tested and carry out characterization tests that help him understand whether the hardware solution adopted is the appropriate one. This is referred to as selection of relevant parameters in Figure 2 .
Once parameters of interest are selected, the characterization of wireless nodes can be divided into two main steps. In the first step, the researcher uses the characterization techniques presented in Section 3 to detect possible misbehaviors of the wireless nodes to be used. In the second step, and in case unexpected results arise during the first one, the researcher uses specific techniques (among those presented in Section 4) to diagnose the origin of these previously unforeseen observations. Once the origin of the problem is diagnosed, appropriate corrective actions in terms of new design choices may be taken. The new node prototype is built and a new characterization process is carried out, and so on, until no problem is detected, which gives green light to the eventual deployment of the testbed. See Figure 2 for an overview of the process.
Use a Supported Load Characterization to Assess
Whether the Node Prototype Follows the Expected Behavior. As shown in Section 3.1, supported load characterizations are a simple and useful means to detect unexpected behaviors of the wireless networking nodes that are being characterized. They have been repeatedly used in the literature [6, 14, 15] to detect unexpected interactivity issues between components, nonstandard compliance, and so forth.
However, though supported loads are simple to set up, the researcher might also be cautious in choosing and tuning the tools used (e.g., the software tool used to generate traffic) in order to prevent gathering invalid observations.
In Case Hardware Is not Behaving as Expected, Use Specific Characterizations to Diagnose the Origin of Misbehaviors.
There are two main ways to diagnose the origin of unexpected hardware behavior. On one side, the researcher can use a specific characterization technique designed to tackle a particular aspect of the wireless node. Examples of this are the methodology used in [6] to analyze the level of adjacent channel interference using a spectral analyzer or the methodology described in [9] to obtain a measurement of the response time of a wireless node.
On the other side, the researcher can also make use of supported load characterizations to diagnose the origin of misbehaviors. This is possible when the researcher has the possibility of isolating the impact of each one of the components during the supported load characterization. As an example, the authors in [15] characterize the interference between wireless devices in a multiradio node using supported load characterizations. The study shows and characterizes how the attenuation between antennas and the correct match adaptation of components is behind misbehaviors of multiradio settings. There follows a list of hints that can help accelerating the diagnosis process and avoid undergoing an extensive characterization of the node to find specific performance issues.
(1) Whenever Possible, Start First by Characterizing and Deciding on the Wireless Hardware to Use. While building a wireless node, one can use either compact commercial solutions or assemble different components (typically a computing form factor and one or more wireless devices). When this second solution is adopted, it is interesting to obtain a separate characterization of the wireless hardware prior to characterizing the wireless node as a whole.
Recent research has shown (e.g., [1] ) that not all wireless hardware solutions behave comparably, regardless of the board functionality, and it is an interesting practice to characterize the devices to be used prior to building the wireless node itself. This serves also to identify or discard possible wireless hardware related bottlenecks when characterizing the performance of the whole node.
Separate characterization of the wireless hardware can be done by using a low entry server as the form factor support in order to assure that processing power of the board is not a limiting factor.
(2) Devote Special Attention on Tuning the Operational Characteristics of Devices and Components. Conscious tuning of the devices used should be always conducted, even more during the characterization process. Attention should be paid to the following issues. (1) Choose appropriately adapted RF components to your working frequency. In general, the higher the working frequency the more cautionary one should be. (2) Devise an appropriate data gathering methodology. Issues such as hard drive writing access delay or speed might compromise data collection. (3) The maximum bus transfer speed and processor power should always be taken into account when evaluating results. (4) Some drivers offer configuration options that are not really implemented in the wireless hardware that they control. Double check this before starting measurements. RF cables are a very convenient solution to conduct measurements. Devices are both isolated from external interferences and safe from unintended propagation losses. However, not all wireless hardware solutions offer the possibility to connect cables or external antennas. In these cases, wireless nodes that establish a communication during any test run should be placed close to each other and within Line of Sight in order to minimize unintended propagation effects. Experimental runs show that either using cables or close LoS communications (in the absence of external interferences) show close results even in indoor environments [15] .
(4) Bear in Mind That Single-Radio Performance UpperBounds Multiradio Performance. As was shown in [15] , the performance of a single-radio setting upper-bounds the performance of the same device in a multiradio setting. A prior characterization of the single-radio node performance can be used as a reference when calibrating multiradio nodes. The closer the performance of the multiradio node is to the multiple single-radio case, the better calibrated your setting is.
Once a Hardware Misbehavior Is Detected and Diagnosed, Either Reconsider the Network Design or Take It into Account in the Results
. Whenever unexpected issues arise, they might lead to reconsidering the hardware to be used. As an example, when two wireless cards turn out not to correctly interoperate, a hardware device change must be considered.
However, the process of characterizing unexpected behaviors of the wireless node might help understanding the experimental results and correctly assess the tolerance to be accepted in the results.
Conclusions
From a general point of view, the novelty of this paper resides on the fact that it brings attention to the potential dangers of drawing conclusions without appropriately considering the behavior of the specific hardware in use in a wireless networking testbed. There is a risk that a researcher makes a series of assumptions about the hardware/software tools used that may not be sufficiently accurate.
In order to support this observation, the paper surveys recent literature and identifies a number of performance issues that can constitute sources of problems during experimentation. Indeed, a substantial part of the referenced literature is motivated by unexpected observations when operating WLAN testbeds.
The paper also highlights the fact that unexpected observations are generally related to throughput and loss measurements. This suggests the idea of using a priori workload and loss tests in controlled environments to assess the performance of the solutions to be used. This will help detecting in advance any potential issue that may arise during the operation of an experimental deployment.
Once the presence of an unexpected performance issue is detected, the literature offers numerous techniques to diagnose the origin of the problem; they are surveyed and categorized in this paper. Despite requiring in some cases of complex setups, these techniques will allow determining the need for calibrating or changing a given WLAN solution or, at least, using it but handling the results with caution.
Finally, some illustrative examples are provided to exemplify how a researcher should make use of characterization on her/his own benefit.
