Much research on natural language processing (NLP), computational linguistics and lexicography has relied and depended on linguistic corpora. In recent years, many organizations around the world have been constructing their own large corpora to achieve corpus representativeness and/or linguistic comprehensiveness. However, there is no reliable guideline as to how large machine readable corpus resources should be compiled to develop practical NLP software and/or complete dictionaries for humans and computational use. In order to shed some new light on this issue, we shall reveal the flaws of several previous researches aiming to predict corpus size, especially those using pure regression or curve-fitting methods. To overcome these flaws, we shall contrive a new mathematical tool: a piecewise curve-fitting algorithm, and next, suggest how to determine the tolerance error of the algorithm for good prediction, using a specific corpus. Finally, we shall illustrate experimentally that the algorithm presented is valid, accurate and very reliable. We are confident that this study can contribute to solving some inherent problems of corpus linguistics, such as corpus predictability, compiling methodology, corpus representativeness and linguistic comprehensiveness.
I. INTRODUCTION
Commercially available corpora run from one million tokens, e.g., the Brown Corpus to hundreds of millions or even billions of tokens, e.g., the Association for Computational Linguistics (ACL), Data Collection Initiative (DCI), the British National Corpus (BNC), etc. It is somehow assumed that 10 million words substantially enable us to describe the information on vocabulary and syntax synthetically and that the size of a corpus is not very important once it has reached a certain number of tokens [1] . We think that this is basically true whenever we intend to compile a concise medium-size paper/compact disk (CD) dictionary or build a probabilistic tagger.
However, this does not hold if we aim to build a good electronic dictionary/lexicon for national language processing (NLP) or an automatic semantic analyzer for machine learning [2] , [3] . A practical semantic analyzer should be able to process virtually any sentence, containing, even, words not included in a concise medium-size paper/CD dictionary. Complete electronic dictionaries/lexicons are essential to practical NLP. The problem is compiling such a complete electronic dictionary/lexicon for an automatic semantic analyzer. Some possible approaches are the CYC Project or Dan-Hee Yang's corpus-based approach [3] , which, in principle, seems to be more practical, efficient, and flexible.
There is a great deal of interesting research on automated acquisition of linguistic information from corpora by means of statistical or machine learning mechanisms [4] - [7] . However, all these works critically suffer from data sparseness, which is a phenomenon that a given corpus fails to provide sufficient information or data on relevant word-to-word relationships. This is an intrinsic problem and a serious drawback for most corpus-based NLP work. This phenomenon is closely related to corpus size and there is a need to consider how large corpora should be compiled for machine learning and sampling resources in order to develop practical NLP software and/or complete dictionaries for humans and computers.
In order to answer this question, we shall discuss the flaws of previous several researches for predicting corpus size, especially using the pure regression or curve-fitting, which appears to be the best method to capture the lemma-growth pattern of a corpus. To overcome these flaws, we shall contrive a new mathematical tool (a piecewise curve-fitting algorithm) by means of statistically investigating the relations between the number of different base forms (lemmas) and the size of a corpus (tokens). Next, we suggest how to determine the tolerance error of the algorithm for positive predictions with specific corpora. And finally, we shall experimentally illustrate the validity and reliability of the algorithm.
II. RELATED WORK
Lauer outlined the basic requirements regarding the necessary size of linguistic corpora for general statistical NLP [8] , [9] . He suggested a virtual statistical language learning system by means of establishing an upper boundary on the expected error rate of a group of language learners as a function of the size of training data. However, his approach partially lacks validity as the size of training data that can be extracted from a corpus differs significantly, depending on the type of linguistic knowledge to be learned and/or on the procedure and technique used to extract data from the corpus. De Haan agreed with this issue insisting that the suitability of data seems to depend on the specific study to be undertaken and added that there is no such thing as the best or optimal size [10] .
Weischedel demonstrated that a tri-tag model using 47 possible parts-of-speech (POS) would need little more than one million words of training data [7] . However, most researchers might agree that this size seems neither suitable nor sufficient for semantic acquisition, among others. This implies that corpus size is heavily dependent on the linguistic research we want to carry out. Consequently, there is no use trying to predict the size of a corpus that can satisfy all linguistic requirements and expectations.
A more realistic and plausible research line may be found in the field of information retrieval. With reference to the increase rate of different forms, Heaps reported that the following expression is true for general English text of up to at least 20,000 words [11] : The number of different words D is related to the total number of words N by an equation relative to the way the text length increases:
where k and β are constants that depend on the particular text.
He pointed out the linear relation between D log and N log by taking common logarithms of both sides of ,
respectively. The purpose of his research was to create and manage index files efficiently for document retrieval. This explains why he experimented on a collection of title words of documents rather than on general English text. However, he did not give any explicit explanation on how the equation was actually derived.
Note that Heaps just insisted on the fact that (1) is true for general English text of "up to at least 20,000 words" rather than any size. This might imply that the dependent constants or, what might seem worse, the expression itself is likely to change as the corpus size grows dramatically. This suggests that even if we were to find a function that could fit some given data (corpus), there would still be no guarantee that the function would always hold. This is precisely the common major flaw of Young-Mi Jeong's and Sánchez and Cantos' researches within the field of computational linguistics [12] , [13] . In Section III-3, we shall delineate experimentally this problem in more detail.
III. INDUCTION OF A PIECEWISE CURVE-FITTING ALGORITHM
We are confident that Heaps, Young-Mi Jeong and Sánchez and Cantos failed by using regression techniques [11] - [13] . This might be attributed to their preference for Zipf's laws and on their belief that these statistical models would not just hold for their moderately large experimental data but also for any data (corpus size). However, recall that most regression models developed in statistics and applied to many engineering and scientific problems in daily life are generally used with small, finite and normally distributed data sets (such as heights, ages, temperature, and the like). However, some linguistic items, such as lemmas, are neither normally distributed, in principle, nor finite.
We propose to clarify the limits of regression or curve-fitting and to induce a new algorithm that might overcome these constraints.
Variation among Corpora
Heaps, Young-Mi Jeong, and Sánchez and Cantos experimented with small texts and/or relatively small corpora [11] - [13] . However, as already discussed, empirical corpus-based data depend heavily on the corpora from which this information has been extracted. This means that different linguistic domains (economy, science, etc.), degrees of formality, and media (radio, newspaper, etc.) result in different token-lemma relationships. To illustrate this issue, consider variation among various corpora depicted in Table 1 and Fig. 1 . The Yonsei Corpus (YSC) consists of eight subcorpora (the YSC I ~ YSC IX) compiled according to different sampling criteria. The Center for Language and Information Development (CLID) paid special attention to the sampling criteria in order to get the most balanced corpus (see [14] ). In Fig. 1 , the x-axes present the corpus size in words (tokens) and the y-axes the number of different lemmas or lexemes. The TEXT Corpus consists of Korean textbooks (ranging from elementary school to high school level) written by native Korean-speaking authors. The CHILD Corpus was compiled by means of samples taken from children's books (fairy tales, children's fiction, etc.).
The upper graph in Fig. 1 shows how the number of different lemmas in the TEXT and CHILD Corpora increases at a slower rate than the Dewey and STANDARD Corpora ones. This seems obvious as both the Dewey and the STANDARD Corpora contain different linguistic domains and, additionally, the texts refer to adult language, which, in principle, is more varied and lexically and semantically more complex.
Note Fig. 1 shows that the NEWS Corpus has a lower lemma-growth compared with its counterparts on the same graph. Interesting is the way that the 1960s Corpus behaves compared with the 1970s, 1980s and 1990s Corpora. Notice that the difference between the 1960s and the 1990s Corpus is more marked than the one between the NEWS and the 1990s Corpus though the 1960s and the 1990s Corpus (not the NEWS Corpus) were compiled following similar sampling criteria.
From these observations, it follows that sampling strategies affect lemma-token slope to some degree. However, more important is the fact that all corpora have one common inherent characteristic: monotone, convex up, and increasing curve.
For our research purpose, we merged all 10 corpora into the TOTAL Corpus (totaling 50,780,790 tokens).
General Function and Good Curve-fitting
In this section, we shall derive an equation able to describe monotone, convex up and increasing curves that matches the lemma-token growth curve. It is a well-known fact that regression is similar to curve-fitting, though curve-fitting offers more general and sophisticated techniques than regression [15] - [17] . However, regression does not even offer any clue on how to find a general form of a desired function. Consequently, we shall proceed with curve-fitting rather than regression.
Given the data points ),
estimating the corpus size would be to find
where x is the corpus size, and y is the number of different lemmas. In other words, the problem is to find a function that most closely fits the given data points in order to estimate how the number of different lemmas i y grows or evolves regarding changes given in a corpus of size . i x Curve-fitting is to find a function ) (x g y = that fits a given set of data.
In curve-fitting, it is vital to define correctly or as accurately as possible a general form of ) (x g in order to achieve the "best fitting" of the given experimental data. The functions in (2) above are six commonly used two-parameter general functions whose graph is monotone and convex. Any graph of a ) (x g function suitable for fitting monotone and convex data has no turning points and no inflection points for the given interval. Note that two parameters, say α and β, are generally 
sufficient to achieve good fitting in this case.
One is likely to think that the more parameters we have in various general functions, the more the curve fitting improves, e.g., whenever we use any plausible linear combination of the functions in (2) . Such a general function is called an nparameter linear model. However, it is also well known that the model is suitable for data having either turning points or inflection points on the fitting interval. In addition, we might also consider polynomial functions. The polynomial wiggle problem states that it is impossible to find a correct solution to such monotone and convex data [17] .
To evaluate the exactness of how a given guess function ) (x g fits given points , , ,
we will use the least square error criterion, which is to find ) (x g minimizing the sum of square errors In order to fit a two-parameter g(x) to monotone and convex data like the corpus slope (see Fig. 1 ), the linearizing formula of Table 2 can be used [15] , [17] . We must now choose the function, among the general functions in (2) , that best fits the different lemma-growth slope of a corpus. If we plot the given data points, as in Fig. 1 , the lemma-growth gets monotone, convex up and increasing. Therefore, if the two new conditions (a) convex "up" and (b) "increasing" are added to the conditions "monotone and convex", the considered scope is restricted to the four functions given in Table 3 .
We evaluated each of the functions according to the following three factors: (a) comparison of the square errors (the second column of Table 3 ; whenever the entire interval of the TOTAL Corpus is fitted only by means of a single function); (b) consideration of the number of subdivisions-I (whenever the piecewise curve-fitting method described in Section III-3 is used); and (c) consideration of the number of subdivisions-II (whenever the same method is used for the interval over 40 million tokens). The consideration of these three factors certainly shows that the general function ) ( 2 x g is superior to all the others.
Therefore, we decided to take the following equation as a general function for this study.
where y is the number of different lemmas, x is the corpus size in this study. As already advanced in Section II, Heaps found this general function [11] , even though he presented neither any convincing mathematical method to reach it nor any mathematical explanation regarding its adequacy. By the use of a common logarithm instead of a natural one in (1) in Section II, we just infer that he might be using a linear regression method. Notice the mathematical plausibility in modeling the relationship between the different items (lemmas) and the total number of words (tokens) by ), ( 4 x g even if it seems to be the worst function.
We can now draw two new conclusions. First, the lemmagrowth slope of a corpus, irrespective of its size, is always monotone, convex up and increasing. This means that
irrespective of its size, give a good fit for the corpus growth slope (lemmas) within a reasonable rate of error. Second, for both the entire and partial interval of the slope, the general function β αx y = is the best among those presented in Table 3 .
Limitations of a Guess Function
As already mentioned, even if we were to find a function for any given data, using it for prediction as such cannot always be justified because the dependent constants, or what is worse, the equation itself might change whenever the corpus size grows. To test this, we fitted the entire interval of the STANDARD and 1980s Corpus (Fig. 2 (a) ) and the TOTAL Corpus (Fig. 2 (b) ) by means of a single function. At first sight, the entire interval of the STANDARD Corpus appears to fit satisfactorily given that the graphs are drawn on a highly reduced scale and the data is relatively small. However, accuracy of approximation towards the last interval (or tail of the slope) is of prime importance in order to predict the size of a linguistic corpus accurately.
Observing both graphs, it becomes obvious that, though the fitting slope and the actual one flow similarly, the closer we get to the last interval, the more evident the differences become. Thus, the larger a corpus gets, the more the number of different lemmas that we can find is prone to be overestimated. The graph of the TOTAL Corpus Fig. 2 (b) reinforces this evidence. Table 4 interprets the graphs of Fig. 2 numerically. Note that the square errors were calculated by taking logarithms of both x and y according to the linearizing formula of experimental data, but, as already discussed, we feel strongly confident that predicting x outside the given interval should be avoided.
Up to this point, we are now able to advance a number of preliminary conclusions: (a) the guess function determined by either curvefitting or regression warrants satisfactory accuracy in estimating a value within the fitting interval. This implies that it seems reasonable to use a guess function as a predicting function in these cases; (b) these guess functions are not very reliable if we want to predict a value outside the fitting interval. Consequently, there are only two cases where we can use such guess functions as predicting functions: (a) in ideal cases, whenever the experimental data converges to infinity (∞) or contains almost all possible instances; and (b) in practical cases, whenever the experimental data is sufficient, that is, whenever we are confident that there will be no sudden change in the slope even if size increases dramatically.
In what follows, we shall use the term "estimate" strictly whenever we are dealing with the problem found within the given experimental interval, and "predict" whenever the problem lies outside it.
Piecewise Curve-fitting Algorithm
As already discussed, to predict the size of a corpus reliably and accurately for any NLP research, we cannot fit the entire interval by means of just a single function given in (2) in Section III-2. Instead, we have developed the piecewise curve-fitting algorithm (see Fig. 3 ) that overcomes the limitations and drawbacks of the pure curve-fitting method for a given interval ]. ,
The algorithm subdivides the entire interval into several pieces to satisfy certain constraints (this will be described later) and to enhance the accuracy in the curve-fitting.
To get a full understanding of this algorithm, refer to Fig. 4 . The thick curve in Fig. 4 (a) shows the actual lemma-growth slope of the TOTAL Corpus. If we predict or project the corpus to 3.3 million words or tokens, the guess function becomes 0.510881 0 21.963142 x y × = (square error: 0.008240). According to the guess function, we might expect to find roughly 190,000 different lemmas in a 50 million token corpus. However, we actually just found roughly 70,000 ones. Notice that Fig. 4 (a) x × (square error: 0.025799). As Fig. 4 (a) reveals, the new fitting curve seems to be precise within the new given interval, even though it does not fit accurately for the first interval [1, 3300000] . Thus, the algorithm fits the actual curve very closely even though size increases. As already mentioned (see Fig. 2 in Section III-3), the accuracy of approximation towards the last interval is of prime importance in predicting the size (or growth 
Final Step
Return the fitting function for the last right subinterval as a predicting function. Fig. 3 . A piecewise curve-fitting algorithm. pattern) of a corpus. Hence, the procedure in Fig. 4 (b) is worth considering. Notice that the position for subdivision, 3 . 3 = t x million, is calculated in the iteration step (a) of piecewise curve fitting algorithm in Fig. 3 .
The square error, 0.025799, of 1 y in Fig 4 (a) is still greater than the given tolerance error 0.01 (see next section for this value). Therefore, it seems wise to subdivide the interval again. The right position for subdivision is at 33 = t x million tokens by the iteration step (a) as seen in Fig. 4 (b) . Here, the front interval We shall use guess functions like i y in Fig. 4 (b) to predict corpus sizes. The reason for this decision is based, as previously mentioned, on the assumption that there are only two cases that justify the use of an original guess function, e.g., those of Fig. 2 , as a predicting function. The first one is rarely expected to be accomplished in reality, particularly with linguistic corpora. If this is so, we have no choice but to satisfy the second constraint.
In Fig. 4 (a Fig. 4 (b) ).
Consequently, we shall set up a new practical constraint: the square error on each subinterval should be less than the reasonable tolerance error. In particular, the last interval should fit closely without falling into a local solution. What we understand by a local solution is that each fitting curve fits its corresponding subinterval well, including the last interval. However, the accuracy of estimation is low (the extreme subinterval would be just 1). According to these new constraints, the last 1 y deserves to be the predicting function for the purpose of our research.
How to Determine the Tolerance Error
In what way can we determine the value of tolerance error for good prediction? Recall that the tolerance error aims to be smaller, the more the entire interval is subdivided into. Thus, the more we subdivide the entire interval into smaller subintervals, the better we can fit the subinterval. However, the more subintervals, the more possibilities there are of falling into a local solution. There is no mathematical algorithm to overcome such phenomena. We suggest a reasonable value derived from our experimental data.
We shall be reducing the tolerance error by 1/10 in order to find the proper number of subdivisions , i.e., acts of dividing and shall then evaluate each predicting function by means of the following factors: (a) the number of subdivisions; (b) the least square errors of the predicting functions; (c) the absolute difference between the predicted corpus size and the actual one.
The most desirable predicting function will be the one where both the absolute difference and the number of subdivisions are kept small.
The procedure to find a reasonable tolerance error rate consists in finding predicting functions for the 45 million token curve for nouns (see Fig. 5 (a) ) by means of our piecewise curve-fitting algorithm (see Fig. 3 ). Next, we predict the number of different nouns by means of the resulting predicting function. Finally, we compare the predicted number with the actual number of different nouns occurring in the TOTAL Corpus.
(Note that the TOTAL Corpus contains actually 50.7 million tokens and 62,497 different nouns). Table 5 shows that the difference is minimal at a tolerance error of 0.01. Furthermore, since the entire interval is subdivided into just four parts, the possibility that it falls into a local solution is much lower compared to the tolerance error of 0.001, which has been divided into eight parts. Therefore, we can conclude that a tolerance error of 0.01 is reasonable for the TOTAL Corpus.
Experimental Result
We are now in the position to predict the size of linguistic corpora by our piecewise curve-fitting algorithm (see Fig. 3 ) with a tolerance error of 0.01. This prediction is performed on lemmas of the four major POS: nouns, verbs, adjectives and adverbs. The reason for this restriction is justified on the evidence that these four POS are lexical items, in contrast to functional or grammatical items (e.g. prepositions, conjunctions, etc.) and because they account for around 98 % of all lemmas found in standard Korean dictionaries. Clearly, lexical items are the main goal for automatic lexical acquisition in NLP and lexicography, in general.
In addition, there are also other motivations why finding predicting functions by POS is important and necessary. These have something to do with (a) automatic lexical acquisition-trying to acquire a certain number of items (say, 20,000) regardless of its POS might be misleading as most or many items might belong to a particular POS (i.e., nouns)-and (b) specific research interests-we might be just interested in specific POS only, e.g. acquiring just 20,000 nouns, 3,000 verbs, 1,000 adjectives, 500 adverbs, etc.. Table 6 . Guess functions of POS by subintervals (where I is a subinterval (unit: 100,000 tokens), G is the guess function, and shaded fields refer to the predicting functions). is effective to guess the number of different verbs for a corpus ranging from 1.5 million to 3.0 million in size. Reversely, it follows that we can guess the required corpus size to get a specific number of different lemmas from the guess functions.
Young-Chae Kim manually counted a corpus consisting of 69 elementary textbooks (totaling 385,291 tokens) [18] . The number of different noun lemmas in his corpus is 12,029. If we apply the corresponding guess function 0.514739 14 .31002 x y × = for the subinterval [0, 3600000] (since the total size of the elementary textbooks is within the subinterval [0, 3600000]), we get just 10,736 different nouns. This might be misleading for the reader. However, we need to consider that the guess function used has been derived from the TOTAL Corpus and applied to a different corpus [18] .
However, we can try to adjust the calculations by considering homographs. Dan-Hee Yang proposed a formula to calculate the maximum number of different nouns by
where M is the maximum number of different lemmas (nouns), N the observed number of different lemmas (nouns), HD the number of lemmas (nouns) in a dictionary, and HI the total number of homograph-independent lemmas (nouns) in the same dictionary [19] reveals that our predicting functions fit reasonably well, particularly the right half of the total interval, which is long enough to demonstrate the accuracy of our predicting functions.
In order to calculate the required corpus size containing a specific number of different lemmas, we need to transform the predicting functions given in Table 7 Table 7 are induced in the same way. We can use these transformed functions to get the corresponding corpus size x regarding a required number of lemmas y. From Table 7 The accuracy of the predicting functions is very high. In the case of nouns, for instance, the difference between the actual number of different lemmas A and the predicted ones P is just 124, thus virtually 0; the error rate is 0.002643. Note that the actual number of different lemmas by POS is 62,497 for nouns, 12,188 for verbs, 4,720 for adjectives, and 3,138 for adverbs in the TOTAL Corpus. We infer from these experiments and evaluations that our predicting functions are valid, accurate and very reliable.
IV. CONCLUSION
In this paper, we have contrived a new mathematical tool for predicting the relationship between linguistic items (lemmas) and corpus size (tokens), overcoming the major flaws of several pre- Table 7 . Predicting functions and their transformed functions by POS (where A is the actual number of different lemmas and P the predicted number of different lemmas). vious researches on this issue. It seems trivial that the larger the experimental corpus used for predicting the required size of a corpus, the more accurate the predicting result. The importance of predicting corpus sizes becomes particularly relevant whenever we want to know accurately the required size of a hypothetical corpus needed for any specific purpose. In addition, this also allows us to estimate the compilation cost: materials needed, the time required, people involved, etc..
The piecewise curve-fitting algorithm described here in this paper has various practical uses: (a) to determine precisely the size of a corpus needed, depending on the required linguistic items (lemmas, types, tokens) and the type of research to be undertaken; (b) to choose the best compiling strategies. For example, if we find that an impractically large corpus (e.g. trillion tokens) might be required, we might have to change the current method of compiling that corpus. On the other hand, if a smaller corpus (e.g. billion tokens) is needed, we might put more emphasis on balance and coverage; (c) to induce the relationship between lemmas and tokens, types and tokens, and lemmas and types. The usefulness of these dependencies becomes evident in many ways, in particular whenever we want to contrast regularity patterns regarding specific linguistic areas (e.g., written versus spoken, Spanish versus Korean, newspapers versus fiction, see [13] , [20] ; and finally (d) to represent any monotone, convex up, increasing curve that cannot be represented by single functions. That is, whenever the error term is too big to be represented by a single function.
One critical problem is, however, how to determine the value of tolerance error for positive predictions. In this paper, we have suggested a reasonable method, though it is not necessarily the best, consisting of reducing the tolerance error to 1/10 in order to find the proper number of subdivisions and evaluating each predicting function according to the three factors outlined: number of subdivisions, least square error and difference between predicted and actual corpus size. Further research is required to find a better procedure or formulation, i.e., the relation between tolerance errors and corpus sizes, in this respect.
We are confident that our predicting functions are valid, accurate and very reliable, at least comparatively speaking. In addition, we do also hope that this study will shed new light on issues such as corpus predictability, compiling methodology, corpus representativeness and linguistic comprehensiveness. Our piecewise curve-fitting algorithm is perfectly applicable and valid for any other language, though for practical reasons we have focused and experimented only on Korean.
