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IRREDUCIBLE COMPONENTS OF QUIVER GRASSMANNIANS
ANDREW HUBERY
Abstract. We consider the action of a smooth, connected group scheme G on
a scheme Y , and discuss the problem of when the saturation map Θ: G×X →
Y is separable, whereX ⊂ Y is an irreducible subscheme. We provide sufficient
conditions for this in terms of the induced map on the fibres of the conormal
bundles to the orbits. Using jet space calculations, one then obtains a criterion
for when the scheme-theoretic image of Θ is an irreducible component of Y .
We apply this result to Grassmannians of submodules and several other
schemes arising from representations of algebras, thus obtaining a decompo-
sition theorem for their irreducible components in the spirit of the result by
Crawley-Boevey and Schro¨er for module varieties.
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1. Introduction
In [8] Crawley-Boevey and Schro¨er provided an important generalisation of the
work of Kac and Schofield on general properties of quiver representations, extend-
ing this to finite-dimensional modules over any finitely-generated algebra (associa-
tive and unital, but not necessarily commutative). More precisely, let K be an
algebraically-closed field and Λ a finitely-generated K-algebra. Then there is a
scheme repdΛ together with an action of GLd such that, for each field extension
L/K, the GLd(L)-orbits on rep
d
Λ(L) are in bijection with the isomorphism classes
of d-dimensional modules over Λ⊗K L. Taking the direct sum of modules yields a
‘direct sum’ morphism
Θ: GLd+e× rep
d
Λ× rep
e
Λ → rep
d+e
Λ ,
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so given irreducible components X ⊂ repdΛ and Y ⊂ rep
e
Λ, we can construct their
‘direct sum’ to be the irreducible subset
X ⊕ Y := Θ(GLd+e×X × Y ) ⊂ rep
d+e
Λ .
The main result of Crawley-Boevey and Schro¨er was a decomposition theorem for
the irreducible components of each repdΛ, proving that
(1) every irreducible component can be written as a direct sum of irreducible
components whose general representation is indecomposable, and this de-
composition is essentially unique.
(2) the direct sum X ⊕ Y of two irreducible components is again an irreducible
component if and only if the general representations for X and Y have no
extensions with each other.
Of course, there are many other interesting schemes arising from the represen-
tation theory of algebras. For example one can consider quiver Grassmannians, or
more generally flags of submodules of a fixed module, which in turn have applica-
tions to cluster algebras [5] (the Laurent polynomial describing a cluster variable
from a given acyclic seed can be written using Euler characteristics of quiver Grass-
mannians) as well as quantum groups and Ringel-Hall algebras [25] (when expand-
ing a product of the generators in terms of the basis of root vectors, the coefficients
can be written in terms of the number of rational points of quiver flag varieties over
finite fields). One can also consider those flags with specified subquotients, and
thus the schemes of ∆-filtered modules over a quasi-hereditary algebra. Another
example might be the zero sets of homogeneous semi-invariants for quivers [24].
Importantly, in all these examples, we again have an analogue of the direct sum
morphism. It is therefore a natural question to ask whether the results of Crawley-
Boevey and Schro¨er can be extended to these other types of schemes.
In this article we answer this question for four such types of schemes, including
the schemes repdΛ studied in [8], Grassmannians of submodules in Section 7 and
more general flags of submodules in Section 8. Our methods are slightly different
than those of Crawley-Boevey and Schro¨er, though, in that they are based on
the fact that the direct sum morphism Θ: GLd+e×X × Y → rep
d+e
Λ is always a
separable map.
For Grassmannians of submodules, the theorem reads as follows.
Theorem. Let K be algebraically closed, Λ a finitely-generated K-algebra, and
write Λ(2) ⊂ M2(Λ) for the subalgebra of upper-triangular matrices. Given a Λ-
module M we define the projective scheme
GrΛ
(
M
d
)
(R) :=
{
U ∈ GrK
(
M
d
)
(R) : U ≤M ⊗K R is an Λ ⊗K R-submodule
}
.
Then
(1) the direct sum of representations yields a separable morphism
Θ: AutΛ(M ⊕N)×GrΛ
(
M
d
)
×GrΛ
(
N
e
)
→ GrΛ
(
M ⊕N
d+ e
)
.
(2) every irreducible component of GrΛ
(
M
d
)
can be written uniquely (up to re-
ordering) as a direct sum X = X1 ⊕ · · · ⊕Xn, where M ∼= M1 ⊕ · · · ⊕Mn
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and d = d1 + · · · + dn, and each Xi ⊂ GrΛ
(
Mi
di
)
is an irreducible compo-
nent such that for all Ui in an open dense subset of Xi, the corresponding
Λ(2)-module (Ui ⊂Mi) is indecomposable.
(3) the direct sum X ⊕ Y ⊂ GrΛ
(
M⊕N
d+e
)
of two irreducible components X ⊂
GrΛ
(
M
d
)
and Y ⊂ GrΛ
(
N
e
)
is again an irreducible component if and only
if, for generic (U, V ) ∈ X×Y , every pull-back along some U → N/V yields
a split extension (in the category of Λ(2)-modules) of (U ⊂M) by (V ⊂ N),
and similarly for every pull-back along some V →M/U .
In fact, in the first part of the paper we discuss the following general situation.
Suppose we have smooth, connected group schemes H ≤ G, an action of G on a
scheme Y , and an H-stable irreducible subscheme X ⊂ Y . Associated to this we
have the morphism Θ: G×X → Y , and we are interested in understanding when
the image of Θ is dense in an irreducible component of Y .
There is an easy sufficient criterion for this using deformation theory (compare
[8, Lemma 4.1]): suppose we have an open, irreducible subset U ⊂ G × X such
that, for every field L and every commutative diagram
SpecL −−−−→ SpecL[[t]]y y
U −−−−→ Y
there exists a morphism SpecL[[t]]→ U making the two triangles commute. Then
the image of Θ: G×X → Y is dense in an irreducible component of Y .
We show in Theorem 3.7 that the converse holds whenever Θ is separable. More-
over, we provide in Theorem 4.10 some sufficient conditions under which such a
morphism will be separable. This result covers all the cases we investigate in this
paper, and should be applicable quite generally.
1.1. Overview. We now describe the various sections of the paper in more detail.
We begin by collating some results about schemes, including tangent spaces, jet
spaces, and separable morphisms. In particular, we include Greenberg’s Theorem,
Theorem 2.5, which together with the Theorem of Generic Smoothness allows us
in Corollary 2.10 to compute the tangent spaces TxXred in terms of the jet spaces
of X , at least generically. We also prove an interesting characterisation of when a
field extension is separable in terms of iterated tensor products Theorem 2.12; geo-
metrically this corresponds to saying that all iterated fibre products are generically
reduced Theorem 2.13. Along the way we also give in Proposition 2.1 an elemen-
tary proof that the module of Ka¨hler differentials for a regular local ring over a
perfect field is finite free.
In Section 3 we study a morphism of schemes f : X → Y and provide in Theorem 3.7
a sufficient criterion involving jet spaces for the image of an irreducible component
of X to be dense in an irreducible component of Y ; moreover, this condition is
necessary whenever f is separable. We also show in Proposition 3.8 that every
irreducible component of a Noetherian scheme has a natural subscheme structure
such that all the jet spaces agree generically on the irreducible component.
We finish the first part by discussing group scheme actions in Section 4. Suppose
we have a group scheme G acting on a scheme X , and let π : X → Y be a morphism
of schemes which is constant on G-orbits. We begin by showing in Proposition 4.1
that π is a geometric quotient if and only if it is a quotient in the category of all
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locally-ringed spaces, thus generalising [10, Proposition 0.1]. We also show that
if π is a quotient in the category of faisceaux, then it is automatically a univer-
sal geometric quotient. We then recall several results about when such quotient
faisceaux exist and what properties they inherit, such as smoothness, affineness,
faithful flatness and reducedness. We also provide a result which allows us to iden-
tify associated fibrations, Lemma 4.5, and prove that all principal G-bundles are
necessarily quotient faisceaux, Lemma 4.6.
We then discuss the particular situation we are interested in, where we have
smooth, connected groups H ≤ G, an action of G on a scheme Y , and an H-stable
subscheme X ⊂ Y . In this situation one may consider what are essentially the
fibres of the conormal bundles to the orbits: given an L-valued point x ∈ X(L) for
some field L, set NX,x := TxX/TxOrbH(x) and similarly NY,x := TxY/TxOrbG(x).
The morphism Θ: G × X → Y then induces a linear map θx : NX,x → NY,x. We
describe in Theorem 4.10 sufficient conditions involving θx for Θ to be separable.
In the second part of the paper we apply these ideas to four types of schemes aris-
ing from representation theory. We begin in Section 5 by considering the schemes
repdΛ, as studied by Crawley-Boevey and Schro¨er. We also discuss the generali-
sation to the case where we fix a complete set of orthogonal idempotents in the
algebra Λ. This is a slight extension of results in [3, 11], but note that there it is
assumed Λ is finite dimensional, so splits as a semisimple subalgebra together with
the Jacobson radical. This does not hold in general, so we need a different proof.
Our approach is in fact based on a formula for the determinant of a sum of square
matrices, Lemma 5.11, which may also be of independent interest.
In Section 6 we consider subschemes of the repdΛ parameterising those representa-
tions X such that dimHom(X,M) = u, for some given moduleM and non-negative
integer u. Extending this to more than one module M , and taking the dual result
for dimHom(M,X), one obtains (stratifications of) many types of subschemes.
For example, if Λ has a preprojective component, then one may consider those
modules whose preprojective summand is fixed; fixing syzygies of the simples, one
may consider those modules having fixed projective dimension; for the path alge-
bra of a quiver without oriented cycles, one may also construct the zero sets of
semi-invariants in this way.
We study Grassmannians of submodules in Section 7, via their construction as
a quotient for an action of a general linear group. We also study the smooth and
irreducible subschemes given by fixing the isomorphism type of the submodule, and
provide a criterion for such a subscheme to be dense in an irreducible component of
the Grassmannians, Lemma 7.12. This can be seen as an analogue of the easy con-
sequence of Voigt’s Lemma, that if a module has no self-extensions, then the closure
of its orbit is an irreducible component of the representation scheme, Lemma 5.8.
We also compute several examples of quiver Grassmannians, showing that they can
be generically non-reduced, and providing the decomposition of their irreducible
components.
We finish with a brief discussion of flags of submodules. Our main observation
here is that we can regard flags of Λ-modules of length m as a special case of a
Grassmannian for Λ(m)-modules, where Λ(m) is the subalgebra of upper-triangular
matrices inMm(Λ). Thus all the results for flags follow immediately from the results
for Grassmannians.
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2. Schemes
We will mostly use the functorial approach to schemes, regarding them as covari-
ant functors from the category of K-algebras to sets, for some base field K. Our
basic references will be the books by Demazure and Gabriel [9] and Matsumura
[19]. Given a scheme X and a K-algebra R we denote by X(R) the set of R-valued
points of X , which by Yoneda’s Lemma is identified with the natural transforma-
tions SpecR→ X . We call X(K) the set of rational points of X . If L/K is a field
extension, then we can change base to obtain an L-scheme XL = X×SpecK SpecL;
note that if R is an L-algebra, then XL(R) = X(R).
Let f : X → Y be a morphism of schemes (so a natural transformation of
functors). If y ∈ Y (L), then the fibre f−1(y) is the fibre product of f and
y : SpecL → Y . This is naturally an L-scheme, having R-valued points (for an
L-algebra R) those x ∈ X(R) such that f(x) = yR : SpecR→ SpecL→ Y , and is
in fact a closed subscheme of XL.
2.1. The relative tangent space. Let K be a field and X a K-scheme. For a
field L and point x ∈ X(L) we define the (relative) tangent space at x via the
pull-back
TxX −−−−→ {x}y y
X(D1) −−−−→ X(L)
where D1 := L[t]/(t
2) is the L-algebra of dual numbers.
To relate this to the description of X as a locally-ringed space, recall first that
if (R,m) is a local algebra, then elements of X(R) can be described as pairs con-
sisting of a point x ∈ X in the underlying topological space together with a local
homomorphism of K-algebras OX,x → R. The point x is thus the image of the
map SpecR/m → SpecR → X . The local homomorphisms OX,x → D1 are pre-
cisely the maps of the form x + ξt, where x : OX,x → L is a local homomorphism
and ξ : OX,x → L is a K-derivation (with respect to x). This gives the alternative
description
TxX = DerK(OX,x, L)
= {K-linear ξ : OX,x → L : ξ(ab) = ξ(a)x(b) + x(a)ξ(b)}.
In particular, TxX is naturally an L-vector space. If f : X → Y is a morphism of
schemes, then the map on D1-valued points restricts to a differential
dxf : TxX → Tf(x)Y.
In terms of derivations, this is just given by composition with the local homomor-
phism f#
x
: OY,f(x) → OX,x.
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Following [9, I §4, 2.10] write ΩX/K,x := ΩOX,x/K for the module of Ka¨hler
differentials and set
ΩX/K(x) := ΩX/K,x ⊗OX,x κ(x).
Then we can also express the tangent space as
TxX = Homκ(x)(ΩX/K(x), L).
It follows that if X is locally of finite type1 over K, x ∈ X(L), M/L is a field
extension, and x′ := xM ∈ X(M), then Tx′X ∼= M ⊗L TxX . For, ΩX/K(x) is a
finite-dimensional κ(x)-vector space, and hence the natural embedding
M ⊗L Homκ(x)(ΩX/K(x), L) →֒ Homκ(x)(ΩX/K(x),M)
is an isomorphism. Thus by [9, I §4 Proposition 2.10] and [9, I §3 Theorem 6.1] we
have for all x ∈ X(L) that
dimL TxX = dimκ(x) ΩX/K(x) ≥ dimxX := dimOX,x + tr. degK κ(x)
with equality if and only if x is non-singular, in which case we also say that x is
non-singular. We recall also that dimxX = maxi dimXi, where the Xi are the
irreducible components of X containing x.
Finally, let us compare the relative tangent space to the Zariski tangent space
T Zar
x
X := Homκ(x)(mx/m
2
x
, κ(x)).
Given x ∈ X , let x : OX,x → κ(x) be the canonical homomorphism. Each derivation
ξ ∈ DerK(OX,x, κ(x)) induces a κ(x)-linear map mx/m2x → κ(x), so yields an exact
sequence
0→ DerK(κ(x), κ(x))→ TxX → T
Zar
x
X.
When κ(x)/K is separable, the surjective algebra homomorphism OX,x/m2x → κ(x)
splits (in other words, OX,x/m2x has a coefficient field containingK [19, (28.I) Propo-
sition]), and hence TxX → T Zarx X is surjective. In this case also DerK(κ(x), κ(x)) ∼=
κ(x)d, where d = tr.degKκ(x), by [19, (27.B) Theorem 59], giving
0→ κ(x)d → TxX → T
Zar
x
X → 0.
Thus if κ(x)/K is separable, then x is non-singular if and only if dim(mx/m
2
x
) =
dimOX,x, which is if and only if OX,x is a regular local ring.
As a special case we see that TxX = T
Zar
x
X whenever κ(x)/K is a separable
algebraic extension (for example if x is a rational point). Thus, given any x ∈ X(L),
we can regard x as a rational point of XL, say corresponding to x ∈ XL, in which
case TxX = T
Zar
x
XL.
Note that if f : X → Y , x ∈ X and y = f(x) ∈ Y , then κ(x) is a field extension
of κ(y). We obtain a κ(x)-linear map
(my/m
2
y
)⊗κ(y) κ(x)→ mx/m
2
x
,
and hence an induced map
Homκ(x)(mx/m
2
x
, κ(x))→ Homκ(y)(my/m
2
y
, κ(x)).
1 A morphism f : X → Y is locally of finite type if the preimage of every open affine SpecA in Y
can be covered by open affines SpecB in X such that each corresponding algebra homomorphism
A → B is of finite type. We say f is of finite type if we can cover the preimage of SpecA by
finitely many such open affines SpecB.
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Thus we only get a differential on Zariski tangent spaces under the assumption
that κ(x) = κ(y). In other words, the relative tangent space is functorial, unlike
the Zariski tangent space.
For convenience we recall the following result (see for example [9, I §4, Corollary
4.13]).
Proposition 2.1. Let (A,m, L) be a regular local K-algebra, essentially of finite
type.2 If L/K is separable, then ΩA/K is a free A-module of rank dimA+tr. degK L.
In particular, let X be a scheme, locally of finite type over K, and x ∈ X a
non-singular point. If κ(x)/K is separable, then ΩX/K,x is a free OX,x-module of
rank dimxX.
Proof. Set d := dim(A) and n := tr. degK L. Since A is essentially of finite type,
we know that ΩA/K is a finitely-generated A-module. Choose t1, . . . , tn ∈ A
such that their images form a separating transcendence basis for L/K. Then
F := K(t1, . . . , tn) ⊂ A is a subfield and L/F is separable algebraic and finitely-
generated, so finite dimensional. Let α ∈ L be a primitive element, with minimal
polynomial f over F . Let x1, . . . , xd ∈ m be a regular system of parameters and
set B := F [X1, . . . , Xd](X1,...,Xd). Then B is a regular local K-algebra of dimension
d, we have ΩB/K ∼= B
d+n (see for example [19, (26.J) Example]), and we have a
natural injective algebra homomorphism B → A sending Xi 7→ xi.
The first fundamental exact sequence for Ka¨hler differentials [19, (26.H) Theorem
57]
ΩB/K ⊗B A
δ
−→ ΩA/K → ΩA/B → 0
yields for each A-module M an exact sequence
0→ DerB(A,M)→ DerK(A,M)
δ∗
−→ DerK(B,M).
We will show that δ∗ is an isomorphism whenever M has finite length (so finitely
generated and mrM = 0 for some r).
Consider a K-derivation d : B →M , and take r such that mr−1M = 0. It follows
that d(mr) = 0. Since L/F is finite separable, we can lift α to an element y ∈ A
such that f(y) ∈ mr (see for example [19, (28.I) Proposition]), from which it follows
that A/mr ∼= L[Z1, . . . , Zd]/(Z1, . . . , Zd)r. Now 0 = d(f(y)) = (df)(y) + f ′(y)dy,
where df is the polynomial with coefficients in M obtained by applying d to each
coefficient of f . Since f ′(y) ∈ A is invertible, we see that dy exists and is unique.
It follows that there is a unique lift of d to a K-derivation d : A → M . Hence
DerK(A,M) ∼= DerK(B,M) for all A-modules M of finite length.
Now ΩA/B is finitely-generated and HomA(ΩA/B,M) = 0 for all finite length
modules M , so ΩA/B = 0. Also, if the kernel U of δ is non-zero, then by Krull’s
Intersection Theorem there exists r such that U 6⊂ mr−1Ad+n. It follows that
M = Ad+n/mr−1Ad+n has finite length and the composition U → Ad+n → M is
non-zero, contradicting the fact that DerK(A,M) → DerK(B,M) is onto. Thus
U = 0, so ΩA/K ∼= ΩB/K ⊗B A ∼= A
d+n. 
2.1.1. The tangent bundle.
Lemma 2.2. Let X be a scheme, and suppose we are given for each open affine
U ⊂ X an OX(U)-moduleMU , compatible with localisation; in other words, for each
2 A K-algebra A is essentially of finite type if it is a localisation of a finitely-generated algebra.
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open affine U and each f ∈ OX(U) we have an isomorphism resUD(f) : MU ⊗OX(U)
OX(D(f))
∼
−→MD(f) of OX(D(f))-modules such that res
U
D(fg) = res
D(f)
D(fg) ◦ res
U
D(f).
Then there is a quasi-coherent sheaf M on X such that M(U) = MU for all open
affines U ⊂ X.
Proof. Given two open affines U, V ⊂ X and an open subsetW ⊂ U∩V , we can find
fi ∈ OX(U) and gi ∈ OX(V ) such that D(fi) = D(gi) ⊂ W and W =
⋃
iD(fi).
This, together with the compatibility condition, implies that for each x ∈ X the
open affine neighbourhoods of x form a directed system, and hence we can define
the stalk Mx. We can now define M(W ) on any open subset W ⊂ X to be those
(sx) ∈
∏
x∈U Mx which are locally given by an element in some MU . It is easy to
see that this defines a sheaf on X , and that we may identify M(U) =MU for each
open affine U ⊂ X . 
We can use this lemma to construct first the sheaf of Ka¨hler differentials on X ,
and then the tangent bundle. For each open affine U ⊂ X , let ΩOX(U)/K be the
OX(U)-module of Ka¨hler differentials, and let Sym
.
(ΩOX(U)/K) be its symmetric
algebra. By the respective universal properties it is clear that these constructions
are compatible with localisation, in the sense of the lemma. It follows that there are
quasi-coherent sheaves ΩX/K and Sym
.
(ΩX/K) satisfying ΩX/K(U) = ΩOX(U)/K
and Sym
.
(ΩX/K)(U) = Sym
.
(ΩOX(U)/K) for all open affines U ⊂ X .
Since Sym
.
(ΩX/K) is a sheaf of OX -algebras, we may define the tangent bundle
TX to be the associated scheme TX := Spec Sym
.
(ΩX/K). This comes with a
natural morphism π : TX → X , whose restriction over an open affine U corresponds
to the structure morphism OX(U) → Sym
.
(ΩOX (U)/K), and hence π is an affine
morphism. If L is a field, then (TX)(L) = X(D1), so consists of pairs (x, ξ) such
that x ∈ X(L) and ξ ∈ TxX . Hence TxX is just the fibre of TX → X over the
point x.
Note that if X = SpecA is affine, then TX = Spec Sym
.
(ΩA/K), and so TX(R)
is the set of algebra homomorphisms Sym
.
(ΩA/K)→ R, which we can identify with
the set of algebra homomorphisms from A to R[t]/(t2).
We remark that TX → X is in general not locally trivial, but following [16,
16.5.12] we will still refer to it as the tangent bundle.
2.1.2. Upper semi-continuity. A function f : X → Z is upper semi-continuous
provided that for all d there exists an open subset U ⊂ X such that f(x) ≤ d if
and only if x ∈ U . Equivalently, for any x ∈ X(L) we have f(x) ≤ d if and only if
x ∈ U(L).
Proposition 2.3 (Chevalley [15, Theorem 13.1.3]). Let f : X → Y be a morphism
of schemes, with f locally of finite type. Then the function x 7→ dimx f−1(f(x)) is
upper semi-continuous on X.
Corollary 2.4. Let X be a scheme and V ⊂ X × An a closed subscheme. Write
π : V → X for the restriction of the projection onto the first co-ordinate, and write
Vx := π
−1(x) ⊂ Ln for the fibre over x ∈ X(L). If each irreducible component of
Vx contains (x, 0), then the function x 7→ dimVx is upper semi-continuous on X.
Proof. Combine with the morphism X → V , x 7→ (x, 0). 
For example, if X is locally of finite type overK, then the function x 7→ dimTxX
is upper semi-continuous. For, the question is local on X , so we may assume
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X = Spec(A) for some K-algebra A of finite type, and if A is generated by n
elements, then TX ⊂ X × An is closed.
2.2. Jet spaces. Jet spaces are generalisations of tangent spaces, where we now
considerDr-valued points forDr := L[[t]]/(t
r+1) and r ∈ [0,∞]. Note that D0 = L,
D1 = L[t]/(t
2) is the algebra of dual numbers, and D∞ = L[[t]] is the power series
algebra. We have canonical algebra homomorphisms Dr → Ds whenever r ≥ s,
and D∞ = lim←−r
Dr.
The set of Dr-valued points X(Dr) is called the space of r-jets, and we again
consider the pull-back
T
(r)
x X −−−−→ {x}y y
X(Dr) −−−−→ X(L).
As for tangent spaces, an element of X(Dr) for r ∈ [0,∞] can be thought of as
a pair consisting of a point x ∈ X together with a local K-algebra homomorphism
OX,x → Dr. If r is finite, then every such map vanishes on mr+1x , so it is enough
to give OX,x/mr+1x → Dr. Moreover, if X is locally of finite type over K, then
OX,x/mr+1x is a finite-dimensional K-algebra and so T
(r)
x X is an affine variety over
L.
Greenberg’s Theorem below allows one to restrict attention from D∞-valued
points to Dr-valued points for r sufficiently large.
Theorem 2.5 (Greenberg [13]). Let A be a K-algebra of finite type. Then there
exist positive integers c, s and N ≥ c(s + 1) such that, for all r ≥ N and all ξ ∈
(SpecA)(Dr), the image of ξ in (SpecA)(D[r/c]−s) lifts to a point in (SpecA)(D∞).
We will not need such tight bounds, so observe that by doubling N and c we
may assume that s = 0.
The natural map Dr → D1 induces a map T
(r)
x X → TxX . We write T
(r)
x X for
its image. If X is locally of finite type, then this map is the restriction to T
(r)
x X
of a linear map, and hence the T
(r)
x X form a decreasing chain of constructible
subsets, even cones, of the tangent space. We will show that this chain stabilises,
and generically on X the limit will be TxXred.
A commutative local K-algebra (A,m) is said to be formally smooth over K
provided it satisfies the infinitesimal lifting property: given a commutative K-
algebra R and a nilpotent ideal N , every algebra homomorphism ξ : A → R/N
whose kernel contains some power of m can be lifted to an algebra homomorphism
ξˆ : A → R. If A is Noetherian, then formally smooth implies regular, with the
converse holding whenever K is perfect [19, (28.M) Proposition].
Proposition 2.6. Let X be a K-scheme and x ∈ X(L). Then
T
(∞)
x X ⊂
⋂
r
T
(r)
x X ⊂ TxXred ⊂ TxX.
If x : OX,x → L and (OX,x)red is formally smooth over K, then we have equalities
T
(∞)
x X =
⋂
r
T
(r)
x X = TxXred.
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Proof. Since the constructions are local it is enough to prove the corresponding
statements for a local ring (A,m). Let ξ : A → D1 = L[t]/(t2) be a local algebra
homomorphism, so ξ(m) ⊂ (t).
If ξ can be lifted to ξˆ : A→ D∞, then a fortiori it can be lifted to each A→ Dr.
This proves that T
(∞)
x X ⊂
⋂
r T
(r)
x X .
Now suppose that, for each r ≥ 2, the map ξ : A → D1 can be lifted to some
ξr : A→ Dr. We want to show that ξ factors over the reduced ring A/nil(A); that
is, ξ(a) = 0 for all nilpotent elements a ∈ A. Suppose am = 0. We must have
ξ(a) = αt for some α ∈ L. Then ξm(a) = αt+ · · · , so 0 = ξm(am) = αmtm. Hence
α = 0, so a ∈ Ker(ξ) as required. This proves that
⋂
r T
(r)
x X ⊂ TxXred.
Finally, suppose that Ared is formally smooth. Then we can lift any ξ : Ared → D1
to D2, then to D3, and so on, and thus to an algebra homomorphism ξˆ : Ared →
D∞ = lim←−
Dr. This proves that TxXred ⊂ T
(∞)
x Xred whenever (OX,x)red is formally
smooth. 
Corollary 2.7. Let X be a scheme, locally of finite type over K. Then for each
x there exists an N such that T
(N)
x X = T
(∞)
x X. In particular each T
(∞)
x X is
constructible inside the tangent space.
If X is of finite type over K, then we can take the same N for all x.
Proof. Take an open affine neighbourhood SpecA of x. Take N and c as in Green-
berg’s Theorem. If r ≥ N and ξ ∈ T
(r)
x X , then we can lift ξ to an element
ξr ∈ T
(r)
x X , and we can find ξˆ ∈ T
(∞)
x X such that ξˆ = ξr ∈ T
([r/c])
x X . Since
[r/c] ≥ 1 we have ξˆ = ξ ∈ TxX . Thus ξ ∈ T
(∞)
x X .
If X is of finite type over K, then we can cover X by finitely many open affine
subschemes SpecAi. For each of these we have Ni and ci as in the theorem. Now
take N = max{Ni}. 
We note that some finiteness condition on X is essential. For, consider
A := K[s1, s2, s3, . . .]/(s
1
1, s
2
2, s
3
3, . . .)
and take x : A→ K, si 7→ 0. Then
T
(r)
x SpecA = {(ξi) ∈ K
(N) : ξi = 0 for i ≤ r},
so the T
(r)
x SpecA form a strictly decreasing chain.
In a similar vein we have the following result.
Lemma 2.8. Let X be a scheme, locally of finite type over K. Then the set T
(2)
x X
is always a closed subvariety of TxX, whereas T
(3)
x X is in general only constructible.
Proof. After changing base we may assume that x is a rational point. Restricting
to an open affine neighbourhood, we may then take A = K[s1, . . . , sm]/(f1, . . . , fr)
and x : A→ K, si 7→ 0. Write fi in terms of its homogeneous parts
fi =
∑
p
gipsp +
∑
p≤q
hipqspsq + · · · .
Set G = (gip), an r × m matrix over K. Moreover, choosing an ordering for the
pairs (p, q) with p ≤ q, we can consider H = (hipq) as an r ×
(
m+1
2
)
matrix.
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Now, an algebra homomorphism ξ : A→ D1 extending x is determined by sp 7→
ξpt such that ξ(fi) = 0, so by a vector (ξp) ∈ Km such that G(ξp) = 0. This
identifies Tx SpecA with Ker(G). Similarly, ξ ∈ T
(2)
x SpecA if and only if there is
a vector (ηp) ∈ Km such that sp 7→ ξpt + ηpt2 defines an algebra homomorphism
A → D2. This is if and only if G(ηp) + H(ξpξq) = 0, and we can solve this
inhomogeneous system if and only if rank(G,H(ξpξq)) ≤ rank(G). This proves
that T
(2)
x SpecA is closed; in fact, it is cut out by quadrics.
On the other hand, consider A = K[s, t, u]/(st− u3) and the point x : A → K,
(s, t, u) 7→ (0, 0, 0). Then Tx SpecA = K
3 and T
(2)
x SpecA = {(ξ, η, ζ) : ξη = 0},
but
T
(3)
x X = {(ξ, η, ζ) : ξη = 0, (ξ, η) 6= (0, 0)} ∪ {(0, 0, 0)}. 
We now show how the spaces T
(r)
x X can be used to compute the tangent space
TxXred. This relies on the Theorem of Generic Smoothness [9, I §4 Corollary 4.10].
Theorem 2.9 (Generic Smoothness). Let X be a reduced scheme, locally of finite
type over a perfect field K. Then the set of non-singular points in X is open and
dense.
Corollary 2.10. Let X be a scheme, locally of finite type over a perfect field K.
Then for all x in an open dense subset of X we have TxXred = T
(r)
x X for all r
sufficiently large.
In particular, X is generically reduced if and only if, for all x in an open dense
subset of X, we have T
(r)
x X = TxX for all r sufficiently large.
Proof. For all x we have T
(r)
x X = T
(∞)
x X when r is sufficiently large, whereas
Generic Smoothness implies that TxXred = T
(∞)
x X for all x in an open dense
subset. Finally, X is generically reduced if and only if TxX = TxXred on an open
dense subset. 
2.3. Separable morphisms. A scheme X is called integral provided it is both
irreducible and reduced, and a dominant morphism f : X → Y between integral
schemes is called separable whenever K(X)/K(Y ) is a separable field extension.
More generally, if X is integral and f : X → Y is a morphism, then f is separable
provided f : X → f(X) is separable, where f(X) is the scheme-theoretic image of
f .
Theorem 2.11. Let f : X → Y be a dominant morphism between integral schemes
which are locally of finite type over K. Write n := tr.degK(X)/K(Y ) for the
relative degree. Then there exists an open dense U ⊂ X and integers d ≥ n and e
such that
dimL Ker(dxf) = d and dimL Coker(dxf) = e for all x ∈ U(L).
Moreover,
(1) f is separable if and only if d = n.
(2) f separable implies e = 0, and the converse holds whenever K is perfect.
Proof. The question is local, so we may assume that we have an embedding of
domains A →֒ B, both of finite type over K. The first fundamental exact sequence
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for Ka¨hler differentials [19, (26.H) Theorem 57]
ΩA/K ⊗A B → ΩB/K → ΩB/A → 0
yields, for each x : B → L with L a field, an exact sequence
0→ DerA(B,L)→ DerK(B,L)→ DerK(A,L),
and the right hand map can be identified with the differential
dxf : Tx SpecB → Tf(x) SpecA.
The modules of Ka¨hler differentials are all finitely generated over B, so by the
Theorem of Generic Freeness [19, (22.A) Lemma 1] we can localise B to assume
that each of these is free of finite rank over B. The dimensions of
Ker(dxf), Tx SpecB and Tf(x) SpecA,
and hence also of Coker(dxf), are then all constant on an open dense subset of
SpecB.
It follows that we can compute these generic values by calculating them for
the generic point of SpecB. Let L and M be the fields of fractions of A and B,
respectively. Tensoring the first fundamental exact sequence with M yields
M ⊗L ΩL/K → ΩM/K → ΩM/L → 0.
Thus the kernel of the differential has dimension dimM ΩM/L and the cokernel has
dimension
dimM ΩM/L − dimM ΩM/K + dimL ΩL/K .
By [19, (27.B) Theorem 59] we know that
d := dimM ΩM/L ≥ tr.degM/L = n
and
dimM ΩM/K ≥ dimL ΩL/K + n
with equality in either case if and only if M/L is separable. This proves (1) and
the first part of (2).
Conversely suppose that K is perfect. Then M/K is separable, so dimΩM/K =
tr.degM/K, and similarly for L/K. If moreover e = 0, then
dimΩM/L = tr.degM/K − tr.degL/K = tr.degM/L = n,
whence M/L is separable. 
We observe that the converse in (2) is not true in general. For example, let
k have characteristic p > 0, and set K = k(t) and L = k(u), together with an
embedding K →֒ L, t 7→ up. Then X = SpecL and Y = SpecK are both integral
and L/K is purely inseparable, but TxX = L and TyY = 0 so the differential is
surjective.
Also, the dimension of the cokernel is not upper semi-continuous. For, consider
the projection from a cuspidal cubic to a line in characteristic two
f : X = SpecK[s, t]/(s2 − t3)→ A1 = SpecK[t], (a, b) 7→ b.
Then T(a,b)X = {(ξ, η) : bη = 0} and df is the projection onto the second co-
ordinate. Thus df is surjective at the origin and zero elsewhere (so e = 1).
We next prove a nice result about separability of field extensions.
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Theorem 2.12. A field extension L/K is separable if and only if the n-fold tensor
product L⊗Kn = L ⊗K · · · ⊗K L is reduced for all n. If L/K is finitely generated,
then there exists N such that L/K is separable if and only if L⊗KN is reduced. If
L/K is algebraic, then we can take N = 2.
Proof. If L/K is separable, then by definition we know that L⊗KA is reduced for all
reduced K-algebras A. Conversely, suppose that L/K is not separable. Then there
exists an intermediate field L′ which is a primitive extension of a finitely-generated,
purely transcendental extension of K and such that L′/K is inseparable. It is
enough to prove that (L′)⊗Kn is not reduced for some n, and hence we may assume
that L = L′.
Let p = char(K) > 0 and write L = K(x1, . . . , xd), where F = K(x1, . . . , xd−1)
is a purely transcendental extension of K. Let xd have minimal polynomial f over
F . Clearing denominators we obtain an equation
∑n
i=1 λiαi = 0 with λi ∈ K and
each αi a monomial in x1, . . . , xd. Note that, by Gauss’ Lemma, this polynomial
is irreducible over each field K(x1, . . . , xˆj , . . . , xd). Thus, if some αi is not a p-th
power, then some xj occurs in αi with exponent not divisible by p, and hence xj is
separable algebraic over K(x1, . . . , xˆj , . . . , xd), a contradiction. Therefore we can
write αi = α
p
i for all i.
Set R := F⊗Kn and S := L⊗Kn. Given x ∈ L, write
x(j) := 1⊗(j−1) ⊗ x⊗ 1⊗(n−j) ∈ S.
Then R is an integral domain and S ∼= R[T1, . . . , Tn]/(f(T1), . . . , f(Tn)) via the map
Tj 7→ x
(j)
d . Thus S is a freeR-module with basis the monomials (x
(1)
d )
m1 · · · (x
(n)
d )
mn
for 0 ≤ mi < deg(f).
Consider now the n×n matricesM =
(
α
(j)
i
)
andM =
(
α
(j)
i
)
, having coefficients
in S. If χ = detM , then detM = χp. Also, since
∑
i λiαi = 0, we know that
detM = 0. On the other hand, using the Leibniz formula for detM , together with
the basis for S as a free R-module given above, we know that detM 6= 0. Thus
χ ∈ S is a non-trivial nilpotent element, so S = L⊗Kn is not reduced.
If L/K is finitely generated, then we can write L = F (x1, . . . , xe) with F/K
purely transcendental. Then L/K is separable if and only if each F (xi) is separable
over K, and hence there exists some N such that L/K is separable if and only if
L⊗KN is reduced. If L/K is algebraic, then it is well-known that L/K is separable
if and only if L ⊗K L is reduced (see for example [7, §5.5 Exercise 11], but note
that it is falsely claimed in that exercise that N = 2 works even for non-algebraic
extensions). 
As an example, let α, β ∈ K \ Kp such that α1/p, β1/p are p-independent over
K, so [K(α1/p, β1/p) : K] = p2. Then K is relatively algebraically closed in L =
K(x)[y]/(yp + αxp + β). Now L⊗K L ∼= L⊗K K(α1/p, x), where α1/p = −(y(2) −
y(1))/(x(2) − x(1)), so is reduced, whereas L ⊗K L ⊗K L ∼= L ⊗K K(α1/p, x) ⊗K
K(α1/p, x) is not reduced.
The theorem above leads to the following geometric criterion for separability.
Theorem 2.13. Let f : X → Y be a morphism, locally of finite type, between
locally-Noetherian schemes3 and assume that X is integral. Then f is separable
3 We call a scheme locally-Noetherian if every open affine is the spectrum of a Noetherian
algebra; it is Noetherian if it is locally-Noetherian and quasi-compact, so has a finite open affine
cover by spectra of Noetherian algebras.
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if and only if, for each n, we can find an open dense U ⊂ X such that U×Y n is
reduced.
Proof. If Z is the scheme-theoretic image of f , then X×Y X ∼= X×ZX , so we may
assume Y = Z, and hence that f is a dominant morphism between integral schemes.
Moreover, both conditions are invariant if we replaceX and Y by open affines. Thus
we have an inclusion of Noetherian domains A →֒ B, where B is finitely-generated
as an A-algebra, and with respective fields of fractions K(Y ) →֒ K(X).
Note that K(X)⊗K(Y )n is the localisation of B⊗An with respect to the multi-
plicatively-closed set S = {b ⊗ · · · ⊗ b : 0 6= b ∈ B}. Thus nil
(
K(X)⊗K(Y )n
)
=
S−1nil
(
B⊗An
)
, and since B⊗An is Noetherian, we see that this vanishes if and only
if there exists some non-zero b ∈ B such that b⊗nx = 0 for all x ∈ nil
(
B⊗An
)
.
Geometrically this says that we have a distinguished open U = D(b) ⊂ X such that
U×Y n is reduced.
The result now follows from the previous theorem: f is separable if and only, for
each n, the nilradical of K(X)⊗K(Y )n is zero. 
The next proposition shows that jet spaces behave well for separable morphisms.
Proposition 2.14. Let f : X → Y be a separable, dominant morphism, locally of
finite type, between integral schemes. Then T
(r)
x X → T
(r)
f(x)Y is surjective for all
r ∈ [1,∞] and all x in an open dense subset of X.
Proof. The question is local onX , so we may assume that we have a monomorphism
A →֒ B of finite type between integral domains. Let A and B have quotient fields
L and M respectively, so that M/L is finitely generated and separable. Any set
of generators for B over A must also generate M over L, so contains a separating
transcendence basis [20, Theorem 26.2 and subsequent remark]. We may therefore
assume that B = A[u1, . . . , um, v1, . . . , vn] with the ui forming a separating tran-
scendence basis for M/L. Write A[u] = A[u1, . . . , um], with quotient field L(u),
and let hi be the minimal polynomial of vi over L(u)[v1, . . . , vi−1], so a separable
polynomial. Viewing the coefficients of hi as polynomials in v1, . . . , vi−1 with coef-
ficients in L(u), we may take α ∈ A[u] to be a common denominator for all these
coefficients, for all of the hi. Thus hi is a polynomial in A[u, α
−1, v1, . . . , vi−1].
Also, let β ∈ B be the product of all h′i(vi). Since B is a domain and each hi is
separable, β is non-zero.
Suppose now that we have a commutative square
A
η
−−−−→ Dry y
B
x
−−−−→ L
with x(α), x(β) 6= 0. We can extend η to ξ0 : A[u] → Dr by choosing ξ0(ui) ∈ Dr
to be any lift of x(ui). Since Dr is local and ξ0(α) is a lift of x(α) 6= 0, we know
ξ0(α) is invertible, so induces ξ0 : A[u, α
−1]→ Dr.
Assume we have constructed ξi−1 : A[u, α
−1, v1, . . . , vi−1]→ Dr extending η and
lying over x. In order to extend ξi−1 to a homomorphism ξi : A[u, α
−1, v1, . . . , vi]→
Dr lying over x, we need to construct ξi(vi) = x(vi) +
∑
j λjt
j ∈ Dr such that
hi(ξi(vi)) = 0. The coefficient of t
j in hi(ξi(vi)) is a sum of x(h
′
i(vi))λj together
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with things involving λ1, . . . , λj−1. Since h
′
i(vi) is a factor of β and x(β) 6= 0, the
coefficient of λj is non-zero, so we can solve for λj iteratively.
This shows that we can extend η to a homomorphism ξ : B → Dr lying over
x. Hence T
(r)
x X → T
(r)
f(x)Y is surjective for all r on the open dense subset where
x(α), x(β) 6= 0. 
3. Detecting Irreducible Components
We begin with the following easy observation.
Lemma 3.1. Let Y be a scheme, locally of finite type over K, and X ⊂ Y an
irreducible subscheme. If TxX = TxY for some non-singular point x ∈ X(L), then
X is an irreducible component of Y .
Proof. Let x ∈ X be the corresponding point in the underlying topological space.
Then x non-singular and X irreducible imply dimL TxX = dimxX = dimX . On
the other hand, dimx Y ≤ dimL TxY , so TxX = TxY implies dimX = dimx Y ,
whence X is an irreducible component of Y . 
In general, the subscheme X will not be reduced, and so will not have any non-
singular points. We therefore need to consider more general jet spaces and not just
tangent spaces.
Theorem 3.2. Let K be a perfect field and (A,m, L) a local K-algebra which is a
Noetherian domain of dimension 1. Then there exists a field extension L′/L and an
injective algebra homomorphism A→ L′[[t]] lifting the canonical map A→ A/m =
L →֒ L′. If A is finitely generated over K, then we may take L′/L to be finite.
Proof. Let B be the integral closure of A, so a Dedekind algebra by the Krull-
Akizuki Theorem [20, §11 Theorem 11.7 and its corollary]. Let n be a maximal
ideal of B, so Bn is a DVR, say with residue field L
′. By the Cohen Structure
Theorem [19, (28.M) Proposition] its completion is isomorphic (as a K-algebra) to
L′[[t]]. Finally, the natural maps A→ B → L′[[t]] are all injective.
If A is finitely generated over a field, then B is a finite A-module [22, Corollary
8.11], hence L′/L is finite. 
Corollary 3.3. Let X be a scheme, locally of finite type over a perfect field K.
Let x ∈ X and let x′ be a minimal generalisation of x. Then there exists a finite
field extension L/κ(x) and a local homomorphism ξ : OX,x → L[[t]] with kernel
corresponding to x′.
Proof. Apply the theorem to the local ring OX,x/p, where p is the prime ideal
corresponding to x′. 
We can now prove the following proposition.
Proposition 3.4. Let Y be a scheme, locally of finite type over K, and let X ⊂ Y
be an irreducible subscheme. Then the following are equivalent.
(1) X is an irreducible component of Y .
(2) There exists an open dense subset U ⊂ X such that T
(∞)
x X = T
(∞)
x Y for
all x ∈ U(L).
(3) There exists an open dense subset U ⊂ X such that, for all x ∈ U(L),
we can find positive integers N, c with the property that, when r ≥ N , any
η ∈ T
(r)
x Y restricts to η ∈ T
([r/c])
x X.
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Proof. By shrinking Y we may assume that Y is irreducible and affine (so of finite
type over K), and that X ⊂ Y is closed.
(1)⇒ (3) : Take N and c as in Greenberg’s Theorem for the scheme Y . If r ≥ N
and η ∈ T
(r)
x Y , then we can find ηˆ ∈ T
(∞)
x Y such that η = ηˆ ∈ T
([r/c])
x Y . Since
Xred = Yred by assumption we have T
(∞)
x Y = T
(∞)
x X , and so η = ηˆ ∈ T
([r/c])
x X .
(3)⇒ (2) : Take x ∈ U(L) and η ∈ T
(∞)
x Y . For all r ≥ N we have η ∈ T
(rc)
x Y ,
so η ∈ T
(r)
x X . Thus η ∈ T
(∞)
x X .
(2)⇒ (1) : Assume first that K is a perfect field. Let x ∈ Y be the generic point
of X . If this is not the generic point of Y , then we can take a minimal generalisation
x
′. By Corollary 3.3 we can find a field L and a local homomorphism OY,x → L[[t]]
with kernel corresponding to x′. Setting x : OY,x → L we get a point of T
(∞)
x Y
which does not lie in T
(∞)
x X , a contradiction.
In general let K be the algebraic closure of K, and recall that XK is pure of
dimension dimX , and similarly for Y [9, I §3 Corollary 6.2]. Then UK is open and
dense in XK and clearly property (2) holds for UK ⊂ XK . Using the result for
perfect fields we conclude that dimX = dimY , so that Xred = Yred. 
3.1. Irreducible components via morphisms. We now want to determine when
the image of an irreducible scheme is dense in an irreducible component. We begin
with the following sufficient criterion when the domain is reduced.
Lemma 3.5. Let f : X → Y be a morphism between schemes which are locally of
finite type over a perfect field K, and assume that X is integral. If dxf : TxX →
Tf(x)Y is surjective on an open dense subset of X, then f is separable and f(X) is
an irreducible component of Y .
Proof. Let Y ′ := f(X) be the scheme-theoretic image of X , so an integral sub-
scheme of Y . Then dxf : TxX → Tf(x)Y
′ →֒ Tf(x)Y . Our hypothesis implies that
TxX → Tf(x)Y
′ is surjective on an open dense subset U of X , so f is separable by
Theorem 2.11. On the other hand, Chevellay’s Theorem tells us that f(U) contains
a dense open subset of Y ′, so by Generic Smoothness it contains some non-singular
point y ∈ Y ′. Now, for some field L, we can find x ∈ U(L) such that f(x) ∈ Y ′(L)
corresponds to y, so is non-singular. Now x ∈ U(L) implies Tf(x)Y
′ = Tf(x)Y , so
Y ′ is an irreducible component by Lemma 3.1. 
If we know more about the points, then we can get away with fewer assumptions
(c.f. [9, I §4 Corollary 4.14]).
Lemma 3.6. Let f : X → Y be a morphism between schemes which are locally of
finite type over a perfect field K, and assume that X is irreducible. If x ∈ X(L)
and y = f(x) ∈ Y (L) are non-singular and dxf is surjective, then f : Xred → Y is
separable and f(X) is an irreducible component of Y .
Proof. The set of non-singular points of X is always open, and it is non-empty by
assumption. We now replace X by its open dense subset of non-singular points.
Let x and y correspond to the points x and y respectively. We know from
Proposition 2.1 that ΩX/K,x is free of rank dimxX = dimX , and similarly ΩY/K,y
is free of rank dimy Y . The natural homomorphism θ : OX,x⊗OY,y ΩY/K,y → ΩX/K,x
now goes between finite free OX,x-modules, and by assumption Hom(θ, L) is sur-
jective, whence Hom(θ, κ(x)) is surjective. Representing θ by a matrix, we see that
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some minor of full rank is invertible in κ(x), so is invertible in OX,x, proving that
θ is a split monomorphism. We deduce that the cokernel of θ, denoted ΩX/Y,x, is
projective (and hence free) of rank d := dimX − dimy Y .
Let ξ be the generic point of X , and set η := f(ξ), the generic point of f(X). Lo-
calising θ we deduce that the kernel of dξf has dimension d, which by Theorem 2.11
is at least dimX − dim f(X). It follows that dim f(X) ≥ dimy Y , so we must have
equality, and hence f(X) is an irreducible component of Y . Finally f is separable
by Theorem 2.11 once more. 
We now consider morphisms between non-reduced schemes.
Theorem 3.7. Let f : X → Y be a morphism, where X and Y are locally of finite
type over K. Let X ′ be an irreducible component of X, with the reduced subscheme
structure, and let Y ′ = f(X ′) be the scheme-theoretic image. Consider the following
statements.
(1) Y ′ is an irreducible component of Y .
(2) There exists an open dense subset U ⊂ X ′ such that T
(∞)
x X → T
(∞)
f(x)Y is
surjective for all x ∈ U(L).
(3) There exists an open dense subset U ⊂ X ′ such that, for all x ∈ U(L),
we can find positive integers N, c with the property that, when r ≥ N , any
η ∈ T
(r)
f(x)Y restricts to something in the image of T
([r/c])
x X.
Then (2)⇒ (3)⇒ (1), and (1)⇒ (2) whenever f : X ′ → Y is separable.
Proof. (2) ⇒ (3) : Take U ⊂ X ′ satisfying (2). Given x ∈ U(L), choose N and
c satisfying Greenberg’s Theorem for f(x) ∈ Y (L). Thus, given r ≥ N and η ∈
T
(r)
f(x)Y , we can find ηˆ ∈ T
(∞)
f(x)Y such that η = ηˆ ∈ T
([r/c])
f(x) Y . By assumption we have
ξˆ ∈ T
(∞)
x X mapping to ηˆ, so its restriction ξ ∈ T
([r/c])
x X maps to the restriction of
η.
(3)⇒ (1) : By hypothesis, and applying Proposition 3.4 to the irreducible com-
ponent X ′ ⊂ X , there exists an open dense U ⊂ X ′ such that, for all x ∈ U(L),
we can find N and c with the property that, if r ≥ N and η ∈ T
(r)
f(x)Y , then η re-
stricts to something in the image of T
([r/c])
x X ′, and hence to something in T
([r/c])
f(x) Y
′.
Since f(U) ⊂ Y ′ is constructible and dense, it contains an open dense subset of
Y ′. Applying Proposition 3.4 once more, we deduce that Y ′ ⊂ Y is an irreducible
component.
(1) ⇒ (2) when f : X ′ → Y is separable: Applying Proposition 3.4 to the ir-
reducible components X ′ ⊂ X and Y ′ ⊂ Y , and applying Proposition 2.14 to the
morphism f : X ′ → Y ′, we see that we can find an open dense U ⊂ X such that,
for all x ∈ U(L), we have both T
(∞)
x X ′ = T
(∞)
x X and T
(∞)
f(x)Y
′ = T
(∞)
f(x)Y , and
dxf : T
(∞)
x X ′ → T
(∞)
f(x)Y
′ is surjective. 
3.2. Subscheme structure on irreducible components.
Proposition 3.8. Let Y be a locally Noetherian scheme and X an irreducible
component of Y . Then there is a subscheme structure on X such that T
(r)
x X =
T
(r)
x Y for all r and all x in an open dense subset of X.
Proof. Let ξ be the generic point of X . For each open affine U ⊂ Y the point ξ
determines an ideal p = pU of OY (U). If ξ ∈ U , then this is a minimal prime,
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in which case we know [1, Corollary 4.11] that there is a unique p-primary ideal
q = qU in the primary decomposition of the zero ideal in OY (U). We can therefore
write 0 = q ∩ q′ with q′ 6⊂ p. (In fact, if a ∈ q′ \ p, then q = {b : ab = 0}.) If ξ 6∈ U ,
then set pU = qU = OY (U).
These ideals are compatible with localisation, in the sense of Lemma 2.2. For,
this clearly holds for the prime ideals pU , so it necessarily holds for the primary
ideals qU by uniqueness. Thus, by that lemma, there is an ideal sheaf I ⊳OY such
that I(U) = qU for all open affines U . Since the support of the quotient sheaf
OY /I is just the irreducible component X , the ideal sheaf I determines a closed
subscheme structure on X .
For the result about jet spaces, it is enough to prove it for affine schemes. We
therefore have a Noetherian K-algebra A, a minimal prime p, and the p-primary
ideal q in the primary decomposition of the zero ideal. Writing 0 = q ∩ q′ with
q′ 6⊂ p as above we get A →֒ (A/q) × (A/q′). Then, for any a ∈ q′ \ p we have
Aa ∼= Aa ⊗A (A/q). In other words, the schemes X and Y agree on the non-empty
distinguished open D(a), so they have the same jet spaces. 
Note that the subscheme structure on irreducible components is not uniquely
determined by this property on jet spaces. For, consider A = K[X,Y ]/(X2, Y 3)
and its proper quotient B = A/(XY 2). Then T (r) SpecB = T (r) SpecA for all
r ∈ [1,∞].
4. Group schemes
In our applications we will be interested in morphisms of the form G×X → Y ,
where G is a group scheme acting on a scheme Y , and X ⊂ Y is a subscheme. In
particular, we want to know when such a morphism is separable.
Recall that a K-scheme X is called geometrically irreducible provided that XK
is irreducible, or equivalently if X × Y is irreducible for all irreducible K-schemes
Y . Similarly X is called geometrically reduced provided that XK is reduced, or
equivalently if X × Y is reduced for all reduced K-schemes Y . Finally, X is called
geometrically integral provided that it is both geometrically irreducible and geo-
metrically reduced, so that X × Y is integral for all integral K-schemes Y .
We note that an integral K-scheme X is geometrically irreducible if and only
if K(X)/K is a primary field extension, is geometrically reduced if and only if
K(X)/K is a separable field extension, and geometrically integral if and only if
K(X)/K is a regular field extension.
Let G be a group scheme, locally of finite type over K. We say that G is
connected provided the scheme is irreducible, in which case G is geometrically
irreducible [9, II §5 1.1]. Moreover, G is smooth (so every point is non-singular)
if and only if the identity element is a non-singular point, in which case G is
geometrically reduced [9, II §5 2.1]. Thus if G is smooth and connected, then it
is geometrically integral. Conversely, if K is perfect, then G reduced implies G
smooth [9, II §5 Corollary 2.3]. We also know that G is pure, so all irreducible
components have the same dimension [9, II §5 Theorem 1.1].
We say that a group scheme G acts on a scheme X if there is a morphism µ : G×
X → X inducing for all R an action of the group G(R) on the set X(R). When
working with group actions one runs into the problem that the category of schemes,
although complete, is not cocomplete, so arbitrary coproducts or coequalisers need
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not exist. Thus orbits and more general quotients will in general not exist. For
this reason it is sometimes convenient to embed the category of schemes into a
cocomplete category and consider quotients in this larger category.
One way of doing this is to consider the category of faisceaux.4 This is complete
[9, III §1 1.12] and cocomplete [9, III §1 1.14]. In fact, faisceaux form an exact
reflective subcategory of the category of all functors, so the inclusion has a left
adjoint which preserves finite limits [9, III §1 Theorem 1.8]. Also, every scheme is
a faisceau [9, III §1 Corollary 1.3], and any morphism of schemes which is faithfully
flat and locally of finite presentation is an epimorphism of faisceaux [9, III §1
Corollary 2.10].
So, given a group action µ : G×X → X , one may consider the pair of morphisms
µ, pr2 : G × X → X and take their coequaliser X/G in the category of faisceaux.
This is the faisceau associated to the functor R 7→ X(R)/G(R).
On the other hand, the category of all locally-ringed spaces is also both complete
[9, I §1 Remark 1.8] and cocomplete [9, I §1 Proposition 1.6]. As for schemes we
can associate to any locally-ringed space a functor from K-algebras to sets. This
determines a functor from the category of locally-ringed spaces to the category
of faisceaux [9, III §1 Proposition 1.3], which in turn has a left adjoint called
the geometric realisation [9, I §1 Proposition 4.1]. It follows that the geometric
realisation commutes with colimits. In particular, the geometric realisation of X/G
is automatically the coequaliser in the category of locally-ringed spaces.
Following [10] a morphism of schemes π : X → Y is called a geometric quotient
if it is submersive (so surjective and Y has the quotient topology), constant on
G-orbits, the induced morphism Ψ: G × X → X ×Y X is surjective, and OY =
π∗(OX)G; it is called a universal geometric quotient if for all Z → Y , the base
change XZ → Z is still a geometric quotient for the action GZ ×XZ → XZ .
The next result is an improvement on [10, Proposition 0.1].
Proposition 4.1. Let G act on X, and let π : X → Y be constant on G-orbits.
Then π is a geometric quotient if and only if it is the coequaliser of µ, pr2 : G×X →
X in the category of locally-ringed spaces.
Proof. Recall from the proof of [9, I §1 Proposition 1.6] that Y is the coequaliser
in the category of all locally ringed spaces if and only if Y is the coequaliser in
the category of topological spaces, and OY is the equaliser (in the category of
sheaves of rings on Y ) of the two morphisms µ∗, pr∗2 : π∗(OX)→ ψ∗(OG×X), where
ψ = πµ = π pr2.
The second property is clearly equivalent to saying that OY ∼= π∗(OX)G, and
Y is the coequaliser in the category of topological spaces if and only if it is the
coequaliser in the category of sets and π is submersive. Thus it is enough to prove
that when π is submersive, Y is the coequaliser in the category of sets if and only
if Ψ is surjective.
Suppose first that Ψ is surjective, and let x, x′ ∈ π−1(y). We know that the set
of points in X ×Y X projecting to x, x′ is given by Spec
(
κ(x) ⊗κ(y) κ(x
′)
)
[9, I §1
Corollary 5.2], so this is non-empty. Let ξ be any such point. Since Ψ is surjective
4 A functor X is a faisceau if it satisfies the sheaf property with respect to the fppf topology;
that is, it respects finite direct products, so X(R×S) ∼= X(R)×X(S), and if S is a faithfully-flat
and finitely-presented R-algebra, then the map X(R) → X(S) identifies X(R) with the equaliser
of the two maps X(idS ⊗ 1), X(1⊗ idS) : X(S)→ X(S ⊗R S).
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there exists some z ∈ G×X mapping to ξ, and hence pr2(z) = x and µ(z) = x
′. As
π is surjective, this shows that Y is the coequaliser in the category of sets.
Conversely, let Y be the coequaliser in the category of sets and suppose x, x′ ∈ X
map to the same point y ∈ Y . By definition there exists a sequence z1, . . . , zn in
G×X such that
pr2(z1) = x, µ(zi) = pr2(zi+1), µ(zn) = x
′.
Now take a sufficiently large algebraically-closed field L and points (gi, xi) ∈ G(L)×
X(L) corresponding to zi. Set x = x1 and g := gn · · · g1 ∈ G(L). Then (g, x) ∈
G(L)×X(L), so corresponds to some z ∈ G×X . Since x = x1 and g ·x = gn ·xn we
have both pr2(z) = pr2(z1) = x and µ(z) = µ(zn) = x
′. Thus Ψ: G×X → X ×Y X
is surjective. 
Lemma 4.2. Let G be a group scheme acting on a scheme X, and let π : X → Y
be a morphism of schemes which is constant on G-orbits.
(1) If Y ∼= X/G in the category of faisceaux, then π is faithfully flat and a
universal geometric quotient.
(2) If π is faithfully flat and quasi-compact, then it is a universal geometric
quotient.
Proof. (1) Suppose Y ∼= X/G. Since Y is a scheme it coincides with its geometric
realisation, so π is a geometric quotient by the proposition above and the preceding
remarks. Moreover, given any Z → X/G, the base change XZ → Z is still a
coequaliser for the action GZ × XZ → XZ [9, III §1 Example 2.5], so that π is
in fact a universal geometric quotient. We also know that π is an epimorphism of
faisceaux and that its pull-back along itself is just the projection G ×X → X , so
flat. Thus π is flat by [9, III §1 Corollary 2.11]. Since π is surjective, it is faithfully
flat.
(2) If π is faithfully flat and quasi-compact, then it is the coequaliser in the
category of locally-ringed spaces [9, I §2 Theorem 2.7], and hence is a geometric
quotient. Moreover, since being faithfully flat and quasi-compact is preserved under
base change [9, I §2 Propositions 2.2 and 2.5], we see that it is a universal geometric
quotient. 
Regarding the surjectivity of π, we remark that X(L)/G(L) → (X/G)(L) is a
bijection for all algebraically-closed fields L [9, III §1 Remark 1.15].
We say that G acts freely on X if G(R) acts freely on X(R) for all R. It follows
that the natural map X(R)/G(R)→ (X/G)(R) is injective for allK-algebrasR [18,
I §5.5]. In other words, if x, x′ ∈ X(R), then π(x) = π(x′) in (X/G)(R) if and only
if there exists g ∈ G(R) such that x′ = g·x. We deduce that Ψ: G×X → X×X/GX ,
(g, x) 7→ (x, g · x) is an isomorphism, so π is a G-torsor [9, III §4 Corollary 1.7].
Corollary 4.3. Let G be a group scheme acting freely on a scheme X. Let π : X →
Y be a faithfully flat morphism of schemes which is constant on G-orbits, and
assume G, X and Y are all locally of finite type over K.
(1) dimX = dimY + dimG and X is pure if and only if Y is pure.
(2) π is a smooth (respectively affine) morphism if and only if G is smooth
(respectively affine).
(3) X smooth implies Y smooth, with the converse holding when G is smooth.
(4) If X is irreducible and G smooth, then π : Xred → Y is separable.
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Proof. (1) Since every fibre is isomorphic to G, which is pure by [9, II §5 Theorem
1.1], we can apply [9, I §3 Corollary 6.3] to get dimxX = dimπ(x) Y +dimG for all
x ∈ X . Since π is surjective, the result follows.
(2) A morphism f : X → Y is called smooth if it is flat, locally of finite presenta-
tion and all fibres are smooth schemes; it is called affine if X×Y SpecR is an affine
scheme for all SpecR→ Y . Next, a morphism is smooth if and only if its pull-back
along a faithfully-flat morphism is smooth [9, I §4 4.1]. Similarly a morphism is
affine if and only if its pull-back along a faithfully-flat and quasi-compact morphism
is affine (one direction is immediate from the definition of affine morphisms, the
other is [9, I §2 Corollary 3.9]).
Since π is faithfully-flat and all schemes are locally of finite type over K, we
see that π is smooth (respectively affine) if and only if its pull-back along itself is
smooth (respectively affine). This pull-back is just the projection G × X → X ,
which is smooth (respectively affine) if and only if G is a smooth (respectively
affine) scheme.
(3) If X is smooth, then the faithful flatness of π implies that Y is smooth [16,
Proposition 17.7.7]. Conversely, if G and Y are smooth, then π is smooth, and
hence X is smooth, since a composition of smooth morphisms is again smooth [9,
I §4 Corollary 4.4].
(4) As G is smooth, it is geometrically reduced, so the subscheme G × Xred is
reduced and hence µ induces a morphism G×Xred → Xred. Thus G acts on Xred,
so we may assume that X is reduced, hence integral. We now observe that for all
n ≥ 1 there is an isomorphism
Gn−1 ×X
∼
−→ X×Y n, (g2, . . . , gn, x) 7→ (x, g2 · x, . . . , gn · x).
The case n = 1 is trivial, whereas for n = 2 this is just the statement that Ψ is an
isomorphism. The general case follows by induction. Again, sinceG is geometrically
reduced, we conclude that X×Y n is reduced for all n, whence π is separable by
Theorem 2.13. 
For each x ∈ X(L) we have the orbit map µx : GL → XL; this sends g ∈ G(R)
(for an L-algebra R) to g · xR. We also have the stabiliser StabG(x), defined to be
the fibre of GL → XL over x, so a closed subgroup scheme of GL. Note that the
stabiliser acts freely on GL (on the right), and we define the orbit faisceau to be
OrbG(x) := G
L/ StabG(x).
Proposition 4.4. Let a group scheme G act on a scheme X, both of finite type
over K.
(1) For all x ∈ X(L) the orbit OrbG(x) is a subscheme of X. A point y ∈ X(R)
lies in OrbG(x)(R) if and only if there exists a faithfully-flat and finitely-
presented R-algebra S and an element g ∈ G(S) such that yS = g · xS.
(2) The orbit map µx : G
L → OrbG(x) is faithfully flat and OrbG(x) is pure of
dimension dimG− dimStabG(x).
(3) The function x 7→ dim StabG(x) is upper semi-continuous on X.
(4) µx is a smooth (respectively affine) morphism if and only if StabG(x) is
smooth (respectively affine).
(5) If G is smooth, then so too is OrbG(x), so is given by the reduced subscheme
structure on the corresponding locally-closed subset of X.
(6) If G is connected and StabG(x) is smooth, then the orbit map µx : G
L
red →
XL is separable.
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Proof. (1) That the orbit OrbG(x) ⊂ XL is a subscheme follows from [9, III §3
Proposition 5.2]. The description of the points of OrbG(x)(R) is given in [18, I
§5.5].
(2) The morphism GL → GL/ StabG(x) is faithfully flat by Lemma 4.2, whereas
by Corollary 4.3 (1) we know that the orbit OrbG(x) is pure and dimG = dimG
L =
dimStabG(x) + dimG
L/ StabG(x).
(3) Let Z be the pull-back of G×X → X ×X along the diagonal and consider
the morphism π : Z → X , so π−1(x) ∼= StabG(x). By the upper semi-continuity
of fibre dimension we know that z 7→ dimz π−1(π(z)) = dimz StabG(π(z)) is upper
semi-continuous on Z, and since StabG(π(z)) is pure, the map z 7→ dimStabG(π(z))
is upper semi-continuous. Now compose π with the section X → Z, x 7→ (1, x), to
conclude that x 7→ dim StabG(x) is upper semi-continuous on X .
(4), (5) and (6) follow from Corollary 4.3 (2), (3) and (4) respectively. 
Let G act on two schemes X and X ′. We then have a diagonal action on X×X ′,
and hence we may consider the quotient faisceauX×GX ′ := (X×X ′)/G, called the
associated fibration. Note that, even if X/G is a scheme, it does not automatically
follow that X ×G X ′ is a scheme. We observe that if G acts freely on X , then the
diagonal action on X ×X ′ is also free.
The following is useful for identifying associated fibrations.
Lemma 4.5. Let G be a group faisceau acting on faisceaux X and X ′, and such
that the action of G on X is free. Then Z ∼= X ×G X ′ if and only if there exists a
commutative diagram
X ×X ′
φ
−−−−→ Zypr1 yq
X
π
−−−−→ X/G
such that φ is constant on G-orbits and the induced morphism X×X ′ → X×X/GZ
is an isomorphism.
Proof. We begin by showing that the associated fibration X ×G X ′ satisfies the
conditions. Let φ′ : X × X ′ → X ×G X ′ be the coequaliser associated to the
diagonal G-action on X ×X ′, and observe that this is necessarily constant on G-
orbits. The morphism π pr1 : X × X
′ → X/G clearly factors through φ′, giving
q′ : X ×G X ′ → X/G such that q′φ′ = π pr1. Finally, since G×X
∼
−→ X ×X/G X ,
the induced morphism X ×X ′ → X ×X/G (X ×
G X ′) is an isomorphism by [9, III
§4 3.1].
Now suppose we have Z, φ and q. Since φ is constant on G-orbits it induces a
morphism f : X ×G X ′ → Z such that φ = fφ′, so
q′φ′ = π pr1 = qφ = qfφ
′.
Since φ′ is an epimorphism we must have q′ = qf . Finally, taking the pull-back of
q′ = qf along the epimorphism π : X → X/G gives the morphism
X ×X ′
∼
−→ X ×X/G (X ×
G X ′)→ X ×X/G Z, (x, x
′) 7→
(
x, φ(x, x′)
)
,
which is an isomorphism by hypothesis. It follows from [9, III §1 Example 2.6] that
f is an isomorphism. 
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Let G act freely on X . A morphism of schemes π : X → Y is called a principal
G-bundle provided it is locally trivial in the Zariski topology; that is, we have an
open cover Y =
⋃
i Ui and isomorphisms φi : G×Ui
∼
−→ π−1(Ui) such that πφi = pr2
is the second projection, and φi(g, u) = g · φi(1, u).
Lemma 4.6. Let π : X → Y be a principal G-bundle. Then Y ∼= X/G is isomor-
phic to the quotient faisceau. In particular, π is a universal geometric quotient.
Proof. Set U :=
∐
i Ui, and let q : U → Y be the induced morphism, which is
clearly faithfully flat and locally of finite presentation. If p : X → X/G denotes the
faisceau quotient, then there is a morphism f : X/G → Y such that π = fp. Set
V := (X/G)×Y U . Then by [9, III §1 Example 2.5] we have V ∼= (X ×X/G V )/G,
using the natural action of G on X ×X/G V . On the other hand, since π is locally
trivial we have X ×X/G V ∼= X ×Y U ∼= G× U , under which the natural G-action
corresponds to left multiplication on itself. We deduce that V ∼= U , so that the
pull-back of f along q is an isomorphism. Since q is an epimorphism in the category
of faisceaux [9, III §1 Corollary 2.10], we conclude from [9, III §1 Example 2.6] that
f is an isomorphism, so Y ∼= X/G. 
Lemma 4.7. Let π : X → Y be a principal G-bundle. If X ′ ⊂ X is a G-stable
subscheme, then there exists a subscheme Y ′ ⊂ Y such that π : X ′ → Y ′ is again a
principal G-bundle.
Proof. Since π is locally trivial there is an open covering Y =
⋃
i Yi and G-
equivariant isomorphisms φi : G × Yi
∼
−→ Xi := π−1(Yi) satisfying πφi = pr2.
In particular, Y is formed by gluing the schemes Yi along the open subschemes
Uij := ι
−1
i (Xi ∩Xj), where ιi : Yi → Xi is the section of π given by y 7→ φi(1, y).
Now, given a G-stable subscheme X ′ ⊂ X , set X ′i := Xi∩X
′ and Y ′i := ι
−1
i (X
′
i).
Then we can glue the Y ′i along the subschemes U
′
ij := ι
−1
i (X
′
i ∩ X
′
j), and hence
obtain a subscheme Y ′ ⊂ Y satisfying Y ′ ∩ Yi = Y ′i . It is then clear that φi
restricts to an isomorphism G× Y ′i
∼
−→ X ′i, so that π : X
′ → Y ′ is again a principal
G-bundle. 
4.1. A separability criterion. Let G be a group scheme acting on a scheme Y ,
and let X ⊂ Y be a subscheme. We can restrict the action of G to get a morphism
Θ: G ×X → Y , and we write G ·X for its scheme-theoretic image. Associated to
y ∈ Y (L) we have the fibre Θ−1(y), which is the closed subscheme of GL × XL
having R-valued points the pairs (g, x) with g ·x = yR. On the other hand we have
the transporter of y into X , denoted Transp(y,X), which is the fibre product of the
orbit map µy : G
L → Y L with the immersion XL → Y L. Thus Transp(y,X) is a
subscheme of GL having R-valued points those g ∈ G(R) such that g · yR ∈ X(R).
(This is a special case of [9, II, §1, Definition 3.4].) There is clearly an isomorphism
Θ−1(y)
∼
−→ Transp(y,X), (g, x) 7→ g−1.
This leads to the following sufficient criterion for separability.
Theorem 4.8. Let G be a smooth, connected group scheme, locally of finite type
over K. Suppose G acts on a scheme Y and let X ⊂ Y be a locally Noetherian
integral subscheme. Then Θ: G × X → Y is separable whenever there exists, for
each n, an open dense U ⊂ X such that Transp(x, U)n is reduced for all x ∈ U .
Proof. We want to apply Theorem 2.13. Note therefore that, since G is smooth
and connected, it is geometrically integral, so G×X is integral; since both G and
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X are locally Noetherian, so too is G×X ; finally, as G× Y → Y is locally of finite
type, so is G×X → Y .
Given n, choose U such that Transp(x, U)n−1 is reduced for all x ∈ U , and
consider the projection π : (G × U)×Y n → G × U onto the first component. Then
π−1(g, x) is isomorphic to Transp(x, U)n−1 via
Transp(x, U)n−1 → (G× U)×Y n
(h2, . . . , hn) 7→
(
(g, x), (gh−12 , h2 · x), . . . , (gh
−1
n , hn · x)
)
.
In particular, each fibre is reduced. Since G × U is integral we can apply the
Theorem of Generic Flatness [9, I §3 Theorem 3.7] to assume further (after possibly
shrinking U) that π is faithfully flat. Thus π is faithfully flat with reduced fibres
and reduced image, so has reduced domain [19, (21.E) Corollary (iii)]. This proves
that (G× U)×Y n is reduced, so Θ is separable by Theorem 2.13. 
Lemma 4.9. Let G and Y be of finite type over K, H ≤ G a closed subgroup and
y ∈ Y (L). Then the morphism
HL × StabG(y)→ Transp(y,OrbH(y)), (h, s) 7→ hs,
induces an isomorphism between the associated fibration HL×StabH (y)StabG(y) and
the transporter Transp(y,OrbH(y)). In particular, Transp(y,OrbH(y)) is pure of
dimension dimH + dimStabG(y)− dimStabH(y).
Proof. We have a commutative diagram
HL × StabG(y) −−−−→ Transp(y,OrbH(y))y y
HL −−−−→ OrbH(y)
where the upper morphism (h, s) 7→ hs is constant on StabH(y)-orbits. More-
over, this is a pull-back diagram. For, if (h, g) is an R-valued point of the fi-
bre product, then h · yR = g · yR ∈ Y (R), so s := h−1g ∈ StabG(y)(R) and
(h, g) = (h, hs) as required. The isomorphism with the associated fibration now
follows from Lemma 4.5, whereas the purity and the dimension formula follow from
Corollary 4.3. 
Assume now that we have group schemes H ≤ G, a G-action on Y , an H-
stable subscheme X ⊂ Y , and that all schemes are of finite type over K. For
each x ∈ X(L) we have the orbits OrbH(x) ⊂ XL and OrbG(x) ⊂ Y L, so we
define NX,x := TxX/TxOrbH(x) and similarly NY,x := TxY/TxOrbG(x). Writing
Θ: G×X → Y as above for the restriction of the G-action on Y , we observe that
the differential dxΘ := d(1,x)Θ induces a map θx : NX,x → NY,x.
Theorem 4.10. With the notation as above, assume that G and H are smooth and
connected, and that X is integral. Suppose further that there exists an open dense
U ⊂ X such that, for all x ∈ U(L), both StabG(x) and StabH(x) are smooth, and
that there are only finitely many H(L¯)-orbits on
(
OrbG(x) ∩ X
)
(L¯). Then Θ is
separable if and only if θx is injective on an open dense subset of X. On the other
hand, dxΘ is surjective if and only if θx is surjective.
Proof. Write n for the relative degree of Θ, so n := dimG + dimX − dimG ·X.
Since G × X is integral and of finite type we can apply Theorem 2.11 to deduce
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that Θ is separable if and only if dimKer(d(g,x)Θ) = n on an open dense subset
of G × X . Using the G-action we see that dimKer(d(g,x)Θ) is independent of g,
so it is enough to show dimKer(dxΘ) = n on an open dense subset of X . Also,
since the dimensions remain unchanged after base change, we may assume that
K is algebraically closed, in which case it is enough to consider rational points
x ∈ X(K).
By upper semi-continuity of the dimensions of the stabiliser groups, Proposition 4.4,
and shrinking U if necessary, we may assume that dimStabG(x) = a and dim StabH(x) =
b are constant for all x ∈ U(K), and that these values are the generic, or minimal,
values on all of X . We have already seen that the fibre Θ−1(x) is isomorphic to
Transp(x,X) = Transp(x,OrbG(x)∩X). By assumption we can write OrbG(x)∩X
as a finite union
⋃
iOrbH(xi), so that Transp(x,X) =
⋃
iTransp(x,OrbH(xi)). It
then follows from Lemma 4.9 that
dimΘ−1(x) = max
i
{dimTransp(x,OrbH(xi))} = dimH + a− b.
For, xi ∈ OrbG(x), so dim StabG(xi) = dim StabG(x) = a, and dimStabH(x) =
b = mini{dimStabH(xi)}. Thus all fibres of Θ have dimension dimH + a− b, and
this is necessarily the relative degree n.
Consider now the commutative squares
G×H
(1,µx)
−−−−→ G×OrbH(x)yα yµ
G
µx
−−−−→ OrbG(x)
and
G×OrbH(x) −−−−→ G×Xyµ yΘ
OrbG(x) −−−−→ Y
where α : (g, h) 7→ gh is just the group multiplication. Since both StabG(x) and
StabH(x) are smooth we know from Proposition 4.4 that the orbit maps are sepa-
rable, so their differentials are generically surjective by Proposition 2.14. Using the
group actions we conclude that the differentials are always surjective. So, writing
g = Lie(G) = T1G, and similarly h = Lie(H) = T1H , and setting dxµ := d(1,x)µ,
we get two exact commutative diagrams
g× h −−−−→ g× TxOrbH(x) −−−−→ 0
dα
y dxµy
g −−−−→ TxOrbG(x) −−−−→ 0
and
0 −−−−→ g× TxOrbH(x) −−−−→ g× TxX −−−−→ NX,x −−−−→ 0
dxµ
y dxΘy θxy
0 −−−−→ TxOrbG(x) −−−−→ TxY −−−−→ NY,x −−−−→ 0
Now, α factors as the isomorphism G × H
∼
−→ G × H , (g, h) 7→ (gh, h), followed
by the projection onto the first co-ordinate. Thus dα is surjective, so dxµ is also
surjective, and hence dxΘ is surjective if and only if θx is surjective. Moreover,
since the groups G and H are smooth, as are the orbits, we can compute
dimKer(dxµ) = dimG+ dimOrbH(x)− dimOrbG(x)
= dimH + dimStabG(x)− dim StabH(x) = n.
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Using that dimKer(dxΘ) = dimKer(dxµ)+dimKer(θx) we conclude from Theorem 2.11
that Θ is separable if and only if θx is injective on an open dense subset of X . 
We summarise these considerations in the following corollary, which will be suf-
ficient for all our applications.
Corollary 4.11. Suppose we have smooth, connected group schemes H ≤ G, a
G-action on Y , an H-stable subscheme X ⊂ Y , and that all schemes are of finite
type over K. Assume further that there is an open dense subset U ⊂ X such that,
for all x ∈ U(L),
(1) the stabilisers StabG(x) and StabH(x) are smooth.
(2) there are only finitely many H(L¯)-orbits on
(
OrbG(x) ∩X
)
(L¯).
(3) θx is injective.
(4) T
(∞)
1 G× T
(∞)
x X → T
(∞)
x Y is surjective if and only if θx is surjective.
Then for any irreducible component X ′ ⊂ X we have that G ·X ′ is an irreducible
component of Y if and only if θx is surjective for all x in an open dense subset of
X ′.
Proof. Let X ′ ⊂ X be an irreducible component, endowed with its reduced sub-
scheme structure. Since H is connected, it must act on X ′. In particular, if
x ∈ X ′(L), then OrbH(x) ⊂ X ′, and hence NX′,x ⊂ NX,x. Thus since θx is
injective for all x ∈ U(L)∩X ′(L), so too is θ′x : NX′,x → NY,x. There are also only
finitely many H(L¯)-orbits on
(
OrbG(x) ∩X ′
)
(L¯), and so by the previous theorem
the morphism Θ′ : G×X ′ → Y is separable.
Now, by Theorem 3.7, the scheme-theoretic image G ·X ′ is an irreducible com-
ponent of Y if and only if T
(∞)
1 G×T
(∞)
x X → T
(∞)
x Y is surjective on an open dense
subset of X ′, which by (4) is if and only if θx is surjective on an open dense subset
of X ′. 
5. Schemes of representations
In the following four sections we will apply Corollary 4.11 to various schemes
arising from the representation theory of finitely-generated algebras. The schemes
we will consider all have a natural description as functors, but are in general non-
reduced, even generically non-reduced (so the local rings at the generic points are
non-reduced).
We will work over a fixed perfect field K.
We first consider the case studied by Crawley-Boevey and Schro¨er in [8].
5.1. Schemes parameterising representations. Let Λ = K〈x1, . . . , xN 〉/I be a
finitely generated (but not necessarily commutative) K-algebra. For each d there is
an affine scheme repdΛ parameterising all d-dimensional Λ-modules, whose R-valued
points (for a commutative K-algebra R) are given by
repdΛ(R) := {(X1, . . . , XN ) ∈ Md(R)
N : f(X) = 0 for all f ∈ I}.
Thus repdΛ is a closed subscheme ofM
N
d , and hence is of finite type overK. It is clear
that the points of repdΛ(R) are in bijection with the set ofK-algebra homomorphisms
Λ→Md(R), and we will usually identify these two sets.
Associated to ρ ∈ repdΛ(R) is a Λ-module Mρ, having underlying vector space
Rd and action determined by the algebra homomorphism ρ : Λ → Md(R); in fact
IRREDUCIBLE COMPONENTS OF QUIVER GRASSMANNIANS 27
Mρ is naturally a module over Λ
R := Λ⊗K R, free of rank d as an R-module. Also,
given σ ∈ repeΛ(R), we can identify HomΛR(Mρ,Mσ) with
Hom(ρ, σ) := {f ∈ Me×d(R) : fρ = σf}
= {f ∈ Me×d(R) : fρi = σif for all i}.
The group scheme GLd acts on rep
d
Λ by ‘change of basis’
GLd(R)× rep
d
Λ(R)→ rep
d
Λ(R), g · (ρ1, . . . , ρN ) = (gρ1g
−1, . . . , gρNg
−1).
It follows that for L-valued points the orbits are in bijection with the set of iso-
morphism classes of d-dimensional ΛL-modules. Note that if ρ ∈ repdΛ(L), then
StabGLd(ρ)
∼= AutΛL(Mρ), which is open in the vector space EndΛL(Mρ) and hence
is smooth and irreducible.
Given two representations ρ ∈ repdΛ(R) and σ ∈ rep
e
Λ(R), their direct sum is the
representation
ρ⊕ σ ∈ repd+eΛ (R), (ρ⊕ σ)i :=
(
ρi 0
0 σi
)
.
In terms of algebra homomorphisms we have
ρ⊕ σ : Λ→Md+e(R), a 7→
(
ρ(a) 0
0 σ(a)
)
.
This induces a closed immersion
repdΛ× rep
e
Λ → rep
d+e
Λ ,
which we can combine with the action of GLd+e on rep
d+e
Λ to obtain a morphism
of schemes
Θ: GLd+e× rep
d
Λ× rep
e
Λ → rep
d+e
Λ , (g, ρ, σ) 7→ g · (ρ⊕ σ).
In the notation of Corollary 4.11 we have the smooth, connected groups G = GLd+e
and H = GLd×GLe, acting on the schemes Y = rep
d+e
Λ and X = rep
d
Λ× rep
e
Λ.
Note that all stabilisers are smooth, so condition (1) is satisfied, and the following
lemma proves that condition (2) also holds.
Lemma 5.1. For all fields L and all ρ ⊕ σ ∈ repdΛ(L) × rep
e
Λ(L), there are only
finitely many GLd(L)×GLe(L)-orbits on OrbGLd+e(L)(ρ⊕σ)∩
(
repdΛ(L)×rep
e
Λ(L)
)
.
Proof. By the Krull-Remak-Schmidt Theorem we can find representations τi such
that each Mi := Mτi is indecomposable as a Λ
L-module, and Mρ ⊕Mσ ∼=
⊕
iMi.
Now ρ′ ⊕ σ′ lies in OrbGLd+e(L)(ρ ⊕ σ) ∩
(
repdΛ(L)× rep
e
Λ(L)
)
if and only if there
exists a set I such that Mρ′ ∼=
⊕
i∈I Mi and Mσ′
∼=
⊕
i6∈I Mi, in which case ρ
′ ⊕ σ′
lies in the same GLd(L)×GLe(L)-orbit as
(⊕
i∈I τi
)
⊕
(⊕
i6∈I τi
)
. We therefore see
that the GLd(L) × GLe(L)-orbits in the intersection are parameterised by certain
subsets I, and hence there are only finitely many. 
5.1.1. Example. Consider the algebra
Λ =
(
C C
0 R
)
.
Using the presentation
R〈x, y〉/
(
yx, (1 + x2)x, (1 + x2)y
) ∼
−→ Λ, x 7→
(
i 0
0 0
)
, y 7→
(
0 1
0 0
)
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one can easily compute some small examples.
The scheme rep1Λ is given by the spectrum of the algebra
R[X,Y ]/
(
Y X, (1 +X2)X, (1 +X2)Y
)
∼= R[X ]/(X +X3) ∼= R× C.
Thus there is a unique R-valued point, and this corresponds to the simple injective
Λ-module I. There are also three C-valued points
R[X ]/(X +X3)→ C, X 7→ 0,±i.
The first corresponds to I ⊗R C, which is the simple injective Λ
C-module, whereas
the latter two correspond to the two simple projective ΛC-modules. Note that, via
restriction of scalars, the latter two both induce the simple projective Λ-module P ,
but P should rather be thought of as the following R-rational point of rep2Λ
Λ 7→M2(R), x 7→
(
0 1
−1 0
)
, y 7→
(
0 0
0 0
)
.
5.2. Tangent spaces and derivations. Define a closed subscheme Der(d, e) ⊂
repd+eΛ by taking those representations in block form having a zero block of size
d × e in the bottom left corner. Thus
(
σ ξ
0 ρ
)
lies in Der(d, e)(R) if and only if
ρ ∈ repdΛ(R) and σ ∈ rep
e
Λ(R), and ξ ∈ Der(ρ, σ) := DerK
(
Λ,HomR(Mρ,Mσ)
)
is a
K-derivation, or crossed homomorphism, so a K-linear map
ξ : Λ→ HomR(Mρ,Mσ) satisfying ξ(ab) = ξ(a)ρ(b) + σ(a)ξ(b).
The associated module Mξ fits naturally into a short exact sequence
0→Mσ →Mξ →Mρ → 0,
and hence induces an extension class in Ext1ΛR(Mρ,Mσ).
Note that the projection π : Der(d, e) → repdΛ× rep
e
Λ has fibres π
−1(ρ, σ) =
Der(ρ, σ).
Next, since repdΛ is an affine scheme, the tangent bundle T rep
d
Λ is given by
T repdΛ(R) = rep
d
Λ
(
R[t]/(t2)
)
, so consists of algebra homomorphisms ρ + ξt : Λ →
Md
(
R[t]/(t2)
)
; equivalently, ρ ∈ repdΛ(R) and ξ ∈ Der(ρ, ρ). Thus T rep
d
Λ is
isomorphic to the fibre product of π : Der(d, d) → rep2dΛ with the diagonal map
repdΛ → rep
2d
Λ , so is a closed subscheme of rep
2d
Λ . In particular, given ρ ∈ repΛ(L),
we can identify the tangent space Tρ rep
d
Λ with Der(ρ, ρ), and this comes with a
natural morphism to Ext1ΛL(Mρ,Mρ).
Finally observe that if ρ ∈ repdΛ(R) and σ ∈ rep
e
Λ(R), then the natural decompo-
sition of EndR(Mρ⊕Mσ) induces a corresponding decomposition of Der(ρ⊕σ, ρ⊕σ).
5.2.1. Voigt’s Lemma and Hochschild cohomology. Recall that we have the
group action GLd× rep
d
Λ → rep
d
Λ. On D1 := L[t]/(t
2)-valued points this gives
(1 + γt) · (ρ+ ξt) = ρ+ (ξ + γρ− ργ)t,
so taking the differential at (1, ρ) yields the additive group action
Md(L)× Tρ rep
d
Λ → Tρ rep
d
Λ, (γ, ξ) 7→ ξ + (γρ− ργ).
In particular this restricts to a linear map
δρ : Md(L)→ Tρ rep
d
Λ = Der(ρ, ρ), δρ(γ) = γρ− ργ.
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More generally, given σ ∈ repeΛ(L), we have a linear map
δρ,σ : Me×d(L)→ Der(ρ, σ), δρ,σ(γ) := γρ− σγ.
Lemma 5.2 (Voigt [11]). Given ρ ∈ repdΛ(L) and σ ∈ rep
e
Λ(L) there exists an exact
sequence
0 −→ HomΛL(Mρ,Mσ) −→Me×d(L)
δρ,σ
−→ Der(ρ, σ)
ερ,σ
−→ Ext1ΛL(Mρ,Mσ) −→ 0,
where ερ,σ takes ξ to the class of the natural extension
0 −→Mσ −→Mξ −→Mρ −→ 0.
Proof. We begin by making the connection to Hochschild cohomology. Consider
the complex
dn : HomK
(
Λ⊗n,HomL(Mρ,Mσ)
)
→ HomK
(
Λ⊗(n+1),HomL(Mρ,Mσ)
)
given by
dn(f)(a1 ⊗ · · · ⊗ an+1) := σ(a1)f(a2 ⊗ · · · ⊗ an+1)
+
∑
1≤i≤n
(−1)if(a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+1)
+ (−1)n+1f(a1 ⊗ · · · ⊗ an)ρ(an+1).
By [6, IX Corollary 4.3] this has cohomology
HHn
(
Λ,HomL(Mρ,Mσ)
)
∼= ExtnΛL(Mρ,Mσ).
Now observe that
Ker(d1) = DerK
(
Λ,HomL(Mρ,Mσ)
)
and
d0 : HomL(Mρ,Mσ)→ DerK
(
Λ,HomL(Mρ,Mσ)
)
d0(γ)(a) = σ(a)γ − γρ(a),
so δρ,σ = −d0. The result follows. 
We make the following remark. When both representations equal ρ ⊕ σ, then
all four terms of the sequence in Voigt’s Lemma naturally decompose, and the
maps preserve the block structures, so in fact the whole sequence decomposes. For
example, δρ⊕σ acts as(
γ11 γ12
γ21 γ22
)
7→
(
γ11ρ− ργ11 γ12σ − ργ12
γ21ρ− σγ21 γ22σ − σγ22
)
=
(
δρ(γ11) δσ,ρ(γ12)
δρ,σ(γ21) δσ(γ22)
)
.
Recall that the direct sum induces the morphism
Θ: GLd+e× rep
d
Λ× rep
e
Λ −→ rep
d+e
Λ , (g, ρ, σ) 7−→ g · (ρ⊕ σ),
whose differential at the L-valued point (1, ρ, σ) is
dρ,σΘ: Md+e(L)×
(
Tρ rep
d
Λ
)
×
(
Tσ rep
e
Λ
)
−→ Tρ⊕σ rep
d+e
Λ
(γ, ξ, η) 7−→ (ξ ⊕ η) + δρ⊕σ(γ).
Using Voigt’s Lemma we deduce that, in the notation of Corollary 4.11,
NX,ρ⊕σ ∼= Ext
1
ΛL(Mρ,Mρ)× Ext
1
ΛL(Mσ,Mσ)
and
NY,ρ⊕σ ∼= Ext
1
ΛL(Mρ ⊕Mσ,Mρ ⊕Mσ).
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Moreover, the map θρ,σ : NX,ρ⊕σ → NY,ρ⊕σ induced by dρ,σΘ sends ([ξ], [η]) to
[ξ ⊕ η], which is precisely the canonical embedding
θρ,σ : Ext
1
ΛL(Mρ,Mρ)× Ext
1
ΛL(Mσ,Mσ) →֒ Ext
1
ΛL(Mρ ⊕Mσ,Mρ ⊕Mσ).
It follows that condition (3) of the corollary is also satisfied, so Θ is separable on
each irreducible component (with its reduced subscheme structure). Moreover, θρ,σ
is surjective if and only if Ext1ΛL(Mρ,Mσ) = 0 = Ext
1
ΛL(Mσ,Mρ).
5.2.2. Example. If Λ is commutative, then rep1Λ = SpecΛ. On the other hand,
whenever ρ ∈ rep1Λ(L) we always get δρ = 0, and so Tρ rep
1
Λ = Ext
1
ΛL(Mρ,Mρ).
Putting these together we recover the well-known result that for Λ commutative
and finitely generated and ρ ∈ Spec Λ(L), say ρ : Λ։ Λ/p →֒ L, we have
Tρ Spec Λ = L⊗Λ Ext
1
Λ(Λ/p,Λ/p).
5.2.3. Upper semi-continuity.
Proposition 5.3 ([8, Lemma 4.3]). The functions repdΛ× rep
e
Λ → N which send an
L-valued point (ρ, σ) to the dimensions of
HomΛL(Mρ,Mσ), DerK(Λ,HomL(Mρ,Mσ)) or Ext
1
ΛL(Mρ,Mσ)
are all upper semi-continuous.
Proof. For homomorphisms we consider the closed subscheme
rep
(d,e)
Λ(2) ⊂ rep
d
Λ× rep
e
Λ×Me×d, rep
(d,e)
Λ(2) (R) := {(ρ, σ, f) : fρ = σf}.
The projection π : rep
(d,e)
Λ(2) → rep
d
Λ× rep
e
Λ has fibres π
−1(ρ, σ) ∼= HomΛR(Mρ,Mσ).
The result therefore follows from Corollary 2.4.
For derivations we apply Corollary 2.4 to the closed subscheme Der(d, e) ⊂
repd+eΛ and the projection π : Der(d, e) → rep
d
Λ× rep
e
Λ, having fibres π
−1(ρ, σ) =
Der(ρ, σ).
Finally, for extensions, Voigt’s Lemma tells us that
dimL Ext
1
ΛL(Mρ,Mσ) = dimLHomΛL(Mρ,Mσ) + dimLDer(ρ, σ)− de,
and a sum of upper semi-continuous functions is again upper semi-continuous. 
If K is algebraically-closed, and X ⊂ repdΛ and Y ⊂ rep
e
Λ are irreducible,
then X × Y is again irreducible. We denote by hom(X,Y ) and ext(X,Y ) the
generic, or minimal, values on X × Y of the functions dimLHomΛL(Mρ,Mσ) and
dimL Ext
1
ΛL(Mρ,Mσ).
5.3. Jet space computations. Setting Dr := L[t]/(t
r+1) as usual, we see that
the points of the jet space T
(r)
ρ repdΛ are given by algebra homomorphisms ρˆ :=
ρ + ξ1t + · · · + ξrtr : Λ → Md(Dr), which, by restriction of scalars, we can also
regard as the subset of rep
(r+1)d
Λ (L) given by those algebra homomorphisms of the
form
(5.1) ρ˜ : Λ→M(r+1)d(L), a 7→


ρ(a) ξ1(a) ξ2(a) · · · ξr(a)
0 ρ(a) ξ1(a)
. . .
...
...
. . .
. . .
. . . ξ2(a)
...
. . . ρ(a) ξ1(a)
0 · · · · · · 0 ρ(a)


.
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Consider the direct sum morphism
Θ: GLd+e× rep
d
Λ× rep
e
Λ → rep
d+e
Λ
and in particular the induced morphisms on jet spaces
d(r)ρ,σΘ: T
(r)
1 GLd+e×T
(r)
ρ rep
d
Λ×T
(r)
σ rep
e
Λ → T
(r)
ρ⊕σ rep
d+e
Λ .
Proposition 5.4. The following are equivalent for ρ ∈ repdΛ(L) and σ ∈ rep
e
Λ(L).
(1) d
(r)
ρ,σΘ is surjective for all r ∈ [1,∞].
(2) d
(r)
ρ,σΘ is surjective for some r ∈ [1,∞].
(3) θρ,σ is surjective.
In particular, condition (4) of Corollary 4.11 holds true.
Proof. (1)⇒ (2) : Trivial.
(2)⇒ (3) : Assume Ext1ΛL(Mρ,Mσ) 6= 0 and take some ξ ∈ Der(ρ, σ) represent-
ing a non-split extension. Then for any r ∈ [1,∞] the map(
ρ 0
0 σ
)
+
(
0 0
ξ 0
)
t : Λ→Md+e(Dr)
is an algebra homomorphism, so corresponds to a point in T
(r)
ρ⊕σ rep
d+e
Λ . On the
other hand, it cannot lie in the image of the morphism on jet spaces. For, if it did,
then ξ would necessarily lie in the image of the differential, and so the extension
class [ξ] would have to lie in the image of θρ,σ, which it does not.
(3) ⇒ (1) : Suppose Ext1ΛL(Mρ,Mσ) = 0 = Ext
1
ΛL(Mσ,Mρ). Given r ∈ [1,∞]
take an element of T
(r)
ρ⊕σ rep
d+e
Λ , say
ρ̂⊕ σ :=
(
ρ 0
0 σ
)
+
r∑
i=1
(
ξi yi
xi ηi
)
ti ∈ repd+eΛ (Dr).
Let s ≥ 1 be minimal such that xi, yi are not both zero. Restriction of scalars
gives ρ˜⊕ σ ∈ rep
(s+1)(d+e)
Λ (L) satisfying
ρ˜⊕ σ =


A0 A1 · · · As
0
. . .
. . .
...
...
. . .
. . . A1
0 · · · 0 A0

 ,
where
A0 :=
(
ρ 0
0 σ
)
and Ai :=
(
ξi yi
xi ηi
)
.
Let N be the corresponding module. Next define submodules U ≤ V ≤ N , where
U is given by taking the odd-numbered rows and columns up to 2s− 1, whereas for
V we take additionally the second and (2s+1)-st rows and columns, but reordered
so that these appear last. Note that U and V correspond respectively to the
32 ANDREW HUBERY
representations
U ↔


ρ ξ1 · · · ξs−1
. . .
. . .
...
. . . ξ1
ρ

 and V ↔


ρ ξ1 · · · ξs−1 0 ξs
. . .
. . .
...
...
...
. . . ξ1 0 ξ2
ρ 0 ξ1
σ xs
ρ


Clearly U →֒ V with quotient V/U corresponding to the representation
(
σ xs
0 ρ
)
,
so the natural extension 0→Mσ → V/U →Mρ → 0 lies in Ext
1
ΛL(Mρ,Mσ). Since
this is zero we know from Lemma 5.2 that xs = γρ− σγ for some γ ∈Me×d(L).
An analogous argument yields δ ∈ Md×e(L) such that ys = δσ − ρδ. Fi-
nally, conjugating by 1 −
(
0 δ
γ 0
)
ts ∈ GLd+e(Dr) yields another representation
in repd+eΛ (Dr), but now with xi = 0 = yi for all i ≤ s.
So, starting from ρ̂⊕ σ, we can define inductively gs = 1 −
(
0 δs
γs 0
)
ts such
that conjugation by gs · · · g2g1 yields an element of rep
d+e
Λ (Dr) having zero in the
off-diagonal entries of the coeffiecient of ti for all i ≤ s. Now set g to be the product
of all the gs. Note that this also makes sense for r = ∞, so g ∈ GLd+e(Dr), and
by construction g · ρ̂⊕ σ has zero in the off-diagonal entries of the coefficient of all
ti. This element clearly lies in the image of d
(r)
ρ,σΘ as required. 
5.3.1. Relationship to Massey products. We note that the condition on algebra
homomorphisms given by (5.1) is reminiscent of the condition that the r-fold Massey
product contains zero, which we now recall.
Let Mi be a family of Λ
L-modules and ηi ∈ Ext
1
ΛL(Mi+1,Mi) a family of ex-
tensions. Choose representations ρi : Λ → EndL(Mi) corresponding to Mi and
derivations ξi ∈ Der(ρi+1, ρi) corresponding to ηi, so
(
ρi ξi
0 ρi+1
)
is a representa-
tion. We say that the r-fold Massey product 〈η1, . . . , ηr〉 contains zero if and only
if there is a representation of the form
a 7→


ρ1(a) ξ1(a) ⋆ · · · ⋆
0 ρ2(a) ξ2(a)
. . .
...
...
. . .
. . .
. . . ⋆
...
. . . ρr(a) ξr(a)
0 · · · · · · 0 ρr+1(a)


.
As a special case let η = [ξ] be the extension class coming from ξ ∈ Tρ repdΛ.
Then ξ ∈ T
(r)
ρ repdΛ implies that there exists an algebra homomorphism as in (5.1),
and so the r-fold Massey product 〈η, · · · , η〉 contains zero.
In [12, IV §2 Exercise 3 (f)] it is falsely claimed that the tangent cone of SpecA
at a point ρ ∈ SpecA(L) is given by those extensions η ∈ Ext1AL(Mρ,Mρ) such
that, for all r, the r-fold Massey product 〈η, · · · , η〉 contains zero.
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If ρ : A→ K has kernel m, then
Tρ SpecA = HomK(m/m
2,K) ∼= Ext1A(A/m, A/m)
whereas the tangent cone TCρ SpecA is by definition given by the K-valued points
of Spec
(⊕
r m
r/mr+1
)
, viewed as a quotient of the ring of functions on Tρ SpecA.
The claim would be that the tangent cone equals
{η ∈ Ext1A(A/m, A/m) : 0 ∈ 〈η, . . . , η︸ ︷︷ ︸
r
〉 for all r}.
This is easily seen to fail, for example by considering the cuspidal cubic at the
origin, so
A = K[X,Y ]/(X3 − Y 2), ρ : A→ K, ρ(X) = ρ(Y ) = 0, m = (X,Y ).
Then
⊕
r m
r/mr+1 ∼= K[X,Y ]/(Y 2), so
Tρ SpecA = K
2 and TCρ SpecA = {(x, 0) : x ∈ K}.
A point ξ = (x, y) ∈ Tρ SpecA corresponds to the class η of the extension with
middle term
A→M2(K), X 7→
(
0 x
0 0
)
, Y 7→
(
0 y
0 0
)
.
We can lift this to a four-dimensional module
A→M4(K), X 7→


0 x x2 x4
0 0 x x3
0 0 0 x
0 0 0 0

 , Y 7→


0 y y2 y4
0 0 y y3
0 0 0 y
0 0 0 0


if and only if x = y = 0 (just compute the image of X3 − Y 2). We therefore see
that 0 ∈ 〈η, η, η〉 if and only if ξ = (0, 0).
Keeping with the same algebra A = K[X,Y ]/(X3 − Y 2), consider the two-
dimensional representation
ρ : A→M2(K), X 7→
(
0 1
0 0
)
, Y 7→
(
0 0
0 0
)
.
Then Tρ rep
2
A consists of pairs of matrices
((
x1 x2
0 x4
)
,
(
y1 y2
y3 y4
))
and the map
δρ from Voigt’s Lemma is given by
δρ : M2(K)→ Tρ rep
2
A,
(
a b
c d
)
7→
((
−c a− d
0 c
)
,
(
0 0
0 0
))
.
We can also compute
T
(2)
ρ rep
2
A =
{((
x1 x2
0 x4
)
,
(
y1 y2
y3 −y1
))
: y21 + y2y3 = 0
}
,
whereas T
(3)
ρ rep
2
A is the union of{((
x1 x2
0 x4
)
,
(
y1 y2
y3 y4
))
: y21 + y2y3 = 0, (y2, y3) 6= (0, 0)
}
and {((
x1 x2
0 −x1
)
,
(
0 0
0 0
))}
.
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5.4. Irreducible components. The next two theorems were proved by Crawley-
Boevey and Schro¨er using slightly different methods, and generalise Kac’s ‘canoni-
cal decomposition’ for representations of quivers to all finitely-generated algebras.
Note that the second result appears as [21, Lemma (1.3)]. We remark that the
restriction to algebraically-closed fields is just to ensure that the direct product of
two irreducible schemes is again irreducible.
Theorem 5.5 ([8]). Let Λ be a finitely-generated algebra over an algebraically-
closed field K. Let X ⊂ repdΛ and Y ⊂ rep
e
Λ be irreducible components. Then the
closure X ⊕ Y of the image of GLd+e×X×Y is an irreducible component of rep
d+e
Λ
if and only if ext(X,Y ) = 0 = ext(Y,X).
Proof. We have shown that the direct sum map
Θ: GLd+e× rep
d
Λ× rep
e
Λ → rep
d+e
Λ
satisfies the conditions of Corollary 4.11, and also that θρ,σ is surjective if and only
if Ext1ΛL(Mρ,Mσ) = 0 = Ext
1
ΛL(Mσ,Mρ). ThusX ⊕ Y is an irreducible component
if and only if θρ,σ is surjective on an open dense subset of X × Y , which is if and
only if ext(X,Y ) = 0 = ext(Y,X). 
We call an irreducible componentX ⊂ repdΛ generically indecomposable provided
that X contains a dense open subset, all of whose points correspond to indecom-
posable Λ-modules.
Theorem 5.6 ([21, 8]). Every irreducible component X ⊂ repdΛ can be written
uniquely (up to reordering) as a direct sum X = X1 ⊕ · · · ⊕Xn of generically in-
decomposable components Xi ⊂ rep
di
Λ .
Proof. If X is not generically indecomposable, then X lies in the union of the
closed sets repeΛ⊕ rep
d−e
Λ for 0 < e < d, and hence for some e and some irreducible
components X1 ⊂ repeΛ and X2 ⊂ rep
d−e
Λ we can write X = X1 ⊕X2. By induction
on dimension we see that every irreducible component can be written as a direct
sum of generically indecomposable components.
Suppose now that X = X1 ⊕ · · · ⊕Xm = Y1 ⊕ · · · ⊕ Yn, where Xi and Yj are
generically indecomposable components in some schemes of representations. Then
on an open dense subset U ⊂ X every representation can be written as ρ ∼= ρ1⊕· · ·⊕
ρm ∼= σ1⊕· · ·⊕σn, where ρi ∈ Xi and σj ∈ Yj are indecomposable representations.
By the Krull-Remak-Schmidt Theorem we deduce thatm = n and, after reordering,
ρi ∼= σi. Thus Xi, Yi ⊂ repd
i
Λ and ρi ∈ Xi ∩ Yi. On the other hand, the projection
GLd×X1 × · · · ×Xn → Xi is an open map, so Xi ∩ Yi contains an open set. Thus
Xi = Yi. 
5.4.1. Orbits and irreducible components. We know that if ρ ∈ repdΛ(K), then
its orbit OrbGLd(ρ) is a smooth, irreducible subscheme of rep
d
Λ; also, the morphism
GLd → OrbGLd(ρ) is smooth, affine and separable, and a universal geometric quo-
tient for the action of AutΛ(Mρ).
In general it is not easy to describe the R-valued points of the orbit: a priori we
know that σ ∈ repdΛ(R) lies in the orbit if and only if there exists a finitely-presented
and faithfully-flat R-algebra S and g ∈ GLd(S) such that σ = g · ρS . In particular,
GLd(L) acts transitively on OrbGLd(ρ)(L) for all algebraically closed fields L.
In fact we can do better.
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Lemma 5.7. Let ρ ∈ repdΛ(K). If Dr = L[[t]]/(t
r+1) for some field L and some
r ∈ [0,∞], then the morphism GLd(Dr)→ OrbGLd(ρ)(Dr) is onto.
Proof. Consider first the case r = 0, so Dr = L. Let σ ∈ OrbGLd(ρ)(L) and let
F = L¯ be the algebraic closure of L. We know that GLd(F ) acts transitively on
OrbGLd(ρ)(F ), soM
F
σ
∼=MFρ as Λ
F -modules. Now let N be any ΛL-module. Then
HomΛF (M
F
σ , N
F ) ∼= HomΛL(Mσ, N)
F , so that
dimLHomΛL(Mσ, N) = dimLHomΛL(M
L
ρ , N).
It follows from [2] that Mσ ∼=M
L
ρ as Λ
L-modules, so there exists g ∈ GLd(L) such
that σ = g · ρL.
Next, by Proposition 2.14, the morphism T
(r)
g GLd → T
(r)
g·ρ OrbGLd(ρ) is sur-
jective for all r ∈ [1,∞] and all g in an open dense subset of GLd. Since GLd
is a group we see that this holds for all g, and we have just shown that every
σ ∈ OrbGLd(ρ)(L) is of the form g · ρ
L for some g ∈ GLd(L). This proves that the
morphism GLd(Dr)→ OrbGLd(ρ)(Dr) is always onto. 
Using Lemma 3.5 we recover the well-known sufficient criterion for an orbit clo-
sure to be an irreducible component.
Lemma 5.8. Let ρ ∈ repdΛ(K). If Ext
1
Λ(Mρ,Mρ) = 0, then OrbGLd(ρ) is an
irreducible component of repdΛ.
Proof. Using Voigt’s Lemma we see that our condition on ρ implies that the differ-
ential T1GLd → Tρ repdΛ is surjective, whence Tg GLd → Tg·ρ rep
d
Λ is surjective for
all g, and so OrbGLd(ρ) is an irreducible component of rep
d
Λ by Lemma 3.5. 
5.5. A refinement to dimension vectors. We begin with some notation which
will also be useful in the next section. Recall that there is a closed subscheme
rank<s ⊂Me×d given by
rank<s(R) := {f ∈Me×d(R) : all s minors vanish}.
Its complement rank≥s is the union of the distinguished open subschemes given by
inverting the s minors, so a matrix f ∈ Me×d(R) lies in rank≥s(R) precisely when
the s minors of f generate the unit ideal in R. Note that if R is a local ring, then
we can simplify this to
rank≥s(R) := {f ∈Me×d(R) : at least one s minor of f is invertible}.
The scheme of matrices of rank precisely s is the subscheme
ranks := rank<s+1 ∩ rank≥s ⊂Me×d.
We have the following useful lemma.
Lemma 5.9 ([26, Lemma 3.3]). Let (R,m) be a local L-algebra of dimension r.
Let fˆ ∈ Me×d(R), let f ∈ Me×d(R/m) be its image under R → R/m, and let
f˜ ∈ Mer×dr(L) be given by restriction of scalars. Then fˆ ∈ ranks(R) if and only if
f ∈ ranks(R/m) and f˜ ∈ ranksr(L).
Consider now a complete set of orthogonal idempotents ei ∈ Λ, so eiej = δije
i
and
∑
i e
i = 1. Given a decomposition, or dimension vector, d. = (d1, . . . , dn)
and setting d =
∑
i d
i, we can regard matrices in Md(R) as being in block form
according to this dimension vector. Write Ei for the block diagonal matrix having
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the identity 1di in block (i, i) and zeros elsewhere. We define the closed subscheme
repd
.
Λ of rep
d
Λ by
repd
.
Λ (R) := {ρ ∈ rep
d
Λ(R) : ρ(e
i) = Ei for all i},
the locally-closed subscheme Y d
.
Λ ⊂ rep
d
Λ by
Y d
.
Λ (R) := {ρ ∈ rep
d
Λ : ρ(e
i) ∈ rankdi(R) for all i},
and the closed subgroup GLd. :=
∏
iGLdi ≤ GLd by taking the block-diagonal
matrices. Observe that the action of GLd on rep
d
Λ restricts to an action of GLd. on
repd
.
Λ .
The following is a slight generalisation of results in [3, 11].
Theorem 5.10. (1) The Y d
.
Λ are both open and closed subschemes of rep
d
Λ,
and repdΛ =
∐
d. Y
d
.
Λ is the disjoint union over all decompositions d
. of d.
(2) If Λ ∼= Kn and the ei are the standard basis, then Y d
.
Λ
∼= GLd /GLd. is a
homogeneous space, so is smooth and irreducible.
(3) More generally, Y d
.
Λ
∼= GLd×GLd
. repd
.
Λ .
Given a ΛL-module M , we may therefore define the dimension vector of M to
be dimM = d., where M ∼=Mρ for some ρ ∈ repd
.
Λ (L).
The proof of the theorem uses the following lemma, which although easy to
prove, does not seem to be well-known. Given an ordered partition I = (I1, . . . , Ir)
of {1, . . . , d}, we say that σ ∈ Sd is an I-shuffle provided it preserves the ordering
of the elements in each Ii. Also, given two subsets I, J of {1, . . . , d} of size r and
a matrix M ∈ Md(R), we define ∆IJ(M) to be the r-minor formed from the rows
and columns indexed by I and J , respectively.
Lemma 5.11. For matrices M1, . . . ,Mn ∈ Md(R) we have
det(M1 + · · ·+Mn) =
∑
I,σ
sgn(σ)∆I1σ(I1)(M1) · · ·∆Inσ(In)(Mn),
where the sum is taken over all ordered partitions I = (I1, . . . , In) of {1, . . . , d} and
all I-shuffles σ.
In particular, when n = 2 we can write this as
det(M +N) =
∑
I={i1,...,ia}
J={j1,...,ja}
(−1)i1+j1+···+ia+ja∆IJ(M)∆IcJc(N),
where Ic denotes the complement of I.
Proof. The first formula follows easily by induction, once we have proved the case
for n = 2. Consider now the second formula. Since both sides are polynomial
functions and Md is irreducible, it is enough to prove this when N is invertible. In
this case we have
det(M +N) = det(MN−1 + 1d) det(N) =
∑
I
∆II(MN
−1) det(N).
For, let Ir be the matrix having 1s in the first r places on the diagonal and zeros
elsewhere. Then an easy induction, expanding out the r-the column, gives that
det(A + 1r) =
∑
I ∆II(A), where the sum is taken over subsets I containing {r +
1, . . . , d}.
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Using the Cauchy-Binet Formula (see for example [4, Equation(16)]) we can
write this as
det(M +N) =
∑
a
∑
|I|=|J|=a
∆IJ (M)∆JI(N
−1) det(N).
Finally, using Jacobi’s Identity [4, Equation (12)] we have
det(M +N) =
∑
a
∑
|I|=|J|=a
(−1)S(I)+S(J)∆IJ (M)∆IcJc(N),
where S(I) =
∑
i∈I i. This proves the second formula.
Now let I = {i1, . . . , ia} and Ic = {i′1, . . . , i
′
d−a}, assumed to be in increasing
order, and similarly for J . Let σ be the corresponding shuffle, so that σ(it) = jt and
σ(i′t) = j
′
t. Clearly σ = σJσ
−1
I , where σI(t) = it for 1 ≤ t ≤ a and σI(a + t) = i
′
t
for 1 ≤ t ≤ d− a. Using the formula
sgn(σ) = (−1)inv(σ), inv(σ) := |{(i, j) : i < j, σ(i) > σ(j)}|
we see that
inv(σI) = |{(i, i
′) ∈ I × Ic : i′ < i}| = S(I)−
(
|I|+ 1
2
)
,
and hence that
sgn(σ) = sgn(σI)sgn(σJ ) = (−1)
S(I)+S(J).
Thus the two formulae agree in the case n = 2. 
We observe that writing a matrixM = (mij) as the sumM =
∑
i,j mijEij , where
the Eij are the usual elementary matrices, one recovers the well-known Leibniz
Formula
det(M) =
∑
σ∈Sd
sgn(σ)m1σ(1)m2σ(2) · · ·mdσ(d).
Proposition 5.12. The open subscheme
Y ≥d
.
Λ (R) := {ρ ∈ rep
d
Λ(R) : ρ(e
i) ∈ rank≥di(R) for all i}
and the closed subscheme
Y ≤d
.
Λ (R) := {ρ ∈ rep
d
Λ(R) : ρ(e
i) ∈ rank≤di(R) for all i},
coincide, and both are equal to Y d
.
Λ . Moreover, rep
d
Λ =
∐
d. Y
d
.
Λ .
Proof. Since the Y ≥d
.
Λ are open subschemes, by looking at L-valued points for fields
L we can prove that the Y ≥d
.
Λ are disjoint, that they cover rep
d
Λ, and that Y
≤d
.
Λ ⊂
Y ≥d
.
Λ is a closed subscheme. To prove that we have equality, take ρ ∈ Y
≤d
.
Λ (R).
Then ρ(ei) = fi ∈ rank≤di(R) and
∑
i fi = 1. Applying the previous lemma to
det(f1+ · · ·+ fn) shows that we can write 1 as a linear combination of terms of the
form
∏
i∆Iiσ(Ii)(fi) where |Ii| = d
i. It follows that for each i, the di minors of fi
generate the unit ideal, so ρ ∈ Y ≥d
.
Λ (R). 
Proof of Theorem 5.10. (1) This follows immediately from the proposition above.
(2) We have Λ = Kn, so repd
.
Λ
∼= SpecK. This consists of the unique represen-
tation ρ¯ such that ρ¯(ei) = Ei for all i. We also have the corresponding orbit map
π : GLd → Y
d
.
Λ , g 7→ g · ρ¯.
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Let L be an algebraically-closed field and σ ∈ Y d
.
Λ (L). The matrices σ(e
i)
form a complete set of orthogonal idempotents; in particular they commute, so are
simultaneously diagonalisable. It follows that there exists g ∈ GLd(L) such that
gσ(ei)g−1 = Ei, so g · σ = ρ¯L and hence Y d
.
Λ (L) = OrbGLd(ρ¯)(L). Since the orbit
is smooth and irreducible, we deduce that OrbGLd(ρ¯) =
(
Y d
.
Λ
)
red
.
It is easy to see that if σ ∈ Y d
.
Λ (L), then EndLn(Mσ)
∼=
∏
iMdi(L). On the
other hand, Λ = Kn is a semisimple algebra, so all extension groups vanish. Thus
by Voigt’s Lemma
dimTσY
d
.
Λ = d
2 −
∑
i
d2i = dimGLd− dimGLd. = dimOrbGLd(ρ¯).
This proves that Y d
.
Λ is smooth, so equals OrbGLd(ρ¯)
∼= GLd /GLd. .
(3) The idempotents ei induce an algebra homomorphism Kn → Λ, and hence
a morphism repdΛ → rep
d
Kn . In terms of representations, this is just restriction of
scalars. This restricts to a morphism q : Y d
.
Λ → Y
d
.
Kn
∼= GLd /GLd. . In particular,
for ρ ∈ repdΛ(R) we have ρ ∈ rep
d
.
Λ (R) if and only if q(ρ) = ρ¯
R. We therefore obtain
a commutative diagram
GLd× repd
.
Λ
φ
−−−−→ Y d
.
Λypr1 yq
GLd
π
−−−−→ Y d
.
Kn
where φ(g, ρ) := g · ρ is constant on GLd.-orbits and π(g) = g · ρ¯. It is easy
to check that this is a pull-back diagram, and hence Y d
.
Λ
∼= GLd×GLd
. repd
.
Λ by
Lemma 4.5. 
5.5.1. Examples. Well-known examples of this situation are when we take Λ =
KQ/I to be a quotient of the path algebra of a quiver, and take ei to be the
(images of the) trivial paths in Q, so giving a complete set of primitive idempotents
in Λ. We can also apply this to a tensor algebra Λ⊗K KQ, where we now use the
idempotents ei in KQ to get idempotents 1⊗ ei in Λ⊗K KQ.
Since we will also need this later, we introduce the quiver Qn to be the linearly
oriented quiver of Dynkin type An, so that Qn : 1 → 2 → · · · → n and the path
algebra KQn is isomorphic to the subalgebra of upper-triangular matrices inside
Mn(K). We define Λ(n) to be the tensor algebra Λ⊗K KQn, so isomorphic to the
subalgebra of upper-triangular matrices insideMn(Λ), and Γ ∼= Λn is the subalgebra
of diagonal matrices.
Observe that a Λ(n)-module can be thought of as a sequence U1
f1
−→ U2
f2
−→
· · ·
fn−1
−−−→ Un in the category of Λ-modules, which we can write as a pair (U ., f .).
Thus fixing a dimension vector d. corresponds to fixing the dimensions dimU i = di
and we have a closed immersion
repd
.
Λ(n) ⊂
∏
i
repd
i
Λ ×
∏
i
Mdi+1×di ,
where
repd
.
Λ(n)(R) = {(ρ
.
, f
.
) : f iρi = ρi+1f i for all i}.
Note that the projection
π : repd
.
Λ(n) →
∏
i
repd
i
Λ
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has fibres π−1(ρ.) ∼=
∏
iHomΛR(Mρi ,Mρi+1).
We remark that both Theorem 5.5 and Theorem 5.6 can be refined to the case
when we consider dimension vectors (with respect to some complete set of orthog-
onal idempotents), as can Lemma 5.8.
In fact, since repdΛ =
∐
d. Y
d
.
Λ , the set of irreducible components of rep
d
Λ is
the union of the sets of irreducible components of the Y d
.
Λ . On the other hand,
consider the morphism GLd× repd
.
Λ → Y
d
.
Λ . All fibres are isomorphic to GLd. , so
are irreducible of the same dimension. It follows that the preimage of an irreducible
subset of Y d
.
Λ is again irreducible (c.f. [17, Theorem 11.14]). We obtain in this
manner a bijection between the irreducible GLd-invariant subsets of Y
d
.
Λ and the
irreducible GLd.-invariant subsets of rep
d
.
Λ . Since each irreducible component is
invariant under the group action, this restricts to a bijection between the irreducible
components of Y d
.
Λ and those of rep
d
.
Λ .
6. Subschemes determined by homomorphisms
We can generalise the previous result to subschemes parameterising those repre-
sentations having a fixed number of homomorphisms to a predetermined module.
Examples of this situation will be given at the end of the section.
We keep the same assumptions thatK is a perfect field and Λ := K〈x1, . . . , xN 〉/I
is a finitely-generated algebra.
6.1. Schemes of modules determined by homomorphisms. Fix a represen-
tation τ ∈ repmΛ (K) and write M = Mτ . For any K-algebra R we thus obtain the
representation τR ∈ repmΛ (R) and the corresponding Λ
R-module MR = M ⊗K R.
Recall that
rep
(d,m)
Λ(2) (R) = {(ρ, σ, φ) ∈ rep
d
Λ(R)× rep
m
Λ (R)×Mm×d(R) : φρ = σφ}.
Thus the construction
rep
(d,τ)
Λ(2) (R) = {(ρ, σ, φ) ∈ rep
(d,m)
Λ(2) (R) : σ = τ
R}
∼= {(ρ, φ) ∈ repdΛ(R)×Mm×d(R) : φρ = τ
Rφ}
defines a closed subscheme of rep
(d,m)
Λ(2) , and the projection π : rep
(d,τ)
Λ(2) → rep
d
Λ is of
finite type. Moreover, for ρ ∈ repdΛ(R) we have π
−1(ρ) ∼= HomΛR(Mρ,M
R). Hence
by Proposition 5.3 we have a locally-closed subset Xd,u ⊂ repdΛ such that for any
field L
Xd,u(L) := {ρ ∈ rep
d
Λ(L) : dimLHomΛL(Mρ,M
L) = u}.
In order to provide Xd,u with the structure of a scheme we will use instead the
following description. Given ρ ∈ repdΛ(R) we obtain a linear map
Φ(ρ) : Mm×d(R)→Mm×d(R)
N , φ 7→
(
φρj − τjφ
)
j
,
which we could regard as a matrix in MdmN×dm(R). The coefficients of Φ(ρ) are
polynomials of degree at most one in the coefficients of ρ, and hence we get a linear
morphism of schemes
Φ: repdΛ → Hom
(
Mm×d,M
N
m×d
)
∼=MdmN×dm, ρ 7→ Φ(ρ).
We set Xd,u to be the preimage of the subscheme rankdm−u ⊂MdmN×dm.
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It is clear that the action of GLd on rep
d
Λ restricts to an action onXd,u. Moreover,
the direct sum map induces a morphism
Θ: GLd+e×Xd,u ×Xe,v → Xd+e,u+v, (g, ρ, σ) 7→ g · (ρ⊕ σ).
To see this, we regard matrices in Mm×(d+e) in block form. Then for ρ ∈ rep
d
Λ(R)
and σ ∈ repeΛ(R) we have
Φ(ρ⊕ σ)(φ, ψ) =
(
(φρj − τjφ, ψσj − τjσ)
)
=
(
Φ(ρ)(φ),Φ(σ)(ψ)
)
.
Thus Φ(ρ⊕ σ) and Φ(ρ)⊕ Φ(σ) are equivalent matrices, so have the same rank.
In the notation of Corollary 4.11 we have the smooth, connected groups G =
GLd+e and H = GLd×GLe, acting on the schemes Y = Xd+e,u+v and X =
Xd,u ×Xe,v, and conditions (1) and (2) again both hold.
6.1.1. Remark. There is an analogous construction for the functor HomΛ(Mτ ,−),
yielding a scheme X ′d,u such that
X ′d,u(L) = {ρ ∈ rep
d
Λ(L) : dimLHomΛL(M
L,Mρ) = u}.
In this case we use the map
Φ′(ρ) : Md×m(R)→Md×m(R)
N , φ 7→
(
φτj − ρjφ
)
j
.
This construction has been considered by Zwara in [26, §3.3] (although he restricted
to finite-dimensional algebras over an algebraically-closed field). For, consider the
following free presentation of M
ΛN ⊗K M
χ
→ Λ⊗K M
π
→M → 0,
where π(a⊗m) := am and χ(ajj ⊗mj) :=
∑
j(ajxj ⊗mj − aj ⊗ xjmj). Then for
ρ ∈ repdΛ(R) we have HomΛR(χ
R,Mρ) = Φ
′(ρ) as R-linear maps HomR(M
R,Mρ)→
HomR(M
R,Mρ)
N .
6.2. Jet spaces.
Lemma 6.1 (c.f. [26, Lemma 3.5]). As usual set Dr−1 := L[t]/(t
r). Take ρˆ ∈
repdΛ(Dr−1), let ρ ∈ rep
d
Λ(L) be its image under Dr−1 → L, and let ρ˜ ∈ rep
dr
Λ (L)
be the restriction of scalars. Then ρˆ ∈ Xd,u(Dr−1) if and only if ρ ∈ Xd,u(L) and
ρ˜ ∈ Xdr,ur(L).
Proof. We first compute the image of Φ(ρˆ) under the map Dr−1 → L, as well as
its restriction of scalars to L.
Consider φˆ =
∑r−1
i=0 φit
i ∈Mm×d(Dr−1). This is sent under Φ(ρˆ) to
(
φˆρˆj−τj φˆ
)
j
.
Writing ρˆj = ρj +
∑
i ξjit
i, then for a fixed j = 1, . . . , N this equals
r−1∑
i=0
(
(φiρj − τjφi) + φi−1ξj1 + · · ·+ φ0ξji
)
ti.
Under the map Dr−1 → L this is just the map sending φ0 to
(
φ0ρj − τjφ0)j , so
equals Φ(ρ). On the other hand, under restriction of scalars to L, we have the map
sending φ˜ = (φ0, . . . , φr−1) to(
φ0ρj − τjφ0, φ1ρj − τjφ1+φ0ξj1, . . . , φr−1ρj − τjφr−1+φr−2ξj1+ · · ·+φ0ξjr−1
)
j
,
which is precisely Φ(ρ˜)(φ˜). Thus the restriction of scalars of Φ(ρˆ) is just Φ(ρ˜).
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We can now apply Lemma 5.9 to deduce that ρˆ ∈ Xd,u(Dr−1) if and only if
ρ ∈ Xd,u(L) and ρ˜ ∈ Xdr,ur(L). 
Note that, for r = 1, the lemma implies that
TρXd,u = X2d,2u(L) ∩ Tρ rep
d
Λ,
where we have used the identification of Tρ rep
d
Λ with a subset of rep
2d
Λ (L). This
gives
TρXd,u = Der2u(ρ, ρ) := {ξ ∈ Der(ρ, ρ) : dimHomΛL(Mξ,M
L) = 2u}.
More generally, given ρ ∈ Xd,u(L) and σ ∈ Xe,v(L), set
Deru+v(ρ, σ) := {ξ ∈ Der(ρ, σ) : dimHomΛL(Mξ,M
L) = u+ v},
and let Eu+v(ρ, σ) ⊂ Ext
1
ΛL(Mρ,Mσ) be the image of Deru+v(ρ, σ).
6.2.1. Voigt’s Lemma. We begin with the following analogue of Voigt’s Lemma.
Lemma 6.2. Let ρ ∈ Xd,u(L) and σ ∈ Xe,v(L). Then Deru+v(ρ, σ) ⊂ Der(ρ, σ) is
a subspace, and we have an exact sequence
0 −→ HomΛL(Mρ,Mσ) −→Me×d(L)
δρ,σ
−→ Deru+v(ρ, σ)
ερ,σ
−→ Eu+v(ρ, σ) −→ 0.
Proof. For each ξ ∈ Der(ρ, σ) we have a short exact sequence 0 → Mσ → Mξ →
Mρ → 0. Applying HomΛL(−,M
L) and comparing dimensions we see that ξ ∈
Deru+v(ρ, σ) if and only if, for every Λ
L-homomorphism φ : Mσ → ML, there
exists an L-linear map ψ : Mρ →ML such that φξ = τψ−ψρ = Φ(ρ)(ψ). It is now
clear that Deru+v(ρ, σ) is a subspace of Der(ρ, σ). Moreover, it contains the image
of δρ,σ, since if ξ = γρ− σγ, then given φ : Mσ →ML we can take ψ := −φγ. 
We next want to investigate how these maps interact with the direct sum mor-
phism. For this we will need the following easy lemma.
Lemma 6.3. Set dimHomΛ(X,M) = x and dimHomΛ(Y,M) = y. Let N be
any module filtered by a copies of X and b copies of Y (so N has a filtration with
precisely these subquotients in some order). Then dimHomΛ(N,M) ≤ ax + by.
Moreover, if we have equality for N , then we have equality for all submodules of
U ≤ N such that both U and N/U are filtered by copies of X and Y .
Proof. Suppose we have a short exact sequence 0→ N1 → N → N2 → 0 such that
Ni is filtered by ai copies of X and bi copies of Y , so that a = a1+a2 and b = b1+b2.
By induction on dimension we know that dimHomΛ(Ni,M) ≤ aix+ biy, and since
dimHomΛ(N,M) ≤ dimHomΛ(N1,M) + dimHomΛ(N2,M) we get the result for
N . Conversely, if we have equality for N , then we must also have equality for both
N1 and N2. 
Lemma 6.4. Let ρ ∈ Xd,u(L) and σ ∈ Xe,v(L). Then the standard decomposition
Tρ⊕σ rep
d+e
Λ
∼= Der(ρ, ρ)×Der(σ, σ) ×Der(ρ, σ)×Der(σ, ρ)
restricts to a decomposition
Tρ⊕σXd+e,u+v ∼= Der2u(ρ, ρ)×Der2v(σ, σ) ×Deru+v(ρ, σ) ×Deru+v(σ, ρ),
which in turn induces a decomposition of the extension groups
E2(u+v)(ρ⊕ σ, ρ⊕ σ) ∼= E2u(ρ, ρ)× E2v(σ, σ) × Eu+v(ρ, σ)× Eu+v(σ, ρ).
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Proof. By comparing dimensions of homomorphisms to ML it is clear that each
factor on the right is a subspace of the tangent space Tρ⊕σXd+e,u+v. Conversely,
suppose we have a tangent vector ξ =
(
ξ11 ξ12
ξ21 ξ22
)
, so the module N := Mξ corre-
sponds to the representation 

ρ 0 ξ11 ξ12
0 σ ξ21 ξ22
0 0 ρ 0
0 0 0 σ

 .
Let U ≤ V ≤ N be the submodules corresponding to the subrepresentations given
by the first row and column, respectively the first three rows and columns. Then
V/U corresponds to the representation
(
σ ξ21
0 ρ
)
, so is isomorphic toMξ21 . Clearly
each of U , V/U and N/V is filtered by copies of Mρ and Mσ, so we can apply
Lemma 6.3 to deduce that dimLHomΛL(V/U,M) = u+v. Thus ξ21 ∈ Deru+v(ρ, σ)
as required. The other cases are entirely analogous. 
In the notation of Corollary 4.11,
NX,ρ⊕σ ∼= E2u(ρ, ρ)× E2v(σ, σ)
and
NY,ρ⊕σ ∼= E2(u+v)(ρ⊕ σ, ρ ⊕ σ)
∼= E2u(ρ, ρ)× E2v(σ, σ) × Eu+v(ρ, σ) × Eu+v(σ, ρ).
Moreover, the map θρ,σ : NX,ρ⊕σ → NY,ρ⊕σ induced by the differential dρ,σΘ is
just the canonical embedding. It follows that condition (3) of the corollary is
also satisfied, so Θ is separable on each irreducible component (with its reduced
subscheme structure). Moreover, θρ,σ is surjective if and only if Eu+v(ρ, σ) = 0 =
Eu+v(σ, ρ).
6.2.2. Upper semi-continuity.
Lemma 6.5. The function sending (ρ, σ) ∈ Xd,u(L)×Xe,v(L) to dimL Eu+v(ρ, σ)
is upper semi-continuous.
Proof. Consider the scheme Deru+v(d, e) := Der(d, e)∩Xd+e,u+v together with the
projection π to repdΛ× rep
e
Λ. The fibre over a point (ρ, σ) ∈ Xd,u(L) × Xe,v(L) is
Deru+v(ρ, σ), so we can apply Corollary 2.4 to deduce that the function (ρ, σ) 7→
dimLDeru+v(ρ, σ) is upper semi-continuous on Xd,u × Xe,v. By the analogue of
Voigt’s Lemma, Lemma 6.2,
dimLEu+v(ρ, σ) = dimLHomΛL(Mρ,Mσ) + dimLDeru+v(ρ, σ)− de,
so this function is also upper semi-continuous. 
As before, if K is algebraically closed and X ⊂ Xd,u and Y ⊂ Xe,v are irre-
ducible, then eu+v(X,Y ) is the generic, or minimal, value of dimLEu+v(ρ, σ).
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6.2.3. Surjectivity of the differential. Consider the direct sum morphism
Θ: GLd+e×Xd,u ×Xe,v −→ Xd+e,u+v
and in particular the induced morphisms on jet spaces
d(r)ρ,σΘ: T
(r)
1 GLd+e×T
(r)
ρ Xd,u × T
(r)
σ Xe,v −→ T
(r)
ρ⊕σXd+e,u+v.
Proposition 6.6. The following are equivalent for ρ ∈ repdΛ(L) and σ ∈ rep
e
Λ(L).
(1) d
(r)
ρ,σΘ is surjective for all r ∈ [1,∞].
(2) d
(r)
ρ,σΘ is surjective for some r ∈ [1,∞].
(3) θρ,σ is surjective.
In particular, condition (4) of Corollary 4.11 holds true.
Proof. (1)⇒ (2) : Trivial.
(2) ⇒ (3) : As before, if ξ ∈ Deru+v(ρ, σ) induces a non-split extension, then
(ρ⊕ σ) + ξt ∈ T
(r)
ρ⊕σXd+e,u+v but is not in the image of d
(r)
ρ,σΘ.
(3)⇒ (1) : We keep the same notation as in the proof of Proposition 5.4, so we
start with a representation ρ̂⊕ σ ∈ Xd+e,u+v(Dr). We construct the modules U ≤
V ≤ N in the same way, and observe that N , being given by restriction of scalars,
satisfies dimHomΛL(N,M
L) = (s+1)(u+v) by Lemma 6.1. Also, the modules U , V
and U/V are all filtered by copies ofMρ andMσ, so dimHomΛL(V/U,M
L) = u+v
by Lemma 6.3. In particular, the extension 0 → Mσ → V/U → Mρ → 0 lies in
Eu+v(ρ, σ). We can therefore apply the analogue of Voigt’s Lemma, Lemma 6.2 to
obtain the matrix gs ∈ GLd+e(Dr).
Proceeding by induction as before we obtain g ∈ GLd+e(Dr) such that g ·ρ̂⊕ σ =
ρˆ ⊕ σˆ with ρˆ ∈ repdΛ(Dr) and σˆ ∈ rep
e
Λ(Dr). Using Lemma 6.3 once more we
conclude that ρˆ ∈ Xd,u(Dr) and σˆ ∈ Xe,v(Dr), proving that dρ,σΘ(r) is surjective.

6.3. Irreducible Components. We can now state the analogues of Theorems 5.5
and 5.6 for the schemes Xd,u. After making the obvious changes, the proofs go
through exactly as before.
Theorem 6.7. Let K be an algebraically-closed field, Λ a finitely-generated K-
algebra, and τ ∈ repmΛ (K). Let X ⊂ Xd,u and Y ⊂ Xe,v be irreducible components.
Then the closure X ⊕ Y of the image of GLd+e×X×Y is an irreducible component
of Xd+e,u+v if and only if eu+v(X,Y ) = 0 = eu+v(Y,X).
Theorem 6.8. Every irreducible component X ⊂ Xd,u can be written uniquely (up
to reordering) as a direct sum X = X1 ⊕ · · · ⊕Xn of generically indecomposable
components Xi ⊂ Xdi,ui , where d =
∑
i di and u =
∑
i ui.
We observe that both of these theorems can again be refined to the case when
we consider dimension vectors (with respect to some complete set of orthogonal
idempotents).
6.3.1. Remarks. Zwara used the schemes Xd,u to investigate the scheme-theoretic
properties of the restriction of scalars functor, and in particular to relate the sin-
gularity types of orbit closures [26].
As an example of the schemes X ′d,u, let ei ∈ Λ be a complete set of orthogonal
idempotents. Fixing the dimensions di of HomΛ(Λei,−) we recover the scheme
Y d
.
Λ = GLd×
GLd. repd
.
Λ (c.f. [26, Remark 3.14]).
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Suppose that Λ = KQ is the path algebra of a quiver Q without oriented cycles,
so that Λ is finite dimensional. Then Λ has a complete set of idempotents ei indexed
by the vertices i of Q. Let M be a module of dimension vector m.. We now have
the ‘standard resolution’ of M
0→ P1
φM
−−→ P0 →M → 0, where P0 :=
⊕
i
Λei⊗ eiM and P1 :=
⊕
i→j
Λej ⊗ eiM,
and the sums are over the vertices and arrows of Q respectively (see for example
[24]). If 〈dimM,d.〉 = 0 for some dimension vector d., then dimHomΛ(P0, N) =
dimHomΛ(P1, N) for all modules N of dimension vector d
.. The semi-invariant cM
is then defined to be
cM : rep
d
.
Λ → A
1, N 7→ detHomΛR((φM )
R, N).
One usually studies the zero set c−1M (0), which can be given a scheme structure by
taking (Φ′)−1(rank<t) for t =
∑
imidi, where now
Φ′(ρ) :
⊕
i
HomL(M
L
i , Ni)→
⊕
i→j
HomL(M
L
i , Nj).
When Λ is a finite-dimensional algebra our construction also covers the Ext
functors ExtrΛ(M,−) and Ext
r
Λ(−,M). For, fix a short exact sequence 0 → Ω →
Λ⊗K M
π
→M → 0. Then for any field L and ρ ∈ repdΛ(L) we have
dimL Ext
1
ΛL(M
L,Mρ) = dimLHomΛL(M
L ⊕ ΩL)− dm.
So, using the module M ⊕ Ω, the corresponding scheme X ′d,u has L-valued points
X ′d,u(L) = {ρ ∈ rep
d
Λ(L) : dimL Ext
1
ΛL(M
L,Mρ) = u− dm}.
In general, if Ωr is the r-th syzygy ofM , then dimExt1(Ωr, X) = dimExtr+1(M,X)
for r ≥ 1, so we can construct a subscheme of repdΛ whose L-valued points param-
eterise those d-dimensional modules satisfying dimL Ext
r
ΛL(M
L, X) = u, for any
fixed u. Doing this for a sincere semisimple module M (so every simple module
is isomorphic to a direct summand of M), we can construct a subscheme of repdΛ
parameterising those d-dimensional modules of a given projective dimension.
Dually, for the functor Ext1Λ(−,M), we can use the short exact sequence
0→M
ǫ
→ HomK(Λ,M)→ Ω
−1 → 0, ǫ(m)(a) := am,
so that HomΛL(Mρ,HomK(Λ,M)
L) ∼= HomL(Mρ,ML) has the same dimension
for all ρ ∈ repdΛ(L). Then using the cosyzygies Ω
−r we can fix the dimension of
ExtrΛL(Mρ,M
L).
As a final example, let Λ be a finite dimensional algebra, and let us fix rep-
resentatives of the preprojective and preinjective indecomposable modules (up to
a suitably large dimension depending on d). By specifying the dimensions of the
homomorphism spaces to the preprojectives and from the preinjectives, one can con-
sider subschemes parameterising modules with prescribed preprojective and prein-
jective summands. In particular, this yields an alternative approach to orbits.
More precisely, given a representation τ ∈ repdΛ(K) such that Mτ has only pre-
projective and preinjective summands, we can construct a (possibly non-reduced)
subscheme X ⊂ repdΛ such that, for all fields L, we have X(L) = OrbGLd(τ)(L),
and hence that OrbGLd(τ) = Xred. Note that, by Lemma 6.1, if Dr−1 := L[t]/(t
r)
and ρˆ ∈ repdΛ(Dr−1), then ρˆ ∈ X(Dr−1) if and only if Mρ is isomorphic to Mτ and
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Mρ˜ is isomorphic to M
r
τ . In fact, this holds for all Artinian local rings R when K
is a perfect field (so that R has a coefficient field containing K).
7. Grassmannians of submodules
Our next application is to Grassmannians of submodules, which are projective
schemes parameterising the d-dimensional submodules of a fixed Λ-module.
Again,K will denote a perfect field and Λ = K〈x1, . . . , xN 〉/I a finitely-generated
K-algebra.
7.1. Grassmannians. LetM be an m-dimensional vector space overK. Then the
Grassmannian of d-dimensional subspaces of M is the projective scheme given by
GrK
(
M
d
)
(R) :=
{
R-module direct summands U ≤MR of rank d
}
.
If now M = Mτ for some representation τ ∈ repmΛ (K), then the Grassmannian of
d-dimensional submodules of M is the closed subscheme given by
GrΛ
(
M
d
)
(R) :=
{
U ∈ GrK
(
M
d
)
(R) : τR(U) ⊂ U
}
.
As usual we have written τR for the corresponding representation in repdΛ(R).
It will be useful to consider the following construction of the Grassmannian as a
geometric quotient. Recall that we have the open subscheme of Mm×d given via
injm×d(R) := rankd(R)
= {f ∈Mm×d(R) : the d minors of f generate the unit ideal in R}.
In particular, if R is local, then f ∈ injm×d(R) if and only if some d minor of f is
invertible.
The free GLd-action on Mm×d, (g, f) 7→ g · f := fg−1, restricts to an action on
this open subscheme, and the map
π : injm×d → GrK
(
M
d
)
, θ 7→ Im(f)
is a principal GLd-bundle. Thus GrK
(
M
d
)
∼= injm×d /GLd is isomorphic to the
quotient faisceau, by Lemma 4.6, so in particular is a universal geometric quotient.
Explicitly, let J ⊂ {1, . . . ,m} be a subset of size d. Identifying M ∼= Km, let
VJ ≤ Km be the subspace spanned by the basis elements ei for i 6∈ J . Then the
Grassmannian GrK
(
M
d
)
is covered by the open subschemes UJ , having as R-valued
points those U such that U ⊕ V RJ = R
m. Next observe that π−1(UJ ) = D(∆J ),
the distinguished open subscheme given by the minor ∆J . To see that π is trivial
over UJ let αJ : Mm×d → Md be the trivial vector bundle given by restricting to
the rows indexed by J , so that ∆J(f) = det(αJ (f)). Define UJ ⊂Mm×d by taking
those f such that αJ(f) = 1d is the identity matrix. Then there is an isomorphism
GLd×UJ
∼
−→ D(∆J ), (g, f) 7→ fg
−1
with inverse f 7→ (αJ(f)−1, fαJ(f)−1). This induces an isomorphism UJ
∼
−→ UJ ;
the inverse sends U to the matrix with columns uj for j ∈ J , where ej = (uj , vj) ∈
U ⊕ VJ .
46 ANDREW HUBERY
Note also that UJ is an affine scheme. For, let α
′
J : Mm×d → M(m−d)×d be the
trivial vector bundle given by taking the rows not in J . Then α′J restricts to an
isomorphism UJ
∼
−→M(m−d)×d.
We can emulate this construction for the Grassmannian of d-dimensional sub-
modules of M as follows. Recall the scheme
rep
(d,m)
Λ(2) (R) := {(ρ, σ, f) ∈ rep
d
Λ(R)× rep
m
Λ (R)×Mm×d(R) : fρ = σf}
and its closed subscheme
rep
(d,τ)
Λ(2) (R) := {(ρ, σ, f) ∈ rep
(d,m)
Λ(2) (R) : σ = τ
R} ∼= {(ρ, f) : fρ = τRf}.
We can therefore consider the open subscheme rep inj
(d,τ)
Λ(2) of rep
(d,τ)
Λ(2) given by
rep inj
(d,τ)
Λ(2) (R) := {(ρ, f) ∈ rep
(d,τ)
Λ(2) (R) : f ∈ injm×d(R)}.
We will often abuse notation and simply write rep inj
(d,M)
Λ instead of rep inj
(d,τ)
Λ(2) .
Lemma 7.1. The map
ι : rep inj
(d,M)
Λ → injm×d, (ρ, f) 7→ f,
is a closed immersion.
Proof. Since f is injective, there is at most one ρ such that (ρ, f) ∈ rep inj
(d,M)
Λ (L).
Such a ρ exists if and only if the composite C(f)τf = 0, where C(f) is any cokernel
for f . Locally we can choose cokernels as follows. Given J ⊂ {1, . . . ,m} of size d
we have the minor ∆J as well as the trivial vector bundles αJ : Mm×d → Md and
α′J : Mm×d → M(m−d)×d described above. Dually we have trivial vector bundles
M(m−d)×m → M(m−d)×d and M(m−d)×m → Mm−d by taking the columns in J ,
respectively the columns not in J ; let βJ and β
′
J be their respective zero sections.
Clearly βJ(A)f = AαJ(f) for all matrices A, and similarly for J
′. Thus
C : D(∆J )→ M(m−d)×m, f 7→ β
′
J(1m−d)− βJ
(
α′J(f)αJ (f)
−1
)
,
is a morphism of schemes such that C(f) is a cokernel for f . We may therefore
define a closed subscheme VJ ⊂ D(∆J ) by requiring that C(f)τf = 0. Then the
morphism ι : rep inj
(d,M)
Λ → injm×d restricts to an isomorphism ι
−1(D(∆J ))
∼
−→ VJ .
Since the D(∆J ) cover injm×d, the result follows from [9, I §2 Corollary 4.9]. 
The group GLd again acts freely via g · (ρ, f) := (g · ρ, g · f) = (gρg−1, fg−1)
and the morphism ι is GLd-equivariant. Using Lemma 4.7 we conclude that the
morphism
π : rep inj
(d,M)
Λ → GrΛ
(
M
d
)
, (ρ, f) 7→ Im(f)
is again a principal GLd-bundle.
7.2. Principal bundles. The aim of this section is to relate the direct sum mor-
phism for Grassmannians to the direct sum morphism for the schemes rep inj
(d,M)
Λ ,
which are easier to work with when computing jet spaces. In fact we will show that
one of these direct sum morphisms satisfies the conditions of Corollary 4.11 if and
only the other does, and that they both induce the same maps θx.
We have the group scheme
G = G1 ×G2 = GLd+e×AutΛ(M ⊕N)
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acting on the scheme
Y = rep inj
(d+e,M⊕N)
Λ
via (g1, g2) · (ρ, f) := (g1fg
−1
1 , g2fg
−1
1 ), and the closed subgroup
H = H1 ×H2 = (GLd×GLe)× (AutΛ(M)×AutΛ(N))
acting on the closed subscheme
X = rep inj
(d,M)
Λ × rep inj
(e,N)
Λ .
Note that the closed immersion X → Y is just the restriction of the closed immer-
sion for Λ(2)-representations
rep
(d,m)
Λ(2) × rep
(e,n)
Λ(2) → rep
(d+e,m+n)
Λ(2)
described earlier, but using the refinement to dimension vectors. Similarly the
action of G on Y is the restriction of the action of
GL(d+e,m+n) = GLd+e×GLm+n
on rep
(d+e,m+n)
Λ(2) , and the direct sum morphism for Λ(2)-representations restricts to
a morphism
Θ: G×X → Y.
It follows immediately that this morphism satisfies conditions (1) and (2) of Corollary 4.11.
We also have the principal bundles
πY : Y → Y/G1 = GrΛ
(
M ⊕N
d+ e
)
and
πX : X → X/H1 = GrΛ
(
M
d
)
×GrΛ
(
N
e
)
.
We therefore get an induced action of G2 on Y/G1, and an action of H2 on
X/H1. Moreover, since principal bundles are quotients in the category of fais-
ceaux, Lemma 4.6, the H1-invariant morphism X → Y → Y/G1 induces a mor-
phism ι : X/H1 → Y/G1.
This is again a closed immersion. For, let J ⊂ {1, . . . ,m + n} be any subset of
size d+ e and write J = J1
∐
J2 where J1 = J ∩ {1, . . . ,m}. If J1 is not of size d,
then ι−1(UJ ) = ∅. If, on the other hand, J1 has size d, then ι−1(UJ ) ∼= UJ1 × UJ2 .
Writing these as affine schemes, we obtain the morphism M(m−d)×d ×M(n−e)×e →
M(m−d+n−e)×(d+e) given by taking the block diagonal matrices, which we know is
a closed immersion. Thus ι is a closed immersion by [9, I §2 Corollary 4.9].
The direct sum morphism induces a morphism
Θ: G2 ×X/H1 → Y/G1,
so a morphism
Θ: AutΛ(M ⊕N)×GrΛ
(
M
d
)
×GrΛ
(
N
e
)
→ GrΛ
(
M ⊕N
d+ e
)
.
This again satifies conditions (1) and (2) of Corollary 4.11. To see this, note that the
projectionH1×H2 → H2 induces a group isomorphism StabH(x)→ StabH2(πX(x))
for each x ∈ X(L), so (1) holds. (It is injective, since if (h1, h2), (h′1, h2) both fix
x, then h−11 h
′
1 fixes h2 · x, whence h1 = h
′
1. It is surjective, since if h2 fixes πX(x),
then h2 ·x maps to πX(x), so h2 ·x = h
−1
1 ·x for some h1 ∈ H1, whence (h1, h2) fixes
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x.) For (2) we just need to observe that there is a bijection between the H2-orbits
on X/H1 and the H-orbits on X .
As for the third and fourth conditions, we observe that for all x ∈ X(L) and all
r ∈ [1,∞] the morphism
πX : T
(r)
x X → T
(r)
πX(x)
(X/H1)
is surjective, with fibres the orbits under the action of the group T
(r)
1 H1 (viewed as
a subgroup of H1(Dr)). This follows from the local triviality of πX together with
the fact that Dr is a local ring.
When r = 1 we deduce that there is an exact commutative diagram (of vector
spaces over L)
0 −−−−→ T1H1 −−−−→ T1H −−−−→ T1H2 −−−−→ 0∥∥∥ y y
0 −−−−→ T1H1 −−−−→ TxX −−−−→ TπX(x)(X/H1) −−−−→ 0
so the Snake Lemma yields the isomorphismNX,x ∼= NX/H1,πX(x). SimilarlyNY,x
∼=
NY/G1,πY (x), and so we can identify the two linear maps
θx : NX,x → NY,x and θx : NX/H1,πX (x) → NY/G1,πY (x).
On the other hand, when r =∞, we have the commutative square
T
(∞)
1 G× T
(∞)
x X −−−−→ T
(∞)
1 G2 × T
(∞)
πX(x)
(X/H1)y y
T
(∞)
x Y −−−−→ T
(∞)
πY (x)
(Y/G1)
and the left-hand map is surjective if and only if the right-hand map is surjective.
For, the upper and lower maps are both surjective, so if the left-hand map
is surjective, so too is the right-hand map. Conversely, suppose the right-hand
map is surjective and consider η ∈ T
(∞)
x Y . By assumption we can find (γ, ξ) ∈
T
(∞)
1 G×T
(∞)
x X such that η and (γ, ξ) are sent to the same element of T
(∞)
πY (x)
(Y/G1).
Thus γ ·ξ ∈ T
(∞)
x Y and η have the same image, so η = γ1γ ·ξ for some γ1 ∈ T
(∞)
1 G1.
It follows that (γ1γ, ξ) is sent to η, and so the left-hand map is surjective.
This proves that the morphism Θ: G2 ×X/H1 → Y/G1 satisfies conditions (3)
and (4) of Corollary 4.11 if and only if the morphism Θ: G×X → Y does. In other
words, we can work with either the direct sum morphism for Grassmannians
Θ: AutΛ(M ⊕N)×GrΛ
(
M
d
)
×GrΛ
(
N
e
)
→ GrΛ
(
M ⊕N
d+ e
)
,
or for the subschemes of Λ(2)-representations
Θ: GLd+e×AutΛ(M ⊕N)× rep inj
(d,M)
Λ ×rep inj
(e,N)
Λ → rep inj
(d+e,M⊕N)
Λ .
7.3. Jet spaces. We need to compute the jet spaces of rep inj
(d,M)
Λ . By definition,
given (ρ, f) ∈ rep inj
(d,M)
Λ (L), the jet space T
(r)
(ρ,f) rep inj
(d,M)
Λ consists of those pairs
(ρˆ, fˆ), where ρˆ = ρ +
∑r
i=1 ξit
i ∈ repdΛ(Dr) and fˆ = f +
∑r
i=1 φit
i ∈ injm×d(Dr),
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such that fˆ ρˆ = τLM fˆ . As usual we may identify ρˆ with the representation ρ˜ ∈
rep
(r+1)d
Λ (L) given by
ρ˜ :=


ρ ξ1 ξ2 · · · ξr
0 ρ ξ1
. . .
...
...
. . .
. . .
. . . ξ2
...
. . . ρ ξ1
0 · · · · · · 0 ρ


If we therefore define
f˜ := (f, φ1, . . . , φr) ∈Mm×(r+1)d(L),
then it is clear that (ρˆ, fˆ) ∈ T
(r)
(ρ,f) rep inj
(d,M)
Λ if and only if ρ˜ ∈ rep
(r+1)d
Λ (L) and
f˜ ∈ HomΛL(Mρ˜,M
L), which we can write as (ρ˜, f˜) ∈ rep hom
((r+1)d,M)
Λ (L).
In particular, when r = 1 we have the tangent space
T(ρ,f) rep inj
(d,M)
Λ = {(ξ, φ) ∈ Der(ρ, ρ)×Mm×d(L) : fξ = τ
L
Mφ− φρ}.
Note that, as expected, since f is injective the derivation ξ is uniquely determined
by φ.
The action of GLd on rep inj
(d,M)
Λ induces the following action of T1GLd =Md(L)
on T(ρ,f) rep inj
(d,M)
Md(L)× T(ρ,f) rep inj
(d,M) → T(ρ,f) rep inj
(d,M)
γ · (ξ, φ) := (ξ + γρ− ργ, φ− fγ) = (ξ + δρ(γ), φ− fγ).
More generally we can apply our earlier results to the algebra Λ(2), using the refine-
ment to dimension vectors: given (ρ, ρ′, f) ∈ rep
(d,m)
Λ(2) (L) and (σ, σ
′, g) ∈ rep
(e,n)
Λ(2) (L),
we considered the vector space Der
(
(ρ, ρ′, f), (σ, σ′, g)
)
consisting of triples (ξ, ξ′, φ)
such that ((
σ ξ
0 ρ
)
,
(
σ′ ξ′
0 ρ′
)
,
(
g φ
0 f
))
∈ rep
(d+e,m+n)
Λ(2) (L),
which we can also write as
ξ ∈ Der(ρ, σ), ξ′ ∈ Der(ρ′, σ′), gξ + φρ = σ′φ+ ξ′f.
The additive group Me×d(L)×Mn×m(L) acted via
(γ, γ′) · (ξ, ξ′, φ) :=
(
ξ + δρ,σ(γ), ξ
′ + δρ′,σ′(γ
′), φ + γ′f − gγ
)
,
and from this we constructed the long exact sequence for Voigt’s Lemma
0 −→ HomΛL(2)
(
(ρ, ρ′, f), (σ, σ′, g)
)
−→Me×d(L)×Mn×m(L)
δ
−→
Der
(
(ρ, ρ′, f), (σ, σ′, g)
)
−→ Ext1ΛL(2)
(
(ρ, ρ′, f), (σ, σ′, g)
)
−→ 0.
In the current situation we are fixing the representations ρ′ := τLM and σ
′ := τLN , so
we restrict to the subspace
Der
(
(ρ, f), (σ, g)
)
:=
{
(ξ, φ) : (ξ, 0, φ) ∈ Der
(
(ρ, τLM , f), (σ, τ
L
N , g)
)}
.
Accordingly we also take the subgroup
δ−1
(
Der
(
(ρ, f), (σ, g)
))
=Me×d(L)×HomΛL(M
L, NL).
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Clearly T(ρ,f) rep inj
(d,M)
Λ = Der
(
(ρ, f), (ρ, f)
)
, so this construction specialises to
the tangent spaces.
7.3.1. Voigt’s Lemma.
Lemma 7.2. Let (ρ, f) ∈ rep inj
(d,M)
Λ (L) and (σ, g) ∈ rep inj
(e,N)
Λ (L). Then we
have an exact sequence
0 −→ HomΛL(2)
(
(ρ, τLM , f), (σ, τ
L
N , g)
)
−→Me×d(L)×HomΛL(M
L, NL)
δ
−→ Der
(
(ρ, f), (σ, g)
)
−→ Ext1ΛL(2)
(
(ρ, τLM , f), (σ, τ
L
N , g)
)
.
Proof. This is clear since Me×d(L) × HomΛL(M
L, NL) is precisely the preimage
under δ of Der
(
(ρ, f), (σ, g)
)
. 
We can transfer this result to Grassmannians by taking the quotient modulo the
action of Me×d(L).
Lemma 7.3. Let (ρ, f) ∈ rep inj
(d,M)
Λ (L) and (σ, g) ∈ rep inj
(e,N)
Λ (L), and choose a
cokernel (σ¯, g¯) for (σ, g); that is, we have a short exact sequence
0→Mσ
g
−→ NL
g¯
−→Mσ¯ → 0.
Then the morphism
Der
(
(ρ, f), (σ, g)
)
→ HomΛL(Mρ,Mσ¯), (ξ, φ) 7→ g¯φ,
is a quotient for the Me×d(L)-action. In particular, when (ρ, f) = (σ, g) we recover
the usual isomorphism
TU GrΛ
(
M
d
)
∼= HomΛL(U,M
L/U).
Proof. We have gξ + φρ = τLNφ, so from g¯g = 0 and g¯τ
L
N = σ¯g¯ we get g¯φρ =
g¯τLNφ = σ¯g¯φ, whence g¯φ ∈ HomΛL(Mρ,Mσ¯). Next, if (ξ
′, φ′) satisfies g¯φ′ = g¯φ,
then there exists a unique γ ∈ Me×d(L) such that φ′ = φ − gγ. It follows that
gξ′ = g(ξ + δρ,σ(γ)), so the injectivity of g gives (ξ
′, φ′) = γ · (ξ, φ). Finally, given
any φ¯ : Mρ →Mσ¯, we can form the pull-back
0 −−−−→ Mσ −−−−→ Mξ −−−−→ Mρ −−−−→ 0∥∥∥ y(g,φ) yφ¯
0 −−−−→ Mσ
g
−−−−→ NL
g¯
−−−−→ Mσ¯ −−−−→ 0.
to obtain (ξ, φ) ∈ Der
(
(ρ, f), (σ, g)
)
such that g¯φ = φ¯. 
Given U ∈ GrΛ
(
M
d
)
(L), we write U . := (U ⊂ML) for the corresponding ΛL(2)-
representation. For convenience we also identify ML := (ML = ML). It follows
that ML/U . = (ML/U → 0). The analogue of Voigt’s Lemma for Grassmannians
can now be stated as follows.
Corollary 7.4. Given U ∈ GrΛ
(
M
d
)
(L) and V ∈ GrΛ
(
N
e
)
(L), we have an exact
sequence
0 −→ HomΛL(2)(U
.
, V
.
) −→ HomΛL(M
L, NL)
−→ HomΛL(U,N
L/V ) −→ Ext1ΛL(2)(U
.
, V
.
),
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which we may identify with the exact sequence
0 −→ HomΛL(2)(U
.
, V
.
) −→ HomΛL(2)(U
.
, NL)
−→ HomΛL(2)(U
.
, NL/V
.
) −→ Ext1ΛL(2)(U
.
, V
.
)
obtained by applying HomΛL(2)(U
.,−) to the short exact sequence
0 −→ V . −→ NL −→ NL/V . −→ 0.
Proof. The first sequence follows from Lemma 7.2 by taking the quotient for the
Me×d(L)-action, as described above, and noting that, since g : V → NL is injective,
so too is the map
HomΛL(2)(U
.
, V
.
)→ HomΛL(M
L, NL).
We observe that the map from HomΛL(U,N
L/V ) to the extension group is given by
first taking a pull-back, yielding an extension Mξ of U by V together with a mor-
phism (g, φ) : Mξ → NL, and then noting that this fits into an exact commutative
diagram
0 −−−−→ V −−−−→ Mξ −−−−→ U −−−−→ 0yg y( g φ0 f ) yf
0 −−−−→ NL −−−−→ NL ⊕ML −−−−→ ML −−−−→ 0,
which we regard as an extension of ΛL(2)-modules. 
It is now clear that these maps interact well with the direct sum morphism.
More precisely, the closed immersion
GrΛ
(
M
d
)
×GrΛ
(
N
e
)
→ GrΛ
(
M ⊕N
d+ e
)
gives rise to the embedding of tangent spaces
TU GrΛ
(
M
d
)
× TV GrΛ
(
N
e
)
→ TU⊕V GrΛ
(
M ⊕N
d+ e
)
corresponding to the standard embedding
HomΛL(U,M
L/U)×HomΛL(V,N
L/V )→ HomΛL(U ⊕ V, (M
L/U)⊕ (NL/V )),
or equivalently the embedding
HomΛL(2)(U
.
,ML/U
.
)×HomΛL(2)(V
.
, NL/V
.
)
→ HomΛL(2)(U
. ⊕ V .,ML/U . ⊕NL/V .).
This is compatible with the actions of the endomorphism groups
EndΛL(M
L)× EndΛL(N
L)→ EndΛL(M
L ⊕NL),
and so we see that the map θU,V is just the restriction of the standard embedding
Ext1ΛL(2)(U
.
, U
.
)× Ext1ΛL(2)(V
.
, V
.
)→ Ext1ΛL(2)(U
.
⊕ V
.
, U
.
⊕ V
.
).
It follows that this is always injective, so condition (3) of Corollary 4.11 also holds
and the direct sum morphism Θ is separable on each irreducible component (with
its reduced subscheme structure).
We will write Ext(U ., V .) for the image of the map
HomΛL(U,N
L/V )→ Ext1ΛL(2)(U
.
, V
.
),
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consisting of those extension classes which are pull-backs along a morphism U →
NL/V . Moreover, Ext(U . ⊕ V ., U . ⊕ V .) decomposes as
Ext(U
.
, U
.
)× Ext(V
.
, V
.
)× Ext(U
.
, V
.
)× Ext(V
.
, U
.
),
so θU,V is surjective if and only if Ext(U
., V .) = 0 = Ext(V ., U .). In terms of
extensions this says that every pull-back
0 −−−−→ V
a
−−−−→ E
b
−−−−→ U −−−−→ 0∥∥∥ yφ yφ¯
0 −−−−→ V
g
−−−−→ NL
g¯
−−−−→ NL/V −−−−→ 0,
gives rise to a split extension of ΛL(2)-modules
0 −−−−→ V
a
−−−−→ E
b
−−−−→ U −−−−→ 0yg y( φfb) yf
0 −−−−→ NL −−−−→ NL ⊕ML −−−−→ ML −−−−→ 0,
and similarly for every pull-back along some V →ML/U of
0→ U →ML →ML/U → 0.
Note that this is a stronger condition than just saying that the pull-back of ΛL-
modules is split. For, the first pull-back is split as a sequence of ΛL-modules if
and only if there exists some s ∈ HomΛL(U,E) such that bs = 1, in which case
φs ∈ HomΛL(U,N
L), whereas the second diagram is split as a sequence of ΛL(2)-
modules if and only if we can find such an s with the additional property that
φs = γf for some γ ∈ HomΛL(M
L, NL).
More generally we have the following result.
Lemma 7.5. The forgetful functor modΛ(2) → modΛ given by taking only the
first terms induces a map
Ext1ΛL(2)
(
U
.
, V
.
)→ Ext1ΛL(U, V ).
This sends Ext(U., V .) to Ext(U, V ), the space of extensions which are pull-backs
along some U → NL/V , and has kernel isomorphic to the cokernel of
HomΛL(U, V )×HomΛL(M
L, NL)→ HomΛL(U,N
L), (α, β) 7→ gα+ βf.
Proof. Consider the exact commutative diagram
HomΛL(M
L, NL) −−→
(01)
HomΛL(U,N
L)×HomΛL(M
L, NL)
y y
HomΛL(U,N
L/V ) HomΛL(U,N
L/V ).
The vertical map on the left has cokernel Ext(U ., V .), whereas the map on the
right has kernel
HomΛL(U, V )×HomΛL(M
L, NL)
and cokernel Ext(U, V ). Applying the Snake Lemma we get the long exact sequence
HomΛL(U, V )×HomΛL(M
L, NL)→ HomΛL(U,N
L)→ Ext(U
.
, V
.
)→ Ext(U, V )
as required. 
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7.3.2. Upper semi-continuity.
Lemma 7.6. The function sending
(
(ρ, f), (σ, g)
)
∈ rep inj
(d,M)
Λ (L)×rep inj
(e,N)
Λ (L)
to dimL Ext(Im(f)
., Im(g).) is upper semi-continuous. Similarly for the functions
sending (U, V ) ∈ GrΛ
(
M
d
)
(L)×GrΛ
(
N
e
)
(L) to either
dimLHomΛL(2)(U
.
, V
.
) or dimL Ext(U
.
, V
.
).
Proof. Consider the closed subscheme Der(d, e) ⊂ rep inj
(e+d,N⊕M)
Λ havingR-valued
points those pairs of the form((
σ ξ
0 ρ
)
,
(
g φ
0 f
))
.
This comes with a projection map
π : Der(d, e)→ rep inj
(d,M)
Λ × rep inj
(e,N)
Λ
sending such a pair above to
(
(ρ, f), (σ, g)
)
. The fibre of π over an L-valued point(
(ρ, f), (σ, g)
)
is isomorphic to Der
(
(ρ, f), (σ, g)
)
, so the function(
(ρ, f), (σ, g)
)
7→ dimLDer
(
(ρ, f), (σ, g)
)
is upper semi-continuous by Corollary 2.4. By the analogue of Voigt’s Lemma we
have
dimL Ext(Im(f)
.
, Im(g)
.
) = dimLDer
(
(ρ, f), (σ, g)
)
− de
− dimLHomΛL(M
L, NL) + dimLHomΛL(2)(Im(f)
.
, Im(g)
.
),
so the function
(
(ρ, f), (σ, g)
)
7→ dimL Ext(Im(f)
., Im(g).) is also upper semi-
continuous.
For the Grassmannians we know that the sets{(
(ρ, f), (σ, g)
)
: dimLHomΛL(2)
(
(ρ, τLM , f), (σ, τ
L
N , g)
)
≥ t
}
and {(
(ρ, f), (σ, g)
)
: dimL Ext(Im(f)
.
, Im(g)
.
) ≥ t
}
are both closed inside rep inj
(d,M)
Λ × rep inj
(d,N)
Λ . Since they are clearly GLd×GLe-
stable, their images in GrΛ
(
M
d
)
×GrΛ
(
N
e
)
are also closed. 
If K is algebraically closed and X ⊂ GrΛ
(
M
d
)
and Y ⊂ GrΛ
(
N
e
)
are irreducible,
then we write ext(X,Y ) for the generic, or minimal, value of dimL Ext(U
., V .) for
(U, V ) ∈ (X × Y )(L).
We remark that it is possible to work directly with the Grassmannians; that is,
there are schemes W and Z, together with morphisms to GrΛ
(
M
d
)
×GrΛ
(
N
e
)
, such
that the fibres over an L-valued point (U, V ) are, respectively, HomΛL(2)(U
., V .)
and HomΛL(U,N
L/V ). It follows that the functions sending (U, V ) to the dimen-
sion of HomΛL(2)(U
., V .) and HomΛL(U,N
L/V ) are both upper semi-continuous
on GrΛ
(
M
d
)
×GrΛ
(
N
e
)
, and hence so too is the function sending (U, V ) to
dimL Ext(U
.
, V
.
) = dimLHomΛL(U,N
L/V )
− dimLHomΛL(M
L, NL) + dimLHomΛL(2)(U
.
, V
.
).
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In fact we even have a commutative square
Der(d, e) −−−−→ rep inj
(d,M)
Λ × rep inj
(e,N)
Λy y
Z −−−−→ GrΛ
(
M
d
)
×GrΛ
(
N
e
)
where the left-hand morphism is a principal bundle for the natural action of the
parabolic subgroup Pe,d ≤ GLe+d having zeros in the bottom left d× e block.
To see this, we observe that the tautological bundle R on GrK
(
M
d
)
is isomor-
phic to the associated fibration injm×d×
GLdMd×1, and so its dual is isomorphic
to the associated fibration injm×d×
GLdM1×d. In particular there is a princi-
pal GLd-bundle injm×d×Md×1 → R. The analogous statement for the quotient
bundle Q on GrK
(
N
e
)
would involve surjective maps, not injective ones; instead
we may consider the semi-direct product GLe⋉A
e (equivalently the subgroup of
GLe+1 consisting of those matrices having bottom row (0, 0, . . . , 0, 1)) acting on
the right on injn×e×Mn×1 via (f, y) · (γ, x) := (fγ, y+ f(x)). Then the morphism
injn×e×Mn×1 → Q is a principal GLe⋉A
e-bundle. Finally, taking the dual of the
tautological bundle on GrK
(
M
d
)
and the quotient bundle on GrK
(
N
e
)
, we can pull
them back to obtain vector bundles on the product GrK
(
M
d
)
×GrK
(
M
d
)
, and then
tensor them together to obtain the vector bundle
R∗ ⊠Q → GrK
(
M
d
)
×GrK
(
N
e
)
,
whose fibre over an L-valued point (U, V ) is HomL(U,N
L/V ). Combining with the
above principal bundles we conclude that there is a principal Pe,d-bundle
DerK(d, e)→R
∗
⊠Q
where DerK(d, e) ⊂ inj(n+m)×(e+d) consists of those matrices whose lower left m×e
block is zero, so
DerK(d, e) ∼=
(
injm×d× injn×e)×Mn×d.
If we now restrict to Der(d, e) = DerK(d, e) ∩ rep inj
(e+d,N⊕M)
Λ , then this is closed
and Pd,e-stable, so yields the required principal Pd,e-bundle Der(d, e) → Z by
Lemma 4.7.
As for W , we know that HomΛL(2)(U
., V .) is the kernel of the homomorphism
HomΛL(M
L, NL)→ HomΛL(U,N
L/V ), so we can define W to be the kernel of the
morphism from the trivial vector bundle with fibre HomΛL(M
L, NL) to Z.
7.3.3. Surjectivity of the differential. It remains to show that condition (4) of
Corollary 4.11 holds for the direct sum morphism
Θ: GLd+e×AutΛ(M ⊕N)× rep inj
(d,M)
Λ ×rep inj
(e,N)
Λ → rep inj
(d+e,M⊕N)
Λ .
This follows from the next proposition.
Proposition 7.7. The following are equivalent for points (ρ, f) ∈ rep inj
(d,M)
Λ (L)
and (σ, g) ∈ rep inj
(e,N)
Λ (L).
(1) d
(r)
(ρ,f),(σ,g)Θ is surjective for all r ∈ [1,∞].
(2) d
(∞)
(ρ,f),(σ,g)Θ is surjective for some r ∈ [1,∞].
(3) θ(ρ,f),(σ,g) is surjective.
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In particular, condition (4) of Corollary 4.11 holds true.
Proof. (1)⇒ (2) : Trivial.
(2) ⇒ (3) : Set U := Im(f) and V := Im(g). Suppose we have (ξ, φ) ∈
Der
(
(ρ, f), (σ, g)
)
such that (Mξ ⊂ ML ⊕NL) is not isomorphic to U
. ⊕ V .; that
is, the image of g¯φ ∈ HomΛL(U,N
L/V ) is non-zero in Ext(U ., V .), where g¯ is a
cokernel for g. Then
(
(ρ⊕ σ) + ξt, (f ⊕ g) + φt
)
lies in T
(∞)
(ρ⊕σ,f⊕g) rep inj
(d+e,M⊕N)
Λ
but not in the image of d
(∞)
(ρ,f),(σ,g)Θ.
(3) ⇒ (1) : We again use Proposition 5.4 as a guide. Consider an element
(A,Φ) ∈ rep inj
(d+e,M⊕N)
Λ (Dr), where A =
∑
iAit
i and Φ =
∑
iΦiti, say
A0 =
(
ρ 0
0 σ
)
, Ai =
(
ξi yi
xi ηi
)
, Φ0 =
(
f 0
0 g
)
, Φi =
(
θi βi
αi φi
)
.
Let s ≥ 1 be minimal such that not all xs, ys, αs, βs are zero. Regard (A,Φ) as an
element of rephom
((s+1)(d+e),M⊕N)
Λ (L) by restriction of scalars. We construct the
subrepresentations U ≤ V as before, as well as the morphisms
(f, θ1, . . . , θs−1) : U →M
L
and (
f θ1 · · · θs−1 0 θs
0 0 · · · 0 g αs
)
: V →ML ⊕NL.
It follows that
V/U ↔
(
σ xs
0 ρ
)
and (g, αs) : V/U → N
L.
We conclude that (xs, αs) ∈ Der
(
(ρ, f), (σ, g)
)
. Now by assumption θ(ρ,f),(σ,g) is
surjective, so in particular Ext(Im(f)., Im(g).) = 0. Thus Voigt’s Lemma tells us
that (xs, αs) =
(
γρ−σγ, γ′f − gγ
)
for some (γ, γ′) ∈ Me×d(L)×HomΛL(M
L, NL).
Similarly we can find (δ, δ′) such that (y2, β2) = (δσ − ρδ, δ
′g − fδ). Set g :=
1−
(
0 δ
γ 0
)
ts ∈ GLd+e(Dr) and h := 1−
(
0 δ′
γ′ 0
)
ts ∈ AutΛDr (M
Dr , NDr . Then
conjugating (A,Φ) by (g, h) yields another element of rep inj
(d+e,M⊕N)
Λ (Dr) but
now with xi, yi, αi, βi all zero for all i ≤ s. Now set g to be the product of all the
gs (which again makes sense also for r =∞). Then g · (A,Φ) has zero off-diagonal
entries for the coefficient of each ti, and hence lies in the image of d(r)Θ. 
7.4. Irreducible Components. We can now prove the analogues of Theorems 5.5
and 5.6 for the Grassmannians GrΛ
(
M
d
)
.
Theorem 7.8. Let K be algebraically closed, Λ a finitely-generated K-algebra, and
M and N two Λ-modules. Let X ⊂ GrΛ
(
M
d
)
and Y ⊂ GrΛ
(
N
e
)
be irreducible compo-
nents. Then the closure X ⊕ Y of the image of AutΛ(M⊕N)×X×Y → GrΛ
(
M⊕N
d+e
)
is again an irreducible component if and only if ext(X,Y ) = 0 = ext(Y,X).
Proof. This follows from Corollary 4.11 applied to the direct sum morphism Θ. 
Theorem 7.9. Every irreducible component X ⊂ GrΛ
(
M
d
)
can be written uniquely
(up to reordering) as X = X1 ⊕ · · · ⊕Xn, where M ∼= M1 ⊕ · · · ⊕Mn and d =
d1 + · · · + dn, and each Xi ⊂ GrΛ
(
Mi
di
)
is an irreducible component such that for
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all Ui in an open dense subset of Xi, the corresponding Λ
L(2)-module (Ui ⊂ MLi )
is indecomposable.
Proof. This follows by applying the arguments of the proof of Theorem 5.6 to the
locally-closed subscheme rep inj
(d,M)
Λ ⊂ rep
(d,m)
Λ(2) . In particular, by the Krull-Remak-
Schmidt Theorem for Λ(2), every module of the form (U ⊂ M) is isomorphic to
a direct sum of indecomposable representations, which are necessarily of the form
(Ui ⊂Mi) with U ∼=
⊕
i Ui and M
∼=
⊕
iMi. 
We again remark that both of these results can be refined to the case where
one considers dimension vectors with respect to some complete set of orthogonal
idempotents. Note that, since we are taking a GLd-quotient, we have GrΛ
(
M
d
)
=∐
d. GrΛ
(
M
d.
)
.
7.5. Constructing irreducible components. Given a Grassmannian of sub-
modules GrΛ
(
M
d
)
one can look at the subscheme Sρ given by those submodules
isomorphic to a given module Mρ. This is irreducible, and so it is natural to ask
when such a subscheme is dense in an irreducible component of the Grassman-
nian. (Compare with [23, §4] for related work involving certain types of flags of
representations of Dynkin quivers arising from desingularisations.)
Fix τ ∈ repmΛ (K) such that M
∼= Mτ . Given ρ ∈ rep
d
Λ(K), write injΛ(ρ, τ) ⊂
HomΛ(ρ, τ) for the open subscheme of injective homomorphisms, so a smooth and
irreducible scheme. We observe that this is also the fibre over ρ of the projection
rep inj
(d,M)
Λ → rep
d
Λ.
Theorem 7.10. Given ρ ∈ repdΛ(K), the quotient faisceau
Sρ := injΛ(ρ, τ)/AutΛ(Mρ)
is a subscheme of GrΛ
(
M
d
)
. In particular, Sρ is smooth and irreducible, and the
morphism injΛ(ρ, τ)→ Sρ is smooth, affine and separable, and a universal geomet-
ric quotient.
Proof. We begin by defining S˜ρ to be the preimage of OrbGLd(ρ) in rep inj
(d,M)
Λ , so
a GLd-stable subscheme. We have a morphism
φ : GLd× injΛ(ρ, τ)→ S˜ρ, (g, f) 7→ g · (ρ, f) = (gρg
−1, fg−1),
which is constant on AutΛ(Mρ)-orbits and fits into a commutative square
(7.1)
GLd× injΛ(ρ, τ) −−−−→ S˜ρy y
GLd −−−−→ OrbGLd(ρ).
This is a pull-back diagram, since given an R-valued point (g, (σ, f ′)) in the fibre
product, we have σ = g · ρR, so that f ′g ∈ injΛ(ρ, τ)(R) and hence (g, (σ, f
′)) is the
image of (g, f ′g). It follows from Lemma 4.5 that S˜ρ is isomorphic to the associated
fibration GLd×
AutΛ(Mρ) injΛ(ρ, τ).
Next consider the principal GLd-bundle π : rep inj
(d,M)
Λ → GrΛ
(
M
d
)
. Since S˜ρ is
GLd-stable, we can apply Lemma 4.7 to obtain a subscheme Sρ ⊂ GrΛ
(
M
d
)
such
that π : S˜ρ → Sρ is again a principal GLd-bundle.
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Putting this together we see that GLd×AutΛ(Mρ) acts freely on GLd× injΛ(ρ, τ)
via
(g, a) · (h, f) := (gha−1, fa−1)
and
Sρ ∼=
(
GLd× injΛ(ρτ)
)
/
(
GLd×AutΛ(Mρ)
)
∼= injΛ(ρ, τ)/AutΛ(Mρ).
The other properties now follow from Corollary 4.3. 
Corollary 7.11. Let ρ ∈ repdΛ(K). If Dr = L[[t]]/(t
r+1) for some field L and some
r ∈ [0,∞], then the morphism injΛ(ρ, τ)(Dr)→ Sρ(Dr) is onto. In particular,
Sρ(L) =
{
U ∈ GrΛ
(
M
d
)
(L) : U ∼=MLρ
}
.
Proof. We know that GLd(Dr)→ OrbGLd(ρ)(Dr) is onto by Lemma 5.7. Thus, us-
ing the pull-back diagram (7.1), the morphism GLd(Dr)× injΛ(ρ, τ)(Dr)→ S˜ρ(Dr)
is onto. Finally, since S˜ρ → Sρ is a principal GLd-bundle, it is locally trivial, and
hence S˜ρ(R)→ Sρ(R) is onto for all local rings R. 
Lemma 7.12. Let ρ ∈ repdΛ(K) and suppose that there is an embedding Mρ →֒
M . If the map HomΛ(Mρ,M) → HomΛ(Mρ,M/Mρ) is surjective, then Sρ is an
irreducible component of GrΛ
(
M
d
)
.
In particular, if Ext1Λ(Mρ,Mρ) = 0, then Sρ is an irreducible component of
GrΛ
(
M
d
)
(and also OrbGLd(ρ) is an irreducible component of rep
d
Λ).
Proof. We have the morphism injΛ(ρ, τ)→ GrΛ
(
M
d
)
, having image Sρ. The result
therefore follows immediately from Lemma 3.5. 
Dually we may fix the isomorphism class of the factor module of M , obtaining a
schemeQρ¯ for ρ¯ ∈ rep
m−d
Λ (K). This has L-valued points for a field L those U ⊂M
L
such that ML/U ∼=MLρ¯ . All the results of this section immediately transfer to this
situation.
7.6. Examples. It is easy to give examples where the Grassmannian of submodules
is non-reduced, even generically non-reduced.
Let Λ = K[X ]/(X4), so that repnΛ(R) = {ρ ∈ Mn(R) : ρ
4 = 0}. For i = 1, 2, 3, 4
we set τi ∈ repiΛ(K) to be the matrix having ones on the upper-diagonal, and write
Si for the corresponding (indecomposable) module.
(1) We have
GrΛ
(
S2
1
)
∼= Proj(K[x, y]/(y2)),
so consists of a single non-reduced point.
For, rep inj
(1,S2)
Λ (R) consists of those triples (ρ, x, y) ∈ R
3 such that x, y
generate the unit ideal in R, ρ4 = 0, and(
0 1
0 0
)(
x
y
)
=
(
x
y
)
ρ.
It follows that y = ρx, y2 = 0 and x is invertible. Thus the closed immersion
rep inj
(1,S2)
Λ → inj2×1 has image X , where
X(R) :=
{
(x, y) ∈ R2 : x invertible, y2 = 0
}
.
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Now apply the usual description of
inj2×1 /GL1
∼= P1 = Proj
(
K[x, y]
)
.
(2) We also have
GrΛ
(
S1 ⊕ S2
1
)
∼= Proj
(
K[x, y, z]/(xz, z2)
)
,
so looks like P1 with a single non-reduced point corresponding to the em-
bedding
(
0
1
)
: S1 →֒ S1 ⊕ S2.
To see this, we first observe that the closed immersion
ι : rep inj
(1,S1⊕S2)
Λ → inj3×1
has image the closed subscheme X , where
X(R) =
{
(x, y, z) ∈ R3 : (x, y, z)tr ∈ inj3×1(R) : xz = z
2 = 0
}
.
For, rep inj
(1,S1⊕S3)
Λ (R) consists of those quadruples (ρ, x, y, z) ∈ R
4 such
that x, y, z generate the unit ideal in R, ρ4 = 0, and
0 0 00 0 1
0 0 0



xy
z

 =

xy
z

 ρ.
The latter condition is equivalent to xρ = zρ = 0 and z = yρ. Since x, y, z
generate the unit ideal we deduce from xρ = zρ = yρ2 = 0 that ρ2 = 0,
and hence that xz = z2 = 0, so ι maps to X . For the inverse note that
z is nilpotent, so x and y generate the unit ideal. If ax + by = 1, then
map (x, y, z) to (bz, x, y, z). This is well-defined, since ρ = bz is the unique
element of R satisfying xρ = 0 and yρ = z. Now apply the usual description
of inj3×1 /GL1
∼= P2 = Proj
(
K[x, y, z]
)
.
We note that we can write this Grassmannian as X1 ⊕X2, where X1 =
GrΛ
(
S1
1
)
and X2 = GrΛ
(
S2
0
)
, both of which are (reduced) points. Setting
U =M = S1, V = 0 and N = S2, we have submodules U ⊂ S1 and V ⊂ S2,
and the dimension conditions Ext(U ., V .) = 0 = Ext(V ., U .) are satisfied.
For, we have
dimHomΛ(U,N/V ) = 1, dimHomΛ(V,M/U) = 0
dimHomΛ(M,N) = 1, dimHomΛ(N,M) = 1
dimHomΛ(2)(U
.
, V
.
) = 0, dimHomΛ(2)(V
.
, U
.
) = 1.
(3) More interestingly we have
GrΛ
(
S1 ⊕ S3
2
)
∼= V := Proj
(
K[x, y, s, t]/(xt− ys, s3, st, t3)
)
,
so looks like P1, but generically non-reduced.
To see this, let V˜ ⊂ inj4×1 be the preimage of V , so the closed subscheme
having R-valued points those quadruples (x, y, s, t) ∈ R4 such that x, y, s, t
generate the unit ideal in R, and
xt = ys, s3 = st = t3 = 0.
We construct a morphism
F˜ : rep inj
(2,S1⊕S3)
Λ → V˜ ⊂ inj4×1, (ρ, f) 7→ (x12, x23, x13, x24),
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where xij = ∆ij(f) is a 2 minor of f .
To see that the image of F˜ lies in V˜ note that if
f =


a b
c d
α β
γ δ

 ,
then
fρ =


0 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0

 f =


0 0
α β
γ δ
0 0

 .
Thus
(a, b)ρ = 0, (c, d)ρ = (α, β), (α, β)ρ = (γ, δ), (γ, δ)ρ = 0.
Now, x13 = aβ − bα, so upon substituting (α, β) = (c, d)ρ we see that
x13 = x12T for T := Tr(ρ). Similarly
x14 = x13T, x24 = x23T and x34 = x24T.
Also, using that (a, b)ρ = 0 = (γ, δ)ρ, we obtain x14ρij = 0 = x34T , where
ρ = (ρij). It follows that s
3 = x2x14T = 0 and similarly t
3 = 0. Finally,
we have
st = x14y = − det
(
a b
γ δ
)(
d β
c α
)
= − det
(
ad+ bc aβ + bα
γd+ δc γβ + δα
)
.
Substituting for (α, β) = (c, d)ρ and using (a, b)ρ = 0 = (γ, δ)ρ, we get
st = (ρ11 − ρ22) det
(
ad+ bc ad− bc
γd+ δc γd− δc
)
= 2(ρ11 − ρ22) det
(
ad bc
γd δc
)
= 2cd(ρ11 − ρ22)x14 = 0.
Thus the relations for V˜ are satisfied.
Next, since F˜ (g · (ρ, f)) = det(g)−1F˜ (ρ, f) for all g ∈ GL2(R) we see
that F˜ induces a morphism
F : GrΛ
(
S1 ⊕ S3
2
)
→ V.
We prove that this is an isomorphism by defining the inverse locally. First
note that if (x, y, s, t) ∈ V˜ (R), then since s, t are nilpotent we must have
that x, y generate the unit ideal. Thus V˜ is covered by the distinguished
open affines D(x) and D(y). If x is invertible, then we have a morphism
G˜x : D(x)→ rep inj
(2,S1⊕S3)
Λ , (x, y, s, t) 7→ (ρ, f)
where
ρ =
(
s/x y
0 0
)
and f =


0 −x
1 0
s/x y
s2/x2 t

 ,
whereas if y is invertible, then we have a morphism
G˜y : D(y)→ rep inj
(2,S1⊕S3)
Λ , (x, y, s, t) 7→ (ρ, f)
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where
ρ =
(
0 y
−t2/y3 t/y
)
and f =


s/y −x
1 0
0 y
−t2/y2 t

 .
For λ ∈ GL1(R) = R
× set g :=
(
1 0
0 λ
)
∈ GL2(R). Then
G˜x
(
λ−1(x, y, s, t)
)
= g · G˜x(x, y, s, t)
and similarly
G˜y
(
λ−1(x, y, s, t)
)
= g · G˜y(x, y, s, t).
Also, if both x and y are invertible, then s2 = t2 = 0 and hence
G˜y(x, y, s, t) =
(
1 0
s/xy 1
)
· G˜x(x, y, s, t).
It follows that the morphisms G˜x, G˜y induce morphisms from open subsets
of V to GrΛ
(
S1⊕S3
2
)
, and that they glue to give a morphism G defined on
all of V .
Finally, the morphisms F and G are mutually inverse. For, it is clear
that F˜ G˜x is the identity on D(x), and similarly that F˜ G˜y is the identity
on D(y), so FG = id. On the other hand, given (ρ, f), if x12 is invertible,
then there exists g ∈ GL2(R) such that
g · ρ =
(
s y
0 0
)
, fg−1 =


0 −1
1 0
s y
s2 ys

 ,
so g · (ρ, f) = G˜x(1, y, s, ys). It follows that G˜xF˜ (ρ, f) = h · (ρ, f), where
h :=
(
1 0
0 det(g)−1
)
g.
Similarly, if x23 is invertible, then we can find g ∈ GL2(R) with g · (ρ, f) =
G˜y(x, 1, xt, t), whence G˜yF˜ (ρ, f) = h · (ρ, f), where h is again defined from
g as above. We conclude that GF = id as well.
We also observe that the Grassmannian cannot be decomposed further.
For, over a field L, the ΛL(2)-representation G˜y(x, 1, 0, 0) is isomorphic to

0 −x
1 0
0 1
0 0

 : S2 →֒ S1 ⊕ S3,
which is indecomposable.
(4) Let Λ = KQ2 be the algebra of upper-triangular matrices in M2(K) and
use the standard matrix idempotents E11 and E22. Then rep
(d,e)
Λ
∼=Me×d,
given by the image of E12. There are three indecomposable Λ-modules
up to isomorphism: the two simples S1 and S2 and the indecomposable
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projective-injective module T , of dimension vectors (1, 0), (0, 1) and (1, 1)
respectively.
We take the representation τ ∈ rep
(2,2)
Λ (K) given by the matrix
(
1 0
0 0
)
,
whose corresponding module is M ∼= S1⊕S2⊕T , and consider submodules
of dimension vector (1, 1). Then
rep inj
((1,1),M)
Λ (R) = {(ρ, f, f
′) ∈ R× inj2×1(R)
2, f ′ρ = τf},
the group GL(1,1) := GL1×GL1 acts via
(g, h) · (ρ, f, f ′) = (hρg−1, fg−1, f ′h−1),
and
GrΛ
(
M
(1, 1)
)
:= rep inj
(1,1),M
Λ /GL(1,1) .
Writing f =
(
a
b
)
and f ′ =
(
a′
b′
)
, we see that rep inj
((1,1),M)
Λ (R) consists of
the quintuples (ρ, a, b, a′, b′) ∈ R5 such that a, b generate the unit ideal, as
do a′, b′, and also
a = a′ρ, b′ρ = 0.
Setting
V˜ := Spec
(
K[x, y, z]/(xz)
)
and V := Proj
(
K[x, y, z]/(xz)
)
,
we can then prove as above that the morphism
rep inj
((1,1),M)
Λ → V˜ , (ρ, a, b, a
′, b′) 7→ (aa′, ba′, bb′)
induces an isomorphism
GrΛ
(
M
(1, 1)
)
∼
−→ V.
Thus the Grassmannian is a union of two copies of P1 intersecting in a
point, with its reduced scheme structure.
The two irreducible components can be decomposed as
X1 ⊕X2 ⊕X3 and Y1 ⊕ Y2 ⊕ Y3,
where
X1 = GrΛ
(
S1
(1, 0)
)
, X2 = GrΛ
(
S2
(0, 1)
)
, X3 = GrΛ
(
T
(0, 0)
)
and
Y1 = GrΛ
(
S1
(0, 0)
)
, Y2 = GrΛ
(
S2
(0, 0)
)
, Y3 = GrΛ
(
T
(1, 1)
)
,
all six of which are (reduced) points.
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8. Flags of submodules
More generally one can consider flags of Λ-modules of length r; that is, we fix a
representation τ ∈ repmΛ (K) and a sequence d
. = (d1, . . . , dr) with 0 ≤ d1 ≤ · · · ≤
dr ≤ m and, writing M =Mτ , consider the scheme
FlΛ
(
M
d.
)
(R) :=
{
(U
.
) : U i ∈ GrΛ
(
M
di
)
: U i ⊂ U i+1
}
.
A priori this is more general than Grassmannians, but by changing the algebra, we
can view it as a special case. Recall that Λ(r) is the algebra of upper-triangular
matrices inside Mr(Λ), and the elementary matrices Eii form a complete set of
orthogonal idempotents such that EiiΛ(r)Eii ∼= Λ. A module for Λ(r) can be
regarded as a sequence (U ., f .), where f i : U i → U i+1 is a homomorphism of Λ-
modules. Fixing the dimension vector d. is then the same as fixing dimU i = di for
all i.
As for Grassmannians, we identify a Λ-module M with the Λ(r)-module having
U i = M and f i = idM . An element of GrΛ(r)
(
M
d.
)
(R) thus consists of a sequence
U . such that U i ⊂MR is a ΛR-submodule which is furthermore a direct summand
of rank di as an R-module, and also U i ⊂ U i+1 for all i. It follows that
FlΛ
(
M
d.
)
∼= GrΛ(r)
(
M
d.
)
.
We can now apply all the results of the previous section to the schemes FlΛ
(
M
d.
)
.
In particular, the tangent space at a flag U . equals
TU. FlΛ
(
M
d.
)
∼= HomΛL(r)(U
.
,ML/U
.
),
where ML/U . is the cokernel of U . →֒ML, so is given by the sequence of epimor-
phisms
ML/U1 ։ML/U2 ։ · · ·։ML/U r.
Note that, in the analogue of Voigt’s Lemma for Grassmannians, Corollary 7.4,
we interpreted the differential dΘ of the direct sum morphism as a morphism in the
long exact sequence for Hom in the category of Λ(2)-modules. For flags of length
r this becomes a morphism in the long exact sequence for Hom in the category of
Λ(r + 1)-modules.
More precisely, given a flag U . of length r inside ML, we can extend this to
a flag U˜ . of length r + 1 by adjoining the inclusion U r →֒ ML. Then, given
U . ∈ FlΛ
(
M
d.
)
(L) and V . ∈ FlΛ
(
N
e.
)
(L), we have
HomΛL(M
L, NL) ∼= HomΛL(r+1)(U˜
.
, NL)
and
HomΛL(r)(U
.
, NL/V
.
) ∼= HomΛL(r+1)(U˜
.
, NL/V˜
.
),
and hence the analogue for Voigt’s Lemma becomes the following.
Proposition 8.1. Let U. ∈ FlΛ
(
M
d.
)
(L) and V . ∈ FlΛ
(
N
e.
)
(L). Then the map
HomΛL(M
L, NL)→ HomΛL(r)(U
.
, NL/V
.
),
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can be indentified with the middle map in the exact sequence
0→ HomΛL(r+1)(U˜
.
, V˜
.
)→ HomΛL(r+1)(U˜
.
, NL)
→ HomΛL(r+1)(U˜
.
, NL/V˜
.
)→ Ext1ΛL(r+1)(U˜
.
, V˜
.
).
Moreover, when U. = V . this map coincides with the differential of the orbit map
AutΛL(M
L)→ FlΛ
(
M
d.
)
,
and we can identify the above exact sequence with
0→ EndΛL(r+1)(U˜
.
)→ EndΛL(M
L)→ TU. FlΛ
(
M
d.
)
→ Ext1ΛL(r+1)(U˜
.
, U˜
.
).
Write Ext(U˜ ., V˜ .) for the image of HomΛL(r)(U
., NL/V .) in Ext1ΛL(r+1)(U˜
., V˜ .).
As for Grassmannians, the function sending (U ., V .) to dimL Ext(U˜
., V˜ .) is upper
semi-continuous. If K is algebraically closed, and X ⊂ FlΛ
(
M
d.
)
and Y ⊂ FlΛ
(
N
e.
)
are irreducible, then we denote by ext(X,Y ) the generic, or minimal, value of
dimL Ext(U˜
., V˜ .) for (U ., V .) ∈ X(L)× Y (L).
We then have the following two theorems on irreducible components of flag
varieties.
Theorem 8.2. Let K be algebraically closed, Λ a finitely-generated K-algebra, and
M and N two Λ-modules. Let X ⊂ FlΛ
(
M
d.
)
and Y ⊂ FlΛ
(
N
e.
)
be irreducible compo-
nents. Then the closure X ⊕ Y of the image of AutΛ(M⊕N)×X×Y → FlΛ
(
M⊕N
d.+e.
)
is again an irreducible component if and only if ext(X,Y ) = 0 = ext(Y,X).
Theorem 8.3. Every irreducible component X ⊂ FlΛ
(
M
d.
)
can be written uniquely
(up to reordering) as X = X1 ⊕ · · · ⊕Xn, where M ∼= M1 ⊕ · · · ⊕Mn and d
. =
d.1+ · · ·+ d
.
n, and each Xi ⊂ FlΛ
(
Mi
d.i
)
is an irreducible component such that for all
U.i in an open dense subset of Xi, the corresponding Λ
L(r+1)-module (U.i ⊂M
L
i )
is indecomposable.
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