Fitting data by a bounded complexity linear model is equivalent to low-rank approximation of a matrix constructed from the data. The data matrix being Hankel structured is equivalent to the existence of a linear timeinvariant system that fits the data and the rank constraint is related to a bound on the model complexity. In the special case of fitting by a static model, the data matrix and its low-rank approximation are unstructured.
Introduction
Fitting models to data can be achieved, both conceptually and algorithmically, by solving a system of equations AX = B, where the matrices A and B are constructed from the given data and the matrix X parameterizes the to-befound model. In this classical approach, the main tools are the least squares method and its variations-data least squares [DD91] , total least squares [GV80] , structured total least squares [DM93] , robust least squares [CGS98] , etc. The least squares method and its variations are mainly motivated by their applications for data fitting, but they invariably consider solving approximately an overdetermined system of equations.
The purpose of this paper is to show that the abstract problem of fitting linear models to data is actually equivalent to approximating the matrix A B by a low-rank matrix. Partitioning the data matrix into matrices A ∈ R N×m and B ∈ R N×p and solving the system AX = B is a way to achieve rank-m or less approximation. The converse implication, however, is not true, i.e., A B having rank m or less does not imply the existence of X, such that AX = B. This lack of equivalence between the original low-rank approximation problem and the AX = B problem is the reason for the existence of what is called nongeneric total least squares problem [VV91] , which theory is more complicated than the one of the generic problem and is difficult to solve numerically.
Alternative approaches for achieving low-rank approximation are to impose that the data matrix has 1. at least p := col dim(B) dimensional nullspace, or 2. at most m := col dim(A) dimensional column space.
Parameterizing the nullspace and the column space by sets of basis vectors, the alternative approaches are:
1. kernel representation: there is a full rank matrix R ∈ R p×(m+p) , such that A B R = 0, and 2. image representation: there are matrices P ∈ R (m+p)×m and L ∈ R m×N , such that A B = PL.
The approaches using kernel and image representations are equivalent to the original low-rank approximation problem.
Next we illustrate the use of AX = B, kernel, and image representations on a most simple data fitting problem-line fitting.
Line fitting example
Given a set of points { d 1 , . . . , d N } ⊂ R 2 in the plain, the aim of the line fitting problem is to find a line passing through the origin that "best" matches the given points. The classical approach for line fitting is to define col(a i 
by the least squares method. Let x ls be the least squares solution of (1). Then the least squares fitting line is
Geometrically, B ls minimizes the sum of the squared vertical distances from the data points to the fitting line.
The left plot in Figure 1 shows a particular example with N = 10 data points. The data points d 1 , . . . , d 10 are the circles in the figure, the fit B ls is the solid line, and the fitting errors e := ax ls − b are the dashed lines. Visually we expect the best fit to be the vertical axis, so minimizing vertical distances is not appropriate in this example.
Note that by solving (1), we treat the a i (the first components of the d i ) differently from the b i (the second components): b i is assumed to be a function of a i . This is an arbitrary choice; we can as well fit the data by solving approximately the system col(a 1 , . . . , a N ) = col(b 1 , . . . , b N )x,
in which case a i is assumed to be a function of b i . Let x ls be the least squares solution of (3). It gives the fitting line
which minimizes the sum of the squared horizontal distances (see the right plot in Figure 1 ). The line B ls happens to achieve the desired fit in the example. This shows that the least squares fit to the data is affected by the choice of the model representation. 
However, for the given data it has no solution. Informally, the TLS solution is x tls = ∞, which corresponds to a fit by a vertical line. However, formally the TLS problem (5) has no solution for the data in the example and therefore does not give a fitting line.
By using (1) to define the TLS line fitting problem, we restrict the fitting line to be a graph of a function ax = b
for some x ∈ R. Thus, we a priori exclude the vertical line as a possible solution. In the example, the line minimizing the sum of the squared orthogonal distances happens to be namely the vertical line. For this reason, x tls does not exist.
Any line B passing through the origin can be represented as an image and a kernel, i.e., there exist matrices P ∈ R 2×1 and R ∈ R 1×2 , such that
Using an image representation, the problem of minimizing the sum of the orthogonal distances is
With
and · F the Frobenius norm, (6) is more compactly written as
Similarly, using a kernel representation, we have
Contrary to the TLS problem (5), problems (7) and (8) always have (nonunique) solutions. In the example, solutions
are, e.g., P * = col(0, 1) and R * = 1 0 , which describe the vertical line B * := image(P * ) = ker(R * ). In fact, (7) and (8) are instances of one and the same abstract problem: approximate the data matrix D by a rank-one matrix D.
Input/output interpretation of AX = B
The equations ax = b and a = bx (see (2) and (4)) are used to represent a line in the plane, passing through the origin. The choice of the representation is not a part of the problem formulation and therefore should not influence the solution. The least squares method is representation dependent. The TLS method is (almost) representation invariant:
except for the cases when the solution fails to exist, the TLS fitting line does not depend on the representation.
The question occurs "What representation is best to use?". As illustrated by the example, the equations ax = b and a = bx might fail to represent the optimal fitting line, while the kernel and image representations do not have such deficiency. This suggests that the kernel and image representations are better suited for data fitting.
The representations ax = b and a = bx were introduced from an algorithmic point of view-by using them, the data fitting problem is turned into the standard problem of solving an overdetermined system of equations. There is another, more insightful, interpretation of these representations that comes from system theory. In the model represented by the equation ax = b, the variable a is an input, meaning that it is free, and the variable b is an output, meaning that it is bound by the input and the model. Similarly, in the model represented by the equation a = bx, the variable a is an output and the variable b is an input. The input/output interpretation has an intuitive appeal because it shows a causal dependence of the variables: the input is causing the output.
Parameterizing the to-be-found model by an equation ax = b or a = bx, one a priori assumes that the optimal fitting model has a certain input-output structure. In a first modeling problem, it is more natural to infer possible input/output partitions of the variables from the data as part of the data modeling problem instead of imposing one in advance. The modeling problem without an a priori imposed input/output partition can be solved using the image and kernel representations and all possible input/output partitions can be inferred from the parameters R and P after the model is obtained.
Contributions of the paper and related work
Connections between data modeling problems and low-rank approximation-the topic of this paper-abound in the literature, however, often they are implicit and not deemed essential. The following are examples where the fact that an exact (noise-free) data matrix is low-rank is a common knowledge and is exploited in solution methods:
• realization theory-a sequence H = H(0), H(1), . . . , H(t), . . . is an impulse response of a linear time-invariant (LTI) system of order n if and only if the (infinite) Hankel matrix
constructed from H has rank n.
• direction-of-arrival problem in signal processing-the rank of an exact data matrix equals to the number of sources,
• chemometrics-the rank of an exact data matrix equals to the number of chemical components,
Although omnipresent, however, by now the structured low-rank approximation problem has not been proposed as a data modeling principle. The following statement is the theme of the paper:
Behind every data modeling problem there is a (hidden) low-rank approximation problem: the model imposes relations on the data which render a matrix constructed from exact data rank deficient.
In [DM93, DM94] , De Moor defines a generic problem, called structured TLS, and shows a number of applications that reduce to it. The structured TLS problem corresponds to the structured low-rank approximation problem, The rank constraint in the low-rank approximation problem corresponds to the constraint that the data is fitted by a model of bounded complexity in the data fitting problem. Therefore, the issue of representing the rank constraint is the same issue as the one of representing the model. The behavioral approach to system theory put forward by Jan Willems [Wil87] is a manifestation of the representation free thinking. Deriving dynamic models from data, i.e., system identification, has been considered in the behavioral setting in [RH95, Roo95, MWV + 05].
The contributions of this paper are 1. embed the structured TLS problem in the behavioral setting, 2. complete the listed of applications in [DM93] with pole placement, harmonic retrieval, and approximate common divisor problems, 3. present generalizations and connections of the structured TLS problem to problems with nonnegativity constraint, nonlinear models, rank minimization, and structured pseudospectra, and 4. give a tutorial to a representative set of data modeling problems from a unifying viewpoint.
Outline of the paper
In Section 2, we state a well known result that links a basic low-rank approximation problem-approximate the given matrix by an unstructured low-rank matrix in the Frobenius norm sense-to the singular value decomposition of the data matrix. Then, we state the solution of the TLS problem and outline its differences with the solution of the basic low-rank approximation problem.
Section 3 defines the low-rank approximation problem as a representation free data modeling problem, applying to general multivariable static and dynamic problems. Approximation by an unstructured matrix corresponds to fitting the data by a static linear model. Approximation by a Hankel structured matrix corresponds to fitting the data by a dynamic LTI model. The structured low-rank approximation problem is further motivated in Section 4 by a list of applications from three major areas: system theory, signal processing, and computer algebra.
An algorithm for solving the structured low-rank approximation problem is outlined in Section 5. It is based on the variable projections method. Certain structured problems can be solved by another algorithm, which is based on the alternating projections method. In both approaches the structure in the data matrix can be exploited for achieving efficient computational methods.
Section 6 discusses other (apart from the structure preserving) generalizations of the basic low-rank approximation problem. They are classified under generalization of the cost function, additional constrains on the approximating matrix, and other data structures. Relation of the low-rank approximation problems to the rank minimization problem and to the structured pseudospectra is explained.
2 Low-rank approximation and total least squares A well known early result on low-rank approximation is the Eckart-Young-Mirsky theorem [EY36] . It gives a solution of the basic low-rank approximation problem (i.e., unstructured low-rank approximation problem with Frobenius norm) in terms of the singular value decomposition.
Theorem 1 (Eckart-Young-Mirsky theorem). Let D = UΣV be the singular value decomposition of D ∈ R d×N and partition the matrices U, Σ, and V as follows:
Then the rank-m matrix Closely related to the basic low-rank approximation problem is the TLS problem: given matrices A ∈ R N×m and B ∈ R N×p , solve the optimization problem
The TLS problem is put forward in [GV80] for the case when B is a vector (system of equations with one right-handside). The general case is treated in the monograph [VV91] .
Theorem 3 (Solution of the TLS problem). Let
of A B and partition the matrix V as follows
A TLS solution exists if and only if the matrix V 22 is nonsingular. In this case, a solution is
It is unique if and only if σ m+1 = σ m .
As the solution of the basic low-rank approximation problem, the solution of the TLS problem is also based on the singular value decomposition of the data matrix D = A B . It involves, however, the extra step of normalizing the matrix V 2 , so that its lower block V 22 becomes −I. This normalization imposes the input/output structure of the model, discussed in Section 1.2, and is the reason for the existence of nongeneric TLS problem. Note that the TLS approximation A B is the same as the low-rank approximation D * , provided the former exists. Therefore, if one is interested in the best approximation of the data matrix A B and not in the solution X of the system AX ≈ B,
there is no reason to do the normalization of V 2 .
Structured low-rank approximation as a data modeling problem
In Section 1.1, we illustrated the equivalence between line fitting and rank-one matrix approximation. In this section, we extend this equivalence to general linear static and dynamic data modeling problem. In the general case, the equivalent problem is structured low-rank approximation.
Contrary to the common perception that a model is an equation, e.g., AX = B, we view a model as a set, e.g., a
line passing through the origin in the line fitting problem. Appendix A collects basic facts, used in the paper, about LTI models and their representations, see also [PW98, MWVD06] .
Unstructured low-rank approximation
The unstructured low-rank approximation problem is defined as follows.
Problem 4 (Unstructured low-rank approximation)
. Given a matrix D ∈ R d×N , with d ≤ N, a matrix norm · , and an integer m, 0 < m < d, find a matrix
The matrix D * is an optimal rank-m (or less) approximation of D with respect to the given norm · . The basic low-rank approximation problem, which solution is given by the Eckart-Young-Mirsky theorem, is a special case of Problem 4, when the norm · is the Frobenius norm · F .
The approximation D being low-rank is equivalent to D being generated by a linear model, so low-rank approxi- The dimension m of the subspace B ⊂ R d is a measure for the complexity of the model B: the larger the subspace is, the more complicated (and therefore less useful) the model is. However, the larger the subspace is, the better the fitting accuracy could be, so that there is a trade-off between complexity and accuracy. The data modeling problem that corresponds to Problem 4 bounds the complexity and maximizes the accuracy. 
where D ∈ R d×N is the data matrix
The solution B * is optimal approximate model for the data D with complexity bounded by m. Of course, B * depends on the approximation criterion, specified by the given norm · . A justification for the choice of the norm · is provided in the errors-in-variables setting.
In the errors-in-variables setting the data matrix D is assumed to be a noisy measurement of a true matrixD
Here D is the measurement error that is assumed to be a random matrix with zero mean and normal distribution, and "vec" is the vectorization operator
The true matrixD is "generated" by a true modelB := image(D), with a known complexity bound m, which is the to-be-estimated object in the errors-in-variables setting.
Proposition 6 (Maximum likelihood property of an optimal static model B * ). Assume that the data is generated in the errors-in-variables setting (10), where the matrix W > 0 is known and the scalar v is unknown. Then the solution B * of Problem 5 with weighted 2-norm
is a maximum likelihood estimator for the true modelB.
The main assumption of Proposition 6 is cov(vec( D)) = vW , with W given. Note, however, that v is not given, so that the probability density function of D is not completely specified. Proposition 6 shows that the problem of computing the maximum likelihood estimator in the errors-in-variables setting is equivalent to Problem 4 with the weighted norm · W . This problem is called weighted low-rank approximation and is further considered in Section 6.1. In the special case, W = I, i.e., assuming that all entries of D are uncorrelated and identically distributed, the maximum likelihood estimator is given by the solution of the basic low-rank approximation problem. Maximum likelihood estimation for density functions other than normal lead to low-rank approximation with norms other than the weighted 2-norm; see [BV04, Section 7.1.1] for the classical regression problem.
Structured low-rank approximation
Structured low-rank approximation is a low-rank approximation, in which the approximating matrix D is required to have the same structure as the data matrix D. Typical structures encountered in applications are Hankel, Toeplitz, Sylvester, and circulant. In order to state the problem in its full generality, we first define a structured matrix. Consider a mapping S from a parameter space R n p to a set of matrices
is in the image of S , i.e., if there exists a parameter p ∈ R n p , such that D = S ( p).
SLRA Problem (Structured low-rank approximation). Given a structure specification S : R n p → R m×n , with m ≤ n, a parameter vector p ∈ R n p , a vector norm · , and an integer r, 0 < r < min(m, n), find a vector
The matrix D * := S ( p * ) is an optimal rank-r (or less) approximation of D := S (p), within the class of matrices with the same structure as D. Obviously, Problem 4 is a special case of the SLRA problem.
The reason to consider the more general structured low-rank approximation is that D = S (p) being low-rank and
Hankel structured is equivalent to p being generated by an LTI dynamic model. To show this, consider first the special case of a scalar Hankel structure
such that RH l+1 ( p) = 0. Due to the Hankel structure, this equation can be written as
The homogeneous constant coefficients difference equation
describes an autonomous LTI system B. More precisely, B is the solution set of (12), i.e.,
Let B T be the restriction of B on the interval [1, . . . , T ], i.e.,
and note that for an autonomous system B, dim(B T ) = l, for all T ≥ l, where l is the lag of the difference equation (12). As in the static case, dim(B) is a measure for the complexity of the model.
The scalar Hankel low-rank approximation problem is then equivalent to the following signal modeling problem. Given T samples scalar signal w d ∈ R T (the subscript d stands for "data"), a signal norm · , and a model complexity l, find an optimal approximate model
The solution B * is optimal approximate model for the signal w d with bounded complexity: lag at most l.
In the general case when the signal w is vector valued with w variables, the model B can be represented by a difference equation (12) 
Thus the complexity of a general LTI model is specified by the pair of integers (m, l). Let L w m,l be the class of bounded complexity LTI systems with w external variables, at most m inputs, and lag at most l. The block-Hankel structured low-rank approximation problem is equivalent to the following LTI dynamic modeling problem. 
The solution B * is optimal approximate model for the signal w d with complexity bounded by (m, l). Note that (15) reduces to (13) when m = 0, i.e., when the model is autonomous, and to (9) when l = 0, i.e., when the model is static.
Except for the unstructured case, see Note 2, and for the circulant structure, see [BBT06] , currently there is no method that solves the SLRA problem globally and efficiently. In Section 5, we present local optimization methods and describe how the structure in the data matrix can be exploited for efficient cost function evaluation.
Applications
In this section, we show applications of structured low-rank approximation in system theory, signal processing, and computer algebra. Different applications lead to different types of structure S . In most applications, however, S is composed of one or two blocks that are Hankel, unstructured, or fixed. (A block being fixed means that it is not modified in the search for the optimal approximation. A problem with Toeplitz structured blocks can be reformulated as an equivalent problem with Hankel structured blocks by rearranging the rows of the data matrix.)
Consequently, algorithms and software for solving structured low-rank approximation problems with such flexible structure specification can be readily used in the applications.
The presented applications are:
• System and control theory 
Errors-in-variables identification
Similarly to the static modeling problem, the dynamic modeling problem has a maximum likelihood interpretation in the errors-in-variables setting.
Proposition 8 (Maximum likelihood property of an optimal dynamic model B * ). Assume that the data w d is generated in the errors-in-variables setting
Then an optimal approximate model B * , solving (15) with · = · 2 is a maximum likelihood estimator for the true modelB.
Proposition 8 shows that the maximum likelihood estimate B * of the true modelB in the errors-in-variables setting is defined by a structured low-rank approximation problem with Hankel structured data matrix
and rank reduction with the number of outputs p. Under additional stochastic assumptions, see [PS01, KMV05] , the estimator B * is consistent and asymptotically normal. This allow us to compute confidence regions for the estimates, i.e., with a certain prescribed probability the true model is guaranteed to be inside the confidence region.
The statistical setting gives a recipe for choosing the norm · and a "quality certificate" for the approximation method (15): the method works "well" (consistency) and is optimal (efficiency) under certain specified conditions.
However, the assumption that the data is generated by a true model with additive noise is sometimes not realistic.
Model-data mismatch is often due to a restrictive LTI model class being used and not (only) due to measurement noise. This implies that the approximation aspect of the method is often more important than the stochastic estimation one.
The following problems can also be given the interpretation of defining maximum likelihood estimators under appropriate stochastic assumptions. However, we do not do this and give only their deterministic definitions.
Approximate realization
Define the 2-norm ∆H 2 of a matrix-valued signal ∆H ∈ (R p×m ) T +1 as ∆H 2 := ∑ T t=0 ∆H(t) 2 F , and let σ be the shift operator Proposition 10. Problem 9 is equivalent to the SLRA problem, with · = · 2 , Hankel structured data matrix
, and rank reduction by the number of outputs p.
Approximate realization is a special identification problem. The input is a pulse and the initial conditions are zeros. Nevertheless the exact version of this problem is a very much studied problem. The classical references are the Ho-Kalman's realization algorithm [HK66] and Kung's algorithm [Kun78] .
It can be shown that the optimal approximate model B * does not depend on the shape of the Hankel matrix as long as the Hankel matrix dimensions are sufficiently large (at least p(l + 1) rows and at least m(l + 1) columns).
However, solving the low-rank approximation problem for a data matrix
where L > l, one needs to achieve rank reduction by p(L − l + 1) instead of by p as in Proposition 10. Larger rank reduction leads to more difficult computational problems. On one hand, the cost per iteration gets higher and on another hand, the search space gets higher dimensional, which makes the optimization algorithm more susceptible to local minima.
Model reduction
The finite time-T H 2 norm ∆B 2,T of an LTI system ∆B is defined as the 2-norm of the sequence of its first T Markov parameters, i.e., if ∆H is the impulse response of ∆B, ∆B 2,T := ∆H 2 .
Problem 11 (Finite time H 2 model reduction).
Given an LTI system B d ∈ L w m,l and a complexity specification l red < l, find an optimal approximation of B d with bounded complexity (m, l red )
Proposition 12. Problem 11 is equivalent to the SLRA problem with · = · 2 , Hankel structured data matrix Proposition 14. Problem 13 is equivalent to the SLRA problem with · = · 2 , data matrix
Output error identification Problem 13 (Output error identification). Given a signal w
composed of a fixed block and a Hankel structured block, and rank reduction by the number of outputs p.
Output error identification is one of the standard system identification problems [SS89, Lju99] . It is a special case of the prediction error methods when the noise term is not modeled.
Pole placement by a low-order controller
Consider the feedback system shown in Figure 2 . For simplicity we restrict to the single input, single output case. The polynomials P and Q, define the transfer function Q/P of the to-be-controlled plant and are given. They are assumed to be relatively prime and the transfer function Q/P is assumed to be proper, i.e., degree(Q) ≤ degree(P) =: l P .
The polynomials Y and X describe the to-be-found controller and are unknowns. The transfer function Y /X of the controller should be proper and in low-order controller design, the degree of X is upper bounded by l P , i.e.,
The pole placement problem is to determine X and Y , so that the poles of the closed-loop system are as close as possible in some specified sense to desired locations, given by the roots of a polynomial F, degree(F) = l X + l P . We consider a problem that aims to assign exactly the poles of a plant that is as close as possible to the given plant. In what follows, we use the correspondence between l P + 1 dimensional vectors and l P th degree polynomials col(P 0 , P 1 , . . . ,
and (with some abuse of notation) refer to to P as both a vector and a polynomial.
Problem 15 (Pole placement by low-order controller). Given
1. the transfer function Q/P of a plant, 2. a polynomial F, which roots are the desired poles of the closed-loop system, and 3. a bound l X < degree(P) on the order of the controller, find the transfer function Y /X of the controller, such that 1. the degree constraint (16) is satisfied and 2. the controller assigns the poles of a system, which transfer function Q/ P is as close as possible to the transfer function Q/P in the sense that col(P, Q) − col( P, Q) 2 is minimized.
Next, we write down explicitly the considered optimization problem, which shows its equivalence to a structured low-rank approximation problem. The closed-loop transfer function is QX/(PX + QY ), so that a solution of the pole placement problem is given by a solution of the Diophantine equation
Equation (18) can be written as a Sylvester structured system of equations 
. . .
which is an overdetermined system of equations due to the degree constraint (16). Therefore, Problem 15 can be written as
Proposition 16. Problem 15 is equivalent to the SLRA problem with · = · 2 , data matrix
composed of a fixed block and a Sylvester structured block, and rank reduction by one.
Output only identification
The model class of autonomous LTI systems is L p 0,l . Excluding the cases of multiple poles, L p 0,l is equivalent to the sum-of-damped exponentials model class, i.e., signals y that can be represented in the form Output only identification is equivalent to approximate realization and finite time H 2 model reduction.
Finite impulse response system identification
Denote by FIR m,l the model class of finite impulse response LTI systems with at most m inputs and lag at most l, i.e., Proposition 20. Problem 19 is equivalent to the SLRA problem with · = · 2 , data matrix
For exact data, i.e., assuming that
the finite impulse response identification problem is equivalent to the deconvolution problem: given the signals u d and 
Harmonic retrieval
The aim of the harmonic retrieval problem is to approximate the data by a sum of sinusoids. From a system theoretic point of view, harmonic retrieval aims to approximate the data by a marginally stable autonomous model. Due to the stability constraint, Problem 21 is not a special case of the SLRA problem. A necessary condition for an autonomous model B to be marginally stable, however, is that a kernel representation B(R) of B is palindromic,
and the constraint that R is palindromic can be expressed as a structural constraint on the data matrix. Therefore, we define the following relaxed version of the harmonic retrieval problem. 
where
and rank reduction by the number of outputs p.
Approximate common divisor
Let GCD(a, b) be the greatest common divisor of the polynomials a and b and remind the one-to-one correspondence (17) between vectors in R n+1 and nth degree polynomials.
Problem 24 (Approximate common divisor). Given vectors a, b ∈ R n+1 and an integer d ∈ N, find a vector
Proposition 25. Problem 24 is equivalent to the SLRA problem with · = · 2 , Sylvester structure S (p) = R d+1 (a, b), and rank reduction by one.
For p × m matrix polynomials, the structure is block-Sylvester and the necessary rank reduction is with p. For two variable polynomial, the structure is block-Sylvester-Sylvester-block.
Algorithms
The general structured low-rank approximation problem (11) is NP-hard and no closed form solution is known for it.
We describe algorithms based on local optimization.
An algorithm based on the variable projections method
Representing the constraint in a kernel form, the SLRA problem becomes the following parameter optimization prob-
which is a double minimization problem with a bilinear equality constraint. The outer minimization is over the model parameter R and the inner minimization is over the correction p. Since the mapping S is affine, there is an affine
A way to approach the double minimization is by solving the inner minimization analytically, which leads to a nonlinear least squares problem
for R only. The inner minimization problem is a least norm problem and can be given the interpretation of projecting the columns of S (p) onto the subspace B := ker(R), for a given R ∈ R m×(m−r) . The projection depends on the parameter R, which is the variable in the outer optimization problem. For this reason, the method is called variable projections [GP03] .
In order to evaluate the cost function for the outer minimization problem, we need to solve the inner minimization problem, i.e., the least norm problem G (R)z = vec RS ( p) . Direct solution has computational complexity O(n 3 p ). The matrix G (R), however, is structured, which can be used in efficient computational method. The following result from [MVP05] , shows that for a class of structures S , the structure of the matrix G G that appears in the normal equations of the least squares problem is block-Toeplitz and block-banded.
Theorem 26. Assume that S is composed of blocks that are block-Hankel, unstructured, or fixed, i.e.,
where S 1 (p) is block-Hankel, unstructured, or does not depend on p. Then the matrix G G , where G is defined in (20) is block-Toeplitz and block-banded structured.
The implication of Theorem 26 is that for the class of structures (22) 
An algorithm based on the alternating projections method
Some structured low-rank approximation problems can be solved by an algorithm based on the alternating least squares method. Consider the approximate deconvolution problems
It is equivalent to the problem
The alternating projections algorithm, see Algorithm 1, is based on the fact that problem (24) is a standard least squares problem for given u and for given h. Minimizing alternatively over h with u fixed to its value from the previous iteration step, and over u with h fixed its value from the previous iteration step, we obtain a sequence of k := k + 1.
4:
Solve the least squares problem in u
Solve the least squares problem in h
6:
Output: A locally optimal solution h * := h (k) , u * := u (k) , and y * := y (k) of (23).
Generalizations and related problems
In the previous sections we reviewed the structured low-rank approximation problem and some of its applications. In this section, we describe other approximation problems that generalize the basic unstructured low-rank approximation problem by considering alternative cost functions, extra constraints on the approximant, and alternative data structures.
We review also the related problems of rank minimization and structured pseudospectra.
Weighted low-rank approximation
The motivation for the weighted low-rank approximation problems, i.e., Problem 4 with weighted norm · W , is to compute the maximum likelihood estimator in the errors-in-variables setting, see Proposition 6. As the structured low-rank approximation problem, the weighted low-rank approximation problem is, in general, NP-hard and local optimization methods are used for its solution. A class of methods, following the variable projections approach, is described in [MMH03] . An alternative approach that is based on the alternating projections method is popular in chemometrics, where the problem is known as the maximum likelihood principal component analysis
The problem is treated in the work of Manton, where it is viewed as an optimization problem on a Grassman manifold (set of matrices with a certain specified rank). In [MMH03] a kernel representation is employed and a new class of algorithms is developed for solving it.
Nonnegative low-rank approximation
A low-rank approximation problem with nonnegativity constraint
arises in Markov chains [VWD06] and image mining [LS99] . Using the image representation, we obtain the following equivalent problem
Then an alternating projections algorithm, see Algorithm 2, can be used for its solution. If in (25) · is the Frobenius norm, then on each iteration step of the algorithm two least squares problems with nonnegativity constraint (i.e., standard optimization problems) are solved.
Kernel mapping for a second order model fitting
A static second order model B in R d is a (hyper) ellipsoid, paraboloid, or hyperboloid in R d . The model B can be represented algebraically as the solution set of a second order equation k := k + 1.
4:
Solve:
Solve: P (k) := arg min P D − PL (k) subject to P i j ≥ 0, for all i, j. we can assume (without loss of generality) the normalization θ = 1.
Next we define a second order model data fitting problem that is optimal in terms of an algebraic distance measure. Assuming that the data point d is exact, we have
where ⊗ s is defined by the identity
Then, for a set of exact points
i.e., the extended data matrix D ext is rank deficient.
For measured data, with probability one, the data points do not satisfy a second order model. Equivalently, the matrix D ext is full rank. Therefore, an approximation is needed. The algebraic fitting problem is the one of approximating D ext by a low-rank matrix in the Frobenius norm. We established a link between algebraic fitting by a second order model and unstructured low-rank approximation for a matrix obtained from the data by a nonlinear transformation.
Proposition 28. Problem 27 is equivalent to the SLRA problem with · = · 2 , unstructured data matrix
and rank reduction by one.
The solution of Problem 27, given by Proposition 28 is closely related to the kernel principal component analysis method [SSM99] . In kernel principal component analysis, the given data is mapped to a higher dimensional space by a given nonlinear mapping (called the feature mapping) and unstructured low-rank approximation is done on the transformed data.
Rank minimization
Approximate modeling is a tradeoff between fitting accuracy p − p and model complexity rank S ( p) . Two possible scalarizations of the bi-objective optimization are:
• low-rank approximation: maximizing the fitting accuracy under a constraint r on the complexity, and
• rank minimization: minimize the complexity under a constraint γ on the fitting accuracy, i.e.,
The optimal cost function values and corresponding constraint levels of both problems describe the same trade-off curve of Pareto optimal solutions. Therefore an algorithm for solving one of the problems can solve the other problem by using bijection.
In [Faz02] , two heuristic methods for solving the rank minimization problem are presented. They are similar to the 1 -heuristic for obtaining sparse least norm solutions.
Structured pseudospectra
Let Λ(A) be the set of eigenvalues of A ∈ C n×n , and M be the set of structured matrices M := { S (p) | p ∈ R n p }, with a given structure specification S . The structured pseudospectra [Gra06, TE99] of A is defined as follows:
Using, Λ ε (A) one can determine the structured distance of A to singularity
This is a special structured low-rank approximation problem for square data matrix and rank reduction by one.
Conclusions
We reviewed the structured low-rank approximation problem from the data fitting point of view. The abstract rank constraint is related to the existence of a linear model that fits the data. If, in addition to being low-rank, the data matrix is Hankel structured, then the fitting model, in addition to being linear, is time-invariant dynamic. In the special case of unstructured low-rank approximation the model is static. A commonly used method to achieve lowrank approximation is to solve approximately an overdetermined linear system of equations, e.g., in the total least squares sense. This approach, however, imposes an additional input/output structure on the model that might not be relevant in the application at hand.
There are numerous applications of structured low-rank approximation in system theory, signal processing, and computer algebra. The data matrix is block structured where each of the blocks is either block-Hankel, unstructured, or fixed. The model being multivariable implies that the data matrix is block-Hankel structured with unstructured block elements. The model being multidimensional implies that the data matrix is block-Hankel structured with
Hankel structured block elements. We reviewed algorithms for solving low-rank approximation problems, based on the variable projections and alternating projections methods.
Finally we showed generalizations and related problems. The generalizations consider different approximation criteria, constraints on the data matrix, and data structures. Closely related to structured low-rank minimization are the rank minimization and the structured pseudo-spectra problems.
A Kernel, image, and input/output representations Linear static models
A static model B with d variables is a subset of R d . Three basic representations of B are the kernel, image, and input/output ones:
• kernel representation B = ker(R), with R ∈ R p×d ,
• image representation B = image(P), with P ∈ R d×m , and
• input/output representation
with parameters X ∈ R m×p and a permutation matrix Π.
If the parameter Π in an input/output representation is not specified, then by default it is Π = I, i.e., the first m variables TLS, or any other method is equivalent to solving a low-rank approximation using an input/output representation.
If the parameters R, P, and X describe the same system B, then they are related. Let Π = I and define the partitionings R =: R i R o , where R o ∈ R p×p and P =: In an image representation image(P) = B, the columns of P are generators of the subspace B. In a kernel representation RB = 0, the rows of R are annihilators of B. The parameters R and P are not unique due to:
1. non-minimality of the set of annihilators/generators of B, and 2. change of basis: ker(R) = ker(UR), for all U, det(U) = 0; and image(P) = image(PV ), for all V , det(V ) = 0.
The smallest possible col dim(P), such that image(P) = B is m := dim(B)-the number of inputs of B. With col dim(P) = m, the columns of P form a basis for B. The smallest possible row dim(R), such that ker(R) = B is p := d − m-the number of outputs of B. With row dim(R) = p, the rows of R form a basis for the orthogonal complement B ⊥ of B. Therefore, without loss of generality we can assume that P ∈ R d×m and R ∈ R p×d .
In general, many input/output partitions of the variables w are possible. Choosing an input/output partition amounts to choosing a full rank p × p submatrix of R or a full rank m × m submatrix of P. Often there is no a priori reason to prefer one partition over another. Thus AX ≈ B is often not a natural starting point for data modeling.
Linear time-invariant dynamic models
A discrete-time dynamic model B with w variables is a subset of (R w ) N , the set of all functions from the variable space R w to the time axis N := { 1, 2, . . . }. By definition, a model B is LTI if B is a shift-invariant subspace of (R w ) N .
Let B be LTI with m inputs, p outputs, of order n, and lag l, then the restriction B T of B to the interval [1, T ] has dimension dim B T ≤ mT + n ≤ mT + pl, for T ≥ l.
The number dim(B T ) is a measure of the model complexity: the larger dim(B) is, the more complicated the model is. Therefore, the complexity of B can be specified by the pair (m, n) or alternatively by the pair (m, l). We use the notation L w m,l for the LTI model class with bounded complexity: m or less inputs and lag at most l.
Three common representations for LTI model are: 
B Proofs
Proof of Proposition 6
Proof of Proposition 18
The problem is equivalent to the approximate realization problem, see [MWVD06, Section 11.4 ].
Proof of Proposition 20
The proposition follows from the equivalence w ∈ B T and B ∈ FIR m,l ⇐⇒ rank 
Proof of Proposition 23
The proposition follows from the equivalence y ∈ B T , B ∈ L p 0,l and B( R) = B is palindromic ⇐⇒ rank (H l+1 ( y) + T l+1 ( y)) ≤ m(l + 1).
In order to show it, let B(R), with R(z) = ∑ l i=0 z i R i full row rank, be a kernel representation of B ∈ L 0,l . Then y ∈ B T is equivalent to R 0 R 1 · · · R l H l+1 ( y) = 0. If, in addition, R is palindromic, then
Therefore,
Equivalently, rank H l+1 ( y) + T l+1 ( y) = lp.
Proof of Proposition 25
The proposition follows from the Sylvester test for co-primness of two scalar polynomials c = GCD( a, b) and degree( c)
