In this paper, we present a hybrid algorithm based on cuckoo search algorithm to solve the single machine total weighted tardiness (SMTWT) scheduling problems with sequence dependent setup times which have been proved to be strongly NP-hard. Three different dispatching rules are incorporated with the initial random solutions of the cuckoo search (CS) algorithm to improve the solution quality. Computational results show that the proposed algorithm is very competitive to many metaheuristic algorithms in the literature.
Introduction
Scheduling plays an important role in manufacturing system to improve the performance. The limited resources are allocated over time to perform a collection of tasks in scheduling to optimise one or more objective function. The different types of scheduling environments can be found from Baker (1974) . Many research works in scheduling have dealt with makespan as the objective function. But the due date related problems are much important in today's competitive environment (Dhingra and Chandna, 2010) . This paper considers the SMTWT scheduling problems with sequence dependent setup times. Kanet (1981) studied the single machine scheduling problem for minimising the sum of deviations from a common due date. He presented a polynomially bounded matching algorithm for the problem. Hoogeveen and Van de Velde (1991) proved the single machine scheduling problem with sequence dependent setup time was NP -hard. As enumeration methods cannot be used to obtain optimal solutions for these problems, researchers have applied many heuristics and metaheuristics like ant colony optimisation (ACO), genetic algorithm (GA), particle swarm optimisation (PSO), tabu search (TS), simulated annealing (SA), and memetic algorithm (MA) to solve these problems. Rubin and Ragatz (1995) proposed a GA to solve the single machine total tardiness scheduling problems with sequence dependent setup times. Lee and Kim (1995) presented a parallel GA to solve the earliness tardiness job scheduling problem with general penalty weights. Lee et al. (1997) proposed a constructive heuristics for the SMTWT scheduling problems with sequence dependent setup times. James (1997) developed a TS algorithm for solving the common due date early/tardy machine scheduling problem. Tan and Narasimhan (1997) proposed a SA algorithm for minimising tardiness on a single processor with sequence dependent setup times. Tan et al. (2000) also considered the single machine scheduling problem with sequence dependent setup times to minimise the total tardiness. They compared the performance of four different algorithms namely; branch-and-bound, genetic search, SA and random-start pair wise interchange algorithms. França et al. (2001) proposed a MA and also a GA for the total tardiness single machine scheduling problem. Gagne et al. (2002) developed an ACO algorithm for the single machine scheduling problem with sequence-dependent setup times. Feldmann and Biskup (2003) solved the single machine scheduling problems by evolutionary strategy, SA and threshold accepting approaches to minimise the weighted sum of earliness and tardiness. Liao and Juan (2007) developed an ACO algorithm. They introduced a new parameter for initialising the pheromone trails. They also adjusted the timing of applying local search in their work. Valente and Alves (2008) have developed a beam search algorithm for the single machine scheduling problem with sequence dependent setup times. A discrete differential evolution algorithm was proposed by Tasgetiren et al. (2009) . The performance of the algorithm was enhanced by applying different constructive heuristics. Anghinolfi and Paolucci (2009) developed a discrete PSO algorithm to solve the SMTWT scheduling problems with sequence dependent setup times. Ying et al. (2009) addressed an effective iterated greedy algorithm to solve single machine problems with sequence dependent setup times minimising the total weighted and un-weighted tardiness. A hybrid GA was proposed by Zhou et al. (2009) to minimise weighted tardiness in job shop scheduling problems. Valente and Schaller (2010) proposed an improved heuristics to minimise linear earliness and quadratic tardiness costs of single machine scheduling problems. Mahdavi Mazdeh et al. (2010) proposed three heuristic algorithms based on TS. Recently, Ahmadizar and Hosseini (2011) have proposed an ACO algorithm for the SMTWT scheduling problems with sequence dependent setup times.
Cuckoo search (CS) algorithm is a recently developed population-based metaheuristic algorithm developed by Yang and Deb (2009) . Yang and Deb (2010) have also solved various optimisation problems using the CS algorithm. Noghrehabadi et al. (2011) applied a power series and CS optimisation algorithm to compute buckling of micro fixed-fixed beams. Valian et al. (2011) have developed an improved CS algorithm for training feed forward neural networks for two benchmark classification problem. They also suggested a proper strategy for tuning the CS parameters. Divya et al. (2011) proposed a cuckoo-based particle approach to achieve energy efficient wireless sensor network and multimodal objective functions. Recently, Marichelvam (2012) presented an improved hybrid cuckoo search (HCS) metaheuristic algorithm for permutation flow shop scheduling problems to minimise makespan. From the literature review one can easily understand that the application of the CS algorithm for the scheduling problems is very limited. Hence, in this paper an attempt is made to solve the SMTWT scheduling problems with sequence dependent setup times using a HCS algorithm.
The remainder of the paper is presented as follows. Problem definition is given in Section 2. The proposed HCS algorithm is described in Section 3. Computational results are given in Section 4. Conclusions and future research opportunities will be discussed in Section 5.
Problem definition
The problem of scheduling N jobs on a single machine with sequence dependent setup time is considered in this paper. The problem may be stated as follows. A set of n jobs {J 1 , J 2 , …, J n } are available to be scheduled on a single machine. Each job has a processing time P j with a due date d j . The weight for each job is w j and the setup time is s ij . The setup time takes place when a job j immediately follows job i in the processing sequence. The tardiness of job j is T j . The single machine total weighted tardiness problem with sequence dependent setup time is generally expressed as 1/ / .
All these values are assumed to be non-negative integers. The mathematical model for the single machine total weighted tardiness scheduling problems with sequence dependent setup time is presented below. The model is due to Ahmadizar and Hosseini (2011) . The following assumptions are made in this work.
1 the machine can process one job at a time 2 all jobs are available at time zero 3 each job is processed only once on the machine 4 no job pre-emption is allowed 5 job processing times and due dates are known in advance 6 due date is common for all jobs and is restrictive.
π is a processing sequence of jobs such that π = {π(0), π(1), …, π(n), where π m is the index of job m in the processing sequence and π(0) is a dummy job and hence π(0) = 0. The completion time of the job scheduled at the k th position may be calculated as follows.
( )
The tardiness of job π(k) in the k th position of the sequence is:
A novel HCS algorithm
For the past two decades researchers concentrated on many metaheuristic algorithms like GA, TS, SA, MA and PSO to solve the SMTWT scheduling problems with sequence dependent setup times. The CS algorithm is a recently developed metaheuristic algorithm. It has been developed by simulating the intelligent breeding behaviour of cuckoos. It is a population-based search algorithm like GA and PSO. The CS algorithm has been applied to solve different optimisation problems discussed in Introduction. But the applications of the CS algorithm to the scheduling problems are very limited. Hence in this paper, an attempt is made to apply the CS algorithm to solve the NP-hard type SMTWT scheduling problems with sequence dependent setup times. Moreover, in order to improve the solution quality, three different dispatching rules are incorporated with the initial solutions in the CS algorithm.
Proposed CS algorithm
CS is a new nature -inspired metaheuristic algorithm developed by Yang and Deb (2009) . CS algorithm was inspired by the obligate brood parasitic behaviour of some cuckoo species in combination with the Lévy flight behaviour of some birds and fruit flies in nature. The following three idealised rules are considered for describing the CS algorithm.
1 each cuckoo lays one egg (solution) at a time, and dumps its egg in a randomly chosen nest 2 the best nests with high-quality eggs (solutions) will carry out to the next generation 3 the egg laid by a cuckoo can be discovered by the host bird with a probability P a and a nest will then be built.
For minimisation problems the quality or fitness function value may be the reciprocal of the objective function. Each egg in a nest represents a solution and the cuckoo egg represents a new solution. The better solutions are replacing the worse solutions. The
Pseudo code of the CS algorithm was given by Yang and Deb (2009) . The Pseudo code is depicted in Figure 1 . 
where α > 0 is the step size which should be related to the scales of the problem of interests. The value of α may be used as 1. The above equation is the stochastic equation for random walk. A random walk is a Markovian process in which the next iteration depends on the current iteration and the transition probability. The product ⊗ means entry-wise multiplication (or the Hadamard product). Entry-wise multiplication is not the usual inner production. In the entry-wise multiplication each term and entry are considered individually. The random walk via Lévy flight is more efficient in exploring the search space. The random step length is drawn from the following Lévy distribution.
This has an infinite variance with an infinite mean. The Lévy flight provides a cuckoo with a random walk that has a power law step length distribution with a heavy tail. Some of the new solutions would be generated by Lévy walk around the best solution obtained so far, this will speed up the local search. However, a substantial fraction of the new solutions would be generated by far field randomisation and whose locations should be far enough from the current best solution, this will make sure the system will not be trapped in a local optimum (Yang and Deb, 2009) . When a solution is in infeasible region, this is managed by applying the constraints using penalty methods. So, when a constraint is violated, the objective will be penalised (with a very high value). In the CS algorithm, solutions are generated first, and then evaluate the objective and constraints so as to see if the solutions are feasible and improve or not.
Lévy flights
In nature, animals search for food in a random manner. In general, the foraging path of any animal is effectively a random walk because the next move is based on the current location and the transition probability to the next location. The direction of movement depends implicitly on a probability which can be modelled mathematically. The Lévy flights model involves a lot of small steps, interspersed with occasional very large excursions. Lévy flights are a random walk whose step length is drawn from Lévy distribution (Yang and Deb, 2011) . The foraging path is very important as the stopping points of a Lévy flight are fractal (scale invariant is the main point here), and in complex ecosystems the distribution of food is also fractal (i.e., there are some large areas without food). To avoid spending too much time in such unproductive areas, animals need to develop search strategies that generate a fractal distribution of stopping points. Lévy flights have this property. The turning points and the trajectory of the Lévy flights are presented in Figure 2 . 
HCS algorithm for SMTWT scheduling problems
In most of the metaheuristics, the initial solutions are generated randomly. Vallada et al. (2008) prove that the dispatching rules would improve the solution quality for single machine scheduling problems to minimise tardiness. Hence, in this paper we attempt to incorporate three dispatching rules namely, the shortest processing time (SPT) rule, longest processing time (LPT) rule and earliest due date (EDD) rule with the initial random solutions to enhance the solution quality for the SMTWT scheduling problems with sequence dependent setup times. In the SPT rule, jobs are scheduled in the non-decreasing order of their processing times. But, in the LPT rule jobs are scheduled in the decreasing order of their processing times. According to EDD rule jobs are processed according to EDDs (Kim, 1993) .
Solution representation
Each sequence of jobs is considered as a nest. The objective function is minimisation of tardiness. Three solutions are generated by using the dispatching rules and the remaining solutions are generated randomly.
For example, consider a 20 job problem. For this problem, 3 solutions are generated by using the dispatching rules and the remaining 17 solutions are generated randomly. A solution is represented graphically as shown in Figure 3 . 
Computational results
The HCS algorithm is coded in C++ and run on a PC with an Intel Core Duo 2.4 GHz CPU, 2 GB RAM, running Windows XP.
Design of experiments
To evaluate the performance of the proposed algorithm, design of experiments is carried out with different parameter settings. Table 1 gives the factor levels for the design of experiments to define the production systems. In this paper, we conduct 4 × 3 × 4 × 4 × 3 = 576 experiments to compare the performance of the proposed HCS algorithm with other metaheuristics. Each problem instance is replicated 20 times with different initial solutions. 
Comparison of different metaheuristics
The proposed HCS algorithm is compared with GA, SA, PSO, ACO, MA and CS algorithms. We use mean relative percentage deviation (MRPD) to measure the performance of the proposed algorithm. MRPD is calculated as follows.
where R is the number of runs (index b). We consider the computational time also for comparing the results. The MRPD comparison of different metaheuristics for different size problems is given in Table 2 . The mean computational time comparison of different algorithm for different size problem is presented in Table 3 . From Table 2 it is concluded that the HCS algorithm provides better results than ACO, CS, GA, MA, PSO and SA algorithms.
Evaluation of benchmark problems
In order to evaluate the performance of the proposed algorithm, the benchmark problems studied by Cicirello and Smith (2005) are also considered in this paper. The benchmark problem consists of 120 problems each with 60 jobs. From the 120 problems 25 problems are randomly selected and the HCS algorithm is applied to the problems. Ahmadizar and Hosseini (2011) have also considered the similar problems. The results obtained by the improved CS algorithm are compared with other metaheuristics addressed in the literature (ACO, CS, GA, MA, PSO and SA).
From the result table it is noted that the HCS algorithm improves the solution for the benchmark problems significantly. The table also indicates that the HCS algorithm improves the solution for 80% of benchmark problems. For remaining 20% problems all the metaheuristics yield similar results. The MRPD obtained by the HCS algorithm for the benchmark problem is shown in Figure 4 . 
Conclusions and future research
In this paper, a HCS algorithm is presented to solve the single machine total weighted tardiness scheduling problems with sequence dependent setup times. We incorporate three dispatching rules for initialisation so as to improve the solution quality. The proposed algorithm has been tested on benchmark problems taken form the literature and compared with other metaheuristics. Extensive computational experiments on a wide range of problem sets show that the proposed algorithm outperforms many other metaheuristics. Moreover, the proposed algorithm illustrates the significance of the dispatching rules. The proposed algorithm is applied to solve scheduling problems with single objectives only. It would be interesting to apply the CS algorithm for other type of scheduling problems. The algorithm may also be extended to solve multi-objective scheduling problems.
