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Abstract Concise complexity analyses are presented for simple trust region al-
gorithms for solving unconstrained optimization problems. In contrast to a tra-
ditional trust region algorithm, the algorithms considered in this paper require
certain control over the choice of trust region radius after any successful iteration.
The analyses highlight the essential algorithm components required to obtain cer-
tain complexity bounds. In addition, a new update strategy for the trust region
radius is proposed that offers a second-order complexity bound.
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1 Introduction
We analyze a trust region framework for solving the smooth optimization problem
min
x∈Rn
f(x), (1.1)
where f : Rn → R. Since trust region methods have been extensively studied and
analyzed, let us immediately discuss the contributions of this paper.
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1.1 Contributions
We show in Section 2.3 that explicitly connecting the trust region radius with the
norm of the gradient of f allows for a concise first-order complexity analysis of
a trust region method. This method is, in fact, a specific instance of the general
framework considered in [5,6,8]. Our analysis, however, is simpler since we do not
consider such a general framework. In addition, to the best of our knowledge, our
presentation is the first to highlight the essential aspects needed to obtain a first-
order complexity bound. In Section 2.4, we propose a new update strategy for the
trust region radius that allows one to obtain a second-order complexity bound. In
Section 2.5, we contrast the aforementioned strategies with one that offers better
complexity bounds, but has some practical disadvantages.
1.2 Notation and Assumption about the Objective Function
We use R to denote the set of real numbers, R+ (respectively R++) to denote
the set of nonnegative (respectively positive) real numbers, Rn to denote the set
of n-dimensional real vectors, and Rm×n to denote the set of m-by-n-dimensional
real matrices. The set of natural numbers is denoted as N := {0, 1,2, . . . }.
We denote g := ∇f : Rn → R and H := ∇2f : Rn → Rn×n. For all k ∈ N, we
let xk denote the kth iteration computed by the trust region method. For brevity,
we append k ∈ N as a subscript to a function to denote its value at the kth iterate
xk, e.g., fk = f(xk), gk = g(xk), and Hk := H(xk). Given Hk, we let λk := λk(Hk)
denote the leftmost eigenvalue of Hk, and (λk)− := min{0, λk}, i.e., (λk)− is the
negative part of λk. Finally, for v ∈ Rn, we use ‖v‖ to denote the two-norm of v.
The following assumption on the objective function is made throughout.
Assumption 1.1 The function f : Rn → R is twice continuously differentiable with
Hessian function H being Lipschitz continuous, i.e., there exists a constant L ∈ R++
such that ‖H(x)−H(y)‖ ≤ L‖x−y‖ for all (x, y) ∈ Rn×Rn. In addition, the function f
is bounded below, i.e., there exists finf ∈ R such that f(x) ≥ finf for all x ∈ Rn.
2 A Trust Region Algorithm
In this section, we present and analyze trust region algorithms, the framework for
which is formally stated in Section 2.1. The key results needed to perform most
of our complexity analyses are stated and proved in Section 2.2. Using these key
results, we establish a first-order complexity result in Section 2.3 and a second-
order complexity result in Section 2.4. Specific strategies employed to obtain these
complexity results are stated in each subsection. We end by considering an in-
stance with a fixed trust region radius in Section 2.5 that has advantages and
disadvantages vis-a`-vis these other strategies.
2.1 The Algorithm
We study the trust region method stated as Algorithm 1. During the kth iteration,
given a trust region radius δk ∈ R++, the algorithm computes an approximate
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solution sk ∈ Rn to the trust region subproblem
min
s∈Rn
{
mk(s) := fk + g
T
k s+
1
2s
THks
}
s.t. ‖s‖ ≤ δk. (2.1)
To facilitate a unified first- and second-order complexity analysis, when λk < 0 we
allow in Step 6 the radius to be set as either δk ← γk‖gk‖ or δk ← γk|(λk)−|. For
this reason, it will be convenient for our analyses to refer to the index sets
Kg := {k ∈ N : δk ← γk‖gk‖ in either Step 6 or Step 8}
and KH := {k ∈ N : δk ← γk|(λk)−| in Step 6}.
Note that λk < 0 for all k ∈ KH due to Step 5. We define an approximate solution
to (2.1) in terms of a Cauchy point that applies to our setting, i.e., a vector that
ensures that the model mk is sufficiently reduced. Specifically, if uk denotes a unit
eigenvector corresponding to λk scaled by ±1 so that gTk uk ≤ 0, then with
vk :=
{
−gk if k ∈ Kg
uk if k ∈ KH ,
(2.2)
the Cauchy point sck is defined as
sck := tkvk, where tk := argmin
t≥0
mk(tvk) s.t. ‖tvk‖ ≤ δk. (2.3)
We say that any sk satisfying mk(sk) ≤ mk(sck) and ‖sk‖ ≤ δk is a valid choice for
an approximate solution to problem (2.1).
The updates for setting xk+1 and γk+1 depend on the ratio of the decrease
in f to the decrease predicted by the model mk, as denoted by ρk in Step 11. If ρk
is larger than a pre-specified value η ∈ (0,1), then xk+1 ← xk + sk and any value
for γk+1 satisfying γk+1 ∈ [γ, γ¯] with 0 < γ ≤ γ¯ < ∞ may be used. In this event,
the iteration is said to be successful. On the other hand, if ρk < η, then xk+1 ← xk
Algorithm 1 Trust region algorithm
1: Input an initial estimate x0 ∈ Rn of a solution to (1.1).
2: Choose parameters (γc, η) ∈ (0, 1) × (0, 1) and 0 < γ ≤ γ¯ <∞.
3: Choose γ0 ∈ [γ, γ¯].
4: for k = 0, 1, 2, . . . do
5: if λk < 0 then
6: Set either δk ← γk‖gk‖ or δk ← γk|(λk)−|.
7: else
8: Set δk ← γk‖gk‖.
9: end if
10: Find any trial step sk that satisfies ‖sk‖ ≤ δk and mk(sk) ≤ mk(s
c
k).
11: Set
ρk ←
fk − f(xk + sk)
mk(0)−mk(sk)
.
12: if ρk ≥ η, then
13: Set xk+1 ← xk + sk and choose any γk+1 ∈ [γ, γ¯]. (⊲) successful
14: else
15: Set xk+1 ← xk and γk+1 ← γcγk. (⊲) unsuccessful
16: end if
17: end for
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and γk+1 ← γcγk with γc ∈ (0,1); the iteration is said to be unsuccessful. It will be
helpful for the analysis to define the sets of successful and unsuccessful iterations:
S := {k ∈ N : ρk ≥ η} and U := {k ∈ N : ρk < η}. (2.4)
We now turn to the key results that are needed in our analyses.
2.2 Key Results Needed for Complexity Analyses
We start by making the following assumption on the iterates.
Assumption 2.1 The Hessian function H is uniformly bounded over the sequence of
iterates, i.e., for some κ ∈ R+ and all k ∈ N, it holds that ‖Hk‖ ≤ κ.
Note that Assumption 2.1 is implied by Assumption 1.1 any time {xk} is con-
tained in a bounded set, which is a common assumption used in some analyses.
Our first result gives the decrease in mk guaranteed by the Cauchy point.
Lemma 2.2 For all k ∈ N, the trial step sk satisfies
mk(0)−mk(sk) ≥
{
1
2 min
{
(1 + κ)−1, γk
}‖gk‖2 if k ∈ Kg ,
1
2γ
2
k |(λk)−|3 if k ∈ KH .
(2.5)
Proof First, suppose that k ∈ Kg , which implies that vk = −gk in the definition of
the Cauchy point in (2.3). In this case, it follows from the decrease guaranteed by
the Cauchy point [2, Theorem 6.3.1], δk ← γk‖gk‖, and Assumption 2.1 that
mk(0)−mk(sck) ≥ 12‖gk‖min
{ ‖gk‖
1 + ‖Hk‖
, δk
}
≥ 12 min
{
1
1 + κ
, γk
}
‖gk‖2.
The result (2.5) follows from this fact andmk(sk) ≤ mk(sck), as required in Step 10.
Second, suppose that k ∈ KH , which implies that vk = uk in the definition
of the Cauchy point in (2.3); recall that uk denotes a unit eigenvector of Hk
corresponding to λk scaled by ±1 so that gTk uk ≤ 0. By combining this with
k ∈ KH so that δk ← γk|(λk)−| with λk < 0, (2.2), and (2.3) we obtain
min
t≥0
mk(tuk) s.t. ‖tuk‖2 ≤ δk = γk|(λk)−|
= min
t≥0
fk + g
T
k (tuk) +
1
2(tuk)
THk(tuk) s.t. t ≤ γk|(λk)−|
= min
t≥0
fk + tg
T
k uk +
1
2 t
2λk s.t. t ≤ γk|(λk)−|.
Since gTk uk ≤ 0 and λk < 0, the minimum occurs at tk = γk|(λk)−|, which combined
with mk(xk) ≤ mk(sck) in Step 10 of Algorithm 1 yields
mk(sk) ≤ mk(sck)
= min
t≥0
mk(tuk) s.t. ‖tuk‖2 ≤ δk = γk|(λk)−|
= mk(tkuk) = fk − γkλkgTk uk − 12γ2k |(λk)−|3
≤ fk − 12γ2k |(λk)−|3 = mk(0)− 12γ2k |(λk)−|3.
Hence, the reduction in mk obtained by sk is bounded as in (2.5). ⊓⊔
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We now bound the difference between the objective function and its model.
Lemma 2.3 For all k ∈ N, the error in the model mk at sk can be bounded as
| f(xk + sk)−mk(sk)| ≤
{
κγ2k‖gk‖2 if k ∈ Kg,
1
6Lγ
3
k |(λk)−|3 if k ∈ KH .
Proof If k ∈ Kg , the result follows from [2, Theorem 6.4.1], Assumption 2.1, and the
fact that δk ← γk‖gk‖ for k ∈ Kg. If k ∈ KH , the result follows fromAssumption 1.1,
[2, Theorem 3.1.5], and the fact that δk ← γk|(λk)−| for k ∈ KH . ⊓⊔
We can now give a uniform lower bound on {γk} that is independent of k.
Lemma 2.4 For all k ∈ N, it holds that
γk ≥ γmin := min
{
γ,
γc
1 + κ
,
γc(1− η)
2κ
,
3γc(1− η)
L
}
∈ (0, 1). (2.6)
Proof For a proof by induction, we first note that γ0 ≥ γ ≥ γmin by the choice
for γ0 in Algorithm 1, so that (2.6) holds when k = 0. Next, supposing that (2.6)
holds for k, we proceed to show that it also holds with k replaced by k + 1.
Case 1: γk > min {1/(1 + κ), (1− η)/(2κ),3(1− η)/L}. In this case, it holds that
γk+1 ≥ min{γ, γcγk} ≥ min
{
γ, γc/(1 + κ), γc(1− η)/(2κ),3γc(1− η)/L
} ≡ γmin,
meaning that (2.6) holds with k replaced by k + 1 as claimed.
Case 2: γk ≤ min {1/(1 + κ), (1− η)/(2κ),3(1− η)/L}. We must consider two subcases.
First, suppose that k ∈ Kg. It follows from the definition of ρk, Lemma 2.3,
and Lemma 2.2 that
|ρk − 1| = | f(xk + sk)−mk(sk)|mk(0)−mk(sk)
≤ 2κγ
2
k‖gk‖2
min
{
(1 + κ)−1, γk
}‖gk‖2 = 2κγk ≤ 1− η,
which implies that ρk ≥ η, i.e., that k ∈ S. Second, suppose that k ∈ KH . It
follows from Lemma 2.3 and Lemma 2.2 that
|ρk − 1| =
| f(xk + sk)−mk(sk)|
mk(0)−mk(sk)
≤ Lγ
3
k |(λk)−|3
3γ2k|(λk)−|3
=
Lγk
3
≤ 1− η,
which implies ρk ≥ η, i.e., that k ∈ S. In either subcase, it follows that k ∈ S.
Using k ∈ S, we have from Algorithm 1 that γk+1 ≥ γ ≥ γmin, so that (2.6)
holds with k replaced by k + 1 as claimed.
The result follows since we proved the inductive step in each case. ⊓⊔
The next result gives a refined bound on the decrease in the model mk for all
k ∈ N, as well as gives a bound on the decrease in f when k ∈ S.
Lemma 2.5 For all k ∈ N, the trial step sk satisfies
mk(0)−mk(sk) ≥
{
1
2γmin‖gk‖2 if k ∈ Kg,
1
2γ
2
min|(λk)−|3 if k ∈ KH .
(2.7)
In addition, with κmin :=
1
2ηγ
2
min, we have for all k ∈ N that
fk − fk+1 ≥
{
κmin‖gk‖2 if k ∈ Kg ∩ S,
κmin|(λk)−|3 if k ∈ KH ∩ S.
(2.8)
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Proof The lower bound (2.7) follows from Lemma 2.2 and Lemma 2.4, after ob-
serving that γmin ≤ γc(1 + κ)−1 ≤ (1 + κ)−1. The result (2.8) follows from (2.7)
and the fact that ρk ≥ η when k ∈ S. ⊓⊔
We now show that the maximum number of consecutive unsuccessful iterations
can be bounded. It is interesting to note that this result does not depend on the
specific manner in which δk is chosen in Step 6 or Step 8.
Lemma 2.6 The number of consecutive iterations in U is at most ⌈logγc( γminγ¯ )⌉ > 0.
Proof The update strategy for {γk} ensures that γk ≤ γ¯ for all k ∈ N. Also, it
follows from Lemma 2.4 that γk ≥ γmin for all k ∈ N. Since the update γk+1 ← γcγk
is used when k ∈ U , we must conclude that the maximum number of consecutive
iterations in U can be no larger than ⌈logγc(γmin/γ¯)⌉ > 0, as claimed. ⊓⊔
2.3 A Strategy with a Concise First-Order Complexity Analysis
In this section, our aim is to provide an upper bound on the maximum number
of iterations until the norm of the gradient falls below a threshold value, say
ǫg ∈ R++. For this reason, it will be convenient to define the sets
S1(ǫg) := {k ∈ S : ‖gk‖ > ǫg} and K1(ǫg) := {k ∈ N : ‖gk‖ > ǫg}.
Also, since we are currently interested in approximate first-order stationarity, it is
reasonable to use the following trust region radius update strategy.
Update 2.7 For any k ∈ N such that Step 6 is reached, we set δk ← γk‖gk‖.
Combining Update 2.7 with Step 8 shows that δk ← γk‖gk‖ for all k ∈ N so that
Kg = N and KH = ∅. (2.9)
The remaining results of this section assume that Update 2.7 is used.
We start by proving an upper bound on the size of the index set S1(ǫg).
Lemma 2.8 For any ǫg ∈ R++, the size of S1(ǫg) satisfies
|S1(ǫg)| ≤
⌊(
f0 − finf
κmin
)
ǫ−2g
⌋
. (2.10)
Proof We start by noting that S1(ǫg) ⊆ N = Kg because of (2.9). Combining this
with Assumption 1.1, monotonicity of {fk}, (2.8), and the definition of S1(ǫg) gives
f0 − finf ≥
∑
k∈S1(ǫg)
(
fk − fk+1
) ≥ κmin ∑
k∈S1(ǫg)
‖gk‖2 ≥ κminǫ2g|S1(ǫg)|.
The bound in (2.10) follows from this inequality. ⊓⊔
We obtain the complexity result by combining the last with Lemma 2.6.
Theorem 2.9 For any ǫg ∈ R++, the size of K1(ǫg) satisfies
|K1(ǫg)| ≤
⌈
logγc
(
γmin
γ¯
)⌉⌊(
f0 − finf
κmin
)
ǫ−2g
⌋
= O(ǫ−2g ).
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Proof The result follows by combining Lemma 2.8 and Lemma 2.6. ⊓⊔
We conclude this section by discussing how the trust region radius update con-
sidered in this section compares to a traditional strategy. In fact, the strategies are
the same for unsuccessful iterations since they both set δk+1 ← γcδk. However, if
k is a successful iteration, then a traditional strategy sets δtradk+1 ← max{γe‖sk‖, δk}
for some γe ≥ 1. This update is also allowed by Update 2.7 as long as
δtradk+1 ← max{γe‖sk‖, δk} ≡ max{γe‖sk‖, γk‖gk‖} ∈ [γ‖gk+1‖, γ¯‖gk+1‖].
In particular, this means that the traditional update is not allowed in two scenarios.
The first is when max{γe‖sk‖, γk‖gk‖} < γ‖gk+1‖. Since γe ≥ 1 and γ is intended to
serve as a lower-bound safeguard (e.g., a typical value might be 10−8 or smaller),
this scenario indicates that the accepted step sk and gradient gk are very small in
norm compared to the new gradient gk+1. But since ‖gk+1‖ being large means that
the next reduction in f could also be large with a relatively large step, we argue
that Update 2.7 makes sense. The second scenario in which the traditional update
is not allowed is when max{γe‖sk‖, γk‖gk‖} > γ¯‖gk+1‖. Since γe is moderate in
size (e.g., a typical value is γe = 2) and γ¯ is intended to serve as an upper-bound
safeguard (e.g., a typical value might be 108 or larger), this scenario indicates that
the previous radius is significantly larger than the size of the gradient at the new
iterate xk+1. Since an additional increase in the trust region radius does not seem
warranted, we again believe that Update 2.7 makes sense.
2.4 A Strategy with a Concise Second-Order Complexity Analysis
In this section, our aim is to provide an upper bound on the maximum number of
iterations until, given (ǫg, ǫH) ∈ R++ × R++, an iterate xk satisfies ‖gk‖ ≤ ǫg and
λk ≥ −ǫH . For this reason, it will be convenient to define the sets
S2(ǫg, ǫH) := {k ∈ S : ‖gk‖ > ǫg or |(λk)−| > ǫH}
and K2(ǫg, ǫH) := {k ∈ N : ‖gk‖ > ǫg or |(λk)−| > ǫH}.
Since we are now interested in approximate second-order optimality, and motivated
by the decrease in f guaranteed by (2.8) for successful iterations, in this section
we adopt the following trust region radius update strategy.
Update 2.10 For any k ∈ N such that Step 6 is reached, in which case λk < 0, set
δk ←
{
γk‖gk‖ if ‖gk‖2 ≥ |(λk)−|3,
γk|(λk)−| if ‖gk‖2 < |(λk)−|3.
The results of this section assume that Update 2.10 is used.
We first prove an upper bound on the size of the index set S2(ǫg, ǫH).
Lemma 2.11 For any (ǫg , ǫH) ∈ R++ ×R++, the size of S2(ǫg, ǫH) satisfies
|S2(ǫg, ǫH)| ≤
⌊(
f0 − finf
κmin
)
max
{
ǫ−2g , ǫ
−3
H
}⌋
. (2.11)
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Proof Combining Update 2.10 with Step 8, it follows that k ∈ Kg if and only if
‖gk‖2 ≥ |(λk)−|3 while k ∈ KH if and only if |(λk)−|3 > ‖gk‖2. Consider k ∈
S2(ǫg , ǫH) ∩ KH . By (2.8) and K ⊆ KH ,
fk − fk+1 ≥ κmin|(λk)−|3 ≥ κminmin{ǫ2g , ǫ3H}. (2.12)
Now consider k ∈ S2(ǫg, ǫH) ∩ Kg. By (2.8) and K ⊆ Kg,
fk − fk+1 ≥ κmin‖gk‖2 ≥ κminmin{ǫ2g , ǫ3H}. (2.13)
Combining (2.12), (2.13), Assumption 1.1, and monotonicity of {fk}, one finds
f0 − finf ≥
∑
k∈S2(ǫg,ǫH)
(fk − fk+1) ≥ κminmin{ǫ2g , ǫ3H}|S2(ǫg, ǫH)|,
which, after rearrangement, leads to (2.11).
This leads directly to our second-order complexity result.
Theorem 2.12 For any (ǫg , ǫH) ∈ R++ × R++, the size of |K2(ǫg, ǫH)| satisfies
|K2(ǫg, ǫH)| ≤
⌈
logγc
(
γmin
γ¯
)⌉⌊(
f0 − finf
κmin
)
max
{
ǫ−2g , ǫ
−3
H
}⌋
= O
(
max
{
ǫ−2g , ǫ
−3
H
})
.
Proof The result follows by combining Lemma 2.11 and Lemma 2.6. ⊓⊔
2.5 A Strategy with a Fixed Trust Region Radius
The strategy in Section 2.3 offers a complexity ofO(ǫ−2g ) for driving the norm of the
gradient below ǫg ∈ R++, which is consistent with the complexity of the strategy
in Section 2.4 when Kg = N or ǫH = ǫ2/3g . It is known, however, that certain
methods offer a complexity of O(ǫ−3/2g ); e.g., see [1]. Is it possible to design a trust
region radius strategy that leads to this complexity, and what are its advantages
and disadvantages compared to the strategies in Sections 2.3 and 2.4 that do not
offer the same complexity? This is the subject of discussion in this subsection.
A trust region method with an O(ǫ−3/2g ) complexity for achieving approximate
first-order stationarity was proposed and analyzed in [3]. This method can be seen,
along with that in [1], as a special case of the general framework in [4] for achieving
this order complexity. One can also derive a trust region method with a fixed trust
region radius that, with a concise analysis, leads to a O(ǫ−3/2g ) complexity. Let us
present this analysis now, which follows the lecture notes of Yinyu Ye.1
Under Assumption 1.1 and with β := 12L, it follows from [2, Theorem 3.1.6]
and [1, Equation (1.1)] that, for all (x, s) ∈ Rn × Rn,
‖g(x+ s)− g(x)−H(x)s‖ ≤ β‖s‖2 (2.14a)
and f(x+ s)− f(x) ≤ g(x)T s+ 12sTH(x)s+ 13β‖s‖3. (2.14b)
1 http://web.stanford.edu/class/msande311/lecture13.pdf
Concise Complexity Analyses for Trust-Region Methods 9
The algorithm that we consider here is one that, for all k ∈ N, sets δk ←
√
ǫ/β and
computes (sk, ξk) as a primal-dual solution of (2.1) satisfying
gk + (Hk + ξkI)sk = 0, (2.15a)
Hk + ξkI  0, (2.15b)
ξk ≥ 0, δk − ‖sk‖ ≥ 0, and ξk(δk − ‖sk‖) = 0. (2.15c)
This algorithm, unlike traditional methods, accepts all computed steps.
There are two situations to consider.
Case 1: If ξk ≤
√
ǫ, then (2.14a) and (2.15a) imply
‖gk+1‖ ≤ ‖gk+1 − (gk +Hksk)‖+ ‖gk +Hksk‖
≤ β‖sk‖2 + ξk‖sk‖ ≤ βδ2k + ξkδk =
ǫ
β
+
ξk
√
ǫ
β
≤ 2ǫ
β
.
Next, combining [7, page 370] and Assumption 1.1 we have |λk − λk+1| ≤
‖Hk − Hk+1‖ ≤ L‖sk‖, which with (2.15b) implies that λk+1 ≥ λk − L‖sk‖ ≥
−ξk − Lδk ≥ −
√
ǫ− L√ǫ/β = −3√ǫ. Overall, in iteration k + 1, one finds
‖gk+1‖ ≤ 2ǫβ and λk+1 ≥ −3
√
ǫ.
Case 2: If ξk >
√
ǫ, then we know from (2.15c) that ‖sk‖ = δk, which may then be
combined with (2.15a) and (2.15b) to conclude that
gTk sk +
1
2s
T
kHksk = − 12sTk (Hk + ξkI)sk − 12 ξk‖sk‖2 ≤ − 12 ξk‖sk‖2 = − 12 ξkδ2k.
This may, in turn, be used with (2.14b) to obtain
fk+1 − fk ≤ − 12 ξkδ2k + 13βδ3k = −
ξkǫ
2β2
+
ǫ3/2
3β2
≤ − ǫ
3/2
6β2
.
Letting K := {k ∈ N : ξk >
√
ǫ}, it follows that
f0 − finf ≥
∑
k∈K
(fk − fk+1) ≥ ǫ
3/2
6β2
|K|,
which means that |K| = O(ǫ−3/2).
Overall, we may conclude from these cases that the number of iterations un-
til ‖gk‖ ≤ ǫ and λk ≥ −
√
ǫ is at most O(ǫ−3/2). One advantage of the strategy
employed here is that one might be able to extend this strategy and analysis
to situations in which gk and Hk cannot be computed exactly in each iteration.
However, when gk and Hk are computable, there are clear costs to achieving this
improved complexity. First, this algorithm requires knowledge of β = 12L, which
is not always known in practice. Second, the algorithm requires exact subproblem
solutions. This restriction might be relaxed using ideas such as in [4], but one
cannot simply employ Cauchy steps as are allowed in the strategies in Sections 2.3
and 2.4. Third, the algorithm is dependent on the choice of ǫ, meaning that the de-
sired accuracy needs to be chosen in advance and even early iterations will behave
differently depending on the final accuracy desired. Finally, related to the third
point, having the trust region radii depend on ǫ, which is likely to be small, means
that the algorithm is likely to take very small steps throughout the optimization
process. This would likely lead to very poor behavior in practice compared to the
strategies in Sections 2.3 and 2.4, which are much less conservative.
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3 Conclusion
We have presented concise complexity analyses of some trust region algorithms. In
particular, by choosing the radius to be of the same size as the norm of the gradient,
we were able to prove a complexity result (Theorem 2.9) related to first-order
stationarity. For this case, although our method is a special case of the general
framework analyzed in [5,6,8], our analysis is simple and highlights the essential
aspects needed to obtain the complexity result. Next, we proposed a new update
strategy for the trust region radius that allowed us to to obtain a complexity result
(Theorem 2.12) for second-order stationarity. Finally, for comparison purposes, we
presented a concise analysis of a trust region method with a fixed radius.
It is unclear how to establish similar complexity results when a traditional trust
region radius update is used. For the first-order case, the reason is that, following
a successful iteration, it is possible that ‖gk+1‖ may become too large relative to
the trust region radius δk+1; traditional updating schemes do not appropriately
handle this possibility, whereas Update 2.7 does. For the second-order case, it is
similarly possible that max{‖gk+1‖, |(λk+1)−|} may become too large relative to
δk+1; traditional updating schemes do not account for this, but Update 2.10 does.
It follows from both Theorem 2.9 and Theorem 2.12 that limk→∞ ‖gk‖ = 0.
This analysis contrasts that of trust region methods that use a traditional radius
update strategy, whereby first a liminf result is proved, which is then used to
establish the limit result. In the case of Theorem 2.9, in which case Update 2.7 is
used, this can be explained by noting that the decrease in the objective function
during all successful iterations is proportional to ‖gk‖2 (cf. proof of Lemma 2.8),
which is not always true when a traditional radius update is used. In the case
of Theorem 2.12, in which case Update 2.10 is used, this can be explained by
noting that the decrease in the objective function during all successful iterations
is proportional to max{‖gk‖2, |(λk)−|3} (cf. proof of Theorem 2.11), which is not
always true when a traditional radius update is used.
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