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ABSTRACT
In virtual reality applications, where Ambisonic audio is
presented to the user binaurally (over headphones) in con-
junction with a head-mounted display, retained immer-
sion relies on congruence between the auditory and vi-
sual experiences. Therefore frontal accuracy of binaural
Ambisonic audio is an area of interest. A previously in-
troduced method for improving the frequency reproduc-
tion of Ambisonic binaural rendering of a specific direc-
tion, called directional bias equalisation, is here applied to
higher order Ambisonics and evaluated both numerically
and perceptually. This paper attempts to obtain the opti-
mal amount of directional bias, to find the best compro-
mise between improved frontal reproduction and reduced
lateral reproduction accuracy.
1. INTRODUCTION
Ambisonics is a method of generating, capturing and ren-
dering two or three-dimensional sound fields, first devel-
oped by Michael Gerzon in the 1970s [1]. It has enjoyed
a recent resurgence in popularity due to virtual reality ap-
plications, where Ambisonic audio can be presented to the
user binaurally [2, 3] in conjunction with a head-mounted
display, due to the relative ease of Ambisonic soundfield
rotation. In virtual reality scenarios however, it is im-
perative to maximise the coherence between audio in the
frontal direction and visuals in order to maintain immer-
sion.
Ambisonic reproduction can theoretically be perfect in
the centre of the loudspeaker array for frequencies up to the
‘spatial aliasing frequency’, falias. At frequencies above
falias however, the limited spatial accuracy of reproducing
a physical sound field with a finite number of transducers
produces artefacts such as localisation blur, reduced later-
alisation and comb filtering. Increasing the order of Am-
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bisonics delivers a more accurate soundfield reconstruc-
tion, but requires a greater number of channels and convo-
lutions in binaural rendering. One approach for improving
spectral reproduction of binaural Ambisonic rendering is
diffuse-field equalisation [4]. In a previous study, the au-
thors applied this technique to virtual loudspeaker binaural
Ambisonic decoders, which was shown to improve both
the spectral response over the sphere and predicted median
plane elevation localisation. However, it was evident there
still exists a definite and perceivable difference in timbre
between diffuse-field equalised binaural Ambisonic ren-
dering and HRTF convolution, even at 5th order Ambison-
ics.
Altering the diffuse-field equalisation method by con-
centrating the equalisation in one specific direction has
been shown to be possible by creating a hybrid of free-field
and diffuse-field equalisation. Reproduction in the desired
direction can then be made more accurate at the expense of
other directions, such that an infinite directional bias can
theoretically produce binaural Ambisonic audio equivalent
to HRTF convolution. This is referred to as directional bias
equalisation (DBE) [5]. DBE is a pre-processing stage that
can be implemented offline.
In the initial paper detailing the DBE method, evalua-
tion focused on application to 1st order Ambisonics with
only a numerical analysis presented. This paper follows
on from the first paper, extending the evaluation of the
technique to higher-order Ambisonics, with both a numer-
ical and perceptual evaluation. Here 1st, 3rd and 5th order
Ambisonics are investigated, with loudspeaker configura-
tions comprising 6, 26 and 50 loudspeakers respectively,
arranged in Lebedev grids [6] (for exact vertices, see [7]).
The 6 values of the bias factor  used in this paper are:
 = 1, 3, 5, 9, 17 and 33. Though DBE can increase the
fidelity of any desired direction, this paper will focus on
frontal bias at a direction of (✓, ) = (0 , 0 ), where ✓ and
  denote azimuth and elevation, respectively.
In this study Ambisonics was rendered binaurally with
mode-matching pseudo-inverse decoding using the Politis
Ambisonic library [8]. Three-dimensional full normali-
sation (N3D) and Ambisonic channel number (ACN) or-
dering was used throughout. Dual-band decoding was
implemented with Max rE weighting [9, 10] at frequen-
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(a)  = 1 (b)  = 3 (c)  = 5
(d)  = 9 (e)  = 17 (f)  = 33
Figure 1: Voronoi spheres demonstrating the directionally biased quadratures used in the first stage of DBE for the 6 values
of  used in this study.
cies above the spatial aliasing frequency, which in this
study was approximated according to [11, 12] as 670 Hz,
1870 Hz and 3070 Hz for 1st, 3rd and 5th order Am-
bisonics, respectively, calculated with a speed of sound
of 343 m/s and radius of the listening area as 9 cm
(the approximate radius of the Neumann KU 100 dummy
head). All head-related impulse responses (HRIRs) used
in this study were from the Bernschu¨tz Neumann KU 100
database [13]. All computation was carried out offline in
MATLAB version 9.3.0 - R2017b. All audio used was of
24-bit depth and 48 kHz sample rate.
2. DIRECTIONAL BIAS EQUALISATION
DBE is a two stage equalisation process. For a detailed ex-
planation of the DBE method, the reader is directed to the
original paper [5]. Here the method will be briefly sum-
marised. Firstly, a directionally biased quadrature (DBQ)
RMS response is calculated from the root-mean-square
(RMS) of the magnitude responses of a large number of
binaural Ambisonic renders, taken at locations over the
sphere. The quadrature is directionally biased by skewing
the z axis values according to  such that:
z  = (z↵ + 1)  1 (1)
The cartesian coordinates are then converted back to
spherical coordinates and rotated to the direction of bias.
In this study, Fibonacci quadrature with 1000 points is used
in DBQ RMS calculations, due to its relative even distri-
bution of points. The Voronoi sphere plots of the 6 val-
ues of  used in this paper are shown in Figure 1. With
no directional bias (see Figure 1a), points are evenly dis-
tributed over the sphere, which when equalised produces
an even RMS response of the binaural Ambisonic loud-
speaker configuration, theoretically equivalent to diffuse-
field equalisation [4].
The second stage of DBE is a directional bias HRTF
equalisation. In this study the direction of bias is chosen
as directly in front: (✓, ) = (0 , 0 ). As  increases, the
gain of the frontal bias HRTF g  increases such that:
g  = 1  e  110 (2)
The frontal bias HRTF filter is then convolved with the
DBQ RMS equalisation resulting in the final DBE filters.
Figure 2 presents the DBQ RMS responses, frontal bias
HRTFs, and resulting overall equalisation filters for 1st or-
der, with varying . To conserve space, 3rd and 5th or-
der plots have been omitted. As  increases, the DBQ re-
sponse closer resembles a frontal Ambisonic render, and
the frontal bias HRTF closer resembles a frontal HRTF.
3. NUMERICAL EVALUATION
To assess the effect of varying directional bias on the spec-
tral accuracy of binaural Ambisonic signals, a perceptually
motivated fast Fourier transfer (FFT) based spectral differ-
ence (PSD) model was used that takes into account vari-
ous features of human auditory perception [14]. The PSD
model weights input signals using ISO 226 equal loudness
contours [15] to account for the frequency-varying sensi-
tivity of human hearing, uses a sone scale to account for the
loudness-varying sensitivity of human hearing, and equiv-
alent rectangular bandwidth weightings to address how the
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Figure 2: Directionally biased quadrature responses, frontal bias HRTF equalisation and resulting overall equalisation
filters for 1st order Ambisonics with varying .
linearly spaced samples of an FFT do not accurately rep-
resent the approximately logarithmic frequency sensitivity
of the inner ear.
PSD between binaural Ambisonic renders and HRIRs
was calculated for all 3 tested orders of Ambisonics over
16,020 locations on the sphere, distributed using a 2 
Gaussian grid. Figure 3 shows the solid angle weighted
PSD value for each value of  for all tested orders of Am-
bisonics, with whiskers denoting the maximum and min-
imum PSD values. It is clear that increasing  reduces
the minimum PSD value whilst increasing the maximum
PSD value. At  = 33, the original HRTF is almost
perfectly reconstructed, even with 1st order Ambisonics.
However an interesting trend appears to suggest that with
increased Ambisonic order, the value of  needs to be
greater to achieve a similar minimum PSD. To observe how
PSD changes over the sphere with varying , 1st order
PSD plots are presented in Figure 4 (to reduce the over-
all amount of figures, 3rd and 5th order plots were omit-
ted). This shows how increasing the value of  produces
an improvement in spectral accuracy for the frontal direc-
tion with a reduction in lateral accuracy, which is in line
with expectations. 3rd and 5th order renders also follow
this pattern.
4. PERCEPTUAL EVALUATION
To assess the perceptual effect of varying , listening tests
were conducted using both simple and complex acoustic
scenes. Tests followed the multiple stimulus with hid-
den reference and anchors (MUSHRA) paradigm, ITU-R
BS.1534-3 [16], and were conducted in a quiet listening
room using a single set of Sennheiser HD 650 circum-aural
headphones and an Apple Macbook Pro with a Fireface
400 audio interface, which has software controlled input
and output levels. The headphones were equalised us-
ing a Neumann KU 100 from the RMS average of 11
impulse response measurements collected using Farina’s
swept sine technique [17]. Inverse filtering was achieved
using Kirkeby and Nelson’s least-mean-square regulariza-
tion method [18], with one octave smoothing implemented
using the complex smoothing approach of [19] and an in-
version range of 5 Hz–4 kHz. In-band and out-band reg-
ularization of 25 dB and  2 dB respectively was used to
avoid narrow peaks in the inverse filter, which are more
noticeable than notches [20]. 20 experienced listeners par-
ticipated, aged between 22 and 41, with no reported knowl-
edge of any hearing impairments.
4.1 Test Methodology
The simple scenes test comprised of a single pink noise
source. Two sound source locations were used: directly
in front of the listener at (✓, ) = (0 , 0 ), and directly to
the left of the listener at (✓, ) = (90 , 0 ). The reference
was a direct HRIR convolution, and low and mid anchors
were the reference low-passed at 3.5 kHz and 7 kHz, re-
spectively.
The complex scene was simulated by mixing a pink
noise burst with a diffuse soundscape. The noise burst con-
sisted of 0.5s burst followed by 0.5s of silence panned di-
rectly in front of the listener. The diffuse soundscape was
synthesised from 24 excerpts of a monophonic sound scene
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Figure 3: Solid angle weighted perceptual spectral difference between 16,020 binaural Ambisonic renders and HRIRs with
varying , for 1st, 3rd and 5th order Ambisonics. Whiskers denote maximum and minimum PSD values and NPP denotes
no pre-processing.
(a) 1st order,  = 1 (b) 1st order,  = 3 (c) 1st order,  = 5
(d) 1st order,  = 9 (e) 1st order,  = 17 (f) 1st order,  = 33
Figure 4: Perceptual spectral difference between 1st-order binaural Ambisonic renders and HRIRs over the sphere with
varying .
recording of a train station [21], each 5s long. The sound
scene excerpts were panned to the vertices of a spherical
24 pt. T-design quadrature [22], to ensure minimal overlap
between virtual loudspeaker positions in the binaural de-
coders and the sound sources in the complex scene. The
frontal noise was set as 3 dB RMS louder than the diffuse
soundscape to approximate a centre of attention. The refer-
ence comprised of a sum of direct HRIR convolutions and
the anchor a 0th order Ambisonic render. All test scenarios
were repeated once.
4.2 Results
Results data was tested for normality using the one-
sample Kolmogorov-Smirnov test, which showed all data
as non-normal. Results were therefore analysed using non-
parametric statistics. Figure 5 presents the simple scene
median scores for orders 1st, 3rd and 5th order Ambison-
ics with non-parametric 95% confidence intervals [23].
A Friedman’s ANOVA, conducted on simple scene data
from all orders and sound source locations, confirmed that
changing the value of  had a statistically significant ef-
fect on the perceived similarity to the HRTF reference
( 2(6) = 27.22, p < 0.01). The results support the the-
ory that increasing  improves the perceived similarity to
the HRTF reference for the frontal stimuli for all 3 tested
orders of Ambisonics, and reduces the similarity for the
lateral stimuli. This shows that DBE performs as expected
with simple scenes.
Figure 6 presents the complex scene median scores for
1st, 3rd and 5th order Ambisonics with non-parametric
95% confidence intervals [23]. A Friedman’s ANOVA,
conducted on complex scene data from all orders, again
confirmed that changing the value of  had a statistically
significant effect on the perceived similarity to the HRTF
reference ( 2(6) = 383.47, p < 0.01). Interestingly, the
results suggest that the diffuse sound was essentially ig-
nored, as results for the complex scene are similar to the
frontal stimuli in the simple scene, with increasing  pro-
ducing a higher perceived similarity to the HRTF refer-
ences for all 3 tested orders of Ambisonics.
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Figure 5: Median scores of the simple scene tests with non-parametric 95% confidence intervals. Scores indicate perceived
similarity to the HRIR reference. LA, MA and NPP denote low anchor, medium anchor and no pre-processing, respectively.
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Figure 6: Median scores of the complex scene tests with non-parametric 95% confidence intervals. Scores indicate per-
ceived similarity to the HRIR reference. LA and NPP denote low anchor and no pre-processing, respectively.
5. DISCUSSION AND CONCLUSIONS
This paper has presented a numerical and perceptual eval-
uation of directional bias equalisation for 1st, 3rd and 5th
order binaural Ambisonic rendering. It has shown how, as
directional bias increases, the spectral performance in the
direction of bias improves, but to the detriment of other
directions. However when the scene is complex, with
a frontal main source and additional diffuse sources, in-
creased frontal bias still improves the performance. This
suggests that, if the main sound source is at the front, one
can afford to increase  without greatly reducing the per-
ceived quality in lateral directions. However, if the stimuli
is more diffuse, the value of  should be reduced.
Future work will look at combining with other pre-
processing techniques for improving binaural Ambisonic
reproduction, including ILD optimisation [24] and time
alignment [25–27]. As both have been shown to improve
spectral reproduction, this could mean that a lower value of
 is required to get perceptually equivalence to HRIR con-
volution in the direciton of bias. Additionally, if the dom-
inant direction of the signal can be estimated (for example
using a method such as directional audio coding [28]), the
equalisation could be performed specifically for the direc-
tion of arrival, such as other signal dependent Ambisonic
decoding methods [29, 30].
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