We review some recently completed research that establishes the scaling limit of Fomin's identity for loop-erased random walk on Z 2 , and in the case of two paths prove directly that the corresponding identity holds for chordal SLE 2 .
Introduction
The purpose of this paper is to review some recently completed research that has established the scaling limit of Fomin's identity for loop-erased random walk on Z 2 in terms of the Schramm-Loewner evolution with parameter κ = 2. For the complete details, including extensions of these results, consult the original papers [1] , [3] , [4] and [5] . We have decided to discuss the case of n = 2 paths exclusively. This choice is partly pedagogical, and it is our hope that the reader will find the particular special cases discussed in the present work to be useful in understanding the general results of the original papers. Furthermore, explicit calculations can be performed in the case of n = 2 paths, and this choice allows us to present simplified proofs of these theorems in this case. It must also be noted that we shall only discuss two-dimensional results at present. (Fomin's identity as originally proved holds for general discrete stationary Markov processes. The proof we present here for two paths in Z 2 holds with only minor modifications for two paths in Z d .) Therefore we will consider R 2 ∼ = C, and will write any of w, x, y, z to denote points in C. A simple random walk on Z 2 will be denoted by S j , j = 0, 1, 2, . . ., and B t , t ≥ 0, will denote a complex Brownian motion.
This paper (and [5] more generally) is the result of the answer to a relatively simple question. Suppose that x and y are real numbers with 0 < x < y < ∞. What is the probability that a chordal SLE 2 from 0 to ∞ in the upper half plane H and a Brownian excursion from x to y in H do not intersect? The motivation for asking this question is that the probability under consideration is the natural continuous analogue of the probability that arises in Fomin's identity. In fact, Fomin's original identity [1] expressed the probability of a particular functional of loop-erased random walk in terms of the determinant of the hitting matrix for simple random walk, and in that work he conjectured that this identity holds for continuous processes:
". . . we do not need the notion of loop-erased Brownian motion. Instead, we discretize the model, compute the probability, and then pass to the limit."
In [4] , the technical details necessary to complete this conjectured program were carried out, and the scaling limit of the determinant of the hitting matrix for simple random walk was shown to be the determinant of the hitting matrix for Brownian motion. Indeed no notion of loop-erased Brownian motion was needed! Since the scaling limit of loop-erased random walk is known to be SLE 2 , it is natural to ask if the scaling limit of the probability of this functional of loop-erased random walk is the probability of the corresponding functional of SLE 2 , and if that probability of this functional of SLE 2 is equal to the determinant of the hitting matrix for Brownian motion.
It should be noted that although the notion of loop-erased Brownian motion is not well-defined, there is a sense in which SLE 2 can be thought of as Brownian motion without loops. This description is given in terms of the Brownian loop soup: adding Brownian loops to an SLE 2 path is one way to produce a Brownian motion. For more precise statements, see [7] and [8] . It is possible that the present work can also be used to help provide a simplified proof of the convergence of loop-erased walk to chordal SLE 2 .
Fomin's identity for loop-erased random walk
Suppose that A ⊂ Z 2 . We define the (outer) boundary of A to be ∂A := {z ∈ Z 2 \A : dist(z, A) = 1}, and we say that A is simply connected if both A and Z 2 \ A are non-empty and connected. Let A N denote the collection of simply connected subsets A of Z 2 such that N ≤ sup{|z| : z ∈ Z 2 \A} ≤ 2N . Let S j , j = 0, 1, . . ., denote two-dimensional simple random walk, and suppose that τ A := inf{j ≥ 1 : S j ∈ A}. We say that a path ω = [ω 0 , . . . , ω k ] is a discrete excursion in A if ω 0 , ω k ∈ ∂A; ω 1 , . . . , ω k−1 ∈ A; and |ω j − ω j−1 | = 1, j = 1, . . . , k. The length of ω is |ω| = k; it is implicit that 2 ≤ k < ∞. Finally, we write K A for the set of discrete excursions in A, and define the simple random walk excursion measure on A to be the measure on K A which gives mass 4 −k to each discrete excursion in A of length k. Note that the excursion measure of ω is the probability that the first k steps of a simple random walk starting at ω 0 are the same as ω. If ω is a discrete excursion in A, let p(ω) := P ω 0 {S j = ω j , j = 0, . . . , |w|}. If z ∈ A, y ∈ ∂A, let the discrete Poisson kernel h A (z, y) be the probability that a simple random walk starting at z leaves A at y; that is, h A (z, y) := P z {S τ A = y}. If x, y ∈ ∂A, let the discrete excursion Poisson kernel h ∂A (x, y) be the probability that a simple random walk starting at x takes its first step into A and then leaves A at y. That is,
where we write K A (x, y) to denote the set of discrete excursions in A with endpoints x, y ∈ ∂A.
We now briefly review the definition of the loop-erased random walk; see [6, Chapter 7] for more details. Since simple random walk on Z 2 is recurrent, it is not possible to construct looperased random walk by erasing loops from an infinite walk. However, the following loop-erasing procedure makes perfect sense since it assigns to each finite simple random walk path a self-avoiding path. Let S := [S 0 , S 1 , . . . , S k ] be a simple random walk path of length k. We construct L(S), the loop-erased part of S, recursively as follows. If S is already self-avoiding, set L(S) := S. Otherwise, let s 0 := max{j : S j = S 0 }, and for i > 0, let s i := max{j : S j = S s i−1 +1 }. If we let m := min{i : s i = k}, then L(S) := [S s 0 , S s 1 , . . . , S sm ].
Suppose that A ∈ A N and x 1 , . . . , x n , y n , . . . , y 1 are distinct points in ∂A, ordered counterclockwise. For i = 1, . . . , n, let L i := L(S i ) be the loop erasure of the path
, and let C := C(x 1 , . . . , x n , y n , . . . , y 1 ; A) be the event that both
and
The following theorem was proved in [1] which relates the determinant of a matrix of simple random walk probabilities to a "crossing probability" for loop-erased random walk.
Theorem 2.1 (Fomin's identity). If C is the event defined above, and
Remark. We note that the conditional probability that (3) holds given (2) holds is
The first approach taken to derive a scaling limit of Fomin's identity and establish the conjecture given on page 2 of the Introduction was to show that (4) converged to the appropriate Brownian motion quantity as the lattice spacing δ → 0. This was first accomplished in [4] , and is briefly discussed at the end of Section 3.
In the particular case of two paths, we phrase Fomin's identity in slightly different language and provide a proof by "counting sample paths." Theorem 2.2 (Fomin's Identity for LERW). Suppose that A ∈ A N , and x 1 , x 2 , y 2 , y 1 are four points ordered counterclockwise around ∂A. If
where the sum is over all ω 1 , ω 2 ∈ K A such that ω 1 has endpoints x 1 , y 1 ; ω 2 has endpoints x 2 , y 2 ; and L(ω 1 ) ∩ ω 2 = ∅, then q = det h ∂A (x, y).
Proof. We know from (1) that
and so we have
Let Γ 1 denote the set of ordered pairs (ω 11 , ω 22 ) ∈ K A (x 1 , y 1 ) × K A (x 2 , y 2 ) such that L(ω 11 ) ∩ ω 22 = ∅, and let Γ 2 denote the set of ordered pairs (ω 12 , ω 21 ) ∈ K A (x 1 , y 2 ) × K A (x 2 , y 1 ). Note that L(ω 12 ) ∩ ω 21 = ∅ for every (ω 12 , ω 21 ) ∈ K A (x 1 , y 2 ) × K A (x 2 , y 1 ). We will find a one-to-one correspondence between Γ 1 and Γ 2 , written (ω 11 , ω 22 ) ↔ (Λω 11 , Λω 22 ), such that p(ω 11 )p(ω 22 ) = p(Λω 11 )p(Λω 22 ). Once we have done this, we can see that all of these terms will cancel in the sum (6) and we will get (5) .
Suppose that ω 11 = [x 1 , z 1 , . . . , z m , y 1 ] and ω 22 = [x 2 , w 1 , . . . , w k , y 2 ] are given, and suppose that L(ω 11 ) = [x 1 ,ẑ 1 , . . . ,ẑ i , y 1 ]. If L(ω 11 ) ∩ ω 22 = ∅, we can let j 1 be the smallest positive integer j such thatẑ j ∈ {w 1 , . . . , w k } and ℓ 1 be the largest integer ℓ such that z ℓ =ẑ j 1 . Let ℓ 2 be the largest integer ℓ such that w ℓ =ẑ j 1 . We now set Λω 11 = [x 1 , z 1 , . . . , z ℓ 1 , w ℓ 2 +1 , . . . , w k , y 2 ] and Λω 22 = [x 2 , w 1 , . . . , w ℓ 2 , z ℓ 1 +1 , . . . , z m , y 1 ].
One can check that this correspondence works.
Review of the excursion Poisson kernel
The excursion Poisson kernel is formally defined as the normal derivative of the usual Poisson kernel. However, it is also the mass of the Brownian excursion measure (which itself is the scaling limit of simple random walk excursion measure), and the original motivation for studying the excursion Poisson kernel was in this context. Further details may be found in [3] and [4] .
Suppose that D ⊂ C is a simply connected Jordan domain and that ∂D is locally analytic at x and y. The excursion Poisson kernel is defined as
where H D (z, y) for z ∈ D is the usual Poisson kernel, and n x is the unit normal at x pointing into D. The excursion Poisson kernel satisfies the following important conformal covariance property; see [4, Proposition 2.11 ]. If f : D → D ′ is a conformal transformation where D ′ ⊂ C is also a simply connected Jordan domain, and ∂D ′ is locally analytic at f (x), f (y), then
Explicit formulae are known when D = D, the unit disk, or D = H, namely
Suppose now that x 1 , . . . , x n , y 1 , . . . , y n are distinct boundary points at which ∂D is locally analytic, let f : D → D ′ be a conformal transformation, and assume that ∂D ′ is also locally analytic at f (x 1 ), . . . , f (x n ), f (y 1 ), . . . , f (y n 
It now follows from (7) and (9) that
is a conformal invariant.
It is worth noting that H ∂D (x, y) can be defined even if ∂D is not locally analytic at x, y.
The reader will no doubt notice the similarities between the Brownian motion functional (10) and the simple random walk functional (4) . The first approach to establishing a scaling limit of Fomin's identity [4] involved showing that an appropriate limit of (4) existed as the lattice spacing δ → 0. In fact, as an extension of that work, it is shown in [3] that simple random walk excursion measure converges to Brownian excursion measure on any simply connected domain with Jordan boundary.
The non-intersection probability of SLE 2 and Brownian motion
Since Fomin's identity allows us to calculate the probability that loop-erased random walk and simple random walk do not intersect, the natural continuous analogue is the probability that SLE 2 and Brownian motion do not intersect. In particular, suppose that γ : [0, ∞) → H is a chordal SLE 2 from 0 to ∞ in H. Suppose further that 0 < x < y < ∞ are real numbers and let β : [0, 1] → H be a Brownian excursion from x to y in H. Our goal is therefore to determine P{γ[0, ∞) ∩ β[0, 1] = ∅} and show that it can be expressed in terms of the determinant of the Brownian excursion hitting matrix.
The following theorem may be called Fomin's identity for SLE 2 . The proof we include is an expanded version (giving all the details) of the one in [5] . . If x, y ∈ R with 0 < x < y < ∞, and that γ, β are as above, then
where f : H → D is a conformal transformation.
Our strategy for establishing this result will be as follows. We will first determine an explicit expression for P{ γ[0, ∞) ∩ β[0, 1] = ∅ }, and we will then show that this explicit expression is the same as the right side of (11).
Proof. For every 0 < t < ∞, let H t denote the slit-plane H t = H \ γ(0, t] which implies that 
It now follows from the (usual) Markov property that J tH
Itô's formula now implies that
Since the probability in question only depends on the ratio x/y, we see thatH * (x, y) = ϕ(x/y) for some function ϕ. Thus, we find
so that after substituting into (16), multiplying by y 2 , letting u = x/y, and combining terms, we have
Observe, however, that (17) is equivalent to 
We see that (19) is the well-known hypergeometric differential equation 2 , and so the general solution is given by
This implies that the general solution to (18) is ϕ(u) = C 1 u(2 − u) + C 2 u −2 (1 − 2u). However, physical considerations dictate that ϕ(u) → 0 as u → 0+ and ϕ(u) → 1 as u → 1−, and so C 2 = 0 and C 1 = 1. Thus, ϕ(u) = u(2 − u) and so we find
As already noted, the probability in question only depends on the ratio x/y, and so it suffices without loss of generality to assume that 0 < x < 1 and y = 1. Furthermore, we may assume that the conformal transformation f : H → D is given by
so that f (0) = −i, f (y) = f (1) = 1, f (∞) = i, and f (x) = 2x
Writing f (x) = e iθ , we find that
we see that cos θ = 2x x 2 +1 and sin θ = 1−x 2 x 2 +1 which upon substitution gives
Comparison with (20) now yields the result, and the theorem is proved. Remark. As the reader has no doubt discovered, by working in H and D it is possible to perform explicit calculations. Since the quantity on the right side of (11) is known to be a conformal invariant as in (10), we can show, with a combination of conformal transformations, that the probability a chordal SLE 2 avoids a Brownian excursion in any simply connected domain D is given by the appropriate determinant of the matrix of excursion Poisson kernels.
Corollary 4.3. Suppose that D ⊂ C is a bounded, simply connected planar domain, and that x 1 , x 2 , y 2 , y 1 are four points ordered counterclockwise around ∂D. The probability a chordal SLE 2 from x 1 to y 1 in D does not intersect a Brownian excursion from
where Φ : D → H is the conformal transformation with Φ(x 1 ) = 0, Φ(y 1 ) = ∞, Φ(y 2 ) = 1.
This statement can be easily modified to cover the case when D is unbounded and/or the case when ∞ is one of the boundary points.
