ABSTRACT. We attach to any linear endomorphism f of any vector space V a structure of prelie algebra on the shuffle algebra T (V ); we describe its enveloping algebra, the dual Hopf algebra and the associated group of characters. For f = Id V
Introduction
The Hopf algebra H of coordinates of the group of Fliess operators G, used to study the Feedback in Control Theory, is described in [12] . This Hopf algebra is studied in the one-dimensional case in [11] , and it is shown it is a right-sided Hopf algebra in the sense of [16] . Consequently, its dual Lie algebra g, which is the Lie algebra of G, inherits a right prelie algebra structure. It is proved that g is in fact a Hopf Com-Prelie algebra, that is to say:
1. g has a commutative product and a coproduct ∆, making it a commutative Hopf algebra.
2. g has a nonassociative product • satisfying the (right) prelie axiom: for all a, b, c ∈ g,
The Lie bracket of g is the antisymmetrization of •. 4. For all a, b ∈ T (V ), ∆(a • b) = a (1) ⊗ a (2) • b + a (1) • b (1) ⊗ a (2) b (2) , with Sweedler's notations.
Our aim in this text is to give a generalization of the construction of g and its relative H and G, and to study some general properties of this construction. Let us take any linear endomorphism f of a vector space V . We inductively define a prelie product • on the shuffle Hopf algebra (T (V ), , ∆), making it a Com-Prelie Hopf algebra denoted by T (V, f ) (definition 1 and theorem 2). For example, if x 1 , x 2 , x 3 ∈ V and w ∈ T (V ):
x 1 x 2 • w = x 1 f (x 2 )w + f (x 1 )(x 2 w), x 1 x 2 x 3 • w = x 1 x 2 f (x 3 )w + x 1 f (x 2 )(x 3 w) + f (x 1 )(x 2 x 3 w).
Here are the main examples:
1. Take V be one-dimensional and f = Id. Taking a basis (x) of V , we obtain a prelie product on K[x] given by:
We prove that k[x] admits a basis (y n ) n≥1 such that for all i, j ≥ 0:
[y i , y j ] = (i − j)y i+j .
Hence, K[x] + = V ect(y i | i ≥ 1) is isomorphic, as a Lie algebra, to the Faà di Bruno Lie algebra [8, 9, 10] . This case is studied in section 4.1.
2. Take V = V ect(x 0 , x 1 ) and f : V −→ V , with matrix in the basis (x 0 , x 1 ) given by:
The Com-Prelie Hopf algebra T (V, f ) is precisely the one obtained from the group of Fliess operators in dimension 1. In dimension n ≥ 2, the group of Fliess operators admits a decomposition into a direct product of n subgroups G 1 , . . . , G n . The group G i is obtained from the Com-Prelie Hopf algebra T (V i , f i ), where V i = V ect(x 0 , . . . , x n ), and f i is defined by f i (v j ) = δ i,j v 0 . These cases are studied in section 4.2.
For any linear endomorphism f , the Com-Prelie Hopf algebra T (V, f ) is graded by the length of words. We study the existence of other gradations of T (V ) as a prelie algebra in proposition 8. If there is such a connected gradation, we prove that for any complement W of Im(f ) in V , T (W ) is a minimal space of generators of the prelie algebra T (V, f ) (corollary 13). This holds for the Prelie algebra of Fliess operators. In this case, the dimension of the homogeneous parts of the gradation are given by the Fibonacci polynomials (theorem 46), and consequently K x 1 , . . . , x n is a minimal space of generators of T (V i , f i ). In the one-dimensional case, we get in this way a result which was already proved in [11] , where a presentation of the prelie algebra of Fliess operators in demension one is described.
According to [19, 20] , we can give a description of the enveloping algebra U (T (V, f )) in theorems 14 and 15. We descibe the dual Hopf algebra in theorem 16 and its group of characters in theorem 17; this group is in a certain sense the exponentiation of the lie algebra T (V, f ). Because of the usual problems of duality of a infinite-dimensional Hopf algebra, we have to restrict here to the case where f is locally nilpotent. This holds in the Fliess operators case, and we indeed recover the Fliess operator group in this way.
We then study the group H of automorphisms of the Com-Prelie Hopf algebra T (V, f ). We prove that it can be decomposed into:
where:
1. H ′ 1 is isomorphic to the additive group of a certain vector space.
2. H ′ 2 is isomorphic to the group of Hopf algebra automorphisms θ of a shuffle Hopf algebra T (W 1 ) fixing W 1 .
3. H ′′ is isomorphic to C(f ) = {g ∈ GL(V ) | f • g = g • f }.
Necessary and sufficient conditions for the nullity of H ′ 1 , H ′ 2 and H ′ 3 are given in proposition 26.
We study the prelie and Com-Prelie subalgebra of T (V, f ) generated by V in the next section. We use for this a description of free Com-Prelie algebras in terms of partitioned trees [11] . First, a universal case proves that the prelie subalgebra generated by V can be free (theorem 36 and its corollary 37); we give in theorem 38 and corollary 39 equivalent conditions for T + (V, f ) to be generated as a prelie or as a Com-Prelie algebra by V in terms of the codimension of Im(f ). Applied to the Faà di Bruno case, this gives by duality an injection of the Faà di Bruno Hopf algebra into the Connes-Kreimer Hopf algebra of rooted trees (proposition 42), and we get in this way the subalgebra of formal diffeomorphisms defined in [4, 5] . This paper is organized in the following way. The first sections groups all the algebraic structure associated to the linear endomorphism V : the Com-Prelie algebra T (V, f ), its enveloping algebra, the dual Hopf algebra and the associated group of characters. We also study the gradations of T (V, f ) here. The group of automorphisms of T (V, f ) is described and decomposed in the second section. Generation by V and morphisms from free Com-Prelie algebras to T (V, f ) are studied in the third section; it uses the notion of admissible words, whose study is reported to the appendix. The last section deals with the two main examples, the Faà di Bruno case and the Fliess operators cases.
Notation. We denote by K a commutative field of characteristic zero. All the objects (algebra, coalgebras, pre-Lie algebras. . .) in this text will be taken over K.
Aknowledgment. The research leading these results was partially supported by the French National Research Agency under the reference ANR-12-BS01-0017.
1 Algebraic structures associated to a linear endomorphism Notations.
1. Let V be a K-vector field. We denote by T (V ) the free associative, unitary algebra generated over K by V :
As a vector space, it is generated by the set of words with letters in V ; the unit is the empty word ∅ and the product is the concatenation of words. The augmentation ideal of T (V ) is:
2. We denote by Sh(k, l) the set of (k, l)-shuffles, that is to say permutations σ ∈ S k+l such that σ(1) < . . . < σ(k) and σ(k + 1) < . . . < σ(k + l).
T (V )
is a commutative dendriform algebra (or Zinbiel algebra [7, 17, 14, 15, 6] ), with the half-shuffle product ≺: if k, l ≥ 1 and if x 1 , . . . , x k , y 1 , . . . , y l ∈ V ,
the n-th symmetric group acts on words of length n is by permutation of the letters. By convention, if w is a nonempty word, ∅ ≺ w = 0 and w ≺ ∅ = w; note that ∅ ≺ ∅ is not defined.
4. The induced commutative, associative product is the usual shuffle product [22] :
For all x, y ∈ V , u, v ∈ T (V ):
a bcd = abcd + bacd + bcad + bcda, ab cd = abcd + acbd + acdb + cabd + cadb + cdab, abc d = abcd + abdc + adbc + dabc.
Construction of T (V, f )
We now fix a vector space V and a linear endomorphism f : V −→ V .
Definition 1
We define a bilinear product • on T (V ) by induction on the length of words in the following way: for all x ∈ V , w, w ′ ∈ T (V ),
Examples. If x 1 , x 2 , x 3 ∈ V , w ∈ T (V ):
For all words
By points 1 and 3, (T (V ), , •) is a Com-Prelie algebra [18] . This structure is denoted by T (V, f ).
Proof. 1. We assume that a, b, c are words. If a = ∅, then:
We now assume that a = ∅ and b = ∅. We prove the result by induction on n = lg(a) + lg(b). This is obvious if n ≤ 1. Let us assume the result at rank n − 1. We put a = xu and b = yv. Then:
3. We assume that a, b, c are words and we proceed by induction on lg(a). If a = ∅:
The second and third terms are obviously symmetric in b, c. By the induction hypothesis applied to u, the first term is also symmetric in b, c, so the prelie relation is satisfied for a, b, c.
4. Let us assume that a and b are words. We proceed by induction on the length of a. If a = ∅:
If the length of a is ≥ 1, we put a = xu. Applying the induction hypothesis to u:
Hence, the result holds for all words a, b. ✷ Let us now give a closed formula for the prelie product of two words.
Definition 3 Let k, l ∈ N. For all σ ∈ S k+l , we put:
with the convention m k (σ) = 0 if there is no i ∈ {1, . . . , k} such that σ(i) = i.
Proposition 4 Let k, l ∈ N and let x 1 , . . . , x k+l ∈ V . Then:
Proof. By induction on k. If k = 0, then x 1 . . . x k = ∅. For all σ ∈ Sh(0, l), m 0 (σ) = 0 by convention, so:
Let us assume the result at rank k − 1.
so the result holds for all k. ✷ Remark. In particular, if x 1 , . . . , x k ∈ V :
The prelie product • is generally non associative, as proved in the following proposition:
The following conditions are equivalent:
1.
• is trivial.
2.
• is associative.
3. f = 0.
Proof. 1. =⇒ 2. Obvious.
2. =⇒ 3. Let x ∈ V . Then:
so f 2 = 0. Moreover:
Let us assume that f (x) = 0. There exists g ∈ V * , such that g(f (x)) = 1.
3. =⇒ 1. Comes from proposition 4. ✷
Gradations of
Proof. 1. Comes from proposition 4.
2. From the first point:
.
As ∅ • ∅ = 0, we obtain the result. ✷ So K∅ is a trivial prelie subalgebra of T (V, f ), and T + (V, f ) is a prelie ideal of T (V, f ). Hence:
The right action of ∅ on T (V, f ) is given by:
The result comes then from proposition 4. ✷ By lemma 6, the Com-Prelie algebra T (V, f ) is graded by the the length of words. This is not a connected gradation of the prelie algebra T (V, f ), as ∅ is homogeneous of degree 0. Let us now define other gradations, when V itself is graded.
Proposition 8 Let us assume that V admits a gradation (V n ) n≥0 such that f is homogeneous of degree N ∈ N. For all n ≥ 0, we put: 
By the induction hypothesis,
Under the hypothesis of proposition 8, T (V, f ) is a bigraded prelie algebra, with, for all k, n ≥ 0:
If the gradation of V is finite-dimensional, then the bigradation of T (V, f ) is finite-dimensional. We put:
We obtain:
Corollary 9
1. Under the hypothesis of proposition 8:
2. Under the hypothesis of proposition 8, if for all i ≥ 0, V i is finite-dimensional and V 0 = (0), then for all n ≥ 0, T (V, f ) n is finite-dimensional and:
Proof. 1. Indeed, putting p i = dim(V i ) for all i:
2. By taking Y = 1 in the first point. ✷
Dual construction and applications
Let us proceed to the dual construction. The space T (V, f ) is given the shuffle coproduct, defined by:
Examples.
We shall use the following linear maps: for all u ∈ V ,
Theorem 10
We define a coproduct δ on T (V, f ) by:
Proof. We consider T (V * ) as a subspace of T (V ) * , with the duality:
It is a separating subspace of T (V ) * . Moreover, for all X, Y ∈ T (V * ), u ∈ T (V ):
We give T (V * ) the prelie product • associated to g = f * . Then, for all X, Y ∈ T (V * , f * ):
Let us assume that X is a word. If X = ∅, as δ(xu) ∈ T + (V, f ) ⊗ T (V, f ), this is zero, so is equal to ∅ • Y, xu . If X = ∅, we put X = yU . Then:
Remark. It is not difficult to prove that δ(
Let u ∈ Ker(δ). We put:
j ∈ Ker(f ) for all i and all j < k. Then:
Considering the terms of the form
k−1 v ⊗ w in this expression, up to a reduction of the writing of u we can assume that for all i:
Considering the terms in
Up to a reduction of the writing of u, we can assume that x (i) k ∈ Ker(f ). Consequently, an easy induction proves that for all k, x
Proof. We shall use the notations of the proof of theorem 10. We give T (V * ) the prelie coproduct associated to g = f * . Then for all X ∈ T (V * , f * ), for all u, v ∈ T (V, f ), by biduality, identifying T (V ) with a subspace of (T (V * )) * :
Hence:
Moreover, if the conditions of corollary 9 are satisfied, and if N ≥ 1, then T (W ) is a minimal subspace of generators of the prelie algebra T (V, f ).
Proof. If the conditions of corollary 9 hold, then T (V, f ) is a graded and connected prelie algebra. By lemma 13 of [11] , T (W ) is a minimal subspace of generators of T (V, f ). ✷
Enveloping algebra of T (V, f )
We use here the Oudom-Guin construction of the enveloping algebra on S(T (V, f )) [19, 20] . In order to avoid the confusions between the product of S(V ) and the concatenation of words, we shall denote by × the product of S(T (V, f )) and by 1 its unit. We extend the prelie product into a product from
in the following way:
is the usual coproduct of S(T (V, f )), defined by:
Denoting by ⋆ the associative product induced on S(T (V, f )) by •, for all x, y ∈ S(T (V, f )):
. . , k}, we put:
With these notations, the coproduct of S(T (V, f )) is given by:
Proof. 1. We proceed by induction on k. If k = 1, ∅ • w 1 = 0. Let us assume the result at rank k 1 . Then:
By the induction hypothesis, both terms of this sum are equal to zero.
2. If k = 0, then:
Let us assume the result at rank k − 1. For all I ⊆ {1, . . . , k − 1}, we denote byĨ its complement in {1, . . . , k − 1} and by I =Ĩ ∪ {k} its complement in {1, . . . , k}. Then:
where
The results come then directly from points 1 and 2. ✷
Proof. By induction on i. If i = 1, then:
so the result holds if k = 1. Let us assume the result at rank i − 1. Then:
The induction hypothesis applied to x 2 . . .
Dual Hopf algebra
By duality, the symmetric algebra S(T (V, f )), with its usual product ×, inherits a Hopf algebra structure. Let us describe its coproduct ∆, dual to the product ⋆ on S(T (V * , f * )).
Theorem 16
Let us assume that f is locally nilpotent. We define a coproduct∆ on S(T (V, f )) in the following way:
We used the iterated products
Then for all w ∈ T (V, f ), ∆(w) =∆(w) + 1 ⊗ w.
Proof. We denote by g the transpose of f . As S(T (V, f )) is the dual of the enveloping algebra of a right prelie algebra, for all w ∈ T (V, f ):
This implies the announced result. ✷
Group of characters
Let us now describe the character group G associated to f . Any character of S(T (V * , f * )) is the extension of a linear map from T (V * , f * ) to K, so, as a set, we identify G and
The composition of G is denoted by ⋄. We shall consider the following subset of G ′ :
We give G ′ and T (V ) their usual ultrametric topology.
We shall prove that this is a subgroup of G. Note that G = T (V ) if, and only if, V is finite-dimensional.
Theorem 17
We inductively define a continuous composition⋄ on T (V ): for all v ∈ T (V ),
Then for all u, v ∈ G, u ⋄ v = u⋄v + v.
Proof. We define a composition⊳ on
Let us compute xu⊳v. First, xu⊳v(∅) = (xu ⊗ v)(∅ ⊗ 1) = 0. Let us take y ∈ V * and w ∈ T (V * , f * ). Then:
So the composition⊳ defined in this proof is the composition⋄ defined in theorem 17. Moreover, an easy induction on the length proves that for all word u and all w ∈ T (V ), u⋄w ∈ T (V ). By linearity and continuity,
Proof. By induction on k. ✷ 2 Automorphims of T (V, f )
Automorphims of a shuffle Hopf algebra
Let us first describe all the endomorphisms of a shuffle Hopf algebra T (V ). Let π : T (V ) −→ V be the canonical projection on V .
Convention. In the sequel, we shall identify maps f :
Proposition 19 Let ̟ : T + (V ) −→ V be any linear map.
1. There exists a unique coalgebra endomorphism θ :
For all word w of T (V ), of length n:
2. θ is a Hopf algebra endomorphism if, and only if,
3. θ is an automorphism if, and only if, ̟ |V is a linear automorphism of V .
Proof. 1. Existence. It is not difficult to prove that the linear map θ defined in the proposition is a coalgebra morphism. Moreover, if w is a word of length n ≥ 1:
Unicity. Let θ ′ be another coalgebra morphism such that π • θ ′ = ̟. Let us prove that θ ′ (w) = θ(w) for all w ∈ V ⊗n by induction on n. If n = 0, we can assume that w = 1. Then φ ′ (1) is a group-like element of T (V ), so it is equal to 1 = φ(1). Let us assume the result at all ranks < n. Observe that:
Hence, θ ′ = θ.
2. =⇒. Let us assume that θ is a Hopf algebra morphism. If w, w ′ ∈ T + (V ), then θ(w), θ(w ′ ) ∈ T + (V ), so θ(w) θ(w ′ ) is a linear span of words of length at least 2, and:
⇐=. Let us consider the following maps:
As θ and are coalgebra maps, Φ 1 and Φ 2 are coalgebra maps. Moreover, by hypothesis,
Let us prove that
It is now enough to prove that
. Let w ∈ V ⊗k , w ′ ∈ V ⊗l , with k, l ≥ 1, and let us prove that
There is nothing to do if n ≤ 1. let us assume the result at all ranks < n. Applying the induction hypothesis on the left and right tensors of
So Φ 1 = Φ 2 , which implies that θ is a Hopf algebra morphism.
=⇒. As θ is a coalgebra automorphism, it induces a linear automorphism of
⇐=. Let us prove that θ is injective. If Ker(θ) = (0), let x ∈ Ker(θ), nonzero, of minimal length. As Ker(θ) is a coideal, necessarily x is primitive, so belongs to V . We obtain that θ(x) = ̟(x) = 0, which is a contradiction, as ̟ |V is injective.
Let us prove that θ is surjective. Let w = v 1 . . . v n ∈ V ⊗n . Let us prove that w ∈ Im(θ) by induction on n. It is obvious if n = 0. Let us assume the result at all ranks < n. For all
By the induction hypothesis, v 1 . . . v n ∈ Im(θ). ✷ Notations.
1. We now consider the following objects:
• Aut Hopf (T (V )) is the group of Hopf algebra automorphisms of the shuffle algebra T (V ).
• G is the space of linear maps ̟ rom
2. We proved that the following map is bijective:
For all ̟ ∈ G, we denote by θ ̟ its antecedent by Θ.
3. The set G inherits a group structure with the product defined by:
In other words, for all word w ∈ T (V ), of length n ≥ 1:
The identity element is e, defined by e |V = Id V and e |V ⊗n = 0 if n ≥ 2. With a certain infinite-dimensional V , this group is considered as the noncommutative renormalization group in [2] .
Proposition 20
1. The following map is a surjective group morphism:
2. The following map is an injective group morphism:
Moreover,
Proof. Let us first prove that Π is a morphism.
Let us now prove that ι is a group morphism. Let g, g ′ ∈ GL(V ) and let ̟, ̟ ′ their images by ι. As T + (V ) T + (V ) is included in the space of words of length ≤ 2,
If w is a word of T (V ) of length n ≥ 2:
As ι(g) |V = g, Π • ι = Id GL(V ) , so Π is surjective, ι is injective, and G = Ker(Π) ⋊ Im(ι). ✷
Proposition 21
The following assertions are equivalent:
Ker(Π) = (e).
3. dim(V ) ≤ 1.
Proof. G = Im(ι) if, and only if, Ker(Π) = (e). By definition, Ker(Π) is the set of linear maps ̟ from T + (V ) to V , such that ̟ | V = Id V and ̟(T + (V ) T + (V )) = (0). So it is identified, as a set, with:
, V .
Hence, G = Im(ι) if, and only if,
Group of automorphims of the Com-Prelie algebra T (V, f )
We now give a description of the automorphisms of the Com-Prelie Hopf algebra T (V, f ). Note that they form a subgroup of Aut Hopf (T (V )); using Θ, they define a subgroup H of G.
Proposition 22
Let ̟ ∈ G. The map θ ̟ is a Com-Prelie Hopf algebra morphism if, and only if:
Proof. First step. Let us first prove that θ ̟ is a Com-Prelie Hopf algebra morphism if, and only if:
In order to lighten the notations, we write now θ instead of θ ̟ .
is a linear span of words of length n ≥ 2. Hence:
⇐=. Let w = v 1 . . . v n ∈ T (V ). Using hypothesis 1':
. In order to prove that θ is a Com-Prelie Hopf algebra morphism, it is now enough to prove that θ(a
Note that π(θ(a) • θ(b)) = 0, as θ(a), θ(b) ∈ T + (V ), which gives that θ(a) • θ(b) is a linear span of words of length at least 2. So θ is compatible with the prelie product.
Second step. Let us prove that (1, 2 and 3) is equivalent to (1 ′ and 2 ′ ).
. . x n ) = 0. Let us assume the result at all ranks < k, and k ≤ n − 1. Let y k ∈ V such that f (y k ) = x k . Then, by proposition 4:
For σ = Id, this sum contains x 1 . . . f (y k ) . . . x n = x 1 . . . x n and terms such that the induction hypothesis holds. If σ = Id, m k (σ) < k and the induction hypothesis holds for all terms. Applying ̟, we find 0 = ̟(x 1 . . . x n ) + 0. It remains now to prove the result for k = n. As n ≥ 2:
This proves point 2. Consequently, if n ≥ 2, v 1 , . . . , v n ∈ V :
which gives point 3.
=⇒. Point 1 gives 1 ′ for n = 1. If n ≥ 2, v 1 , . . . , v n ∈ V , by points 2 and 3:
which gives 1 ′ for n ≥ 2. By proposition 4:
We put:
Then H = H ′ ⋊ H ′′ , and H ′′ is isomorphic to the subgroup
We have an exact sequence of groups:
Notation. Let W be a subspace of V . We denote by W the bilateral ideal of T (V ) generated by W for the concatenation product, intersected with T ≥2 (V ). In other terms, it is the space of words of length at least 2 which contains at least one letter in W .
Remark. Let ̟ : T + (V ) −→ V be any linear map. Then ̟ ∈ H ′ if, and only if:
• ̟( Im(f ) ) = (0).
, Ker(f ) . Moreover, if ̟, ̟ ′ ∈ H ′ , for all word w = v 1 . . . v n of length n:
Decomposition into subgroups
Theorem 24
Proof. 1. Let ̟, ̟ ′ ∈ H ′ 1 . If w ∈ T ≥2 (V ), let us compute ̟⋄̟ ′ (w) with (2). If 2 ≤ k ≤ n−1 and w = w 1 . . . w k , as k < n at least one of the w i is of length ≥ 2. As ̟ ′ ∈ H ′ 1 , ̟ ′ (w i ) ∈ Im(f ). As ̟ ∈ H and k ≥ 2, ̟(̟ ′ (w 1 ) . . . ̟ ′ (w k )) = 0. Hence:
Note that this belongs to
and only if:
• ̟ | V = Id V .
• ̟(T + (V ) T + (V ) + Im(f ) ) = (0).
, by restriction, we identify H ′ 1 with:
Moreover, by (3), this identification is a group isomorphism.
Let ̟ ∈ H ′ , ̟ ′ ∈ H ′ 1 . Let w be a word of length n ≥ 1. If n = 1, ̟ ⋄ ̟ ′ (w) = w = ̟(w). If n ≥ 2, by (2), as ̟ ′ ∈ H ′ 1 , we can write ̟ ′ ⋄̟(w) = ̟(w)+ϕ(w) where ϕ(w) ∈ Ker(f )∩Im(f ). Putting ϕ(w) = 0 if the length of w is 1, we obtain:
If w is a word of length ≥ 2:
Let us assume that ̟ ∈ H ′′ 1 and let ̟ ′ = ̟ ⋄−1 . If w is a word of length ≥ 2:
As ̟(w) ∈ W 1 , ̟ ′ (w) ∈ W 1 and ̟ ′ ∈ H ′′ 1 . Hence, H ′′ 1 is a subgroup of H ′ .
Let us prove that any element ̟ of H ′ can be uniquely written as ̟ = ̟ 2 ⋄̟ 1 , with ̟ i ∈ H ′ i for all i. Let us first take ̟ i ∈ H ′ i . If w is a word of length ≥ 2, by (2):
Let us take 2 ≤ k ≤ n − 1 and w = w 1 . . . w k . As k ≤ n − 1, at least one of the w i is of length
We find:
Existence. Let ̟ ∈ H ′ . Let π 1 be the projection on Im(f ) ∩ Ker(f ) and π 2 the projection on
, then for all word w of length ≥ 2:
So ̟ i (w) = π i • ̟(w) for all w of length ≥ 2 (and ̟ i (v) = v for all v ∈ V ).
3. Let ̟ : T + (V ) −→ V . It belongs to H ′ 2 if, and only if:
• ̟( Im(f ) ⊕ W 2 ) = (0).
• ̟(T + (V ) T + (V )) = (0).
, we identify H ′ 2 with:
This is a group for the product ⋄, isomorphic to the group of Hopf algebra automorphisms of T (W 1 ) which are the identity on W 1 . As this identification respects the product ⋄, we obtain the result.
4. Let ̟, ̟ ′ ∈ H ′ 3 , and let w is a word of T (W 1 ) of length ≥ 2. We compute ̟ ⋄ ̟ ′ (w) with (2). As ̟, ̟ ′ ∈ H ′ 3 , ̟(w) = ̟ ′ (w) = 0. If 2 ≤ k ≤ n − 1 and w = w 1 . . . w k , then any ̟ ′ (w i ) belongs to W 1 : if the length of w i is 1, then it belongs to W 1 and ̟ ′ (w i ) = w i ; if its length is
Let ̟ ∈ H ′ 3 and ̟ ′ = ̟ ⋄−1 . If w is a word of T (W 1 ) of length n ≥ 2, we compute ̟ ⋄ ̟ ′ (w) with (2). As ̟ ⋄ ̟ ′ (w) = 0, we obtain:
Let us prove that ̟ ′ (w) = 0 by induction on n. There is nothing to do if n ≤ 1. We assume the result for all ranks < n. If 2 ≤ k ≤ n − 1 and w = w 1 . . . w k , then at least one of the w i is of length ≥ 2, so ̟ ′ (w i ) = 0 by the induction hypothesis. So ̟ ′ (w) = 0, which proves that ̟ ′ ∈ H ′ 3 .
Let ̟ ∈ H ′′ 1 and ̟ ′ ∈ H ′ 3 . If w is a word of T (W 1 ) of length ≥ 2:
As before, the terms ̟(w 1 ) . . . ̟(w k ) belong to W ⊗k 1 ad ̟ ∈ H ′′ 1 . As ̟ ′ ∈ H ′ 3 , they are cancelled by ̟ ′ , so ̟ ′ ⋄ ̟(w) = ̟(w). Hence:
Let us prove that any ̟ ∈ H ′′ 1 can be uniquely written as
As ̟ ′ (w) = ̟(w), we obtain:
Let us prove that ̟ ′′ (w) = 0 by induction on n. If n = 2, we obtain directly ̟ ′′ (w) = 0. Let us assume the result at all rank < n. Let 2 ≤ k ≤ n − 1 and w = w 1 . . . w k . As
Unicity. Let us assume that ̟ = ̟ ′′ ⋄ ̟ ′ , with ̟ ′ ∈ H ′ 2 and ̟ ′′ ∈ H ′ 3 . Let w be a word of length ≥ 2 in T (W 1 ). Then:
As before, because ̟ ′ ∈ H ′′ 1 and ̟ ′′ ∈ H ′ 3 , we deduce that ̟(w) = ̟ ′ (w) + 0 + 0. Hence, ̟ ′ is uniquely determined by ̟ ′ |T + (W 1 ) = ̟ |T + (W 1 ) , and ̟ ′ | Im(f )⊕W 2 = 0. Hence, the pair (̟ ′ , ̟ ′′ ) is unique. ✷ Remark. We also proved that the action of H ′′ 1 on H ′ 1 is defined as this: if ̟ ∈ H ′ 1 , ̟ ′ ∈ H ′′ 1 , for all word w of length n,
As a summary:
Corollary 25 Let us choose subspaces W 1 and
Moreover:
2. H ′ 2 is isomorphic to the group of Hopf algebra automorphisms θ of
Some of the subgroups H ′ i may be trivial, as indicated now.
Proposition 26
1. H ′ 1 = (e) if, and only if, codim(Im(f )) ≤ 1 or Im(f )∩Ker(f ) = (0).
H ′ 2 = (e) if, and only if, dim
Ker(f )
H ′ 3 = (e) if, and only if,
V = Ker(f ) + Im(f ) or Ker(f ) ⊆ Im(f ).
H = H ′′ if, and only if,
Proof. 1. By the first point of corollary 25:
2. By the second point of corollary 25, H ′ 2 = (e) if, and only if, Aut Hopf (T (W 1 )) = Im(ι). By proposition 21, this is equivalent to dim(W 1 ) ≤ 1.
As a set, H ′
3 is identified with:
, W 1 .
So:
H = H ′′ if, and only if, H
=⇒. Let us assume that H = H ′′ . Then, as
⇐=. Let us assume that Ker(f ) = (0). By the first three points,
3 From free Com-Prelie algebras to T (V, f )
Free Com-Prelie algebras
Let us recall the construction of free Com-Prelie algebras [11] .
Definition 27 1. A partitioned forest is a pair (F, I) such that:
(a) F is a rooted forest (the edges of F being oriented from the roots to the leaves).
(b) I is a partition of the vertices of F with the following condition: if x, y are two vertices of F which are in the same part of I, then either they are both roots, or they have the same direct ascendant.
The parts of the partition are called blocks.
2.
We shall say that a partitioned forest is a partitioned tree if all the roots are in the same block.
3. Let D be a set. A partitioned tree decorated by D is a pair (t, d), where t is a partitioned tree and d is a map from the set of vertices of t into D. For any vertex x of t, d(x) is called the decoration of x.
4. The set of isoclasses of partitioned trees will be denoted by PT . For any set D, the set of isoclasses of partitioned trees decorated by D will be denoted by PT (D).
Examples. We represent partitioned trees by the Hasse graph of the underlying rooted forest, the blocks of cardinality ≥ 2 being represented by horizontal edges of different colors. Here are the partitioned trees with ≤ 4 vertices: Definition 28 Let t = (t, I) and t ′ = (t ′ , J) ∈ PT . 1. Let s be a vertex of t ′ . The partitioned tree t • s t ′ is defined as follows:
(a) As a rooted forest, t • s t ′ is obtained by grafting all the roots of t ′ on the vertex s of t.
(b) We put I = {I 1 , . . . , I k } and J = {J 1 , . . . , J l }. The partition of the vertices of this rooted forest is I ⊔ J = {I 1 , . . . , I k , J 1 , . . . , J l }.
2. The partitioned tree t t ′ is defined as follows:
(a) As a rooted forest, t t ′ is tt ′ .
(b) We put I = {I 1 , . . . , I k } and J = {J 1 , . . . , J l } and we assume that the set of roots of t is I 1 and the set of roots of t ′ is J 1 . The partition of the vertices of t t ′ is
Examples. 
These operations are similarly defined for decorated partitioned trees.
Proposition 29 [11] Let D be a set. The free non unitary Com-Prelie algebra ComP relie(D) generated by D is the vector space generated by PT (D). We extend by bilinearity and the prelie product • is defined on in the following way: if t, t ′ ∈ PT (D),
Rooted trees are identified with partitioned rooted trees such that any block has cardinality one. Then the free prelie algebra P relie(D), which is based on decorated rooted trees [3] , is seen as a prelie subalgebra of ComP relie(D).
A universal case
Notations. 2. Let V D be the space generated by the biletters in D. We define a map f :
The pair (V D , f ) satisfies a universal property:
Proposition 30 Let V be a vector space, g : V −→ V a linear map, and for all d ∈ D x d ∈ V . There exists a unique linear map F :
Proof. The map F is defined by
Our aim is to prove that the prelie subalgebra of g D generated by the biletters
is free. We shall use the Com-Prelie algebra morphism defined by:
Its restriction to
By the universal property of V D and the factoriality of the construction of T (V, f ):
Theorem 31 Let V be a vector space, f : V −→ V a linear map and
The following map is a Com-Prelie algebra morphism:
Definition 32 Let t be a partitioned tree decorated by D.
1. The number of vertices of t is denoted by |t|.
Let s be a vertex of t.
(a) The fertility of s is the number of blocks B such that there is an edge from s to any vertex of B. It is denoted by f ert(t).
(b) The decoration of s is denoted by d(s).
3. A linear extension of t is a bijection σ : {1, . . . , |t|} −→ V ert(t), such that if x is a child of y, then σ −1 (x) > σ −1 (y) (the edges of t being oriented from the roots to the leaves). The set of linear extensions of t is denoted by L(t).
Let us now give a direct description of Φ CP L .
Proposition 33 For all partitioned tree decorated by D:
Proof. By induction on n = |t|. It is obvious if n = 0 or n = 1. Let us assume the result at all ranks < n. Two cases can occur.
First case. Let us assume that t has several roots. We can write t = t 1 t 2 , with t 1 , t 2 two partitioned trees with < n vertices. Let us denote by k and l the number of vertices of t 1 and t 2 . Then:
Hence, by the induction hypothesis applied to t 1 and t 2 :
Second case. Let us assume that t has a single root. Let t ′ = t 1 . . . t k be the partitioned tree obtained by deleting the root of t, where t 1 , . . . , t k are partitioned trees with a single root. If d is the decoration of the root of t,
Then, by theorem 14:
Moreover, for all σ ∈ L(t), σ(1) is the root of t. Hence:
Finally:
So the result holds for all partitioned tree t. ✷ Remark. If t is a partitioned tree with k blocks:
♯{blocks of direct descendants of x} = k − 1.
In particular, if t is a rooted tree, the sum of the upper letters of any biword appearing in Φ CP L (t) is |t| − 1.
We now prove that the restriction of Φ P CL to the the free prelie algebra P relie(D) is injective. We shall use certain families of biwords:
Definition
• For all 1 ≤ i ≤ n, a i + . . . + a n ≤ n − i.
• a 1 + . . . + a n = n − 1.
2. We shall say that w is σ-admissible if it can be written as w = w 1 . . . w k , with w 1 , . . . , w k admissible.
Examples. ..dn is admissible and n ≥ 1, then a n ≤ n − n = 0, so a n = 0.
Lemma 35
..dn be a σ-admissible biword. Then it can be uniquely written as w = w 1 . . . w k , with w 1 , . . . , w k admissible. Moreover, a 1 + . . . + a n = n − k.
..dn be a word such that for all 1 ≤ i ≤ n, a i + . . . + a n ≤ n − i. We put k = n − (a 1 + . . . + a n ). Then k ≥ 1 and for d ∈ D,
Proof. 1. Let w = w 1 . . . w k = w ′ 1 . . . w ′ l be two decompositions of w in admissible words.
(sum of the letters of
Similarly, a 1 + . . . + a n = n − l, so k = l. Let us assume that w 1 is formed by the first i biletters of w, w ′ 1 is formed by the first j biletters of w, with i < j. As w 1 and w ′ 1 are admissible, a 1 + . . . + a j = j − 1 and a 1 + . . .
this is a contradiction. So i = j, and
2. We put w = w 1 . . . w k , where w 1 , . . . , w k are admissible. We put, for all i, w i =
. For all i, j:
Hence, if w = a 1 ...an d 1 ...dn , for all 1 ≤ i ≤ n, a i + . . . + a n ≤ n − i.
3. We put b 1 . . . b n+1 = ka 1 . . . a n . If 2 ≤ i ≤ n + 1:
Proof. We shall consider the subalgebra (for the product ) generated by P relie(D) in ComP relie(D). We denote it by H D . A basis of H D is given by the set of partitioned trees decorated by D such that any block has cardinality 1, except the block containing the roots. Forgetting the blocks, these special partitioned trees are identified with rooted forests. Here are for examples rooted forests with ≤ 4 vertices:
Let W n be the set of σ-admissible words of length n and let W be the union of the W n . We choose a total order on W such that:
1. If u ∈ W m and v ∈ W n with m > n, then u > v.
2. For all n ≥ 0, for all d ∈ D the following map is increasing:
Note that this maps takes its values in the set of admissible words, by lemma 35.
3. If u = u 1 . . . u k and v = v 1 . . . v l are two elements of W n decomposed into admissible words, if for a particular index i,
For any decorated rooted forest F (still identified with a partitioned tree by putting all the roots in the same block), we inductively define a biword w F in the following way:
• If F is not a tree, we put F = t 1 . . . t k , indexed such that w t 1 ≤ . . . ≤ w t k . Then w F = w t 1 . . . w t k .
• If F is a tree, let d be the decoration of its root and let t 1 . . . t k be the forest obtained by deleting the root of F , its trees being indexed such that
First step. Let us prove that for all rooted forest F :
2. w F is σ-admissible. Moreover, if F is a tree, w F is admissible.
We proceed by induction on the number n of vertices of F . If n = 0, this is obvious. Let us assume the result at all rank < k. If F is not a tree, we put F = t 1 . . . t k . By the induction hypothesis, w t 1 , . . . , w t k are admissible, so w t 1 . . . w t k is σ-admissible. For all 1 ≤ i ≤ k, there exists a linear extension σ i of t i such that:
Then σ = σ 1 ⊗ . . . ⊗ σ k is a linear extension of F and:
so this biword appears in Φ CP L (F ). If F is a tree, keeping the notations of the the definition of w F , by the induction hypothesis, w t 1 , . . . , w t k are admissible. By lemma 35,
Then σ = (1) ⊗ σ 1 ⊗ . . . ⊗ σ k is a linear extension of F and:
so this biword appears in Φ CP L (F ).
Second step. Let F, G be two forests, such that w F = w G . As w = w F = w G appears in Φ CP L (F ) and Φ CP L (G), then the number of vertices of F and G is the length n of w. Let us prove that F = G by induction on n. It is obvious if n = 1. Let us assume the result at all ranks < n. Let us put F = t 1 . . . t k , and G = t ′ 1 . . . t ′ l . As the biwords w t i are admissible, by lemma 35, the sum of letters of w is n − k; similarly, this sum is n − l, so k = l. If k ≥ 2, by the unicity of the decomposition of w into admissible biwords, w t i = w t ′ i for all i. By the induction hypothesis, t i = t ′ i for all i, so F = G. If k = 1, considering the first biletter of w, the roots of F and G have the same decoration and the same fertility. Considering the biword obtained by deleting the first biletter of w, if F ′ and G ′ are the forests obtained by deleting the roots of F and G, the induction hypothesis implies that F ′ = G ′ ; hence, F = G.
Third step. For all forest F , we put:
is not 0 and w is admissible}.
By the preceding observations, w ′ F exists and w ′ F ≥ w F . Let us prove that w ′ F = w F for any forest F . We proceed by induction on the number n of vertices of F . It is obvious if F = 1. Let us assume the result at all rank < n.
We put w ′ F = w 1 . . . w k , with w 1 . . . w k admissible, and f the linear extension of F corresponding th w ′ F . For all 1 ≤ i ≤ k, let X i be the subset of the vertices of F corresponding to the biletters of w i . If x ∈ X i and y ∈ X j is a child of x in F , then as f is a linear extension of F ,
By lemma 35, the sum of the first letters of
Let us assume there exists an index i such that F i is not the disjoint union of a tree formed by the vertices in X i and F i+1 . We choose i maximal; for all j > i, let t j be the tree formed by the vertices of X j , such that F i+1 = t i+1 . . . t k . As F i is a forest of length k − i + 1, and X i does not form a subtree of F i , X i forms a forest s 1 . . . s l with l > 1, and at least one of the s p , say s l for example, as for a child a root of one of the t j . Let t be the subtree of F containing s l and t j . Then a word of the form . . . w t w t j+1 . . . w t k appears in Φ CP L (F ). As |t| > |t j |, by the first condition on the order on admissible words, w t j+1 > w t j . By the third condition on the order, . . . w t w t j+1 . . . w t k > w t 1 . . . w t k = w ′ F : contradicts the maximality of w ′ F . We obtain that F = t 1 . . . t k , then vertices of t i corresponding via f to the billetters of w i for all i. Consequently, w i ≤ w ′ t i = w t i for all i. Let us assume that i < j and w i > w j . Shuffling the biletters corresponding to the vertices of t i and t j , w 1 . . . w j . . . w i . . . w k also appears in Φ CP L (F ) and is strictly greater than w ′ F , by the third condition on the order: contradiction. So w 1 ≤ . . . ≤ w k .
Let us assume that k ≥ 2. We put
, then w 1 . . . w k < w F by the third condition of the total order, and this contradicts the maximality of w ′ F . So
and that w ′ 
Last step. Let x = a F F be a nonzero element of H D . As F −→ w F is injective by the second step, let us totally order the set of decorated rooted forests such that F < G if, and only if, w F < w G . Let F 0 be the maximal forest such that a F = 0. If F < F 0 , then w F < w F 0 ; as
Remarks.
1. We even prove that the restriction of Φ CP L to H D is injective.
2. Φ P CL is not injective. Let us choose an element d ∈ D. All the vertices of the here considered partitioned trees are decorated by d, so we omit the decoration.
Hence, φ CP L ( 
Corollary 37
The prelie subalgebra of g D generated by the biletters
is freely generated by these elements.
We shall give more results on the morphism φ and the admissible words in the appendix.
Prelie subalgebra generated by V
We here consider the prelie subalgebra of V generated by V . We denote by P relie(V ) the free prelie algebra generated by V . This is the space of rooted trees decorated by V , each vertex being linear in its decoration. The prelie product is also given by grafting. We shall also consider the free Com-Prelie algebra generated by V . This is the space of partitioned trees decorated by V , each vertex being linear in its decoration. We consider the two morphisms:
Note that φ P L is the restriction of φ CP L on P relie(V ) ⊆ ComP relie(V ).
Combining theorem 31 and proposition 33,
Hence, for all partitioned tree t decorated by V :
Theorem 38 1. φ P L is surjective if, and only if, f (V ) = V .
2. φ CP L is surjective if, and only if, the codimension of f (V ) in V is ≤ 1.
Proof. 1. =⇒. By lemma 6, the length of words is a gradation of T (V, f ); moreover, φ CP L is homogeneous for this gradation. Hence:
Let t be the ladder with n vertices, decorated from the root to the leaf by w 1 , . . . , w n−1 , v n . Then L(t) is reduced to a single element, and
Let us assume that the codimension of f (V ) in V is ≥ 2. Let x, y ∈ V , linearly independent, such that f (V ) ∩ V ect(x, y) = (0). There exists a linear map g : V −→ V , such that g(f (V )) = (0) and g(x) = x, g(y) = y. As φ CP L is surjective, we can write:
= yx.
So xy = yx, and consequently x and y are linearly independent: this is a contradiction. So the codimension of f (V ) in V is ≤ 1.
⇐=.
If f (V ) = V , then by the first point, φ P L , and consequently φ CP L , is surjective. Let us assume that the codimension of f (V ) in V is 1. Let us choose x ∈ V , such that V = f (V ) ⊕ V ect(x). In order to prove that φ CP L is surjective, it is enough to prove that v 1 . . . v n ∈ Im(φ CP L ) for all n ≥ 1, v 1 , . . . , v n ∈ {x} ∪ f (V ). We proceed by induction on n. If n = 1, then v 1 = φ CP L ( q v 1 ). Let us assume the result at rank n − 1. Let k be the greatest integer such that v 1 = . . . = v k = x, with the convention that k = 0 if v 1 = x. We proceed by induction on k. If
Let us assume the result at rank k − 1, with k ≥ 1. By the induction hypothesis on n, there exists
By the induction hypothesis on k, for all k
As the characteristic of the base field is zero,
Corollary 39
The subspace V generates the prelie algebra T + (V ) if, and only if, f (V ) = V . The subspace V generates the Com-Prelie algebra T + (V ) if, and only if, the codimension of f (V ) in V is ≤ 1.
Examples

The Faà di Bruno prelie algebra
We here choose V one-dimensional, with f = λId V . Let us choose a basis (x) of V . Then
, where x i is the word of i letters x . . . x. The shuffle product of K[x] is given by:
Proposition 40 For all i, j ≥ 0,
Proof. By induction on i. If i = 0, x 0 • x j = 0 and j −1 = 0. Let us assume the result at rank i. Then:
So the result holds for all i. ✷ Let us assume that λ = 0. For all i ≥ 0, we put y i = (i + 1)! λ x i . As the characteristic of K is zero, (y i ) i≥0 is a basis of K[x]. We obtain:
is isomorphic, as a Lie algebra, to the Faà di Bruno Lie algebra [8, 9, 10] .
We consider the prelie algebra morphism φ P L from the free prelie algebra on one generator P relie(1) to K[x] which sends q on x. Its image is the prelie algebra of K[x] generated by x. By corollary 39, it is K[x] + if λ = 0.
Proposition 41 For any rooted tree t, φ P L (t) = |S(t)|λ |t|−1 x |t| .
Proof. By theorem 31 and proposition 26:
f ert(s) is the number of edges of t. As t is a tree, this is |t| − 1. ✷
The enveloping algebra of P relie(1) and the Connes-Kreimer Hopf algebra of rooted trees [5, 1] are in duality by the pairing [21, 13] :
where s F is the number of symmetries of the forest F . If the characteristic of K is zero, it is non degenerate. In this case, we dualize the extension of the prelie algebra morphism φ P L as an algebra morphism from
) and obtain in this way an algebra morphism
Proposition 42 Let (x * i ) i≥1 be the dual basis of the basis (
Examples. If λ = 1: .
It is not difficult to prove that for any rooted tree t,
|S(t)| st
is the number of heap-orderings of t, up to an isomorphism. So, if λ = 0, Im(φ * P L ) is the Connes-Moscovici subalgebra of H CK [4, 5] .
Proposition 43
The group of automorphisms of the Com-Prelie Hopf algebra T (V, f ), with V 1-dimensional and f = λId, is equal to:
It is isomorphic to K * .
Proof. By proposition 26, H = H ′′ as Ker(f ) = (0). ✷
Examples from Control theory
We now consider the group of Fliess operators [12] . We fix an integer n ≥ 1. A composition⋄ is defined on K x 0 , . . . , x n n ≈ K n x 0 , . . . , x n by:
•⋄ is K n -linear on the left.
• For all w ∈ K x 0 , . . . , x n n , ∅⋄w = ∅.
• For all u, v ∈ K x 0 , . . . , x n n , x i u⋄v = x i (u⋄v) + x 0 (v i (u⋄v)), with the convention v 0 = 0.
Then K x 0 , . . . , x n n is a group, with the product ⋄ defined by u ⋄ v = u⋄v + v.
Notations. Let ǫ i be the i-th element of the canonical basis. We put G i = ǫ i K x 0 , . . . , x n n .
Lemma 44 If u, v ∈ K x 0 , . . . , x n :
(ǫ i ∅)⋄v = ǫ i ∅, (ǫ i x j u)⋄v = ǫ i x j (u⋄v) + ǫ i δ i,j x 0 ((u⋄v) v).
Proof. Comes from the left K n -linearity and that ǫ i ǫ j = δ i,j ǫ i . ✷
Theorem 45
1. For all 1 ≤ i ≤ n, G i is a subgroup of G. Moreover, it is isomorphic to the group of characters associated to (V, f i ), with V = V ect(x 0 , . . . , x n ) and:
2. The group G is the direct product of the subgroups G i 's, 1 ≤ i ≤ n.
Proof. 1. As a set, we identify G i with K x 0 , . . . , x n , via the multiplication by ǫ i . In this group, If u, v ∈ K x 0 , . . . , x n , by lemma 44: ∅⋄v = ∅, x j u⋄v = x j (u⋄v) + δ i,j x 0 ((u⋄v) v).
We consider the character group associated to f i . As f 2 i = 0, theorem 17-2 becomes: ǫ i x j u⋄v = x j (u⋄v) + δ i,j x 0 ((u⋄v) v).
So G i is isomorphic to this group of characters, via the multiplication by ǫ i . 2. Let 1 ≤ i, j ≤ n, with i = j. Then, by lemma 44, if u, v ∈ K x 0 , . . . , x n :
(ǫ i x k u)⋄(ǫ j v) = ǫ i x j (u⋄(ǫ j v)) + ǫ i δ i,k x 0 ((u⋄(ǫ j v)) (ǫ j v)) = ǫ i x j (u⋄(ǫ j v)) + ǫ i ǫ j δ i,k x 0 ((u⋄(ǫ j v)) v) = x j (ǫ i u⋄(ǫ j v)) + 0.
An easy induction on the length then proves that for all word u, for all vK x 0 , . . . , x n , (ǫ i u)⋄(ǫ j v) = ǫ i u. By continuity of⋄, for all u, v ∈ K x 0 , . . . , x n , (ǫ i u)⋄(ǫ j v) = ǫ i u. Hence, for all u, v ∈ K x 0 , . . . , x n :
(ǫ i u) ⋄ (ǫ j v) = ǫ i u + ǫ j v.
Hence, G is the direct sum of the subgroups G i 's. ✷ So the Lie algebra of G i is the prelie algebra T (V, f i ) = K x 0 , . . . , x n with the composition associated to f i . Let us give a few results on this prelie algebra:
Theorem 46
2. H ′ 2 is isomorphic to the group of Hopf algebra automorphims of the shuffle algebra K x 2 , . . . , x n which fix x 2 , . . . , x n . , with λ ∈ K * , µ ∈ K, D ∈ GL n−1 (K).
In particular, if n = 1, H is isomorphic with λ µ 0 λ | λ ∈ K * , µ ∈ K .
Proof. By application of proposition 26 and corollary 25, with W 1 = V ect(x 2 , . . . , x n ) and W 2 = V ect(x 1 ). ✷
Appendix
Admissible words and Dyck paths
Recall that a Dyck path of length 2n is a path from (0, 0) to (n, n), made of steps → and ↑, always staying under the diagonal, but possibly touching it in other points that (0, 0) and (n, n).
The set of Dyck paths of length 2n is denoted by D(n).
Examples. Note that a nonempty Dyck path always starts by → and ends by ↑.
Lemma 48 Let →↑ a 1 →↑ a 2 . . . →↑ a n be a path starting from (0, 0), with a 1 , . . . , a n ≥ 0.
1. It is a path from (0, 0) to (n, n) if, and only if, a 1 + . . . + a n = n.
2. This path is under the diagonal if, and only if, for all 1 ≤ i ≤ n, a 1 + . . . + a i ≤ i.
Proof. 1. The path contains n → and a 1 + . . . + a n ↑, so is a path from (0, 0) to (n, a 1 + . . . + a n ).
Immediate. ✷
Notation. For all n ≥ 1, we denote by W(n) the set of first lines of admissible biwords of length n, that is to say words a 1 . . . a n with letters in N, such that:
We denote by W σ (n) the set of first lines of σ-admissible biwords of length n, that is to say words w 1 . . . w k of length k, such that w 1 , . . . w k are admissible words.
Image of the morphism Φ P LC
Proposition 52 Φ P LC (P relie(D)) is included in the space generated by admissible words and Φ P LC (comP relie(D)) is included in the space generated by σ-admissible words.
Proof. Let t be a partitioned tree with n vertices and k blocks, and let f be a linear extension of t. We put f ert(f (i)) = a i for all i. It is not difficult to prove that a 1 + . . . + a n = k − 1. As k ≤ n, a 1 + . . . + a n ≤ n − 1; if t is a rooted tree, k = n and a 1 + . . . + a n = n − 1. Let us prove that a i + . . . + a n ≤ n − i for all 1 ≤ i ≤ n by induction on n. It is obvious if n = 0. If n ≥ 1, we already proved the result if i = 1. Let us assume that i ≥ 2. We put t ′ = f −1 ({2, . . . , n}). As f is a linear extension of t, t ′ is an ideal of t, and b 1 . . . b n−1 = a 2 . . . a n appears in Φ P LC (t ′ ). By the induction hypothesis: a i + . . . + a n = b i−1 + . . . + b n−1 ≤ (n − 1) − (i − 1) = n − i.
Finally, if t is a partitioned tree, any biword appearing in Φ P LC (t) is σ-admissible; if t is a rooted tree, any biword appearing in Φ P LC (t) is admissible. ✷ Remark. It is not difficult to see that Φ P L (P relie(D)) is strictly included in the space of admissible words and that Φ P LC (P relieCom(D)) is strictly included in the space of σ-admissible words.
Corollary 53 The space of σ-admissible words, with the shuffle product and the prelie product • of g D , is a Prelie-Com algebra.
Proof. Let w be a σ-admissible biwords. Let us first prove that there exists a partitioned tree t such that w appears in Φ P LC (t). We proceed by induction on the length n of w. If n = 0, then we take t = 1. Let us assume the result at all rank < n. If w = a 1 . . . a n is admissible, then the second point implies that a 2 . . . a n is σ-admissible, and a = 1 n−a 1 −...−an d
for a certain d ∈ D. By the induction hypothesis, there exists a forest t ′ such that a 2 . . . a n appears in Φ P LC (t ′ ). Then a 1 . . . a n appears in Φ P LC ( q d • t ′ ). If w = w 1 . . . w k , with w 1 , . . . , w k admissible and k ≥ 2, then for all i there exists t i such that w i appears in Φ P LC (t i ). Hence, w 1 . . . w k , being a particular shuffling of w 1 , . . . , w k , appears in Φ P LC (t 1 ) . . . Φ P LC (t k ) = Φ P LC (t 1 . . . t k ).
Let us consider now two σ-admissible biwords u and u ′ . There exists admissible forests t and t ′ such that u appears in Φ P LC (t) and u ′ appears in Φ P LC (t ′ ). Then any word appearing in u u ′ or in u•u ′ appears in Φ P LC (t) Φ P LC (t ′ ) = Φ P LC (t t ′ ) or in Φ P LC (t)•Φ P LC (t ′ ) = Φ P LC (t•t ′ ), so is σ-admissible by proposition 52. ✷
