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Abstract
Missions concerning small-body celestial objects are of growing interest due to the re-
sources and information they can provide. Such missions require detailed information
about the surface of the body for interactions, such as landing on the surface, as well
as predicting the gravity field of the object. This work provides a means of optimizing
the mission elements of trajectory and imaging target schedules so that the level of
knowledge of the surface can be increased. The information required to increase one’s
knowledge of the surface is described as a set of conditions placed on the collection of
images taken of each facet of the surface; these requirements constitute the concept
of “coverage” and were provided by NASA. Currently, no comparable optimization
capability exists. The trajectory optimization task is done using an adapted form
of the Non-dominated Sorting Genetic Algorithm-2 (NSGA-2) in which the genetic
mutation and recombination operators are replaced with operators inspired by a dif-
ferent Evolutionary Algorithm, Differential Evolution. Since small-body objects have
irregular distributions of mass, this optimization accounts for this by using a higher
fidelity gravity model; the expense of the calculation causing a significant increase in
fitness evaluation time. The trajectory optimization uses the maximization of possi-
ble coverage (the coverage achieved is every surface element were targeted for imaging
at every opportunity) and minimization of a time quantity that typifies covering less
but doing so quickly as the primary optimization objectives with an additional an-
cillary objective which rewards the fulfillment of the individual aspects of coverage
so as to better condition improvement in the first objective. The optimization of
imaging schedules is handled using a less adapted version of NSGA-2 in which the
base operations were only tailored slightly. This differs from the previous task in that
limitation are placed on the imaging process; namely that the camera may only target
a single surface element at each opportunity and is thus only able to observe the faces
caught within the narrow field-of-view. This optimization trades the minimization of
time objective and the ancillary objective for the minimization of the required rota-
tional effort of the imaging spacecraft. Both works result in sets of solutions to their
respective problems that capture the trade-space between the considered objectives.
The last work detailed here examines the consequences of how velocity domains are
phrased in space trajectory optimization problems. Multiple means of framing the op-
timization domain are examined and the results detail the complications encountered
by the more common formulations for a set of test problems.
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Recent years have seen increased interest in mission focused on small-body celestial
objects (asteroids, comets, etc.). Such objects hold interest for both scientific as well
as commercial prospects. Learning of their composition and formation may answer
deeper questions. From a less academic perspective, some of these celestial objects
contain useful materials that are rare on Earth. A challenge with missions involving
small-body celestial objects that is not seen with mission to planets or comparably
sized objects is that their irregular shape and small scale mean that their gravitational
fields cannot be described with the standard Keplerian model. Improving knowledge
of the body’s shape is then necessary for determining details of its gravitational field
which could then be used for closer orbits and/or landing operations. Additionally
this information is essential for any attempt at interacting with the object, be the
interaction landing, material extraction, or even the use of ranged instruments that
target the surface. To increase knowledge of the body’s surface, survey trajectories
can be flown in which images of the surface are taken that must adhere to a standard of
coverage in order to learn all of the necessary facets of the surface. These requirements
1
impose, upon a collected set of images, angular relations between the body, spacecraft,
and sun. The requirements require a deliberate choice of images whose availability
are a result of the trajectory and the instantaneous pointing of the camera. Thus it is
necessary to intelligently choose a path about the body and where to focus the camera.
Both aspects of this task have multiple competing objectives. Current approaches
tend towards expending more than the required effort to ensure a adequate result.
This type of approach also requires the spacecraft to be far more capable, larger with
more pieces of expensive equipment, in order to achieve the desired results. Finding
the “best” solutions, ones that strike advantageous balances between the competing
goals, is a nontrivial task. This work focuses on the development of such a capability





As it stands, small-body focused spacecraft missions that require or seek detailed
topographical knowledge are of growing interest. The prime example of this being
the OSIRIS-REx mission, which launched September 8th 2016. Many prior missions
imaged small-body celestial objects during single flyby maneuvers, which constitutes
opportunistic imaging, but fewer have assumed orbit about the body for the ex-
plicit purpose of imaging. The European Space Agency’s Rosetta mission to comet
Churyumov-Gerasimenko had two opportunities for flybys in the asteroid belt [Acco-
mazzo et al., 2010]. The first was with asteroid Šteins in 2008. The Rosetta craft was
equipped for a comet mission involving a landing on the surface thus optical imaging
was not the only concern [G. G. T. Taylor et al., 2017]. As such the science goals of the
flyby were not solely optical imaging of the surface, determination of bulk properties
was also an objective [Accomazzo et al., 2010]. The optical images obtained from this
flyby were thus those which could be taken in a balance amongst all of the competing,
since time is limited during a flyby, science objectives as opposed to a thorough or
optimal imaging schedule. Similarly, the opportunity of the Rosetta craft to image
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Lutetia in 2010 was again a time constrained attempt as it was also a single flyby.
While 462 images were taken of the surface [Schulz et al., 2012], due to the limited
time available, these images constitute a rapid acquisition of knowledge instead of a
methodical maximization of it; something that would have only been possible given
far more time. Predating those two events, the NEAR Shoemaker mission had the
opportunity to take images of the asteroid Mathilde en route to Eros [Veverka et al.,
1998]. Due to the slow rate of rotation, 17.4 days per one revolution, approximately
half of the body could be viewed. During closest approach, less than 1212km, the
best available image resolution was 160 m per pixel but for much of the other images
the resolution was around 500 m per pixel [Veverka et al., 1998]. As would be the
case with the future Rosetta opportunities, flybys simply do not provide adequate
conditions for a complete improvement of surface knowledge.
The OSIRIS-REx’s focus on imaging the surface of its target, the asteroid Bennu,
made it a suitable example to serve as the base for this work. While this mission
design incorporated maneuvers specifically designed to increase the known detail of
the surface [Williams et al., 2018], the basis of the mission design was fundamentally
different than that which is of interest to this work. Focusing on the mission design
portion concerning the imaging of the surface, Williams et al. [Williams et al., 2018]
designed a series of hyperbolic trajectories that used multiple tools - i.e. Light De-
tection and Ranging (LIDAR) and a laser altimeter - to obtain information that far
exceeds the detail of optical images. One of the survey segments of the mission has 18
different propulsive maneuvers alone as it transitions between each of its hyperbolic
observation trajectories [Williams et al., 2018]. Due to Bennu’s size however, these
maneuvers are not expensive.
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The present work attempts to achieve similar ends using only an optical camera
and a single trajectory. The contrast in mission design complexity is also mirrored
in the complexity of the craft required to undertake such missions. Williams et
al.’s design requires multiple instruments and additional fuel/energy to transition
trajectories and preform scanning rotations of the craft. Designs found through the
optimization herein described may be flown with far simpler craft.
A survey of past small-body missions revealed no information indicating optimiza-
tion of the particular mission details for the imaging portions, namely the NEAR
Shoemaker, Rosetta, and Dawn missions [Veverka et al., 2001,Miller et al., 2002,Ac-
comazzo et al., 2015,Russell and Raymond, 2012]. The NEAR Shoemaker mission,
as stated before, sought to establish orbit about and eventually land upon Eros, a
near-Earth asteroid. The mission sought to learn much about Eros, facets from inter-
nal mass distribution to mineralogy and more. A component of this analysis involves
determination of the shape of the asteroid. The shape determination primarily used
data from the craft’s NEAR Laser Rangefinder (NLR) [Miller et al., 2002]. This is an
intensive scanning approach as opposed to an optical method which can leverage the
field-of-view of the camera, as utilized in this work. Although, the NLR does provide
precise data beyond that obtainable through photographs; the trade associated with
more advanced/expensive equipment.
Optical images were a part of the data gathered as they were used for landmark
navigation and for determining a landing site. During the final descent phase, 70
images were taken with resolutions ranging from 70cm per pixel and ending at 1cm
per pixel [Veverka et al., 2001]. These images however lack the necessary variety of
angular relationships between the craft, surface, and Sun to satisfy the conditions
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upon which topographical knowledge is sufficiently improved. The addition of the
landmark images does not greatly aid in this for they often must be similar to be
of use. The Rosetta mission focused its primary efforts on the comet Churyumov-
Gerasimenko. Due to the uncertainty involved in establishing orbit about the comet
since its shape and mass were unknown, much of the determination of the comet’s
properties were handled in two “triangular” orbits (two sets of three hyperbolic orbit
segments arranged in triangles) flown prior to arrival [Accomazzo et al., 2015]. With
the knowledge gained from that initial survey, orbit could be established about the
comet although the altitudes of the orbital phases were decreased in stages as the
level of confidence concerning the safety of different altitudes increased. During these
orbits is when the comet was mapped for the purposes of choosing a landing site
for the Philae lander. Unfortunately no details are provided concerning the design
choices of these observations [Accomazzo et al., 2015]. The Dawn mission, launched in
2007, had explicit goals of imaging the minor planets Vesta and Ceres. The imaging
strategy for this task was detailed as using a polar survey orbit [Russell and Raymond,
2012]. This orbit essentially scans vertically across the body as it rotates beneath
observation. Given sufficient time, and no integer multiplicative relation between
orbit period and the body’s sidereal period, this strategy guarantees observation of all
points on the surface. This strategy however may not be the wisest for all application
and constraints.
Broadening the scope of consideration, multi-objective evolutionary algorithms
have been applied to mission and trajectory design problems with great success. The
most prominent literature regarding this are the works of Jacob Englander and dif-
ferent associates [Englander, 2013,Englander et al., 2015,Vavrina et al., 2015]. The
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primary focus of Englander’s works is using his Evolutionary Mission Trajectory Gen-
erator (EMTG) which is an open-source multi-objective optimization framework he
developed. It uses NSGA-2 to optimize over the discrete variables of the design prob-
lem and then calls an implementation of Monotonic Basin Hopping (MBH) [Englan-
der and Englander, 2014,Englander et al., 2012] to address the continuous variables.
While much of the aforementioned work has been in the realm of constrained inter-
planetary trajectory optimization, it is this approach that served as an inspiration
for the methods herein detailed. Common among his works is using the NSGA-2
outer-optimizer to choose the sequence of planetary flybys, as well as mission specific
parameters such as launch vehicle, and then have the MBH inner-optimizer refine the
times and orbital parameters of the transfers. The variety comes from the particular
application and new constraints considered for the missions. This architecture uses
the patched conic approximation which differs greatly from the level of physical fi-
delity employed here. The trade is sensible however. For interplanetary missions the
benefit of increasing the order of gravitational approximation is far outweighed by the
increase in the required computation time; the difference between the two physical
descriptions not being sufficient justification. Such an approach cannot be employed
for small-body proximity maneuvers since it neglects the irregular distribution of mass
about the body.
To the knowledge of the author, there are no articles concerning the implications
of the manner in which velocities are phrased for global optimization. Moreover,
no information was found concerning the consequences of how decision vectors were
formulated when bounds can be placed on characteristics, here magnitude, of the
vector. Since it is impossible to be certain that no quasi-relevant material exists, it
7
can only be asserted that this is not a prevalent or well explored topic. The lack of
material is perhaps because often in spacecraft trajectory optimization the velocity
vector, or rather the change required of the velocity vector (∆v), is a consequence
of the decision variables [Vasile et al., 2011,Bessette and Spencer, 2006,Toglia, 2008]
as opposed to optimizing over the velocity vector directly; or more aptly, using a
velocity description that must be propagated. In cases where velocity propagation
was conducted, implications of a Cartesian bounding of parameters traditionally have




The task of optimizing the trajectories and the imaging target sequences for small-
body missions is a difficult task. Not only are the decision spaces of the sub-problems
complicated, three-dimensional velocities that navigate through non-Keplerian grav-
ity and long sequences of targets where the advantage of local changes in the beginning
of the sequence have unforeseeable consequences on the available gain in the end of
the sequence, but each considers multiple objectives for which reduction to a sin-
gle weighted scalar would devalue the result. Such an optimization benefits greatly
from the global multi-objective considerations of a Multi-Objective Evolutionary Al-
gorithm (MOEA). While there exist more than a few such algorithms applicable to
the task of interest, two primary candidates were considered for implementation due
to the adaptability of their structures and how both handled the progression toward
producing a non-dominated front of solutions; such a solution set is the desired re-
sult of multi-objective optimization for it exemplifies the trades available between
objectives in the solutions space. The two algorithms considered for use were Non-
dominated Sorting Genetic Algorithm-2 (NSGA-2) [Deb et al., 2002] and Strength
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Pareto Evolutionary Algorithm-2 (SPEA-2) [Zitzler et al., 2001]. Both algorithms
are population-based and make strategic use of random variables to prevent becom-
ing trapped in local optima; of course these two facts are not unique to these methods.
NSGA-2 operates on the premise of non-dominated ranking of the population.
First, given a population of N candidate solutions (be it the initial random popula-
tion or that which exists at each generation), N child candidate solutions are generated
from the main population. Then fitness evaluations for each objective are made of
each of the 2N candidate solutions; a standard process for any Evolutionary Algo-
rithm (EA). Using these fitness scores, the dominance relations of the population are
assessed. Each candidate solution is assigned a rank which is the number of solutions
that dominate it; here A dominates B if for each objective’s fitness evaluation Fi
(where i denotes the particular objective), Fi(A) ≤ Fi(B) in a minimization problem.
Thus all solutions of rank 0 are non-dominated; any other solution is either worse
or denotes a trade of bettering one objective at the cost of another. The set of all
solutions of the same domination rank represent a domination front. The population
is then reduced to N members by accepting the lowest rank fronts into the new popu-
lation. Moving through the fronts sequentially, if a front contains fewer solutions than
the amount of available space remaining in the new population, then that front is ac-
cepted in its entirety into the next generation’s population. Continuing this scheme,
eventually a front will be reached that contains more solutions than may be permit-
ted. For this front, a crowding metric is used to determine which solutions proceed
further by limiting similar representation within the decision space. This crowding
distance is computed as the average distance across objectives to a solution’s neigh-
bors in sorted lists for each objective. Solutions at the edges of representation are
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given high crowding distances so that they automatically continue onward for they
represent the span of the space. An eventuality of continued evolution in this manner
is that a generation will be reached where the rank 0 front contains more than N
members. At this point, the proceeding population is subject to the crowd culling
which conditions progress toward a better spread of solutions in the population [Deb
et al., 2002].
SPEA-2 operated on a different premise. Here the current non-dominated front
is preserved in an archive which is stored separately from the population yet is still
used in each generations basic operations. Additionally, the main premise for this
algorithm is the concept of domination strength as opposed to non-domination rank.
A candidate solution’s strength is proportional to the number of solutions, in both
the population and the archive, that it dominates. This algorithm also directly in-
corporates crowding considerations into its fitness evaluation. Fitness is composed
of two parts, the first is a raw fitness value and the second is a crowding measure,
which are summed to compute the fitness value. The raw fitness value for solution
i is the sum of the strengths of all solutions that dominate i. The crowding metric
is expressed as the multiplicative inverse of 1 plus the distance to the kth nearest
solution where k is the square root of the total number of solutions (archive plus
population) in common practice. Selection for the next generation is then handled
through binary tournaments [Zitzler et al., 2001].
Selective comparisons between the two methods have shown similar performance
[Zitzler et al., 2001]. Ultimately NSGA-2 was selected since its architecture is simpler









The original research conducted during this PhD study is presented in 
the form of three manuscripts: 
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Missions 
 
Vector Formulations for Spherically Bounded Search Spaces 
Multi-Objective Trajectory Optimization for Small-Body
Coverage Missions
David Hinckley Jr.∗, Jason Pearl†, and Darren Hitt‡,
Visual coverage of surface elements of a small celestial body requires multiple images to be
taken that must satisfy numerous requirements on their viewing angles, illumination angles,
times of day, and combinations thereof. Finding trajectories that allow for these conditions
to be met in a timely manner is a nontrivial task and is made more difficult by the competing
criteria for such trajectories. This work phrases the search for suitable trajectories as an
optimization problem handled with a multi-objective evolutionary algorithm.
I. Introduction
When conducting a small-body mission there is often the need to develop a detailed map of the surface. Topography-
based position tracking and landing operations have direct need of detailed information regarding the body’s surface.
To acquire such information, survey trajectories must be flown in which images of the surface are taken which must
adhere to a standard of coverage in order to learn all of the necessary facets of the surface. Missions such as the NASA
OSIRIS-REx mission [1] show the need for such detailed information of the surface. Finding trajectories that provide the
necessary opportunities for the needed images is an inherently multi-objective task since concerns other than coverage
compete with the total amount of the body that can be observed. Given unlimited time, most trajectories can observe
much of the body; however, for practical reasons, the observation time will be limited and so there must be an element
of haste and efficiency regarding the amount of coverage attained.
Many previous missions imaged small-body celestial objects during single flyby maneuvers [2–4] which constitutes
opportunistic imaging but fewer have assumed orbit about the body for the explicit purpose of imaging. Fewer missions
have actually established orbit about a small body with explicit intent on imaging the surface, among them Dawn,
NEAR Shoemaker, and OSIRIS-REx [1, 5, 6]. The OSISRIS-REx mission serves as, potentially, the most detailed
description of survey efforts for such mission [1]. Focusing on the mission design portion concerning the imaging
of the surface, Williams et al. [1] designed a series of hyperbolic trajectories that used multiple tools - i.e. Light
Detection and Ranging (LIDAR) and a laser altimeter - to obtain information that far exceeds the detail of optical
images. One of the survey segments of the mission has 18 different propulsive maneuvers alone as it transitions between
each of its hyperbolic observation trajectories [1]. Due to Bennu’s size however, these maneuvers are not expensive.
What this shows however is that approaches have relied on the capabilities of the expensive craft that undertake such
missions. If these problem domains are to be made accessible to less monolithic spacecraft, mission design will require
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multi-objective optimization to achieve comparable results.
‘Coverage’ of a surface site is defined by a combination of images taken meeting different requirements placed upon
relative angles of the sun and camera[7] (see Figure 1). For any site, the emission angle is defined as the angle between
the surface normal and the sun’s line-of-sight (LoS) to the site. Coverage requires images with at least three different
emission angles within the bounds of [20◦,60◦] mutually separated by 8◦. Incidence angle is defined as the angle
Fig. 1 Definition of angles: Emission angle α, Incidence angle β, Spacecraft Azimuth angle γ, Solar Azimuth
angle δ
between the surface normal and the spacecraft’s LoS. Coverage requires images with at least three different incidence
angels within the bounds of [20◦,70◦] mutually separated by 10◦. Spacecraft azimuth angle is the angle between a
surface projection of the spacecraft’s LoS and a surface reference. Coverage requires images with at least three different
spacecraft azimuth angles mutually separated by 90◦. Solar azimuth angle is defined as the angle between the surface
projection of the Sun’s LoS and a surface reference. Coverage requires images with at least two different solar azimuth
angles separated by 150◦. A visual depiction of these angles is given by Figure 1. Coverage also requires ten unique
observations which are defined as unique combinations of emission, incidence, and spacecraft azimuth angles. These
requirements are currently used by NASA for small-body missions; a summary is provided in Table 1.
The present work focuses on maximizing the coverage achieved (phrased as a minimization of its additive inverse)
while minimizing a time analogous objective to get a trade between coverage and the speed with which it is attained.
For this study, the mapping of the surface of asteroid 101955 Bennu (see Figure 2) was selected based on its current
relevance with NASA’s OSIRIS REx mission.
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Requirement Name Angular Domain No. of Images Constraint
Emission Angle [20◦,60◦] 3 Mutual separation by 8◦
Incidence Angle [20◦,70◦] 3 Mutual separation by 10◦
Spacecraft Azimuth Angle [0◦,360◦] 3 Mutual separation by 90◦





Table 1 Summary of imaging constraints prescribed by NASA.
Fig. 2 A photograph of Bennu from the OSIRIS REx spacecraft in December 2018.
II. Numerical Methods
The trajectories are optimized using a modified version of NASA’s Multi-Objective Evolutionary Algorithm (MOEA)
Non-dominated Sorting Genetic Algorithm 2 (NSGA-2)[8]. NSGA-2 works by rank-sorting a population of solutions
first by non-domination rank and then by crowding distance. Non-domination rank is the number of solutions that
dominate (i.e. that are more fit in every objective) the given solution. Crowding distance is a numerical representation
of the proximity of the given solution to its neighbors in the objective space. This sorting occurs each generation
and trends the population toward improvement by its preferential inclusion of the best of a generation into the next
generation. The modification to NSGA-2 is in it’s genetic operators which, for this real-valued problem, were replaced
with those from Differential Evolution (DE) [9]. A zero-mean Gaussian mutation with a standard deviation of one fifth
of the scaled space was also used. These were chosen as opposed to traditional operations, such as crossover, since
the problem has continuous values; the standard Genetic Algorithm operations are more meaningful in finite alphabet
problems. The population size was set as 30 since preliminary testing showed that it was not too few so as to hinder
genetic variety while also not being so many as to unnecessarily increase computational cost. Trajectories are phrased
as a choice of initial velocity from a specified initial position and integrated using a fixed-step Runge-Kutta 4th order
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(RK4) scheme using a gravity calculation described below.
For context, this work represents the outer loop of the full problem of obtaining coverage images of a small-body.
The inner loop of this two part process, determining which surface to elements to target for imaging with an optical
camera, has been previously discussed [10].
A. Optimization Objectives
The two opposing forces at play are total coverage and the time required to achieve coverage. While results that
maximize the total coverage of the body are desirable, a trade-off of lessened coverage achieved much faster also has
merit from a practical standpoint. Thus, the primary objectives are the maximization of total coverage (implemented as
the minimization of the additive inverse of coverage) and the minimization of a time-based quantity meant to exemplify
the desired trade. When developing this time-analogous objective there are many factors that must be considered. First,
it would be best to avoid the intuitive implementation of maximizing coverage at a specified time prior to the end of the
trajectory; the specification of any one time introduces a bias.
Second, the objective should neither favor nor punish solutions based on their maximum achieved coverage. As an
example, objective formulations that do not measure coverage relative to the solution’s own maximum, minimization of
the coverage versus time epigraph (which, for all solutions of the same maximum coverage, would condition faster
acquisition of coverage) could inadvertently favor solutions with higher maximum coverage which, in this case, is
antithetical to this objective’s purpose.
Lastly, the formulation should be wary of its behavior for cases of, or near, 0% coverage. In an early implementation
the objective minimized the time index at which 90% of a solution’s own maximum was reached. This however favored
solutions that saw little to none of the body but did so quickly; coverage starts at 0% so any solution that crashed into the
body quickly was artificially favored. This objective is then formulated as a minimization of the region of the coverage
versus time epigraph that lies below the maximum achieved coverage of that solution divided by the maximum coverage
squared. The first division by the maximum of coverage creates a time-to-coverage averaging that frees the solution
from penalizing higher coverage. The second division by the maximum coverage places a gentle objective pressure





2 (ci+1 − ci)(ti+1 + ti)
c2n
(1)
where f is the objective value, n is the number of time steps over which measurements were made, c is the sequence
representing achieved coverage at each time-step, and t is the sequence of time-steps. This formulation has a flaw in that
the score as maximum coverage approaches 0% causes division by zero complications. To account for this, any solution
with a maximum coverage below 1% is given a fixed high value so as to dissuade such evolutionary behavior. While
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this flat fitness region is not ideal since it provides no clear direction for improvement, treating only the singular 0%
case causes issues in the surrounding region where, due to the asymptotic behavior, solutions may still cluster near
0% coverage and such solutions have no usefulness; there is effectively a minimum coverage for which time trades
are valuable. In addition to these objectives, an ancillary objective designed to aid the coverage objective was added.
Since coverage requires multiple conditions to be met, this can lead to a lack of clear directions of local objective
progress; no rewards until all conditions are met. To alleviate this, an objective that rewards the completion of the
individual requirements of coverage was added. Here, one point is awarded for each requirement met on each face and
ten points is awarded for each covered face. This objective, while not having significant physical meaning, helps steer
the optimization toward an assured improvement in total coverage.
B. Orbital Dynamics
For a constant density body the gravitational fields can be determined from the surface topology and bulk properties.
In the current work, this is implemented numerically by approximating the asteroid’s topology with a surface mesh
composed of triangular facets. Analytic equations for the gravitational fields of the polyhedron defined by the triangular
surface mesh do exist[11] but are too computational expensive for the problem at hand. As such, a quadrature-based
approximate polyhedral model is employed that uses the mesh vertices as quadrature points; details of the numerical







Equation 2 defines the acceleration according to the approximate polyhedral model. Here G is the gravitational constant,
ρ is the body density, Nq is the number of quadrature points, Aq is the effective area vector of quadrature point q, and
rq is the distance from the calculation point to quadrature point q. The effective area vector is calculated as part of a
preprocessing step and is equal to the 1/3 of the sum of the area vectors of all facets sharing vertex q. This is visualized
on a coarse mesh in Figure 3 for asteroid 101955 Bennu.
III. Numerical Experiments
Testing for this optimization approach was performed at two different orbital scales; a ‘far’ distance from the body
and a ‘close’ distance from the body. As Bennu has a mean diameter of 0.492 km, the ‘far’ and ‘close’ distances were
selected as 2 km and 0.6 km from the center, respectively. Examining the two scales provides a contrast by introducing,
and potentially leveraging, the non-Keplerian effects at closer orbits. Trajectories were limited to 2 days of numerical
propagation using a fixed-step RK4 integration scheme with a time step of 30 seconds. At 5 minute intervals, the
trajectories assessed every possible image (by targeting each individual surface element) for use in their calculation of
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Fig. 3 Depiction of the effective area represented by a single vertex for a surface mesh of asteroid 101955
Bennu, shown in Figure 2.
total possible coverage. The initial position for each trajectory was fixed at the positive scale distance on the x-axis;
given the rotation rate of the body this requirement placed upon each trajectory does not appreciably hinder the search.
Since this approach should be able to handle an unbiased search of the space, the bounding box for the trajectories’
velocities were set such that both the lower and upper bound in the non-radial directions were sufficient for escape (in
opposing directions) and the radial bounds were set such that, given a near circular equatorial velocity, they would too
cause a craft to escape the body. The bounding box was then much larger than necessary but this allows for the space of
useful trajectories to be fully captured.
IV. Results
A. Test #1 - 2 km Scale
Figure 4 shows the found tradespace for the 2 km scale test after 500 generations of evolution. 29 of the 30 solutions
are mutually non-dominated. Since the evolution was stopped solely on the criterion of generations completed, this
means there is likely some improvement to be made but testing for an additional 500 generations did not reveal much
movement of the front. As shown, the space shows significant potential trades between coverage and time. Investigating
the results further, Figures 5 and 8 show the trajectories with the highest total coverage and the lowest time objective
respectively. Each trajectory is represented in two ways: first it is shown in a static frame, and then it is shown in a
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frame that rotates with the body. The second of these is then useful for understanding the images that would be taken
of the body. In 5(b) one sees how the trajectory almost forms a shell around the body, providing opportunity to view
much of the surface. In contrast, Figure 8(b) shows how evolution steered toward spending the majority of the imaging
dwell-time on one hemisphere. It is important to note that the “fastest time” trajectory is not of any special importance
because, as is quite evident, the coverage is too low to be of comparable utility. It is shown here since it has the behavior
that most contrasts the highest coverage result. This effectively undesirable result is a necessary evil. In order to have a
tradespace between coverage and time, it is necessary to host solutions that essentially prioritize shortened time over
more coverage even though such a choice would not be beneficial in practice. A visual depiction of the coverages
are shown in Figures 6 and 9 which are for the highest coverage and fastest time respectively. Here the difference in
coverage is quite evident given the shading depicting how many of the requirements were met for each face of the model.
Lastly to demonstrate the effect of the time objective, Figures 7 and 10 show the coverage time-histories of the highest
coverage and fastest time trajectories respectively. These show that the objective functions as intended in how lesser
total coverages are acquired at a considerably faster pace for solutions that balance in favor of the time objective; as seen
in how the fastest solution begins attaining coverage roughly 10 hours prior to the highest coverage solution.
Fig. 4 Tradespace for 2 km scale test
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(a) Highest coverage solution in static frame (b) Highest coverage solution in rotating frame
Fig. 5 Highest coverage trajectory for 2 km scale test as seen in a stationary frame and also for one rotating
with the body.
Fig. 6 Coverage map for the highest coverage trajectory for 2 km scale test: green indicates all conditions were
met for the facet, blue indicates that only 4 were met, purple that 3 were met, yellow that 2 were met, red that
only a single requirement was met, and black means that none of the requirements were met
B. Test #2 - 0.6 km Scale
Figure 11 shows the tradespace for the 0.6 km test case. Here only 22 of the 30 are non-dominated which would lead
one to believe that further generations of evolution are required. An additional 500 generations of evolution did not
resolve this however. This may be a circumstance where solutions within a particular region of the front lie within a
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Fig. 7 Coverage time-history for the highest coverage trajectory for the 2 km scale test
sensitive region within the decision space and thus have difficulty reaching the non-dominated status. As was shown in
the prior case, Figures 12 and 15 show the highest coverage and lowest time objective individual solutions respectively.
Looking at Figure 12(b), the trajectory blooms to the distance scale of the prior test, an option afforded by the large
bounds on the searchspace, which would imply that, of the available options, it was more beneficial to get distance from
the body and allow to spin under the point of observation than to attempt imaging at a close range. Also, mirroring
the previous case, Figure 15 shows that the behavior of focusing on a single hemisphere was also favored. A visual
depiction of the coverage is shown in Figures 13 and 16 which are for the highest coverage and fastest time respectively.
The polar focus of the fastest time solution is quite evident in Figure 16 with the disparity of coverage conditions met
between the northern and southern hemispheres. Figures 14 and 17 show the coverage time-histories for the 0.6 km
scale test for the highest coverage and fastest time trajectories respectively. As was seen in the previous scale test, the
objective’s intent was demonstrated as the fastest time solution begins its coverage acquisition in about half the time of
the highest coverage solution.
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(a) Fastest solution in static frame (b) Fastest solution in rotating frame
Fig. 8 Fastest time trajectory for 2 km scale test as seen in a stationary frame and also for one rotating with
the body.
Fig. 9 Coverage map for the fastest time trajectory for 2 km scale test: green indicates all conditions were met
for the facet, blue indicates that only 4 were met, purple that 3 were met, yellow that 2 were met, red that only a
single requirement was met, and black means that none of the requirements were met
V. Discussion
A striking similarity between both test cases is that near polar orbits were returned when seeking the highest
maximum coverage. Without explicit instruction, both independent test cases arrived at the same solution behavior
for this task. Also, although it is somewhat difficult to see directly in the trajectories shown here, the results that best
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Fig. 10 Coverage time-history for the fastest time trajectory for the 2 km scale test
minimized the time objective used retrograde orbits so as to expose themselves to more of the body more quickly. While
these results make be considered intuitive in hindsight, the fact that it arose without any explicit or implicit pressure
shows the strength of the approach.
The results shown here are considered acceptable, yet the approach is far from optimally tuned. Optimal tuning is
problem specific and thus requires multiple trials involving rigorous comparisons of marginal gains. As presented, this
work used a blindly applied intuitive tuning of the major evolutionary algorithm parameters (mutation rate, weight
scaling, etc.) that, while functional, means that both run times and fine aspects of the returned solution front may still be
improved.
While Bennu is a relatively tame body in terms of its physical shape, fairly spherical, this approach may benefit
from the more exaggerated distributions of mass seen in other asteroids. The gravitational effects of such a mass
distribution could be leveraged to see more of the body in less time since dramatically different angles of observation
could be achieved. The only challenge for such bodies would be determining a proper time-step for the integration of
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Fig. 11 Tradespace for 0.6 km scale test
(a) Highest coverage solution in static frame (b) Highest coverage solution in rotating frame
Fig. 12 Highest coverage trajectory for 0.6 km scale test as seen in a stationary frame and also for one rotating
with the body.
the trajectory that maintained accuracy at the altitudes expected of/permitted by the searchspace.
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Fig. 13 Coverage map for the highest coverage trajectory for 0.6 km scale test: green indicates all conditions
were met for the facet, blue indicates that only 4 were met, purple that 3 were met, yellow that 2 were met, red
that only a single requirement was met, and black means that none of the requirements were met
VI. Conclusion
In summary, a means of optimizing trajectories for small-body imaging coverage missions was shown to be effective.
Multiple objectives were equally considered during the optimization process and these objectives, involving aspects of
coverage, were subject to the requirements that define coverage which are non-trivial. This approach, as is necessary for
such small-bodies, accounted for the body’s non-spherical mass distribution when propagating trajectories. The result is
a solution tradespace between maximizing total body coverage and minimizing the time it takes to achieve a lesser,
compromised coverage value.
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Multi-Objective Optimization of Image Sequences for
Small-Body Coverage Missions
David Hinckley Jr.∗, Jacob Englander†, and Darren Hitt‡,
Visual coverage of surface elements of a small-body object requires multiple images to be
taken that meet many requirements on their viewing angles, illumination angles, times of day,
and combinations thereof. Designing trajectories capable ofmaximizing total possible coverage
may not be useful since the image target sequence and the feasibility of said sequence given
the rotation-rate limitations of the spacecraft are not taken into account. This work presents
a means of optimizing, in a multi-objective manner, surface target sequences that account for
such limitations.
I. Introduction
When conducting a small-body mission there is often the need to develop a detailed map of the surface. Topography-
based position tracking and landing operations have direct need of detailed information regarding the body’s surface. To
acquire such information survey trajectories must be flown in which images of the surface are taken which must adhere
to a standard of coverage in order to learn all of the necessary facets of the surface. During survey trajectories a camera
on-board the spacecraft must take the proper sequence of images, focusing on the surface at specific locations at specific
times. The determination of this image sequence for a given trajectory is not a trivial matter as both coverage achieved
and rotational effort expended are potentially opposed. This work optimizes the target viewing sequence for a sample
trajectory considering both objectives using multi-objective evolutionary algorithm approach.
Many previous missions imaged small-body celestial objects during single flyby maneuvers [1–3] which constitutes
opportunistic imaging but fewer have assumed orbit about the body for the explicit purpose of imaging. Fewer missions
have actually established orbit about a small body with explicit intent on imaging the surface, among them Dawn, NEAR
Shoemaker, and OSIRIS-REx [4–6]. The OSISRIS-REx mission serves as, potentially, the most detailed description
of survey efforts for such mission[6]. Focusing on the mission design portion concerning the imaging of the surface,
Williams et al. [6] designed a series of hyperbolic trajectories that used multiple tools - i.e. Light Detection and Ranging
(LIDAR) and a laser altimeter - to obtain information that far exceeds the detail of optical images. One of the survey
segments of the mission has 18 different propulsive maneuvers alone as it transitions between each of its hyperbolic
observation trajectories [6]. Due to Bennu’s size however, these maneuvers are not expensive. What this shows however
is that approaches have relied on the capabilities of the expensive craft that undertake such missions. If these problem
domains are to be made accessible to less monolithic spacecraft, mission design will require multi-objective optimization
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to achieve comparable results.
Coverage of a surface site is defined by a combination of images taken meeting different requirements placed upon
relative angles of the sun and camera. For any site, the emission angle is defined as the angle between the surface
normal and the sun’s line-of-sight (LoS) to the site. Coverage requires images with at least three different emission
angles within the bounds of [20◦,60◦] mutually separated by 8◦. Incidence angle is defined as the angle between the
surface normal and the spacecraft’s LoS. Coverage requires images with at least three different incidence angels within
the bounds of [20◦,70◦] mutually separated by 10◦. Spacecraft azimuth angle is the angle between a surface projection
of the spacecraft’s LoS and a surface reference. Coverage requires images with at least three different spacecraft azimuth
angles mutually separated by 90◦. Solar azimuth angle is defined as the angle between the surface projection of the
Sun’s LoS and a surface reference. Coverage requires images with at least two different solar azimuth angles separated
by 150◦. A visual depiction of these angles is given by Figure 1. Coverage also requires ten unique observations which
are defined as unique combinations of emission, incidence, and spacecraft azimuth angles. These requirements are
currently used by NASA for small-body missions.
II. Problem Description
The test problem for this work uses the asteroid Bennu as the body of interest with a 45◦ inclined “circular” (the
velocity was established using two-body relations) surveying trajectory set at a distance of 2 km from Bennu’s center of
mass. The gravity calculation was performed using a mason method [7] and the surface model of Bennu required for
coverage computation was found online[8]. Figure 2 shows the trajectory created by the non-spherical mass-distribution.
It is this non-Keplerian orbit that allows for many of the coverage requirements to be met; a simple elliptical closed orbit
would not provide the sufficient viewing angles within the same time frame.
The camera half-angle used is 2◦. The length of trajectory considered is chosen as 5 days, as it is neither prohibitively
long nor too short, with image opportunities every five minutes so as to allow ample time to achieve any desired
orientation. The total coverage possible for this trajectory, found by using every target at every location, is 25.2%.
Figure 3 shows the faces that could possibly be covered for this test trajectory. As seen, only near equatorial faces can be
covered due to the relative orientation of the sun; many faces never achieve the solar-azimuth requirement which is
independent of trajectory but still dependent on the length of time considered. This test problem is simplified such
that the Sun’s line of action is treated as constant due to the short length of time considered; the exact direction within
the equatorial plane is also not considered significant due to the difference in scale of the rotation rate of the asteroid
relative to it’s orbit.
For this problem solution takes the form of a list of integers of length equal to the number of viewing opportunities
with each entry corresponding to a face in the asteroid surface model. With opportunities every five minutes, this means
that each solution has 1440 targets in sequential list form. For this type of problem, two objectives are of particular
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Fig. 1 Definition of angles: Emission angle α, Incidence angle β, Spacecraft Azimuth angle γ, Solar Azimuth
angle δ
importance thus the problem must be addressed in a multi-objective fashion. The two objectives considered are the
maximization of achieved coverage and the minimization of the required change in rotation rate, slew rate, required to
accomplish the viewing schedule.
III. Methods
The viewing target sequences are optimized using the Multi-Objective Evolutionary Algorithm (MOEA) Non-
dominated Sorting Genetic Algorithm 2 (NSGA-2)[9]. NSGA-2 works by lexicographically rank-sorting a population
of solutions first by non-domination rank and then by crowding distance. Non-domination rank is the number of
solutions that dominate (i.e. that are more fit in every objective) the given solution. Crowding distance is a numerical
representation of the proximity of the given solution to its neighbors in the objective space. This sorting occurs each
generation and trends the population toward improvement by its preferential inclusion of the best of a generation into
the next generation. The genetic operators used are uniform cross-over and element-wise uniform random mutation.
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Fig. 2 Survey trajectory representation
A 1-point and 2-point cross-over were tested but showed slower progression of the non-dominated front through the
objective space This is thought so since fitness does not have a strong coupling with target sequence because the time
scale of image opportunities is such that switching targets locally in time does not appreciably affect fitness.
Using these operators, the NSGA-2 implementation evolves target sequences under the consideration of the base
objectives of maximizing achieved coverage (framed as minimizing the additive inverse of achieved coverage) and
minimizing the normalized (unity moment of inertia for each axis) change in rotation rate (summed across three
orthonormal axes) required by the schedule. It is in these operators in which stochasticity is leveraged. The mutation
operator operates probabilistically on each genome location with a probability of 1/L where L is the length of
the genome; thus for all problem lengths the probability of no mutation is 37%. The crossover operator, in this
uniform implementation, probabilistically chooses between two parents for each genome location, each location chosen
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independently.
The emission angle, incidence angle, and spacecraft azimuth angle requirements are handled using a multi-layered
“binning” of observations for each face; the bins for the spacecraft azimuth requirement use a toroidal linking of 0◦
and 360◦ where appropriate so that bins are not unnecessarily split. By “binning” it is meant that the angular domain
is discretized in to sections with widths equal to the desired separation for each requirement, with a binary value
corresponding to each section representing whether an observation has been made within that sub-domain; a depiction
is shown in Figure 4. If only a single bin-layer were used, two observations which differed by a fraction of a degree
could straddle the boundary of a sub-section and cause that which is essentially one observation to count as two toward
the requirements. Additional layers, each rotated relative to one another prevent this. The introduction of a second
layer of the same discretization width yet rotated half the separation angle prevents the aforementioned case but the
failure case extends in the new implementation to two pairs of observations, with each pair basically indistinguishable,
being counted as four observations still skirting the requirement. Thus for n independent observations separated a fixed
angle, n layers each rotated 1n
th the separation angle are required since the failure case morphs to n unique observations
registering as 2n yet since only n are required the condition is still met. For each face, once each layer has the required
number of activated bins the requirement is met. The uniqueness requirement, which pertains to combinations of the
above requirements, is handled using a super-increasing list implementation which uniquely maps the combinations of
the first layer of activated bins to integers; when a collection of ten different integers is established for a face, then the
requirement is met for that face. The solar-azimuth constraint is handled by saving new observations and comparing
combinations; this process is stopped for a face once the condition is met.
IV. Results
Figure 5 shows a non-dominated front that is the result of 1750 generations of evolution with a population size of 30
candidate solutions. Since the asteroid’s surface is discretized, the percent area covered also assumes discrete values.
Although the front shows not much breadth in terms of coverage fraction, 96.22% of the maximum possible coverage
was achieved. The lack of varying coverage fractions indicates the problem is such that there exist many sequences that
achieve the same, relatively high, coverage. If one were to consider a candidate solution in which the spacecraft did not
rotate, such solution would have 0 deg/s total slew rate and thus be non-dominated and appear on the final front. Yet
such a solution is not possible with the current problem transcription since orientation in space is not specified at each
opportunity. Instead faces to target are specified and since the model dictates their dispersion in space, there is not
necessarily, as is true here, the option to continue with the slew rate of the prior transition. This means that the choice of
problem transcription, as is always inherently true, limits the attainable solution set and precludes some solutions to the
intended problem that may be found via inspection. If more generations were pursued, or a population size greater than
30 were used, then a more resolved front could be achieved if such were possible for this problem.
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Beyond a pragmatic limit, continuing the evolution has diminishing returns. To illustrate this, Figure 6 shows the
same solution set after only 1000 generations of evolution and Figure 7 shows the same for 500 generations. Aside from
the narrow spread of solutions over local quantized coverages, it is evident that the front is quite linear in form. It is also
evident that progress of later generations reduces to fractions of that achieved in previous generations. This may be used
to specify an early termination condition based upon insufficient progress in any single objective or upon the lack of
motion of the closest objective point that dominates the entire set.
One important aspect of coverage that is not addressed in this optimization is the desire to maximize the coverage
return per unit time, that is to observe the potential trades when time-to-coverage is also minimized. This means that
one might find sequences such that the entire trajectory may be shorten by days by sacrificing perhaps a few percent of
the coverage achieved. Figure 8 shows a time-to-coverage heat map for the solution of the front with the lowest required
slew rate. From this one sees that the time in which a face is covered is dependent on both its orientation (the observed
local fluctuations) and also on its position on the body, as seen in the primarily equatorial region of coverage.
During testing it was discovered that the solar-azimuth angle requirement is often a limiting factor in the coverage
achieved. If this requirement were to be ignored, the maximum possible coverage increases from 25.2% to 78.5%.
Figure 9 shows the non-dominated front of a different evolution test in which the solar-azimuth requirement was ignored;
simply reviewing the prior results with the requirement changed would not be the same since the evolution may have
progressed differently with the requirement not being considered. Both the coverage and slew rate outclass the previous
result shown for the same number of generations of evolution. The lack of variety in solar-azimuths observed relates to
sole spin-axis of the asteroid being orthogonal to the Sun-Bennu line (as represented in this test problem). Due to the
permanent orthogonality in this test problem, the solar-azimuths observed for locations near the poles do not span the
necessary 150◦ thus the requirement of having two images taken with a greater separation cannot be met.
V. Conclusion
In this work, we used a multi-objective Evolutionary Algorithm to optimize the surface target viewing sequence for
an example mission survey trajectory about the asteroid Bennu. NSGA-2 was used to optimize the sequences since its
operators are well suited to finite-alphabet problems such as this one. The results were shown to recover 96.22% of the
total possible coverage while minimizing the associated required slew rate. While the non-dominated fronts had not
much extent in terms of coverage, with all of the population members exhibiting the same high coverage values, this is
more the consequence of the problem description and transcription than the optimization. It was shown that a severely
limiting factor in terms of coverage was the solar-azimuth constraint which precluded the possibility of coverage for
over 50% of the asteroid’s total surface. If the spin axis of the body of interest were not orthogonal to the Sun-body line,
then the requirement would be more readily met.
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A. Future Work
Currently the coverage objective value is the coverage itself but this means that small advantageous genetic changes
that condition better coverage later in evolution are not numerically appreciated until that coverage is realized. It may
then hold merit to optimize a function analogous to coverage which rewards achieving any of the sub-requirements to
coverage and not just coverage itself. The danger in this is the potential to favor the accrual of points for sub-requirement
satisfaction of many surface elements instead of achieving coverage of fewer faces, the latter being preferable. The
balancing measures taken against such local optima, taken under the hope that this new fitness definition may converge
to the non-dominated front faster, may prove to hinder or ill-condition progress such that the old fitness definition proves
more effective; but such an investigation is worthwhile.
The optimization of viewing sequences is a sub-task of the full incarnation of this approach which would also
optimize the survey trajectories themselves based on the results of the viewing sequence optimization with additional
considerations made for fuel expenditure and bounded orbital parameters. This would be hybrid optimal control
framework in which both the inner and outer loops are multi-objective[10]; this could be handled by a single multi-
objective optimizer in which a candidate solution is both the trajectory and viewing sequence but this would lead
to duplicate evaluation of trajectories which will be computationally the most expensive part of the process. In that
framework a body in interest could be selected and an optimal viewing sequence and associated trajectory would be
found. Such would require the use of a high-fidelity gravity model due to the close proximity of the spacecraft to
potentially irregularly shaped bodies which presents the challenge of minimizing the necessary function evaluations to
counteract the expensive integration that accompanies fitness evaluation.
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Fig. 3 Possible achievable coverage map. Color coding: green-all requirements met, blue - 1 requirement not
met, purple - 2 requirements not met, yellow - 3 requirements not met, red - 4 requirements not met, black - no
requirements met
Fig. 4 Discretized angular domains
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Fig. 5 Non-dominated front after 1750 generations
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Fig. 6 Non-dominated front after 1000 generations
39
Fig. 7 Non-dominated front after 500 generations
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Fig. 8 Time to Coverage Heat Map
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Fig. 9 Non-dominated front after 1750 generations
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Vector Formulations for Spherically Bounded Search Spaces
D.W. Hinckley, Jr.∗, and D.L.Hitt†
In the optimization of spacecraft trajectories, it is often the case that there is some naturally
arising bound(s) on the magnitudes of the associated velocities. Such constraints lead to
a spherical or, more generally, an elliptical search space. Unfortunately, typical problem
transcriptions instead search within a Cartesian box, applying these bounds to each dimension
independently. This leads to a search space where nearly half of the search space is known
to be useless a priori. The present work investigates an alternate interpretation of a velocity
decision vector and assesses the effects of precluding this known sub-optimal space.
I. Introduction
When bounding an optimization problem, one must strike a balance when deciding upon the size of the search space.
A search space that is too small may not contain an adequate solution, whereas a search space that is too large takes
significantly larger time and effort to search. It is then often useful to leverage knowledge of the field to limit or reduce
the amount of excess in the search space. In orbital maneuvers, namely in the optimization of velocities that are linked
with trajectories, one can often bound the magnitude of the decision vector. For example, one must not crash into,
nor escape the gravitational field of, the body around which they orbit. Conventional representation of a search space
bounds each dimension of the velocity vector independently to a range, thus creating a search box in the shape of a
Cartesian box. This means that approximately 47.64% of the search space is known to not contain the optimum yet is
still being searched (see Figure 1). This work provides and examines the efficacy of alternate representations of the
decision vector for use in global optimization problems such that there is no known dead space.
Often in spacecraft trajectory optimization the velocity vector, or rather the change required of the velocity vector
(∆v), is a consequence of the decision variables [1–3] as opposed to optimizing over the velocity vector directly; or
more aptly, using a velocity description that must be propagated. In cases where velocity propagation was conducted,
implications of a Cartesian bounding of parameters traditionally have not been considered [4–6].
II. Search Space Formulations
The primary issue is how a target velocity vector representing the trajectory is represented and interpreted. Here,
four methods are examined for representing and interpreting a velocity vector’s search space. The first three share the
same representation; that is they are all vectors with three values sharing the same bounds. For simplicity the symmetric
case, using the same bounds on each spatial dimension, is examined although this work is readily extended cases where
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Fig. 1 Illustration of the ‘dead space’ associated with amaximum velocitymagnitude within a Cartesian search
domain.
each dimension has its own independent bounds.
A. Case 1: Cartesian Box
The simplest interpretation is applying the bounding knowledge to each dimension. Thus the search space is a cube,
generalizing to a rectangular prism. Since the bounding information is on the magnitude of the solution, this necessarily
means that the corners of this cube will not contain the optimum as depicted in Figure 1.
B. Case 2: Radial Remapping
The known bounding of the magnitude of the solution vector means that within the Cartesian cube exists an inscribed
sphere. The volume of the cube that is outside of the sphere is known to not contain the optimum. To preclude the
corners of the Cartesian cube from search, since they have a magnitude greater than the known upper-bound, vectors
that project to areas beyond the inscribed sphere are axially shrunk proportionate to the amount that the cube exceeds
the sphere along that ray. This is simply a scaling of the original Cartesian box velocity by the ratio of its maximum
absolute element to its norm; thus effectively scaling the vector to the inscribed sphere that lies within the cube that
intersects the vector. Mathematically, this is accomplished by the transformation
v∗ = max(|v|)| |v| | v (1)
where v is the pre-transformation velocity vector,v∗ is the post-transformation velocity vector and max(|v|) is the
constraint on the velocity magnitude.
44
C. Case 3 : “Equal-Stretch” Remapping
When the search space is radially down-scaled in the previous case, it creates an uneven stretching of the domain
that affects local adjacency within the search space. This alternative formulation distributes the stretching across each
spherical shell of the domain in an attempt to reduce any potential deleterious effects of the remapping, albeit at the cost
of increased computational complexity.
First the cube whose surface contains the pre-transformation velocity and the associated inscribed sphere are
identified by their characteristic dimension, half-edge length and radius respectively, each with a value of the absolute
element-wise maximum of the velocity. The velocity necessarily lies on a face of this cube, ignoring the cases of lying
on an edge or vertex since they do not change the formulation (any associated face will suffice); this cube will hereafter
be referenced as the “instantaneous cube”. The centers of each of the cube’s faces are fixed-points since the sphere
and the cube meet there. To distribute the stretching about the surface, a pre-transformation cube’s relative surface
distance and post-transformation sphere’s relative arc distance are set equal; the quantities used in the transformation are
detailed in Figure 2 where the top of the figure shows a side view of a 2 dimensional case and the bottom graphics help
understand the quantities in 3 dimensional space by viewing them normal to the face which is pierced by the velocity
vector with x1 and x2 being the pre and post transformation velocity vectors respectively. The cube’s relative distance
is the ratio of the distance between the pierced face’s centroid and the velocity’s surface intersection to the distance
between the face’s centroid (d1 in Figure 2) and the point on the edge of the face that intersects a ray originating at the
centroid and traveling through the velocity’s point of intersection along the face (db in Figure 2) (b is the vector that is
associated with this point, a vector whose angular components are unchanged in the transformation since angularly it is
equidistant from at least two centroids). The sphere’s relative distance is the ratio of the arc length between the associated
fixed-point and the post-transformation velocity (a2 in Figure 2) to the arc length between the same fixed-point and the
point on the sphere that radially meets the cube’s aforementioned edge intersecting projection (b in Figure 2 with the
distance shown as ab).
D. Case 4: Angle-Angle-Magnitude Formulation
If tasked with encoding a velocity vector such that the search space were spherical, this is perhaps the most obvious
solution. Here, the velocity is represented as two rotations and a magnitude. This is translated into a velocity vector by
first creating vector along the first-axis of the prescribed magnitude then rotating it about the second then third axes by
the first and second specified angle respectively. While the number of parameters is unchanged, this representation
natively searches only the relevant sphere. One suspected issue with this representation is parametric sensitivity, namely
that altering the two angles has much greater phenotypic consequence than adjusting the magnitude.
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Fig. 2 Visual representation of the quantities involved in the “Equal-Stretch” transformation where the top is
a 2D simplification and the bottom aids in the extending the understanding to 3D
III. Illustrative Test Problems
In order to assess the performance difference between the formulations test problems derived from orbital mechanics,
the field inspiring this investigation with its prevalence of velocity/trajectory based optimization problems, were
constructed. The base architecture for these problems is given an initial position in space and an associated time of
flight, find the initial velocity that minimizes the distance between the craft and a known target point after the prescribed
time of flight (i.e. Lambert class of problem [7]).
Three different test problems were constructed with intended solutions being very different in nature. Additionally,
the problems use different fixed times-of-flight that changes the inherent difficulty of the optimization problem; longer
times-of-flight enable more paths to sub-optima.
These three test problems were tested in three different search domains, each representing a different level of problem
knowledge. The first is a Zero-Centered Domain with only the solution magnitude bounded. As such, the domain is
symmetric about the origin. For this domain the bounding box was set with a half-edge length, which is the inscribed
sphere’s radius, of twice the magnitude of the solution so as to ensure there was ample dead space within the domain.
The second search domain is a Non-Zero-Centered Domain that is spherical in nature and is offset and centered within
the suspected neighborhood of the solution. Clearly, this approach implies a high degree of problem knowledge. Here
the radius of the spherical domain held constant at 3.0 km/s which far exceeds the necessary deflection from the center.
The last is a shell domain, that is a sphere with a Concentric Void. The bounding here is set by the same rules as the
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first domain case. This represents the instance where knowledge allows both a maximum and minimum bound on the
magnitude; preventing both escape and de-orbiting into the body about which the craft is orbiting for instance. How one
handles the Cartesian box void has significant affects on the search space. Blindly using a void cube whose half-side
length matches the inner magnitude bound would preclude the corner regions from search; this is a naive method since
it crassly applies the void without considering the consequence. For the Cartesian box, the void is appropriately sized
such that no space is precluded but this does introduce dead space near each face; the lesser of two evils. An important
note is that the “Equal-Stretch” formulation does not readily permit voids within the space that maintain the intent of
the formulation. Introducing a void requires the cube-sphere inscribed relationship to be inverted which changes the
fixed points of the transformation, which has deleterious effects on locality within the space. Voids for both the Radial
Remap and Equal Stretch formulations were handled by mapping the deviation from the center of the sphere space
to the deviation, radially, from the internal surface of the shell. The singularity case of a zero vector was handled by
assigning it a small value in the first dimension, effectively placing it on the internal surface in the first axis. These
formulations, that would most benefit a global optimization algorithm, are being hosted within the error function of an
implementation of the evolutionary optimization algorithm Differential Evolution (DE) [8]. A small range of cross-over
(CR) weights (5 weights of the range [0.6,0.9]) were tested so as to attempt to eliminate biasing within tuning; all other
tunings are held constant amongst the tests (population size of 50, DE-stepsize of 0.85). Fifty trials of each tuning were
run for each problem.
The test problems are conducted with Earth as the central body and two-body gravity is used. The first test problem
is defined by initial and final position vectors
ri = [7500, 0, 0] km r f = [−3271.076,−6469.15,−6469.15] km
with a time of flight of 7200 seconds. The second test problem is defined by initial and final position vectors vectors
ri = [7000, 0, 0] km r f = [−6171.59,−7428.26, 4244.7] km
with a time of flight of 2700 seconds. This intends for as solution that spins about the planet in the opposite direction as
the first. The third test problem is defined by initial and final position vectors
ri = [7500, 0, 0] km r f = [3857.69, 7619.58, 3809.79] km
with a time of flight of 1800 seconds. This problem requires a much more substantial radial component than the previous
problems. The fitness function used penalizes the distance from target at the end of the time of flight as well as a heavily
weighted penalty for passing through the planet.
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Tests that failed to end within 1 m of the target were considered failed results for the purpose of this testing. Results
that failed to end within 1 km of the target were deemed “extreme failures”, a distinction that only has meaning in the
comparison of the number of extreme failures between searchspace formulations.
IV. Numerical Results
A. Zero-Centered Domain Cases
Figure 3(a) shows the average, from the fifty trials, generation at which the 1 m distance was reached. Figure 3(b)
shows the statistical relationship between the methods using a two-tailed t-test. Each square details the comparison
between the entry on the left axis versus the entry on the bottom axis. A white square indicates that the left average was
significantly less than that of the bottom. Conversely, a black square indicates that the left average was significantly
higher than that of the bottom. A grey square means the difference between the two was not significant. From these
figures it appears as though the angular formulation performed best for this test problem/case combination. This also is
reflected in the figures depicting the same information relative to the time taken to reach the 1 m mark, Figure 4.
However, this does not represent the whole story. Table 1 shows the failure counts among the methods; that is how
many solutions did not meet the definition of success, and how many solution were “extreme failures”. From these we
see that the two formulations introduced in this work have the lowest failure counts; at least for this test problem/case
combination.
CR Cartesian Box Radial Remap Angular Formulation Equal Stretch
0.60 47/13 1/0 2/2 1/0
0.68 20/3 0/0 2/2 1/1
0.75 9/1 0/0 3/3 0/0
0.82 1/1 0/0 3/3 1/1
0.90 4/4 0/0 3/3 1/1
Table 1 Failure counts (failure/extreme failure) for Test Problem 1 in a Zero-Centered Space
Figures 5 and 6 show the relevant graphics for the second test problem; no trials failed to meet the tolerance so
the failure count is omitted. From here it is clear that in terms of the generation at which success was reached, aside
from the Cartesian Box which performed the worst, there is no statistical difference between the methods. In terms
of time however, 6(b) clearly shows that both the Radial Remapping and Equal Stretch formulations reached success
significantly faster.
Figures 7 and 8 show the generation and time statistics for the third test problem which align with that which was
observed in the second test problem with minor variation. Here, as seen in Figure 7(b), there is more differentiation
between the methods at the lower CR values. The story in time is largely the same as before with the small difference
that, as shown in Figure 8(b), that the Angular formulation’s performance is actually worse than the Cartesian Box.
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B. Non-Zero-Centered Domain Cases
Figures 9 and 10 show the generation and time statistics for the first test problem using a non-zero-centered
searchspace. In regards to time this result closely matches that of test problem 1 in the Zero-Centered case, as seen in
Figure 10(b). The generation results, Figure 9(b), differ though; showing the Angular Formulation taking the most
generations to succeed. The failure statistics, Table 2, show yet again that test problem 1 was relatively difficult in that
it had the highest number of failures, with the Angular Formulation having the most difficulty with a near consistent
one-fifth of trials resulting in extreme failure.
CR Cartesian Box Radial Remap Angular Formulation Equal Stretch
0.60 2/0 1/0 14/11 2/0
0.68 0/0 0/0 10/10 0/0
0.75 0/0 0/0 9/9 0/0
0.82 0/0 0/0 16/16 0/0
0.90 0/0 0/0 9/9 0/0
Table 2 Failure counts (failure/extreme failure) for Test Problem 1 in a Non-Zero-Centered Space
For test problem 2 in the Non-Zero-Centered domain, the results for both generation and time, Figures 11 and 12
respectively, show the Angular Formulation besting the other cases whenever it was not a statistical draw. However,
the Angular Formulation was the only to experience failure in this case, with all of the failures being “extreme” with
[3,3,6,2,6] respective failures across the five CR values (graphic omitted due to space limitations).
Lastly, Figures 13 and 14 show the result statistics for the third test problem in the Non-Zero-Centered search
domain. Here the story reflects that told in the second test problem with the addition that the Equal Stretch formulation
performed the worst. Yet again, the Angular Formulation was the only one to experience failures, again all of them
“extreme”, but not as many this time around; the failure totals were [1,0,0,1,2] across the five CR values.
C. Concentric Void Domain Cases
Figures 15 and 16 show the generation and time statistics for the first test problem using the Concentric Void
searchspace. The angular formation may have taken the most generations to reach success but it did so in the least amount
of time. This is meaningless however due to the large number of failure cases. Table 3 shows that the angular formulation
had great difficulty with this test problem. The majority of tests resulted in extreme failure for the formulation on this
test problem. Considering how this formulation would move about the space, not being able to bridge the void by any
other means than a coordinated use of the two angle values while maintaining the radial value at its minimum would
introduce complications.
Figures 17 and 18 show the generation and time statistics for the second test problem using the Concentric Void
searchspace. Here the Cartesian Box has some relative victories in the lower CR-values but the overall story is much the
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CR Cartesian Box Radial Remap Angular Formulation Equal Stretch
0.60 2/0 0/0 30/30 0/0
0.68 0/0 0/0 35/35 0/0
0.75 0/0 0/0 31/31 0/0
0.82 0/0 0/0 29/29 0/0
0.90 0/0 0/0 27/27 0/0
Table 3 Failure counts (failure/extreme failure) for Test Problem 1 in the Concentric Void Space
same as with problem one with regards to the relationship between the Angular formulation and the two introduced
in this work. As was much the case with problem 1, here only the Angular formulation failed to meet the success
criterion. While there were no “extreme” failures, the Angular formation’s failure count was [37,41,40,33,35] across the
CR-values respectively.
Figures 19 and 20 show the generation and time statistics for the third test problem using the Concentric Void
searchspace. For this test problem the Cartesian Box performed the best, in a qualitative sense. While for most CR-values
the Angular and Radial Remap formulations have no significant difference in either their generation or time performance,
the Cartesian Box fared well and the Equal Stretch fared rather poorly. Again only the Angular formulation has any
failure cases, although much fewer than it had for the other test problems, failing only once for the 0.75 CR case.
Due to the repeated failures, the Angular formulation would appear the least suited for this domain. For these test
problems, the Cartesian Box fared slightly better than the remaining two formulations.
V. Discussion
One interesting aspect of these searchspace formulations which may explain some of the result behaviors, although
not definitively due to the stochastic nature of the method employed, is the issue of searchspace density as represented
from the formulation’s phenotypic interpretation. First, consider a grid in the decision space. For the cartesian box
this is also its phenotypic representation; that is to say that it is also how the space of trajectories, using the orbital
mechanics application, is spanned. This is not true for the other three formulations however. The strength of the
“non-box” formulations is that they only consider the intended spherical space but they do not do so in the same way.
Figure 21 shows a top-down view of a 2-D test space where the optimum is clearly visible as the darkest-blue color.
Interestingly, if one instead focuses on the underlying lines, they notice the differing densities within the space. These
darker regions indicate higher densities of visitation if one searched the decision space in a uniform random manner;
what one could consider a naive search pattern. Here we see that the Angular domain, due to the equal distribution of
radii, clusters most of its searching in the center. This means that this formulation has problems when the answer lies
near the edge since searching such an area in less likely; this is relevant in population based methods since the initial
population is often distributed via uniform random throughout the decision space. One also evidently observes that the
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aforementioned concern that the Radial Remapping crowds points along rays connecting the former corners of the box
is valid. For some problems it would be beneficial if the solution lies near such a region but, since the solution is not
known in practice, that is not something upon which one can often rely. Lastly, the intent of the Equal Stretch method
appears to be true, in that it avoids most of the crowding seen in the Radial Remapping scheme.
VI. Conclusion
In summary, four different manners of encoding vectors within a searchspace with a known bounding magnitude were
compared on a brief series of Lambert’s problems constructed for this works motivating interest in orbital mechanics.
The results showed that the relative performance of the schemes varied between problems with the bulk trend of the
Cartesian Box scheme, the de facto default, losing out to the other three. Often the new schemes introduced here, the
Radial Remapping and Equal Stretch formulations, favorably compared to the Angular Formulation in terms of the
detailed statistics and when the comparison was not favorable the Angular Formulation had a higher likelihood of failure.
This comparison is not definitive, it is impossible to span the space of all problems and compare across all factors. To
make any claims of methodological supremacy is not the purpose of this work. The focus is to consider something that
is often overlooked which is the impact on a particular way in which a space is framed.
VII. Appendix
Here the derivation of the “Equal-Stretch” formulation is detailed; refer to Figure 2 for the physical interpretations
of the initial quantities. To clarify the notation used here, a vector (designated y) is labeled as y with a corresponding
unit vector sharing the same direction labeled ŷ. The magnitude of a vector is given shorthand as follows ‖y‖ = y;
essentially each vector has a reserved designation for its magnitude.
First two reference vectors must be defined. n1 is a vector that represents the face of the instantaneous cube pierced
by the pre-transformation velocity, it is the outward normal for that face with a magnitude equal to the infinity norm of
the pre-transformation velocity; that magnitude is labeled r for it is also the radius of the inscribed sphere. n2 is the
second reference. It represents the edge with which the face-focused projection will intersect; it is the outward normal
of the face that shares this edge with the face represented by n1. This reference is too assigned a magnitude of r . Figure
22 is a graphic depicting the original values as well as these references. If x1 = n1 then no transformation is performed
since the velocity lies on a fixed point of transformation; this is only mentioned here because implementations of this
transformation that do not recognize this and forego calculation in such cases will encounter numerical difficulty.








The arc distance ratio is equivalent to the angle ratio since they share the same radius. All of the values aside from θ2
can be expressed with knowledge of x1, n1, and n2.
d1 is the projection of x1 onto the face of the cube which only requires removing the component represented by n1
(Equation 3).
d1 = x1 − n1 (3)
For db it is not necessary to find b. Using a dot product relation (Equation 4b) and the triangle formed by n2 and db
(Equation 4a where θ f is the angle between n2 and d1) is sufficient, detailed in Equation 4.




d1 · n2 =
d1 ‖n2‖ cos θ f ⇒ d̂1 · n̂2 = cos θ f (4b)





db = db d̂1 (4e)
However, for θb it is necessary to find b which is now trivial given knowledge of db . From there one just uses the
triangle formed by b, n1, and db , shown in Equation 5.














θ2 can then be used to find d2 (the post-transformation distance projected onto the instantaneous cube) which quickly
leads to the post-transformation velocity x2; this is showed in Equation 7. The information that links θ2 and d2 is the






d2 = r tan θ2 (7b)
d2 = d2 d̂1 (7c)
x2 = n1 + d2 (7d)
References
[1] Vasile, M., Minisci, E., and Locatelli, M., “An Inflationary Differential Evolution Algorithm for Space Trajectory Optimization,”
Evolutionary Computation, IEEE Transactions on, Vol. 15, No. 2, 2011, pp. 267–281. doi:10.1109/TEVC.2010.2087026.
[2] Bessette, C., and Spencer, D., “Optimal space trajectory design: A heuristic-based approach,” Spaceflight Mechanics 2006 -
Proceedings of the AAS/AIAA Space Flight Mechnaics Meeting, Vol. 124 II, 2006, pp. 1611–1628.
[3] Toglia, C., “Optimization of orbital trajectories using genetic algorithms,” Journal of Aerospace Engineering, Sciences and
Applications, Vol. 1, 2008. doi:10.7446/jaesa.0101.06.
[4] Englander, J. A., “Automated Trajectory Planning for Multiple-Flyby Interplanetary Missions,” Ph.D. thesis, University of
Illinois at Urbana-Champaign, April 2013.
[5] Englander, J., Vavrina, M., and Ghosh, A., “Multi-Objective Hybrid Optimal Control for Multiple-Flyby Low-Thrust Mission
Design,” AAS/AIAA Space Flight Mechanics Meeting, 2015.
[6] Vavrina, M., Englander, J., and Ghosh, A., “Coupled Low-Thrust Trajectory and Systems Optimization Via Multi-objective
Hybrid Optimal Control,” AAS/AIAA Space Flight Mechanics Meeting, 2015. AAS 15-397.
[7] Prussing, J. E., and Curtis, B. A., Orbital Mechanics 2/e, Oxford University Press, New York, New York, 2013.
[8] Storn, R., and Price, K., “Differential Evolution : A Simple and Efficient Heuristic for Global Optimization over Continuous
Spaces,” J. of Global Optimization, Vol. 11, No. 4, 1997, pp. 341–359. doi:10.1023/A:1008202821328.
53
(a) Average generation of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 3 Comparison of the generation of success for Test Problem 1 in a Zero-Centered Space
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(a) Average time of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 4 Comparison of the time to success for Test Problem 1 in a Zero-Centered Space
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(a) Average generation of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 5 Comparison of the generation of success for Test Problem 2 in a Zero-Centered Space
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(a) Average time of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 6 Comparison of the time to success for Test Problem 2 in a Zero-Centered Space
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(a) Average generation of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 7 Comparison of the generation of success for Test Problem 3 in a Zero-Centered Space
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(a) Average time of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 8 Comparison of the time to success for Test Problem 3 in a Zero-Centered Space
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(a) Average generation of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 9 Comparison of the generation of success for Test Problem 1 in a Non-Zero-Centered Space
60
(a) Average time of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 10 Comparison of the time to success for Test Problem 1 in a Non-Zero-Centered Space
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(a) Average generation of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 11 Comparison of the generation of success for Test Problem 2 in a Non-Zero-Centered Space
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(a) Average time of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 12 Comparison of the time to success for Test Problem 2 in a Non-Zero-Centered Space
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(a) Average generation of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 13 Comparison of the generation of success for Test Problem 3 in a Non-Zero-Centered Space
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(a) Average time of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 14 Comparison of the time to success for Test Problem 3 in a Non-Zero-Centered Space
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(a) Average generation of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 15 Comparison of the generation of success for Test Problem 1 in the Concentric Void Space
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(a) Average time of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 16 Comparison of the time to success for Test Problem 1 in the Concentric Void Space
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(a) Average generation of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 17 Comparison of the generation of success for Test Problem 2 in the Concentric Void Space
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(a) Average time of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 18 Comparison of the time to success for Test Problem 2 in the Concentric Void Space
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(a) Average generation of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)
Fig. 19 Comparison of the generation of success for Test Problem 3 in the Concentric Void Space
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(a) Average time of success of trials
(b) Matrix detailing statistical comparisons (phrased as Left vs. Bottom where a white square means significantly less, a grey
square means no statistical difference, and a black square means significantly greater)




Fig. 21 Depictions of searchspace density: (a) Cartesian Box; (b) Radial Remapping; (c) Angular Formulation;
and, (d) Equal Stretch
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Fig. 22 Visual representation of the quantities involved in the “Equal-Stretch” transformation where the top
is a 2D simplification and the bottom aids in the extending the understanding to 3D
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Figure 6.22: Visual representation of the quantities involved in the “Equal-Stretch” trans-




Conclusion and Future Work
In summary, the first manuscript addressed the problem of optimizing the trajectories
for these celestial small-body imaging missions, ignoring the limitations of the imag-
ing camera in terms of field-of-view. This work used a modified implementation of
NSGA-2 and optimized over the primary objectives of maximization of coverage and
minimization of a time-analogous quantity that typified the idea of greedily seeing as
much as possible quickly even if it sacrificed total coverage in the end. The second
manuscript focused on the optimization of where the spacecraft’s camera should point
given a trajectory for such a mission. Here a more gently modified NSGA-2 algorithm
was used with the objectives of maximization of total possible coverage and minimiza-
tion of the rotational effort of the spacecraft. The third and final manuscript explored
the searchspace implications of how velocities are commonly phrased in trajectory op-
timization problems where domain knowledge allows for bounds to be placed on the
velocity’s magnitude. Four different formulations for velocity were tested, two that
were more traditional and two that were presented in this work. Optimization of
both sub-problems proved fruitful with optimized tradespaces of trajectories and im-
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age target schedules as the result. The investigation of velocity phrasing revealed
that, while no formulation was always the best performing for all test problems, the
traditional Cartesian box and angular formulations consistently under-performed and
were trapped by local optima respectively. The first and second manuscript provide
an optimization capability in mission design that currently does not exist. The third
manuscript raises a question that may shed some light on difficulties observed in
trajectory optimization and as well as provide alternative formulations that do not
appear to have the deficiencies of current velocity phrasings.
Continuation of this work would see the unification of the methodologies of the
first and second manuscript; combining both approaches to address the entire problem
at once. In essence, the first manuscript would form an “outer” solver where each
candidate solution would be a velocity that would be fed to an “inner” solver, the work
of the second manuscript, that would then find the optimal image target sequences
for that one trajectory. This task would require either a tremendous amount of time
or an intelligent search strategy since each velocity posed has onto itself a vast space
of image sequences and the value of a velocity cannot be known until that sequence-
space is thoroughly explored. An issue that arises is also the repetition of velocities
that are identical or near identical for they would trigger a needless and expensive run
of the “inner” solver. From a technical standpoint, the only truly optimal solutions to
this entire problem would have to arise from this type of approach since the optimal
solution to the decomposed problem may not be the optimal solution to the full
problem. The presence of the complicated objectives in both sub-problems prevents
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