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EXTREME CASES OF LIMIT OPERATOR THEORY ON METRIC SPACES
JIAWEN ZHANG
Abstract. The theory of limit operators was developed by Rabinovich, Roch and
Silbermann to study the Fredholmness of band-dominated operators on ℓp(ZN)
for p ∈ {0}∪[1,∞], and recently generalised to discretemetric spaceswith Property
A by Sˇpakula and Willett for p ∈ (1,∞). In this paper, we study the remained
extreme cases of p ∈ {0, 1,∞} (in the metric setting) to fill the gaps.
Mathematics Subject Classification (2010): 47A53, 30Lxx, 46L85, 47B36.
1. Introduction
As in linear algebra, a linear operator A on ℓp(ZN) can be regarded as aZN-by-
Z
N matrix. We say that A is a band operator if all non-zero entries in its matrix
sit within a fixed distance from the diagonal, and that A is a band-dominated
operator if it is a norm-limit of band operators. For each k ∈ ZN, the k-shift
operator Vk : ℓp(ZN) → ℓp(ZN) maps (xi)i∈ZN to (yi)i∈ZN with yi+k = xi. Given a
band-dominated operator A and a sequence (km)m∈N inZ
N tending to infinity, the
sequence (V−kmAVkm)m∈N of shifts of A always contains an entry-wise convergent
subsequence by Bolzano-Weierstrass Theorem and a Cantor diagonal argument,
and the limit is called a limit operator of A. The collection of all limit operators of
A is called the operator spectrum of A. See the excellent book [10] and the survey
paper [3] for relevant references.
Intuitively, the Fredholmness of a band-dominated operator is invariant under
compact perturbations such as arbitrary modifications to finitely many entries of
the associated matrix, so it should be “encoded” in the asymptotic behaviours
of the matrix. This leads to the central problem in limit operator theory: to
study the Fredholmness of a band-dominated operator on the discrete domain
ZN in terms of its operator spectrum. Major work has been done around it by
Lange, Rabinovich, Roch, Roe and Silbermann [6, 10, 11, 12] with several recent
contributions by Chandler-Wilde, Lindner, Seidel and others [3, 8, 9, 15].
The following fundamental theorem was proved by Rabinovich, Roch, Silber-
mann in the case of p ∈ (1,∞) and later by Lindner filling the gaps for p ∈ {0, 1,∞}.
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Theorem 1.1 ([8, 10]). Let A be a band-dominated operator on ℓp(ZN), where p ∈
{0} ∪ [1,∞]. Then A is Fredholm if and only if all limit operators of A are invertible and
their inverses are uniformly bounded in norm.
It hadbeen a longstandingquestionwhether the requirement of uniformbound-
edness can be removed in the above theorem, and was recently answered by
Lindner and Seidel affirmatively [9]. In some literatures (for example [3, 10]),
Theorem 1.1 is stated in a Banach space valued version, which makes it possible
to deal with continuous spaces as well.
Roe realised that it is essentially the coarse geometry of the underlying space
that plays a key role in the limit operator theory. In [13], he generalised limit
operators in the case of p = 2 to all discrete groups and proved Theorem 1.1 for
exact discrete groups.
Following Roe’s philosophy, Sˇpakula and Willett [17] introduced and studied
limit operator theory for any discrete metric space Xwith Property A. The notion
of Property A was introduced by Yu [20], and it is equivalent to exactness in the
case of groups. Having noticed that generally there are no natural shift operators
on X, they considered the Stone-Cˇech boundary of X and constructed a canonical
limit space associated to each boundary point ω, denoted by X(ω). Intuitively,
X(ω) captures the geometry of X as one ‘looks towards infinity in the direction of
ω’. Furthermore, for a rich band-dominated operator A on ℓp(X) where p ∈ (1,∞),
they constructed the limit operator Φω(A) as a bounded operator on ℓp(X(ω)).
Having established the above setup, Sˇpakula and Willett proved the following
generalisation of Theorem 1.1:
Theorem 1.2 ([17]). Let X be a strongly discrete metric space with bounded geometry,
p ∈ (1,∞) and E be a Banach space. Assume that X has Property A. Let A be a rich
band-dominated operator on ℓp
E
(X). Then the following are equivalent:
(1) A is P-Fredholm;
(2) all the limit operators are invertible and their inverses have uniformly bounded
norms;
(3) all the limit operators are invertible.
In this paper, we study the remained cases of p ∈ {0, 1,∞} in the above metric
setup, andprove that the above theoremstill holds in these cases (Theorem5.1). As
we will see in the paper, surprisingly some parts of the proof are quite different
from the case of p ∈ (1,∞), hence new tools and techniques are required. For
convenience of the readers, we list the main points as follows.
The first obstacle is to construct limit operators for p = ∞. Analogous con-
struction by Sˇpakula and Willett in the case of p ∈ (1,∞) only produces a formal
matrix, while we have to verify that it can be realised as thematrix coefficients of a
unique bounded operator. This holds trivial when p < ∞, while unfortunately, it
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is not always the case when p = ∞ due to the fact that the set of finitely supported
vectors are no longer dense in ℓ∞(X) for infinite X.
Wework out by proving a density result for p ∈ {0, 1,∞}, providing an approach
to approximate rich band-dominated operators via rich band operators. Notice
thatwhen p ∈ (1,∞), this has alreadybeen shownunder the additional assumption
of Property A on the underlying space [17, Theorem 6.6], which is not necessary
for p ∈ {0, 1,∞} from our arguments. We would also like to mention that the
approach we develop here also plays a role in a very recent work by Sˇpakula and
the author to study quasi-locality and property A [18].
On the other hand, non-density of finitely supported vectors in ℓ∞(X) also
prevents us from using the same tools in [17] directly to prove some parts of
the result. While alternatively, thanks to the imposition of band-domination on
operators, we may still consider only finitely supported vectors via a commutant
technique.
Another obstacle here is the lack of duality for p = ∞. In the case of p ∈ (1,∞),
as shown in [17], properties of operators on ℓp(X) can be easily transferred to their
adjoints since they still act on ℓp-type spaces. Unfortunately, this does not apply to
the space ℓ∞(X). Instead, we borrow dual-space arguments from [3, 7]. Roughly
speaking, the idea is to consider the double-predual of ℓ∞(X) (i.e., c0(X)) and
properties of operators on ℓ∞(X) can be characterised nicely via their restrictions
on c0(X), which are much easier to handle.
Outline. For completeness, most of the materials here are written for general p
rather than just p ∈ {0, 1,∞}. In Section 2, we recall several classes of operators on
ℓp-spaces including band(-dominated) operators; and study when operators can
be uniquely determined by their matrix coefficients. In Sections 3.1 and 3.2, we
recall the notion of limit spaces and limit operators in the case of p ∈ {0} ∪ [1,∞).
After stating thedensity result (Theorem3.13)whoseproof is postponed to Section
4.2, we show in Section 3.3 how to implement limit operators when p = ∞. Section
4.1 contains several technical lemmas providing approximations of an operator
via its block cutdowns, which is mainly devoted to proving Theorem 3.13 and
constructing parametrices later. Finally in Section 5, we state our main theorem
and provide a detailed proof which is divided into several parts.
Acknowledgments. First, I would like to thank Kang Li for suggesting this topic
and some early discussions. I am also grateful to Ja´n Sˇpakula, Baojie Jiang and
Benyin Fu for several illuminating discussions and comments after reading some
early drafts of this paper. Finally, I would like to express my sincere gratitude to
Graham Niblo and Nick Wright for continuous supports.
2. Preliminaries
We collect several background notions in operator algebra theory and establish
our settings in this section. See [3, 10] for more information.
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For a metric space (X, d), denote by B(x,R) the closed ball in X with radius
R and centre x. We say that X has bounded geometry if for any R, the number
supx∈X ♯B(x,R) is finite; that X is strongly discrete if the set {d(x, y) : x, y ∈ X} is a
discrete subset of R. We say that ‘X is a space’ as shortened for ‘X is a strongly
discrete metric space with bounded geometry’ from now on.
Throughout the paper, always denote X to be a space and E to be a Banach space.
2.1. Banach space valued ℓp-space. Westart with the following notions of Banach
space valued ℓp-spaces:
• ℓp
E
(X) := ℓp(X;E) for p ∈ [1,∞), which denotes the Banach space of p-
summable functions from X to E with respect to the counting measure;
• ℓ∞E (X) := ℓ
∞(X;E), which denotes the Banach space of bounded functions
from X to E;
• ℓ0
E
(X) := c0(X;E), which denotes the Banach space of continuous functions
from X to E vanishing at infinity.
For a Banach space Y, denote byB(Y) the Banach algebra of all bounded linear
operators on Y. For p ∈ {0} ∪ [1,∞], ρ : Cb(X) → B(ℓ
p
E
(X)) is a representation
defined by point-wise multiplication. To simplify notations, we write fξ instead
of ρ( f )(ξ) for f ∈ Cb(X) and ξ ∈ ℓ
p
E
(X).
Denote by F the set of all finite subsets in X, equipped with the order by
inclusion. For any F ∈ F , define an operator PF := ρ(χF) on ℓ
p
E
(X) where χF
denotes the characteristic function of F, and set QF := I − PF. Clearly, the net
P := {PF}F∈F satisfies the following conditions for p ∈ {0} ∪ [1,∞]:
i) supF ‖PFξ‖ = ‖ξ‖ for any ξ ∈ ℓ
p
E
(X);
ii) PFPF′ = PF = PF′PF for any F ⊆ F
′.
Furthermore, denote by ℓp
E,0(X) the closure of
⋃
F∈F PF(ℓ
p
E
(X)) in ℓp
E
(X). We point
out the following elementary observation:
Lemma 2.1. ℓp
E,0(X) = ℓ
p
E
(X) for p ∈ {0} ∪ [1,∞), while ℓ∞E,0(X) = ℓ
0
E
(X).
2.2. Classes of Operators. Here we recall several classes of operators on ℓp
E
(X).
Let p ∈ {0} ∪ [1,∞] be fixed.
Definition 2.2. We define subsetsK
p
E
(X), L
p
E
(X) and S
p
E
(X) ofB(ℓp
E
(X)) as follows:
(1) K ∈ K
p
E
(X) if and only if
lim
F∈F
‖KQF‖ = 0 and lim
F∈F
‖QFK‖ = 0.
Elements inK
p
E
(X) are called P-compact.
(2) T ∈ L
p
E
(X) if and only if for any F′ ∈ F , we have
lim
F∈F
‖PF′TQF‖ = 0 and lim
F∈F
‖QFTPF′‖ = 0.
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(3) T ∈ S
p
E
(X) if and only if for any F′ ∈ F , we have
lim
F∈F
‖PF′TQF‖ = 0.
Notice that K
p
E
(X),Lp
E
(X) and S
p
E
(X) are also denoted by K(Y,P), L(Y,P) and
S(Y) for Y = ℓp
E
(X) respectively in some literatures, for example [3, 8, 10]. Clearly
P ⊆ K
p
E
(X) ⊆ L
p
E
(X) ⊆ S
p
E
(X), and K
p
E
(X),Lp
E
(X),Sp
E
(X) are linear subspaces of
B(ℓp
E
(X)). Furthermore, we have:
Lemma 2.3 ([3]). K
p
E
(X),Lp
E
(X) and S
p
E
(X) are Banach subalgebras of B(ℓp
E
(X)).
Proof. It suffices to show the closeness under multiplication, which is obvious for
K
p
E
(X). We only prove for S
p
E
(X), and the argument is similar for L
p
E
(X). Given
S,T ∈ Sp
E
(X), for any F′ ∈ F and ǫ > 0, there existsG ∈ F such that ‖PF′SQG‖ < ǫ2‖T‖ .
For such G, there exists some F ∈ F such that ‖PGTQF‖ <
ǫ
2‖S‖
. Hence we have:
‖PF′STQF‖ ≤ ‖PF′SQGTQF‖ + ‖PF′SPGTQF‖ <
ǫ
2‖T‖
· ‖T‖ + ‖S‖ ·
ǫ
2‖S‖
= ǫ,
and we finish the proof. 
Lemma2.4 ([3]). K
p
E
(X) is a two-sided ideal inL
p
E
(X), andL
p
E
(X) is the largest subalgebra
of B(ℓp
E
(X)) with this property.
Proof. For any S ∈ K
p
E
(X) and T ∈ L
p
E
(X), we know ‖QFST‖ → 0 since ‖QFS‖ → 0.
On the other hand, for any ǫ > 0, there exists G ∈ F such that ‖SQG‖ < ǫ2‖T‖ . For
such G, there exists some F ∈ F such that ‖PGTQF‖ < ǫ2‖S‖ . Hence,
‖STQF‖ ≤ ‖SQGTQF‖ + ‖SPGTQF‖ <
ǫ
2‖T‖
· ‖T‖ + ‖S‖ ·
ǫ
2‖S‖
= ǫ.
So ST ∈ K
p
E
(X), and similarly TS ∈ K
p
E
(X). For the second statement, given
T ∈ B(ℓp
E
(X)) satisfying that ST and TS sit in K
p
E
(X) for any S ∈ K
p
E
(X), then
T ∈ L
p
E
(X) since P ⊆ K
p
E
(X). 
Remark 2.5. Recall that by [10, Proposition 1.1.9], L
p
E
(X) is closed under taking in-
verses. Also notice that by [3, Chapter 3],S
p
E
(X) is exactly the set of all sequentially
continuous operators on ℓp
E
(X), which explains the terminology.
Lemma 2.6. For any T ∈ L
p
E
(X), the subspace ℓp
E,0(X) is invariant under T.
Proof. Clearly, ℓp
E,0(X) = {v ∈ ℓ
p
E
(X) : limF∈F ‖QFv‖ = 0}. Hence for any v ∈ ℓ
p
E,0(X)
and ǫ > 0, there exists F ∈ F such that ‖QFv‖ < ǫ. Since T ∈ L
p
E
(X), there exists
G ∈ F such that ‖QGTPF‖ < ǫ. Combining them together, we have
‖QGTv‖ ≤ ‖QGTPFv‖ + ‖QGTQFv‖ < ǫ‖v‖ + ǫ‖T‖.
Taking ǫ→ 0, we have ‖QGTv‖ → 0, which implies that Tv ∈ ℓ
p
E,0(X). 
The notions of P-Fredholmness and invertibility at infinity are fundamental in
limit operator theory, whose definitions are recalled as follows:
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Definition 2.7 ([10, 17]). An operator A ∈ L
p
E
(X) is invertible at infinity if there
exists B ∈ B(ℓp
E
(X)) such that AB − I and BA − I belong to K
p
E
(X). A ∈ L
p
E
(X) is
P-Fredholm if the above B can be chosen in L
p
E
(X).
2.3. Matrix Coefficients. For p ∈ {0} ∪ [1,∞] and x ∈ X, let Ex : E → ℓ
p
E
(X) and
Rx : ℓ
p
E
(X)→ E be the extension and restriction operators, defined by:
Ex(e)(y) =
{
e, y = x,
0, otherwise;
and Rx(ξ) = ξ(x) where ξ ∈ ℓ
p
E
(X). For T ∈ B(ℓp
E
(X)) and x, y ∈ X, define its
xy-matrix coefficient to be Txy = RxTEy ∈ B(E).
A natural question is that to what extent do matrix coefficients determine the
operator itself? It is obvious that for ξ ∈
⋃
F∈F PF(ℓ
p
E
(X)), Tξ can be reformulated
as
(Tξ)(x) = RxT
(∑
y∈X
Eyξ(y)
)
=
∑
y∈X
Txyξ(y)
for each x ∈ X. Passing to the closure and by Lemma 2.1, we obtain that for
p ∈ {0} ∪ [1,∞), an operator on ℓp
E
(X) can be determined by its matrix coefficients.
Furthermore, in this case we have that for any T ∈ B(ℓp
E
(X)),
(2.1) ‖T‖ = sup
F∈F
‖PFTPF‖.
Conversely, we have the following result, whose proof is straightforward.
Lemma 2.8. Given p ∈ {0} ∪ [1,∞) and an X-by-X matrix A = [axy]x,y∈X with entries
in B(E). Suppose there exists M > 0 such that: For any finite F ⊆ X, the operator AF
on ℓp(F) defined by multiplication by the finite submatrix [axy]x,y∈F has norm at most M.
Then the multiplication by A provides a well-defined linear operator on ℓp
E
(X) with norm
supF∈F ‖AF‖.
Unfortunately, since finitely supported vectors are no longer dense in ℓ∞E (X)
generally, things become complicated when p = ∞. However, we still have:
Lemma 2.9. For T ∈ S∞
E
(X), ξ ∈ ℓ∞
E
(X) and x ∈ X, the series
∑
y∈X Txyξ(y) converges to
(Tξ)(x), where Txy is the xy-matrix coefficient of T. Furthermore, ‖T‖ = supF∈F ‖PFTPF‖.
The proof follows directly from the definition, hence omitted.
2.4. Band (Dominated) Operators. Now we introduce our main objects.
Definition 2.10 ([3], [17]). Let A = [Axy]x,y∈X be an X-by-X matrix with entries in
B(E). A is a band operator (on X) if
(1) the norms ‖Axy‖ are uniformly bounded for x, y ∈ X;
(2) the propagation of A, defined by prop(A) := sup{d(x, y) : Axy , 0}, is finite.
Let C[X;E] denote the collection of all band operators on X.
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Example 2.11 ([17]). (1) Let f : X → B(E) be a bounded function. Then the
diagonal matrix defined by
Axy =
{
f (x), y = x,
0, y , x
is a band operator of propagation 0, called a multiplication operator.
(2) LetD,Rbe subsets ofX, and t : D→ Rbe abijection such that supx∈D d(x, t(x))
is finite. Define a matrix V by
Vyx =
{
IE, x ∈ D and y = t(x),
0, otherwise.
Then V is a band operator, called a partial translation operator.
The above two classes of operators indeed generate C[X;E] as an algebra. The
following lemma is very well-known:
Lemma2.12 ([17]). Let A ∈ C[X;E] have propagation atmost r andN = supx∈X ♯B(x, r).
Then there exist multiplication operators f1, . . . , fN with ‖ fk‖ ≤ supx,y ‖Axy‖, and partial
translation operators V1, . . . ,VN of propagation at most r such that:
A =
N∑
k=1
fkVk.
Consequently, a band operator can always be realised as a bounded linear
operator on any ℓp-space:
Corollary 2.13. Let A ∈ C[X;E] have propagation at most r, and p ∈ {0} ∪ [1,∞]. Then
the operator on ℓp
E
(X) defined by matrix multiplication by A is bounded and belongs to
L
p
E
(X), with norm at most supx,y ‖Axy‖ · supx∈X ♯B(x, r).
From now on, C[X;E] is regarded as a subalgebra of L
p
E
(X) for p ∈ {0} ∪ [1,∞].
Conversely, an operator A ∈ L
p
E
(X) is a band operator if there exists some r > 0
such that Axy = 0 for d(x, y) > r. Taking norm closures, we have:
Definition 2.14. For p ∈ {0} ∪ [1,∞], the norm-closure of C[X;E] in B(ℓp
E
(X)) is
denoted byA
p
E
(X). Elements inA
p
E
(X) are called band-dominated operators.
Combined with Lemma 2.4, we end up with the following inclusions:
Lemma 2.15 ([3]). For the above subalgebras, we have K
p
E
(X) ⊆ A
p
E
(X) ⊆ L
p
E
(X) ⊆
S
p
E
(X). Furthermore, K
p
E
(X) is a two-sided ideal in L
p
E
(X), hence a two-sided ideal in
A
p
E
(X) as well.
3. Limit spaces and limit operators
Throughout this section, X is a space, βX is the associated Stone-Cˇech com-
pactification and ∂X = X \ βX is the boundary. We use the classical identification
for βX in terms of ultrafilters on X. More details can be found in literatures, for
example [2, Appendix A] or [17, Appendix A].
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3.1. Limit spaces. The notion of limit spaces for general metric spaceswere intro-
duced by Sˇpakula andWillett. In the case of groups, all limit spaces are isometric
to the group itself due to homogeneity. Here we only collect the notions and
results required later, while more details and illuminating examples can be found
in [17, Section 3].
Recall from Example 2.11 that a function t : D → R with D,R ⊆ X is called a
partial translation if t is a bijection from D to R, and supx∈X d(x, t(x)) is finite.
Definition 3.1 ([17]). Fix an ultrafilter ω ∈ βX. A partial translation t : D → R on
X is compatible with ω if ω(D) = 1. In this case, regarding t as a function from D to
βX, define
t(ω) := lim
ω
t ∈ βX.
An ultrafilter α ∈ βX is compatible withω if there exists a partial translation twhich
is compatible with ω and t(ω) = α.
Remark 3.2. As pointed out in [17], an ultrafilter α ∈ βX is compatible with ω ∈ βX
if and only if there exists a partial translation t : D → R such that ω(D) = 1
and α(S) = 1 iff ω(t−1(S ∩ R)) = 1 for any S ⊆ X. Therefore compatibility is an
equivalence relation.
Let us recall the following uniqueness statement:
Lemma 3.3 ([17]). Let ω be an ultrafilter on X, and t : Dt → Rt and s : Ds → Rs be two
partial translations compatible with ω such that s(ω) = t(ω). Then if
D := {x ∈ Dt ∩Ds : t(x) = s(x)},
we have that ω(D) = 1.
Definition 3.4 ([17]). Fix an ultrafilter ω on X. Write X(ω) for the collection of
all ultrafilters on X compatible with ω. A compatible family for ω is a collection of
partial translations {tα}α∈X(ω) such that each tα is compatible with ω and tα(ω) = α.
A metric can be imposed on X(ω) as follows:
Proposition 3.5 ([17]). Fix an ultrafilter ω on X, and a compatible family {tα}α∈X(ω).
Define a function dω : X(ω) × X(ω)→ [0,∞) by
dω(α, β) := lim
x→ω
d(tα(x), tβ(x)).
Then dω is a metric on X(ω) that does not depend on the choice of {tα}. Moreover,
{dω(α, β) : α, β ∈ X(ω)} ⊆ {d(x, y) : x, y ∈ X}
and
max
α∈X(ω)
♯BX(ω)(α, r) ≤ max
x∈X
♯BX(x, r).
Definition 3.6 ([17]). For each non-principal ultrafilter ω on X, the metric space
(X(ω), dω) is called the limit space of X at ω.
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It is shown in [17, Proposition 3.9] that X(ω) does not depend on the choice of
ω in the sense that for any α ∈ X(ω), X(α) = X(ω). Now we recall the following
result stating that the local geometry ofX can be captured by that of its limit space.
Proposition 3.7 ([17]). Let ω be a non-principal ultrafilter on X, and {tα : Dα → Rα} a
compatible family for ω. Then for each finite F ⊆ X(ω), there exists a subset Y ⊆ X with
ω(Y) = 1, such that for each y ∈ Y, there is a finite subset G(y) ⊆ X such that the map
fy : F→ G(y), α 7→ tα(y)
is a surjective isometry. Such a collection { fy}y∈Y is called a local coordinate systerm
for F, and the maps fy are called local coordinates.
Furthermore, if F is a metric ball B(ω, r), then there exist Y ⊆ X with ω(Y) = 1 and a
local coordinate system { fy : F→ G(y)}y∈Y such that each G(y) is the ball B(y, r).
Interesting examples of limits spaces can be found in [17, Example 3.14].
3.2. Limit operators. Now we introduce the notion of limit operators on metric
spaces. The case of p ∈ (1,∞) was studied by Sˇpakula and Willett [17], while for
the convenience to the readers, they are stated here as well. We start with the
following condition of richness for an operator, which is designed to ensure that
limit operators always exist.
Definition 3.8. Let ω be a non-principal ultrafilter on X. For p ∈ {0} ∪ [1,∞], a
band-dominated operator A in A
p
E
(X) is said to be rich at ω, if for any pair of
partial translations t, s compatible with ω, the limit
lim
x→ω
At(x)s(x)
exists under the norm topology on B(E). Denote byA
p
E
(X)$,ω the collection of all
band-dominated operators rich at ω.
If A is rich at ω for all ω ∈ ∂X, it is said to be rich. Denote by Ap
E
(X)$ the
collection of all rich band-dominated operators.
Definition 3.9. Let ω be a non-principal ultrafilter on X, p ∈ {0} ∪ [1,∞] and A be
a band-dominated operator on ℓp
E
(X) rich at ω. Fix a compatible family {tα}α∈X(ω)
for ω. The limit operator of A at ω, denoted by Φω(A), is an X(ω)-by-X(ω) indexed
matrix with entries in B(E) defined by
Φω(A)αβ := lim
x→ω
Atα(x)tβ(x).
From Lemma 3.3, we know the above definition is proper:
Lemma 3.10. Let ω be a non-principal ultrafilter on X, p ∈ {0} ∪ [1,∞] and A a band-
dominated operator on ℓp
E
(X) rich at ω. Then the limit operator Φω(A) does not depend
on the choice of compatible family of ω.
Up till now, Φω(A) is only an abstractly defined infinite matrix, rather than an
operator on any space. We will follow the way in [17] to make it concrete in
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the case of p ∈ {0} ∪ [1,∞) as follows, while leave the case of p = ∞ to the next
subsection where more technical tools are developed.
Proposition 3.11. Let ω be a non-principal ultrafilter on X, p ∈ {0} ∪ [1,∞] and A a
band-dominated operator on ℓp
E
(X) rich at ω. Let F be a finite subset of X(ω) and ǫ > 0.
Let {tα} be a compatible family of partial translations for ω. Then there exists a local
coordinate system { fy : F→ G(y)}y∈Y such that for each y ∈ Y, if
Uy : ℓ
p(F)→ ℓp(G(y)), (Uyξ)(x) := ξ( f
−1
y (x))
is the linear isometry induced by fy, then we have:
‖U−1y PG(y)APG(y)Uy − PFΦω(A)PF‖ < ǫ,
where PFΦω(A)PF is regarded as a finite F-by-F matrix with entries in B(E), acting on
ℓp
E
(F) by matrix multiplication.
The proof follows directly from Proposition 3.7 and is the same as that of [17,
Proposition 4.6], hence omitted. Consequently, we have the following concrete
implementation for limit operators in the case of p ∈ {0} ∪ [1,∞). The proof is just
a combination of Lemma 2.8 and the above proposition, hence omitted.
Corollary 3.12. Let ω be a non-principal ultrafilter on X, p ∈ {0} ∪ [1,∞) and A a
band-dominated operator on ℓp
E
(X) rich at ω. Then the matrix multiplication by Φω(A)
defines a bounded operator on ℓp(X(ω)) with norm at most ‖A‖.
Therefore in the case of p ∈ {0}∪[1,∞), wemay regard limit operators as concrete
bounded linear operators on ℓp-type spaces. See [17, Section 4] for illuminating
examples, and [17, Appendix B] for the comparisons with the classical limit
operators in the case of groups.
3.3. Implementing limit operators for p = ∞. As we point out in Section 2.3,
operators on ℓ∞E (X) may not be uniquely determined by their matrix coefficients
in general. Hence, to realise limit operators via matrices in this case, we need an
extra density result as follows. It is stated for p ∈ {0, 1,∞} due to further uses.
Theorem 3.13. Let X be a space, ω be a non-principal ultrafilter on X and p ∈ {0, 1,∞}.
The set of band operators on ℓp
E
(X) rich at ω are dense in Ap
E
(X)$,ω; and the set of rich
band operators on ℓp
E
(X) are dense inA
p
E
(X)$.
The proof is postponed to Section 4.2 after we develop the tool to construct
operators via blocks. We point out that the density result also holds for p ∈
(1,∞) under the extra assumption of Property A on X [17, Theorem 6.6], while
surprisingly as we will see, it holds generally for p ∈ {0, 1,∞}.
NowweuseTheorem3.13 to show thatΦω(A) can be implemented as a bounded
operator when p = ∞. We start with the following lemma.
Lemma 3.14. Let ω be a non-principal ultrafilter on X, and A ∈ C[X;E] be a band
operator on ℓ∞E (X) rich at ω. Then Φω(A) is a band operator whose propagation does not
exceed that of A, and ‖Φω(A)‖ ≤ ‖A‖.
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Proof. The claimonpropagation followsdirectly from that of [17, Theorem4.10(2)],
hence omitted. Concerning norms, note that Φω(A) ∈ C[X(ω);E] ⊆ S∞E (X(ω)).
Hence by Lemma 2.9, ‖Φω(A)‖ = supF∈F ‖PFΦω(A)PF‖. On the other hand, by
lemma 3.11, ‖PFΦω(A)PF‖ ≤ ‖A‖ for any finite F ⊆ X. So the lemma holds. 
Proposition 3.15. Let X be a space and ω a non-principal ultrafilter on X. Suppose
A ∈ A∞
E
(X) is rich at ω, and Φω(A) is the associated X(ω)-by-X(ω) matrix. Then there
exists a unique operator inS∞E (X(ω)) with matrix coefficients {Φω(A)αβ}α,β∈X(ω) and norm
at most ‖A‖. Furthermore, this operator belongs toA∞E (X(ω)).
Proof. By Theorem 3.13, there exist band operators {An}n∈N on ℓ∞E (X) rich at ω and
converging to A. By Lemma 3.14, eachΦω(An) is a band operator and {Φω(An)}n∈N
is Cauchy, hence it converges to some T in A∞E (X(ω)). For any α, β ∈ X(ω) and
ǫ > 0, there exists some N such that ‖Φω(AN)αβ − Tαβ‖ < ǫ/3 and ‖AN − A‖ < ǫ/3.
By definition, if we set
Y = {x ∈ X : ‖(AN)tα(x)tβ(x) − Φω(AN)αβ‖ < ǫ/3},
then ω(Y) = 1. Hence for x ∈ Y, we have
‖Atα(x)tβ(x) − Tαβ‖ ≤ ‖Atα(x)tβ(x) − (AN)tα(x)tβ(x)‖ + ‖(AN)tα(x)tβ(x) − Φω(AN)αβ‖
+ ‖Φω(AN)αβ − Tαβ‖
< ǫ/3 + ǫ/3 + ǫ/3 = ǫ.
Therefore,
ω
(
{x ∈ X : ‖Atα(x)tβ(x) − Tαβ‖ < ǫ}
)
= 1
for any ǫ, which implies that
Φω(A)αβ = lim
x→ω
Atα(x)tβ(x) = Tαβ.
So T is the required operator and it is unique by Lemma 2.9. 
Corollary 3.16. Let X be a space, p ∈ {0, 1,∞} and A ∈ Ap
E
(X). Then for any ω ∈ ∂X,
the limit operator Φω(A) belongs toA
p
E
(X(ω)).
Now we collect several important properties of limit operators already ob-
tained as follows. The proof is very similar to [17, Theorem 4.10], combined with
Proposition 3.15 and Corollary 3.16, hence omitted.
Proposition 3.17. Let ω be a non-principal ultrafilter on X and p ∈ {0} ∪ [1,∞]. Then
the map
Φω : A
p
E
(X)$,ω → B(ℓp
E
(X(ω)))
has the following properties:
(1) Φω is contractive.
(2) Φω takes band operators to band operators and does not increase propagations.
(3) Φω is a homomorphism.
(4) Φω has image inA
p
E
(X(ω)) for p ∈ {0, 1,∞}.
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Definition 3.18. For p ∈ {0} ∪ [1,∞], let A ∈ Ap
E
(X)$ be a rich band-dominated
operator. The collection
σop(A) := {Φω(A) ∈ B(ℓ
p
E
(X(ω))) : ω ∈ ∂X}
is called the operator spectrum of A.
Later in Theorem 5.1, we will detect the properties of P-Fredholmness and
invertibility at infinity for a rich band-dominated operator in terms of its operator
spectrum for p ∈ {0} ∪ [1,∞].
4. Partition of unity and the density theorem
In this section, as promised, wedevelop the technique to approximate operators
via block cutdowns, especially in the case of p ∈ {0, 1,∞}. They are not only crucial
to prove the density result (Theorem 3.13) above, but also useful to construct
parametrices in later proof of our main theorem.
Throughout this section, X is a space and E is a Banach space. For p ∈ [1,∞),
set q ∈ (1,∞] to be the conjugate exponent of p, i.e., 1/p + 1/q = 1.
4.1. Property A, partition of unity, and constructing operators. Property A was
first introduced by Yu [20], and since then it has been shown to be equivalent to a
lot of other properties. Here we shall use the formulation in terms of the existence
of partitions of unity with small variation [19, Theorem 1.2.4], which helps us to
cut an operator into blocks.
Definition 4.1 ([17]). For p ∈ [1,∞), ametric p-partition of unity on X is a collection
{φi : X → [0, 1]}i∈I of functions on X such that:
(1) There existsN ∈N such that for each x ∈ X, at mostN ofφi(x) are non-zero.
(2) {φi}i∈I have uniformly bounded supports, i.e.,
sup
i∈I
(diam({x ∈ X : φi(x) , 0})) < ∞.
(3) For each x ∈ X,
∑
i∈I φi(x)
p = 1.
Let r, ǫ > 0. A metric p-partition of unity {φi}i∈I is said to have (r, ǫ)-variation if for
any x, y ∈ X with d(x, y) ≤ r, we have∑
i∈I
|φi(x) − φi(y)|
p < ǫp.
A space X is said to have Property A if for any r, ǫ > 0, there exists a metric
p-partition of unity with (r, ǫ)-variation.
A lot of interesting spaces and groups are known to have Property A. For
example, amenable groups [20], hyperbolic spaces [14], CAT(0) cube complexes
with finite dimension [1] and all linear groups over any field [5].
To deal with the extreme cases that p ∈ {0, 1,∞}, we introduce the following
notion of dual family.
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Definition 4.2. Let {φi}i∈I be a metric 1-partition of unity on X. A dual family of
{φi}i∈I is defined to be a collection {ψi : X → [0, 1]}i∈I satisfying ψi|supp(φi) ≡ 1 and
there exists some R > 0 such that supp(ψi) ⊆ NR(supp(φi)) for any i ∈ I. A dual
family {ψi}i∈I is L-Lipschitz, if each ψi is L-Lipschitz.
Clearly, for any metric 1-partition of unity on X and any L > 0, L-Lipschitz dual
family always exists. And there existsN′ ∈N such that for each x ∈ X, at mostN′
of ψi(x) are non-zero since X has bounded geometry.
Furthermore, todealwith the case of p = ∞, we alsoneed the following topology
on B(ℓ∞E (X)).
Definition 4.3. Let {Bi}i∈I be a collection of bounded linear operators on ℓ∞E (X). If
for any v ∈ ℓ∞E (X), the series
∑
i∈I Biv converges point-wise to a vector in ℓ
∞
E (X),
and the map
ℓ∞E (X)→ ℓ
∞
E (X), v 7→
∑
i∈I
Biv
is a bounded linear operator, then we say
∑
i∈I Bi converges point-wise strongly.
Clearly by definition, for a metric 1-partition of unity {φi}i∈I,
∑
i∈I φi converges
point-wise strongly to the identity on ℓ∞E (X). For compositions, we have the
following elementary observation:
Lemma 4.4. Let {Bi}i∈I be a collection of linear bounded operators on ℓ∞E (X) such that∑
i∈I Bi converges point-wise strongly, and A ∈ B(ℓ
∞
E (X)). Then:
(1)
∑
i∈I BiA converges point-wise strongly, and we have
(∑
i∈I Bi
)
A =
∑
i∈I BiA.
(2) If A is a band operator, then
∑
i∈I ABi converges point-wise strongly, and we have
A
(∑
i∈I Bi
)
=
∑
i∈I ABi.
(1) holds directly by definition and for (2), we only need to verify in the case
that A is a multiplication operator or a partial translation by Lemma 2.12. Both of
them are straightforward, hence we omit the proof.
Now we are in the position to construct operators via blocks. To unify the
statements, we take the liberty of calling a metric p-partition of unity for p ∈ {0,∞}
instead of a metric 1-partition of unity.
Lemma 4.5. For p ∈ {0} ∪ [1,∞], let {φi}i∈I be a metric p-partition of unity on X, and
{ψi}i∈I be a dual family of {φi}i∈I when p ∈ {0, 1,∞}. Let J ⊆ I and given a collection of
bounded linear operators {Bi}i∈J on ℓ
p
E
(X) such that M := supi ‖Bi‖ is finite.
(1) When p < ∞, consider the following:
(a)
∑
i∈J φ
p/q
i
Biφi if p ∈ (1,∞);
(b)
∑
i∈J φiBiψi if p = 0;
(c)
∑
i∈J ψiBiφi if p = 1.
Each of them converges strongly to a band operator of norm at most M on ℓp
E
(X).
(2) When p = ∞, consider
∑
i∈J φiBiψi. It converges point-wise strongly to a band
operator of norm at most M on ℓ∞E (X).
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Proof. Case (1)(a) is from [17, Lemma 6.3], hence omitted. We start with Case
(1)(b). For any v ∈ ℓ0
E
(X) with finite support, only finitely many of the terms in∑
i∈J φiBiψiv is non-zero, hence produces a well-defined vector in ℓ
0
E
(X). For any
x ∈ X, we have∥∥∥(∑
i∈J
φiBiψiv
)
(x)
∥∥∥
E
≤
∑
i∈J
φi(x) ·
∥∥∥(Biψiv)(x)∥∥∥E ≤
∑
i∈J
φi(x) · ‖Biψiv‖∞
≤
∑
i∈J
φi(x) ·M · ‖v‖∞ ≤M · ‖v‖∞.(4.1)
Due to density of finitely supported vectors in ℓ0
E
(X), (4.1) holds for all v ∈ ℓ0
E
(X).
We move on to Case (1)(c): Again, for any v ∈ ℓ1E(X) with finite support,∑
i∈J ψiBiφiv is a finite sum. For any unit vector w in ℓ
∞
E∗(X)  ℓ
1
E(X)
∗, we have∣∣∣〈∑
i∈J
ψiBiφiv,w
〉∣∣∣ ≤ ∑
i∈J
|〈Biφiv, ψiw〉| ≤
∑
i∈J
‖Bi‖ · ‖φiv‖1 · ‖ψiw‖∞
≤ M ·
(∑
x∈X
∑
i∈J
φi(x)‖v(x)‖E
)
· ‖w‖∞ ≤ M · ‖v‖1,
which implies that ‖
∑
i∈J ψiBiφiv‖1 ≤ M ‖v‖1. Due to density of finitely supported
vectors in ℓ1E(X), the above estimates hold for all v ∈ ℓ
1
E(X).
Finally we deal with Case (2). For any v ∈ ℓ∞E (X) and any x ∈ X, we have(∑
i∈J
φiBiψiv
)
(x) =
∑
i∈J
φi(x) ·
(
Biψiv
)
(x)
which is a finite sum since φi(x) is non-zero for only finitely many i ∈ J. Further-
more, (4.1) still holds for such v, hence the result holds. 
Lemma 4.6. Let p ∈ {0} ∪ [1,∞], A be a band operator on ℓp
E
(X) with propagation at
most r, N = supx∈X ♯B(x, r) and ǫ > 0. Let {φi}i∈I be a metric p-partition of unity on X,
and {ψi}i∈I be a dual family of {φi}i∈I when p ∈ {0, 1,∞}. Let J ⊆ I and given a collection
of bounded operators {Bi}i∈J on ℓ
p
E
(X) such that M := supi ‖Bi‖ is finite.
(1) When p < ∞, consider the following:
(a)
∑
i∈J φ
p/q
i
Bi[φi,A], if p ∈ (1,∞) and suppose {φi}i∈I has (r, ǫ)-variation;
(b)
∑
i∈J φiBi[ψi,A], if p = 0 and suppose {ψi}i∈I is ǫ/r-Lipschitz;
(c)
∑
i∈J ψiBi[φi,A], if p = 1 and suppose {φi}i∈I has (r, ǫ)-variation.
Each of them converges strongly to a band operator of norm ≤ ǫNM‖A‖ on ℓp
E
(X).
(2) When p = ∞, suppose {ψi}i∈I is ǫ/r-Lipschitz and consider
∑
i∈J φiBi[ψi,A]. It
converges point-wise strongly to a band operator of norm ≤ ǫNM‖A‖ on ℓ∞E (X).
Proof. By Lemma 2.12, A has the form of
∑N
k=1 fkVk where each fk : X → B(E) is a
bounded function with norm at most ‖A‖, and Vk is a partial translation operator
in C[X;E] defined by tk : Dk → Rk with propagation at most r. For any function
ϕ : X → R, v ∈ ℓp
E
(X) and x ∈ X, we have
(4.2)
(
[ϕ,Vk]v
)
(x) =

(
ϕ(x) − ϕ(t−1
k
(x))
)
v(t−1
k
(x)), x ∈ Rk;
0, otherwise.
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Case (1)(a) is from [17, Lemma 6.4], hence omitted. Starting with Case (1)(b):
for any finitely supported v ∈ ℓ0
E
(X),
∑
i∈J φiBi[ψi,A]v is a finite sum. For any x ∈ X,∥∥∥(∑
i∈J
φiBi[ψi,A]v
)
(x)
∥∥∥
E
=
∥∥∥∑
i∈J
φi(x)
(
Bi[ψi,A]v
)
(x)
∥∥∥
E
≤
∑
i∈J
φi(x) ·
∥∥∥Bi[ψi,A]v∥∥∥∞
≤
∑
i∈J
φi(x) ·M ·
( N∑
k=1
‖A‖ · ‖[ψi,Vk]v‖∞
)
≤ M ·
( N∑
k=1
‖A‖ · ‖[ψi,Vk]v‖∞
)
.(4.3)
Since each ψi is ǫ/r-Lipschitz and d(x, t−1k (x)) ≤ r, we have
∥∥∥[ψi,Vk]v∥∥∥∞ ≤ ǫ‖v‖∞ by
(4.2). Combining with (4.3), we have
(4.4)
∥∥∥∑
i∈J
φiBi[ψi,A]v
∥∥∥
∞
≤ M ·
( N∑
k=1
ǫ · ‖A‖ · ‖v‖∞
)
≤ ǫMN ‖A‖ ‖v‖∞.
Due to density of finitely supported vectors in ℓ0
E
(X), (4.4) holds for all v ∈ ℓ0
E
(X).
We move on to Case (1)(c): Again, for any v ∈ ℓ1
E
(X) with finite support,∑
i∈J ψiBi[φi,A]v is a finite sum. For any unit vector w in ℓ
∞
E∗(X)  ℓ
1
E
(X)∗, we have∣∣∣〈∑
i∈J
ψiBi[φi,A]v,w
〉∣∣∣ ≤ ∑
i∈J
∣∣∣〈[φi,A]v,B∗iψiw〉∣∣∣ ≤∑
i∈J
‖[φi,A]v‖1 · ‖B
∗
i‖ · ‖ψiw‖∞
≤ M ·
(∑
i∈J
‖[φi,A]v‖1
)
· ‖w‖∞ ≤M ·
∑
i∈J
( N∑
k=1
‖ fk[φi,Vk]v‖1
)
≤ M · ‖A‖ ·
N∑
k=1
(∑
i∈J
‖[φi,Vk]v‖1
)
.(4.5)
Note that {φi}i∈J has (r, ǫ)-variation and d(x, t−1k (x)) ≤ r, hence by (4.2):∑
i∈J
‖[φi,Vk]v‖1 =
∑
x∈Rk
‖v(t−1k (x))‖E ·
(∑
i∈J
|φi(x) − φi(t
−1
k (x))|
)
≤ ǫ‖v‖1
for each k. Combining with (4.5), we have
(4.6)
∥∥∥∑
i∈J
ψiBi[φi,A]v
∥∥∥ ≤M · ‖A‖ · N∑
k=1
ǫ‖v‖1 ≤ ǫMN ‖A‖ ‖v‖1.
Due to density of finitely supported vectors in ℓ1E(X), (4.6) holds for all v ∈ ℓ
1
E(X).
Finally we deal with Case (2). For any v ∈ ℓ∞E (X) and any x ∈ X, we have(∑
i∈J
φiBi[ψi,A]v
)
(x) =
∑
i∈J
φi(x) ·
(
Bi[ψi,A]v
)
(x)
which is a finite sum since φi(x) is non-zero for only finitely many i ∈ J. Further-
more, (4.3) and (4.4) still hold for such v, hence the result holds. 
On the other hand, we have the following lemma, whose proof is quite similar
to the above, hence omitted.
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Lemma 4.7. Let p ∈ {0} ∪ [1,∞], A be a band operator on ℓp
E
(X) with propagation at
most r, N = supx∈X ♯B(x, r) and ǫ > 0. For p ∈ (1,∞), let {φi}i∈I be a metric q-partition
of unity on X, where q is the conjugate exponent of p; and for p ∈ {0, 1,∞}, let {φi}i∈I be
a metric p-partition of unity on X, and {ψi}i∈I be a dual family of {φi}i∈I. Let J ⊆ I and
given a collection of bounded operators {Bi}i∈J on ℓ
p
E
(X) such that M := supi ‖Bi‖ is finite.
(1) When p < ∞, consider the following:
(a)
∑
i∈J[φi,A]Biφ
q/p
i
, if p ∈ (1,∞) and suppose {φi}i∈I has (r, ǫ)-variation;
(b)
∑
i∈J[φi,A]Biψi, if p = 0 and suppose {φi}i∈I has (r, ǫ)-variation;
(c)
∑
i∈J[ψi,A]Biφi, if p = 1 and suppose {ψi}i∈I is ǫ/r-Lipschitz.
Each of them converges strongly to a band operator of norm ≤ ǫNM‖A‖ on ℓp
E
(X).
(2) When p = ∞, suppose {φi}i∈I has (r, ǫ)-variation and consider
∑
i∈J[φi,A]Biψi. It
converges point-wise strongly to a band operator of norm ≤ ǫNM‖A‖ on ℓ∞E (X).
4.2. Density of rich band operators. Having established the technical lemmas
above, we are now ready to prove Theorem 3.13. First let us fix ametric 1-partition
of unity {φi}i∈I on X. For example, one may take an arbitrary disjoint bounded
cover {Ui}i∈I of X, and φi to be the characteristic function of Ui. For each n ∈ N,
take {ψ(n)
i
}i∈I to be a 1/n-Lipschitz dual family of {φi}i∈I.
Lemma 4.8. For p ∈ {0, 1,∞} and n ∈N, define an operator Mn : A
p
E
(X)→A
p
E
(X) by
(1) A 7→
∑
i∈I φiAψ
(n)
i
if p = 0 or∞;
(2) A 7→
∑
i∈I ψ
(n)
i
Aφi if p = 1.
Then each Mn is a well-defined linear operator of norm at most one. Moreover, Mn(A) is
a band operator and Mn(A)→ A in norm as n→∞ for each A ∈ A
p
E
(X).
Proof. ByLemma 4.5,Mn iswell-defined andhas norm atmost one. Clearly,Mn(A)
is a band operator for all A ∈ A
p
E
(X). For the convergence statement, we treat
them separately.
• p = 0 or∞: for each n and any band operator A,
Mn(A) =
∑
i∈I
φiAψ
(n)
i
=
∑
i∈I
φiψ
(n)
i
A +
∑
i∈I
φi[A, ψ
(n)
i
]
where all sums converge strongly when p = 0, and point-wise strongly when
p = ∞ by Lemma 4.5 and 4.6. Since {ψ(n)
i
}i∈I is a dual family of {φi}i∈I, we have∑
i∈I φiψ
(n)
i
A =
∑
i∈I φiA, which converges strongly to Awhen p = 0, and converges
point-wise strongly to A when p = ∞ by Lemma 4.4. For the second term, it has
norm at most ‖A‖N/n for some fixed N by Lemma 4.6, hence tends to 0. Finally
note that ‖Mn‖ ≤ 1 for all n, so the result also holds for band-dominated operators.
• p = 1: for each n and any band operator A,
Mn(A) =
∑
i∈I
ψ(n)
i
Aφi =
∑
i∈I
Aψ(n)
i
φi −
∑
i∈I
[A, ψ(n)
i
]φi
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where all sums converge strongly by Lemma 4.5 and 4.7. Again we have∑
i∈I
Aψ(n)
i
φi =
∑
i∈I
Aφi = A.
For the second term, it has norm at most ‖A‖N/n for some fixed N by Lemma
4.7, hence tends to 0. Finally note that ‖Mn‖ ≤ 1 for all n, so the result holds for
band-dominated operators as well. 
Now the proof of Theorem 3.13 follows from the same argument as that of
[17, Theorem 6.6], while replacing [17, Corollary 6.5] with Lemma 4.8 we just
established above, hence omitted. Also notice that [17, Corollary 6.5] is the only
place where Property A is used in proving [17, Theorem 6.6], hence it is not
necessary for Theorem 3.13 since Lemma 4.8 holds generally.
5. TheMain Theorem
We are now in the position to state our main theorem, which characterises
the properties of P-Fredholmness and invertibility at infinity for a rich band-
dominated operator in terms of its operator spectrum.
Theorem 5.1. Let X be a space with Property A, E a Banach space and p ∈ {0} ∪ [1,∞].
Let A be a rich band-dominated operator on ℓp
E
(X). Then the following are equivalent:
(1) A is invertible at infinity;
(2) A is P-Fredholm;
(3) A is invertible inA
p
E
(X) moduloK
p
E
(X);
(4) all the limit operators Φω(A) are invertible, and supω∈∂X ‖Φω(A)
−1‖ is finite;
(5) all the limit operators Φω(A) are invertible.
Note that for p ∈ (1,∞), the above theorem is exactly [17, Theorem 5.1]. Our
major work here is to fill the gaps of p ∈ {0, 1,∞}. Meanwhile, it is somewhat
surprising that in these extreme cases, some parts of the theorem holds without
the assumption of Property A, for example “(4)⇔ (5)”.
The proof occupies the rest of the paper, which is divided into several parts. In
Section 5.1, we deal with the equivalence between (1) and (2); from Section 5.2 to
5.4, we establish the equivalence between (2), (3) and (4); and finally, in Section
5.5, we prove “(4)⇔ (5)”.
Careful readers might have noticed that in the case of p ∈ (1,∞) [17], “(1)⇔ (2)”
was proved implicitly via showing “(1)⇒ (4)⇒ (3)”. While in the case of p = ∞
as we will see in Section 5.3, it would be difficult to deduce (4) directly from (1).
Hence, we provide a direct proof for “(1) ⇔ (2)” in Section 5.1, which works for
all p ∈ {0} ∪ [1,∞] as well.
5.1. Commutant technique. We prove “(1)⇔ (2)” using a commutant technique,
inspired by the classical limit operator theory forZn and part of the results in [16].
Let us start with the following class of operators on ℓp
E
(X).
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Definition 5.2. For p ∈ {0} ∪ [1,∞], we define the class C of bounded linear
operators on ℓp
E
(X) as follows: T ∈ C if and only if for any ǫ > 0, there exists some
L > 0 such that for any L-Lipschitz function f ∈ Cb(X)1, we have ‖[T, f ]‖ < ǫ.
We remark that elements in C are exactly quasi-local operators (see [16]). The
following lemma is direct from definition, hence the proof is omitted.
Lemma 5.3. For any p ∈ {0}∪ [1,∞],C is a closed subalgebra inB(ℓp
E
(X)) andC[X;E] ⊆
C. HenceA
p
E
(X) ⊆ C.
Remark 5.4. Conversely, we would like to mention that very recently after the
paper is finished, Sˇpakula and the author [18] showed thatA
p
E
(X) = C either if X
has Property A and p ∈ (1,∞), or without any assumption onXwhen p ∈ {0, 1,∞},
partially using the tools developed in Section 4 to approach the latter. While we
do not need appeal to that result in this paper.
Lemma 5.5. For any p ∈ {0} ∪ [1,∞], C is contained in Lp
E
(X).
Proof. Fix T ∈ C and a finite subset F ⊆ X. For any ǫ > 0, there exists some L > 0
such that ‖[T, f ]‖ < ǫ for any L-Lipschitz function f ∈ Cb(X)1. Now for any finite
G ⊆ Xwith d(F,Gc) > 1/L, there exists an L-Lipschitz function g ∈ Cb(X)with range
in [0, 1] and satisfying g|F ≡ 1 and g|Gc ≡ 0. Hence ‖[T, g]‖ < ǫ. Consequently,
‖PFTQG‖ = ‖PFgTQG‖ ≤ ‖PFTgQG‖ + ‖PF[T, g]QG‖ ≤ ‖[T, g]‖ < ǫ.
We finish the proof. 
Proof of Theorem 5.1, “(1)⇔ (2)”. Clearly, (2) implies (1). For the other direction,
assume that there exists some B ∈ B(ℓp
E
(X)) such that AB = I + K1 and BA = I + K2
for some K1,K2 ∈ K
p
E
(X). By Lemma 5.3, A ∈ A
p
E
(X) ⊆ C. We claim that B ∈ C as
well, hence B ∈ L
p
E
(X) by Lemma 5.5.
Indeed for any ǫ > 0, there exists some L1 > 0 such that ‖[A, f ]‖ < ǫ/(3‖B‖2) for
any L1-Lipschitz function f ∈ Cb(X)1. On the other hand, since K1,K2 ∈ K
p
E
(X),
there exists some finite subset F0 ⊆ X such that
(5.1) ‖QF0K1‖ <
ǫ
12‖B‖
and ‖K2QF0‖ <
ǫ
12‖B‖
.
Choose apointx0 ∈ X, and takeL2 = ǫ/[6diamF0·‖B‖·(‖K1‖+‖K2‖)], L := min{L1, L2}.
For any L-Lipschitz function f ∈ Cb(X)1, we take f˜ = f − f (x0). Then
(5.2) [ f ,B] = [ f˜ ,B] = (BA − K2) f˜ B − B f˜ (AB − K1) = B[A, f ]B + B f˜K1 − K2 f˜ B.
For the above F0 ⊆ X, we have
(5.3) B f˜K1 = B f˜QF0K1 + BPF0 f˜ K1, and K2 f˜ B = K2QF0 f˜ B + K2PF0 f˜ B.
By (5.1), we obtain
(5.4) ‖B f˜QF0K1‖ < ǫ/6 and ‖K2QF0 f˜ B‖ < ǫ/6.
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Furthermore, since x0 ∈ F0, we have
‖PF0 f˜ ‖ ≤ L2 · diamF0 =
ǫ
6‖B‖ · (‖K1‖ + ‖K2‖)
,
which implies that
(5.5) ‖BPF0 f˜ K1‖ ≤ ǫ/6, and ‖K2PF0 f˜ B‖ ≤ ǫ/6.
Hence combining (5.2), (5.3), (5.4) and (5.5), we have:
‖[ f ,B]‖ ≤ ‖B[A, f ]B‖ + ‖B f˜K1‖ + ‖K2 f˜ B‖
≤ ‖B‖ ·
ǫ
3‖B‖2
· ‖B‖ + ‖B f˜QF0K1‖ + ‖BPF0 f˜ K1‖ + ‖K2QF0 f˜ B‖ + ‖K2PF0 f˜ B‖
≤
ǫ
3
+
ǫ
6
+
ǫ
6
+
ǫ
6
+
ǫ
6
= ǫ.
Hence we finish the proof. 
From the above proof, we obtain a bonus result as follows.
Corollary 5.6. Let p ∈ {0} ∪ [1,∞], A,B ∈ B(ℓp
E
(X)) and A ∈ C. If AB − I and BA − I
belong toK
p
E
(X), then B ∈ C as well. In particular, C is closed under taking inverses.
5.2. “(2) ⇒ (4)” for finite p. We move on to prove “(2) ⇒ (4)” without the as-
sumption of Property A. First, in this subsection, we deal with the case of finite
p. The idea follows partially from [17] together with the commutant technique
developed above. However, things become complicated when p = ∞ due to
lack of characterisation of the dual space of ℓ∞E (X). Hence we leave it to the next
subsection after new tools are introduced.
Let us start with the following lemma. The proof is almost the same as that of
[17, Lemma 5.3], together with Theorem 3.13 and Proposition 3.17, hence omitted.
Lemma 5.7. For p ∈ {0} ∪ [1,∞], let A be a band-dominated operator on ℓp
E
(X) rich at
ω ∈ ∂X. For any finitely supported unit vector v ∈ ℓp
E
(X(ω)), finite subset G ⊆ X and
ǫ > 0, there exists a unit vector w ∈ ℓp
E
(X) such that∣∣∣‖Aw‖ − ‖Φω(A)v‖∣∣∣ < ǫ
and supp(w) ∩ G = ∅.
Proposition 5.8. Let p ∈ {0}∪ [1,∞], and A be a rich band-dominated operator on ℓp
E
(X)
which is invertible at infinity. Then the operator spectrum σop(A) is uniformly bounded
below, i.e., there exists some M > 0 such that for any ω ∈ ∂X and v ∈ ℓp
E
(X(ω)),
‖Φω(A)v‖ ≥M‖v‖.
Proof. Since A is invertible at infinity, there exists a bounded operator B on ℓp
E
(X)
such that K1 := AB− I and K2 := BA− I are inK
p
E
(X). We claim that for any ω ∈ ∂X
and finitely supported v ∈ ℓp
E
(X(ω)),
(5.6) ‖Φω(A)v‖ ≥
‖v‖
‖B‖
.
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To prove the claim, we fix a ω ∈ ∂X, a finitely supported v ∈ ℓp
E
(X(ω)) and an
ǫ > 0. Since K2 ∈ K
p
E
(X), there exists some finite G ⊆ X such that ‖K2QG‖ < ǫ. By
Lemma 5.7, there exists a unit vector w ∈ ℓp
E
(X) such that∣∣∣‖Aw‖ − ‖Φω(A)v‖∣∣∣ < ǫ
and supp(w) ∩G = ∅. Hence we have ‖K2w‖ < ǫ, and
‖B‖ · ‖Aw‖ ≥ ‖BAw‖ = ‖(1 − K2)w‖ ≥ ‖w‖ − ‖K2w‖ ≥ 1 − ǫ.
Combining them together, we have
‖Φω(A)v‖ ≥ ‖Aw‖ − ǫ ≥
1 − ǫ
‖B‖
− ǫ.
Letting ǫ→ 0, we obtain (5.6) as required and the claim holds.
Now for p < ∞, (5.6) holds for all vectors in ℓp
E
(X(ω)) since finitely supported
vectors are dense in ℓp
E
(X(ω)).
For p = ∞, we fix a vector v ∈ ℓ∞E (X(ω)) and an ǫ > 0. There exists some
α ∈ X(ω) such that ‖v(α)‖E > ‖v‖∞ − ǫ. Applying Proposition 3.17 and Lemma
5.3, Φω(A) ∈ A
∞
E (X(ω)) ⊆ C. Hence there exists some L > 0 such that for any
L-Lipschitz function f ∈ Cb(X(ω))1, we have ‖[Φω(A), f ]‖ < ǫ. Take an L-Lipschitz
function f with range in [0, 1] and supported in the 1/L-neighbourhood of αwith
f (α) = 1. Note that f v is finitely supported, hence (5.6) holds for f v. Furthermore,
‖ f v‖∞ ≥ ‖ f (α)v(α)‖E ≥ ‖v‖∞ − ǫ.
Combining them together, we have
‖Φω(A)v‖∞ ≥ ‖ fΦω(A)v‖∞ ≥ ‖Φω(A) f v‖∞ − ‖[Φω(A), f ]v‖∞
≥
‖ f v‖∞
‖B‖
− ǫ‖v‖∞ ≥
‖v‖∞ − ǫ
‖B‖
− ǫ‖v‖∞.
Taking ǫ→ 0, (5.6) holds for any v ∈ ℓ∞E (X(ω)) as required. We finish the proof. 
We need the following auxiliary lemma concerning adjoints of limit operators.
The proof is straightforward, hence omitted. Notice that for p = 0, we set q = 1
as its conjugate exponent; and for p ∈ [1,∞), we set its conjugate exponent to be
q ∈ (1,∞] satisfying 1/p + 1/q = 1.
Lemma 5.9. Let p ∈ {0} ∪ [1,∞) and q be the conjugate exponent. Let A be a band-
dominated operator on ℓp
E
(X), rich at ω. Then A∗ is a band-dominated operator on ℓq
E∗
(X),
rich at ω. Furthermore, we have
Φω(A)
∗
= Φω(A
∗),
which implies that if A is rich, then
σop(A
∗) = {B∗ : B ∈ σop(A)}.
Proof of Theorem 5.1, “(2)⇒ (4), p < ∞”. Let A be a P-Fredholm rich operator in
A
p
E
(X) for p < ∞, then trivially A is invertible at infinity. By Proposition 5.8, the
operator spectrum σop(A) is uniformly bounded below.
EXTREME CASES OF LIMIT OPERATOR THEORY ON METRIC SPACES 21
On the other hand, since p ∈ {0} ∪ [1,∞), we take q ∈ [1,∞] to be its conjugate
exponent. Consider the adjoint A∗, which is a rich band-dominated operator on
ℓq
E∗
(X) by Lemma 5.9. Since A is invertible at infinity, there exists a bounded
operator B on ℓp
E
(X) such that K1 := AB − I and K2 := BA − I are in K
p
E
(X), which
implies that K∗
1
= B∗A∗ − I and K∗2 = A
∗B∗ − I are in K
q
E∗
(X). Hence, A∗ is invertible
at infinity as well. Applying Proposition 5.8 to A∗, the operator spectrum σop(A∗)
is uniformly bounded below, which implies {Φω(A)
∗}ω∈∂X is uniformly bounded
below by Lemma 5.9. Therefore, condition (4) holds and we finish the proof. 
Remark 5.10. The above proof does not work for p = ∞, since the dual of ℓ∞E (X) is
no longer an ℓp-type space. Hence we cannot refer to Proposition 5.8 any more.
New techniques are required, which are introduced in the next subsection.
5.3. Dual space arguments for p = ∞. Now we focus on the case of p = ∞ and
finish the proof of “(2) ⇒ (4)” completely. The key ingredient here is the dual
space argument, which showed its power in the classical limit operator theory.
The idea is that properties of operators on ℓ∞-spaces can be characterised via those
of its “double predual” on c0-spaces.
Recall that from Lemma 2.1, ℓ0
E
(X) = ℓ∞
E,0(X) is the closure of
⋃
F∈F PF(ℓ
∞
E
(X)) in
ℓ∞E (X). For an operator A ∈ L
∞
E (X), ℓ
0
E
(X) is A-invariant by Lemma 2.6. Denote its
restrictionA|ℓ0
E
(X) byA0 ∈ B(ℓ
0
E
(X)). Wehave the following elementary observation.
Lemma 5.11. For A ∈ L∞E (X),A
∞
E (X) or K
∞
E (X), its restriction A0 ∈ L
0
E
(X),A0
E
(X) or
K0
E
(X) respectively, and ‖A‖ = ‖A0‖. Furthermore, if A ∈ A
∞
E
(X) is rich at ω ∈ ∂X, so
is A0. And we have
Φω(A)
∣∣∣
ℓ0
E
(X(ω))
= Φω(A0).
The following proposition is taken from [3]. Although the setting there is
X = ZN, the proof applies to any general space X, hence omitted.
Proposition 5.12 (Corollary 6.20, [3]). For A ∈ L∞E (X), it holds that A is invertible if
and only if A0 is invertible. In this case, we have A
−1
0 = (A
−1)|ℓ0
E
(X).
Consequently, we have the following result for operator spectra under restric-
tion.
Corollary 5.13. Let A ∈ A∞E (X) be a rich band-dominated operator, and A0 ∈ A
0
E
(X) be
its restriction on ℓ0
E
(X). Then:
(5.7) σop(A0) =
{
Φω(A)
∣∣∣
ℓ0
E
(X(ω))
: ω ∈ ∂X
}
.
In particular, the invertibility of all limit operators of A0 with uniform boundedness of
their inverses is equivalent to the same property for the limit operators of A.
Proof. The proof of (5.7) follows from Lemma 5.11. For the second statement,
we know that Φω(A) ∈ A
∞
E (X(ω)) for all ω ∈ ∂X by Proposition 3.17. Hence by
Proposition 5.12, Φω(A) is invertible if and only if Φω(A)|ℓ0
E
(X(ω)) is, and we have
(Φω(A)|ℓ0
E
(X(ω)))
−1
= Φω(A)
−1|ℓ0
E
(X(ω)).
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By Corollary 5.6, Φω(A)
−1 ∈ L∞E (X(ω)). Hence by Lemma 5.11 again, we have
∥∥∥(Φω(A)|ℓ0
E
(X(ω)))
−1
∥∥∥ = ∥∥∥Φω(A)−1|ℓ0
E
(X(ω))
∥∥∥ = ‖Φω(A)−1‖.
So we finish the proof. 
Proof of Theorem 5.1, “(2)⇒ (4), p = ∞”. Since A is P-Fredholm, there exists some
B ∈ L∞E (X) such that K1 := AB − I and K2 := BA − I are in K
∞
E (X). By Lemma
2.6, ℓ0
E
(X) is invariant under B. Denote its restriction on ℓ0
E
(X) by B0. By Lemma
5.11, K1|ℓ0
E
(X) and K2|ℓ0
E
(X) are in K
0
E
(X). Hence A0 is P-Fredholm as well. Since we
already proved “(2) ⇒ (4)” for p = 0 in Section 5.2, all limit operators of A0 are
invertible and their inverses are uniformly bounded. Finally, by Corollary 5.13,
the same holds for A. So we finish the proof. 
5.4. Constructingparametrices. Nowwemoveon toprove “(4)⇒ (3)”, following
the ideas in [8] and [17] and using the tools we developed in Section 4 instead.
First we recall the following result to construct parametrices.
Lemma 5.14. Let p ∈ {0} ∪ [1,∞], and A be a rich band operator on ℓp
E
(X) such that all
limit operators Φω(A) are invertible, and M := supω ‖Φω(A)
−1‖ is finite. Let {Vi}i∈I be a
uniformly bounded cover of X with finite multiplicity. Then there exists a finite subset K
in I such that for all i ∈ I \ K, there exist operators Bi,Ci on ℓ
p
E
(X) with norm at most M
and satisfying
(5.8) BiAPVi = PVi = PViACi.
The proof is the same as that of [17, Lemma 6.8], hence omitted. Nowwe prove
“(4)⇒ (3)” first for rich band operators.
Proposition 5.15. Let p ∈ {0} ∪ [1,∞] and A be a rich band operator. Assume that all
the limit operators Φω(A) are invertible, and M := supω ‖Φω(A)
−1‖ is finite. Assume the
space X has Property A, then there exists an operator B inA
p
E
(X) which is an inverse for
A moduloK
p
E
(X) and satisfying ‖B‖ ≤ 2M.
Proof. The case of p ∈ (1,∞) follows from [17, Proposition 6.7], hence omitted. We
focus on p ∈ {0, 1,∞}.
Let ǫ = 1/(2MN‖A‖), where N = supx∈X ♯B(x,prop(A)). Let {φi}i∈I be a metric 1-
partition of unity with (prop(A), ǫ)-variation, and {ψi}i∈I be an ǫ/prop(A)-Lipschitz
dual family for {φi}i∈I. Applying Lemma 5.14 to the cover {supp(ψi)}i∈I of X, we
obtain a finite subset K in I, and operators Bi,Ci satisfying (5.8) for i ∈ I \ K. Set
Pi := Psupp(ψi). Now we divide the proof into two cases.
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• p = 0 or∞: by Lemma 4.5, the sum
∑
i∈I\K φiBiψi converges strongly or point-
wise strongly to an operator on ℓp
E
(X) with norm at mostM. Consider(∑
i∈I\K
φiBiψi
)
A =
∑
i∈I\K
φiBiψiA =
∑
i∈I\K
φiBiAPiψi +
∑
i∈I\K
φiBi[ψi,A]
︸            ︷︷            ︸
=:T0
=
∑
i∈I\K
φiψi + T0 = (I + T0) −
∑
i∈K
φi,
where the first equality follows from Lemma 4.4 when p = ∞. All the series above
converge strongly or point-wise strongly and by Lemma 4.6, ‖T0‖ ≤ 1/2. Hence
I + T0 is invertible and ‖(I + T0)
−1‖ ≤ 2. Furthermore, (I + T0)
−1 is given by a
Neumann series and thus still inA
p
E
(X). Hence the operator
AL := (1 + T0)
−1
(∑
i∈I\K
φiBiψi
)
is in A
p
E
(X) with norm at most 2M, satisfying AL · A − I ∈ K
p
E
(X). For the right
inverse, set T′0 :=
∑
i∈I\K[A, φi]Ciψi and
AR :=
(∑
i∈I\K
φiCiψi
)
(1 + T′0)
−1.
Similarly, we have that A · AR − I ∈ K
p
E
(X).
• p = 1: Setting
T1 :=
∑
i∈I\K
ψiBi[φi,A], T
′
1 :=
∑
i∈I\K
[A, ψi]Ciφi,
and
AL := (1 + T1)
−1
(∑
i∈I\K
ψiBiφi
)
, AR :=
(∑
i∈I\K
ψiCiφi
)
(1 + T′1)
−1.
Similarly, by (1)(c) of Lemma 4.5, 4.6 and 4.7, AL,AR fulfill the requirements. 
Now the proof of Theorem 5.1, “(4)⇒ (3)” is the same as that of [17, Theorem
5.1, “(2) ⇒ (1)”], replacing [17, Proposition 6.7] with Proposition 5.15 above,
hence omitted. On the other hand, notice that “(3) ⇒ (2)” holds trivially, hence
combining with Section 5.2 and 5.3, we obtain the equivalence between (2), (3)
and (4) for all p ∈ {0} ∪ [1,∞].
5.5. Uniform boundedness. Finally we deal with the equivalence between (4)
and (5). The case of p ∈ (1,∞) was proved in [17, Theorem 7.3] under the
assumption of Property A. Here we focus on p ∈ {0, 1,∞} and show that Property
A is not necessary for “(4) ⇔ (5)” in this case. Let us start with the following
notion.
Definition 5.16 ([17]). Let E′,E” be Banach spaces, and T : E′ → E” be a bounded
linear operator. Define the lower norm of T to be
ν(T) := inf{‖Tv‖E” : v ∈ E
′, ‖v‖E′ = 1}.
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If E′ = ℓp
E
(X), E” = ℓp
E
(Y) for spaces X,Y and s ≥ 0, we define
νs(T) := inf{‖Tv‖E” : v ∈ E
′, ‖v‖E′ = 1, diam(supp(v)) ≤ s}.
Furthermore, if F ⊆ X and A ∈ B(ℓp
E
(X)), denote the restriction of A to ℓp
E
(F) by
A|F : ℓ
p
E
(F) → ℓp
E
(X).
Remark 5.17. If A is invertible, then ν(A) = 1/‖A−1‖. Also, we have the estimate
that |ν(A) − ν(B)| ≤ ‖A − B‖ for any operators A,B.
First we deal with the case of p = ∞, which is clearly a corollary of the following
theorem.
Theorem 5.18. Let X be a space, and A be a rich band-dominated operator on ℓ∞E (X).
Then there exists an operator C ∈ σop(A) with ν(C) = inf{ν(B) : B ∈ σop(A)}.
The proof is divided into several pieces. First recall that the class C of operators
on ℓ∞E (X) is defined in Section 5.1, such that all band operators sit inside C.
Furthermore, we have the following uniform version.
Lemma 5.19. Let X be a space. For any M, r ≥ 0 and ǫ > 0, there exists some L ≥ 0 such
that for any L-Lipschitz function f ∈ Cb(X)1 and any band operator A on ℓ∞E (X) with
propagation at most r and norm at most M, we have ‖[A, f ]‖ < ǫ.
Proof. LetN = supx∈X ♯B(x, r). By Lemma 2.12, there exist multiplication operators
f1, . . . , fN with ‖ fk‖ ≤ ‖A‖ ≤ M, and partial translation operators V1, . . . ,VN of
propagation at most r defined by partial translations tk : Dk → Rk such that
A =
∑N
k=1 fkVk. Note that for any k = 1, . . . ,N, f ∈ Cb(X) and v ∈ ℓ
∞
E (X), we have(
[ fkVk, f ]v
)
(x) =

(
f (t−1
k
x) − f (x)
)
· fk(x)
(
v(t−1
k
x)
)
, x ∈ Rk;
0, otherwise.
Hence, taking L = ǫ/(rMN) and for any L-Lipschitz function f ∈ Cb(X)1, we have
‖[A, f ]‖ ≤
N∑
k=1
‖[ fkVk, f ]‖ ≤ NLrM = ǫ.
So we finish the proof. 
The following result asserts the phenomenon of “lower norm localisation”, which
should be regarded as a dual version of operator norm localisation introduced in [4].
Proposition 5.20. Let X be a space. For any δ > 0, M ≥ 0 and r ≥ 0, there exists
s = s(δ,M, r) ≥ 0 such that
ν(A|F) ≤ νs(A|F) ≤ ν(A|F) + δ
for any A ∈ B(ℓ∞E (X)) with propagation at most r, norm at most M, and any F ⊆ X.
Proof. The first inequality is trivial. For the second, fix δ > 0, M, r ≥ 0 and F ⊆ X.
By Lemma 5.19, there exists L = L(δ, r,M) > 0 satisfying the requirement thereby
for ǫ = δ/4,M and r. Set s = 2/L and take a unit vector v ∈ ℓ∞E (F) such that
EXTREME CASES OF LIMIT OPERATOR THEORY ON METRIC SPACES 25
‖Av‖ ≤ ν(A|F) + δ/4, and x0 ∈ F such that ‖v(x0)‖ > 1 − δ/(2νs(A|F)). Also take an
L-Lipschitz function f ∈ Cb(X)1, supported in B(x0, 1/L) and f (x0) = 1. Hence,
‖ f v‖ ≥ ‖ f (x0)v(x0)‖ > 1 −
δ
2νs(A|F)
,
and f v ∈ ℓ∞E (F) has support in B(x0, 1/L) ∩ F. Furthermore, we have
‖Av‖ ≥ ‖ fAv‖ ≥ ‖A fv‖ − ‖[A, f ]v‖ ≥ νs(A|F)‖ f v‖ −
δ
4
≥ νs(A|F) −
δ
2
−
δ
4
.
Combine them together, we have
νs(A|F) ≤ ‖Av‖ +
3δ
4
≤ ν(A|F) +
δ
4
+
3δ
4
= ν(A|F) + δ.
So we finish the proof. 
Consequently, we have the following corollary by the same proof as [17, Corol-
lary 7.10], replacing [17, Proposition 7.6] with Proposition 5.20 above, hence omit-
ted.
Corollary 5.21. Let X be a space and A be a band-dominated operator on ℓ∞E (X). Then
for any δ > 0, there exists s > 0 such that
ν(Φω(A)|F) ≤ νs(Φω(A)|F) ≤ ν(Φω(A)|F) + δ
for all ω ∈ ∂X such that A is rich at ω, and all F ⊆ X(ω).
Using Corollary 5.21 instead of [17, Corollary 7.10], now the rest of the proof for
Theorem 5.18 follows exactly the same as that of [17, Theorem 7.3], occupying [17,
Section 7.2]. Hence we omit the rest of the proof. Also notice that [17, Corollary
7.10] is the only place where Property A is used to prove [17, Theorem 7.3], so it
is unnecessary for Theorem 5.18.
Consequently, we obtain Theorem 5.1, “(5) ⇔ (4), p = ∞”. Next we deal with
the remained case of p ∈ {0, 1}, and we need the following extension result:
Lemma 5.22 (Lemma 3.18, [3]). Every A ∈ S0
E
(X) has a unique extension to an
operator Aˆ ∈ S∞E (X). It holds that ‖Aˆ‖ = ‖A‖, and if A ∈ L
0
E
(X), K0
E
(X) orA0
E
(X), then
Aˆ ∈ L∞E (X), K
∞
E (X) orA
∞
E (X), respectively.
Proof of Theorem 5.1, “(5)⇔ (4)”. The case of p ∈ (1,∞) is from [17, Theorem 5.1,
“(3)⇒ (2)”], and the case of p = ∞ is a direct corollary of Theorem 5.18.
For p = 0, let A ∈ A0
E
(X) be a rich operator satisfying condition (5). By Lemma
5.22 andProposition 5.12, wemay consider its extension Aˆ ∈ A∞
E
(X) and condition
(5) still holds for Aˆ. Since we already proved the result for p = ∞, condition (4)
holds for Aˆ. By Corollary 5.13, we know that (4) also holds for A as well.
Finally, we deal with the case of p = 1. Assume A is a rich band-dominated
operator on ℓ1E(X), and that all B ∈ σop(A) are invertible. Hence all their adjoints
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are invertible as well, which compose σop(A∗) by Lemma 5.9. From the result for
p = ∞ proved above, we have that
sup
B∈σop(A)
‖B−1‖ = sup
B∈σop(A)
‖(B∗)−1‖ = sup
C=B∗∈σop(A∗)
‖C−1‖ < ∞.
So we finish the proof. 
References
[1] J. Brodzki, S. J. Campbell, E. Guentner, G. A. Niblo, and N. J. Wright. Property A and CAT(0)
cube complexes. J. Funct. Anal., 256(5):1408–1431, 2009.
[2] N. P. Brown and N. Ozawa. C∗-algebras and finite-dimensional approximations, volume 88 of
Graduate Studies in Mathematics. American Mathematical Society, Providence, RI, 2008.
[3] S. N. Chandler-Wilde and M. Lindner. Limit operators, collective compactness, and the
spectral theory of infinite matrices.Mem. Amer. Math. Soc., 210(989):viii+111, 2011.
[4] X. Chen, R. Tessera, X.Wang, andG. Yu.Metric sparsification and operator norm localization.
Adv. Math., 218(5):1496–1511, 2008.
[5] E. Guentner, N. Higson, and S. Weinberger. The Novikov conjecture for linear groups. Publ.
Math. Inst. Hautes E´tudes Sci., (101):243–268, 2005.
[6] B. V. Lange andV. S. Rabinovich. Noether property formultidimensional discrete convolution
operators.Mathematical Notes of the Academy of Sciences of the USSR, 37(3):228–237, 1985.
[7] M. Lindner. The finite section method in the space of essentially bounded functions: an
approach using limit operators. Numer. Funct. Anal. Optim., 24(7-8):863–893, 2003.
[8] M. Lindner. Infinite matrices and their finite sections: An introduction to the limit operator method.
Frontiers in Mathematics. Birkha¨user Verlag, Basel, 2006.
[9] M. Lindner and M. Seidel. An affirmative answer to a core issue on limit operators. J. Funct.
Anal., 267(3):901–917, 2014.
[10] V. Rabinovich, S. Roch, and B. Silbermann. Limit operators and their applications in operator
theory, volume 150 of Operator Theory: Advances and Applications. Birkha¨user Verlag, Basel,
2004.
[11] V. S. Rabinovich, S. Roch, and J. Roe. Fredholm indices of band-dominated operators. Integral
Equations Operator Theory, 49(2):221–238, 2004.
[12] V. S. Rabinovich, S. Roch, and B. Silbermann. Fredholm theory and finite section method for
band-dominated operators. Integral Equations Operator Theory, 30(4):452–495, 1998. Dedicated
to the memory of Mark Grigorievich Krein (1907–1989).
[13] J. Roe. Band-dominated Fredholm operators on discrete groups. Integral Equations Operator
Theory, 51(3):411–416, 2005.
[14] J. Roe. Hyperbolic groups have finite asymptotic dimension. Proc. Amer. Math. Soc.,
133(9):2489–2490, 2005.
[15] M. Seidel. Fredholm theory for band-dominated and related operators: a survey. Linear
Algebra Appl., 445:373–394, 2014.
[16] J. Sˇpakula and A. Tikuisis. Relative commutant pictures of Roe algebras. arXiv preprint
arXiv:1707.04552, 2017.
[17] J. Sˇpakula and R. Willett. A metric approach to limit operators. Trans. Amer. Math. Soc.,
369(1):263–308, 2017.
[18] J. Sˇpakula and J. Zhang. Quasi-locality and Property A. In preparation, 2018.
[19] R. Willett. Some notes on property A. In Limits of graphs in group theory and computer science,
pages 191–281. EPFL Press, Lausanne, 2009.
[20] G. Yu. The coarse Baum-Connes conjecture for spaces which admit a uniform embedding
into Hilbert space. Invent. Math., 139(1):201–240, 2000.
School ofMathematics, University of Southampton, Highfield, SO17 1BJ, United Kingdom.
E-mail address: jiawen.zhang@soton.ac.uk
