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Abstract
We extend a result of J.-P. Allouche and O. Salon on linear independence of formal power series associated to polynomial
extractions of quasistrongly p-additive sequences. The original result was on the Fp-linear independence and we extend it to the
Fp[X]-linear independence.
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1. Introduction
Let B2 be a natural integer. A B-automatic sequence is a sequence generated by a B-automaton, that is a deter-
ministic ﬁnite automaton with output, where the input alphabet is the set {0, 1, . . . , B − 1} of digits in base-B. The
nth term of the generated sequence is calculated by making the automaton read the base-B representation of n starting
from the initial state. Then the output function is applied to the state where the automaton stops after having read all
digits and we get the nth term of the generated sequence. The reader may consult [4,6] for example.
For any sequence, an equivalent property to B-automaticity is the ﬁniteness of the B-kernel. This property can also
be taken as a deﬁnition of B-automatic sequences.
Deﬁnition 1. Let B2. A sequence, u = (u(n))n is B-automatic if and only if the B-kernel NB(u) is ﬁnite where
NB(u) := {n → u(Bkn + r)|k0, 0rBk − 1}. (1)
A classical example of a 2-automatic sequence is the Thue–Morse sequence (un)n0 deﬁned by
un =
{
0 if the number of 1’s in the base-2 expansion of n is even,
1 if the number of 1’s in the base-2 expansion of n is odd.
Here is the beginning of the Thue–Morse sequence: 0 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0 1 0 0 1 0 1 1 0 0 1 1 0 . . . .
Using the deﬁnition we can prove: u2n=un and u2n+1=1−un. It is easy to show that the 2-kernel of the Thue–Morse
sequence (un)n0 is equal to {(un)n0, (1 − un)n0}.
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Actually, Deﬁnition 1 is the central point of the famous theorem of Christol. Let us consider p a prime number and
F a ﬁnite ﬁeld of characteristic p. There is a natural bijection between the set FN = {(un)n0:∀n ∈ N, un ∈ F} and
the set of formal power series F[[X]] = {∑∞n=0 unXn:∀n ∈ N, un ∈ F}. F[[X]] is a ring so one can deﬁne the set of
algebraic formal power series: a algebraic formal power series in F[[X]] is a formal power series F so that there exists a
polynomial P(Y ) ∈ (F[X])[Y ] with P = 0 and P(F)=0. Theorem of Christol says that it is equivalent for a sequence
in FN to be p-automatic and to have an associated formal power series in F[[X]] which is algebraic.
Because we are interested in two points of view related by Christol’s theorem (automatic sequences and algebraic
formal power series), it is important to underline differences we can ﬁnd.A family of sequences is linearly independent
over F if and only if the associated formal power series family is also linearly independent over F. However, one can
deﬁne a stronger level of independence on formal power series: be linearly independent over F(X). Of course linear
independence over F(X) imply linear independence over F.
Notice that multiplying by X a formal power series can be translated to a shifting operation on the associated
sequences, as if it adds a zero at the beginning of the sequence. Hence, the product of a polynomial in F[X] and a
formal power series is translated into a linear combination (over F this time) of sequences provided by shifting the
sequence associated with the initial formal power series as many times as needed.
2. Automaticity and polynomial extractions
First, we study polynomial extractions on a B-automatic sequence with polynomials of degree not greater than 1.
The following proposition is well-known (see for example [1,4, Theorem 6.8.1]), it can be proved using the ﬁniteness
property of the B-kernel.
Proposition 2. Let (un)n0 be a B-automatic sequence. Let 1 and 0 be natural integers, then the sequence
(u(n + ))n is also B-automatic.
Polynomial extractions, if they are simple (degree not greater than 1), preserve B-automaticity. It is not true for more
complicated polynomial extractions (degree greater than 1), as we will see.
For example, we take the sequence sB = (sB(n))n0, where sB(n) is the sum, modulo B, of digits of n written in
base B. The following result was proved in [1] with B a prime number and appear in [4] with B integer: Let R be a
polynomial in Q[X] with degree greater than 1 so that R(N) ⊂ N, then the sequence sB ◦ R is not B-automatic.
However, there exist automatic sequences allowing a polynomial extractionwith degree greater than 1which preserve
automaticity. For example, pick up a 2-automatic sequence denoted a(n). Then the sequence b(n) deﬁned by b(2n)=0
and b(2n+1)=a(n) is also 2-automatic (its 2-kernel is clearly ﬁnite). We now take the polynomial R(X)=X(X+1).
For every integer n, R(n) is even. Hence for every integer n, b ◦ R(n) = 0 and b ◦ R is obviously 2-automatic.
Nevertheless, by adding a hypothesis on the sequence u (being quasistrongly B-additive), one can show (see [3])
that for any polynomial R in Q[X] with degree greater than 1 and satisfying R(N) ⊂ N, if the sequence u ◦ R is
B-automatic then u is ultimately periodic.
Deﬁnition 3 (Allouche and Salon [3]). Given a sequence u over an additive abelian group, u is called quasistrongly
B-additive if and only if it satisﬁes:
∀r ∈ N, ∃0(r),∀0,∀n ∈ N, u(Bn + r) = u(n) + u(r). (2)
One can generalize a little bit the proof given in [3] in order to show the following result quoted in [2]. Let
R ∈ Q[X], degR2, R(N) ⊂ N. Let P1, . . . , Pk ∈ Q[X], ∀i ∈ {1, . . . , k}, 2 degPi < degR, Pi(N) ⊂ N.
Pick up v a sequence over an additive abelian group G. Deﬁne u a quasistrongly B-additive sequence over G. If
u ◦ R =
(∑k
i=1 iu ◦ Pi
)
+ v then u is ultimately periodic.
Our purpose in this article is to generalize this result. From now to the end of the article we will take a prime number
p instead of B. We prove the non-Fp(X)-algebraicity of every non-trivial linear combination of formal power series
associated to polynomial extractions (with distinct degrees) of a quasistrongly p-additive and not ultimately periodic
sequence. This implies the linear independence of this family of formal power series over Fp(X).
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3. The main theorem
Theorem 4. Let u be a quasistrongly p-additive sequence over Fp (where p is a prime number). Let P1, . . . , Pk be
polynomials of N[X] with k > 0 so that 1< degP1 < · · ·< degPk . Let Q1, . . . ,Qk be polynomials of Fp[X] so that
the formal power series H =∑ki=1 QiFPi is algebraic over Fp(X) (which is equivalent to the p-automaticity of the
sequence associated toG), denotingFPi =
∑+∞
n=0 u◦Pi(n)Xn. If at least one of the polynomialsQ1, . . . ,Qk is different
from 0 then the sequence u is ultimately periodic.
Proof. The proof is divided into eight steps.
1. First of all, we give a new formulation for the hypothesis of algebraicity of G over the ﬁeld Fp(X) in terms of p-
automaticity thanks to theorem of Christol. More precisely, let k0=max{1 ik|Qi = 0} and d=degPk0 .We note
Pk0(X)=
∑d
i=0 aiXi . Let = max{degQi |1 ik0}. Then for every i ∈ {1, . . . , k0} there exists Ai ⊂ {0, . . . , }
so that the sequence V (n) =∑k0i=1∑∈Aii, · u ◦ Pi,(n) is p-automatic (with Pi,(X) := Pi(X + )).
2. We mention here two lemmas from [3] which use properties of a class of functions. We note fn(x) = px+(d−2)n
(pn + 1) + 1, d being the integer deﬁned in 1.
Lemma 5. If V is a p-automatic sequence then there exists two integers T = 0 and n0 so that:
∀nn0,∀k ∈ N, V ◦ fn(n) = V ◦ fn(n + kT ).
Lemma 6. Let u be a quasistrongly p-additive sequence and S a polynomial of N[X] with degree dS2. We denote
S(X) =∑dSi=0 siXi . Then there exist two integers T = 0 and n0 so that:
If dS = d, then for every nn0,
u ◦ S ◦ fn(n) − u ◦ S ◦ fn(n + T ) = u(sd−1 + (d + 1)sd) − u(sd−1 + dsd) − u(sd).
If dS <d, then for every nn0 and for every k,
u ◦ S ◦ fn(n) = u ◦ S ◦ fn(n + kT ).
3. We apply Proposition 2 to the sequenceV (n) deﬁned in 1, with =d = 0: because the sequenceV (n) is p-automatic,
for every t ∈ N, the sequence deﬁned by
V (dn + t) :=
k0∑
i=1
∑
∈Ai
i, · u ◦ Pi,(dn + t)
is also p-automatic. Hence denoting for every t ∈ N, Pi,,t (X) := Pi,(dX + t), we obtain this result: for every
integer t the sequence
∑k0
i=1
∑
∈Aii, · u ◦ Pi,,t (n) is p-automatic. According to Lemma 5, there exist T = 0 and
n0 so that, for every nn0 and for every k,⎛
⎝ k0∑
i=1
∑
∈Ai
i, · u ◦ Pi,,t
⎞
⎠ (fn(n)) =
⎛
⎝ k0∑
i=1
∑
∈Ai
i, · u ◦ Pi,,t
⎞
⎠ (fn(n + kT ))
and so
k0∑
i=1
∑
∈Ai
i,(u ◦ Pi,,t ◦ fn(n) − u ◦ Pi,,t ◦ fn(n + kT )) = 0.
4. Now we use Lemma 6 to delete from the above sum all polynomials of degree smaller than d (possibly replacing T
by a multiple). Because the degree of every Pi,,t (X) is equal to the degree of Pi the only polynomials remaining
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are Pk0,,t . We get a new relation (∗) which stands for every nn0, for every k and for every t:∑
∈Ak0
k0,(u ◦ Pk0,,t ◦ fn(n) − u · Pk0,,t ◦ fn(n + kT )) = 0. (∗)
5. Then we compute coefﬁcients of Xd and Xd−1 in Pk0,,t (X):
Pk0,,t (X) = Pk0(dX +  + t) =
d∑
i=0
ai(dX +  + t)i
= ddadXd + dd−1(dad( + t) + ad−1)Xd−1 + R,t (X)
with degR,td − 2.
6. By using Lemma 6 again in (∗) and denoting  = k0, we get the equality:∑
∈Ak0
 · u(ddad( + t + d + 1) + dd−1ad−1)
=
∑
∈Ak0
 · u(ddad( + t + d) + dd−1ad−1 +
∑
∈Ak0
 · u(ddad).
Let us denote K =∑∈Ak0  · u(ddad). We note that K ∈ Fp so pK = 0. Thus, for every t ∈ N we get∑
∈Ak0
 · u(ddad(v + t + d + p) + dd−1ad−1) −
∑
∈Ak0
 · u(ddad(v + t + d) + dd−1ad−1) = 0.
Hence the sequence
(∑
v∈Ak0  · u(d
dad(n + ) + dd−1ad−1)
)
n∈N is ultimately periodic with period p.
7. We denote u′(n) = u(ddadn + dd−1ad−1), then the sequence
(∑
∈Ak0  · u
′(n + )
)
u∈N is ultimately periodic
with Ak0 = ∅. Thus, a non-trivial linear combination (over Fp) with shifts of u′(n) is ultimately periodic so u′(n)
is ultimately periodic (one just have to observe the formal power series associated with those sequences and to
remember that the ﬁeld has a ﬁnite cardinality).
8. The sequence u(ddadn+dd−1ad−1) is ultimately periodic and ddad = 0. Let us denote =ddad and =dd−1ad−1
then the sequence u(n + ) is ultimately periodic. So there exists  ∈ N∗, n1 ∈ N so that ∀nn1, u(n + ) =
u((n + ) + ). Hence
∀k ∈ N, u(n1 + ) = u((n1 + k) + ) = u(n1 +  + k).
We take n ∈ N, k = Bn and 0(n1 + ), where 0 is deﬁned by (2). We get
u(n1 + ) = u(n1 + ) + u(n).
So
∀n ∈ N, u(n) = 0, ,  = 0. (3)
In the end of the proof in [3], the hypothesis (3) and the quasistrongly p-additive property of a are enough to prove
that u is ultimately periodic. 
4. Notes
1. One can extend the theorem to every polynomial R in Q[X] satisfyingR(N) ⊂ N. In fact suppose that, for example,
P1, . . . , Pk (with k1) are polynomials ofQ[X] so that for every i ∈ {1, . . . , k},Pi(N) ⊂ N, 1< degP1 < · · ·< degPk .
Necessarily there exists q ∈ N so that ∀i ∈ {1, . . . , k}, Pi(qX) ∈ N[X]. Thus, we get back to the hypothesis of our
theorem.
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2. Even if the hypothesis on degrees of polynomials is necessary in the proof it could appear artiﬁcial in the theorem.
We could hope to replace this hypothesis by a weaker condition such that, for example, expecting the polynomials to
be different. Nevertheless two different polynomials can generate the same sequence. For example, let us denote by
u= ((un)n∈N) the Thue–Morse sequence deﬁned in the Introduction. One knows that this sequence is quasistrongly
2-additive and that, for every n ∈ N, u2n = un. Let us denote R1(X)=X(X + 1) and R2(X)=X(X + 1)/2. Then
for every n ∈ N, u◦R1(n)=u◦R2(n). So if we want a more general theorem, we must avoid this kind of situation.
3. We now produce an example with a quasistrongly p-additive sequence and two polynomials with the same degree, in
which one can observe a result similar to the conclusion of our theorem. We choose for u the Thue–Morse sequence
and we denoteP(X)=X2 andQ(X)=X2+X. Let us denoteF =∑n∈N(u◦P(n))Xn andG=∑n∈N(u◦Q(n))Xn.
One knows that the formal power series F is not algebraic over the ﬁeld F2(X). Given that u ◦ P(2n) = u ◦ P(n)
and u ◦ P(2n + 1) = 1 − u ◦ Q(n) we deduce this algebraic relation between F and G:
F = F 2 + XG2 + X
(1 + X)2 .
By contradiction, suppose there exist  = 0 and  = 0 in Fp(X) so that the formal power series (F + G) is
algebraic, then its square is algebraic so (X2F 2 +2XG2) is algebraic. As XG2 can be written as a function of F ,
(2X/(1+X)2 +2F + (2 +2X)F 2) is algebraic.As  = 0 and  = 0, (2X/(1+X)2 +2F + (2 +2X)F 2)
is a non-zero polynomial in F, so F is algebraic, which yields a contradiction.
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