Abstract For a positive real number w let the Balancing distance w B be the distance from w to the closest Balancing number. The Balancing sequence is defined by the initial values B 0 = 0, B 1 = 1 and by the binary recurrence relation B n+2 = 6B n+1 − B n , n ≥ 0. In this paper, we show that there exist only one positive integer triple (a, b, c) such that the Balancing distances ab B , ac B and bc B all are exactly 1.
Note, that the origin of the problem is to solve the system of Diophantine equations ab + 1 = G x , ac + 1 = G y and bc + 1 = G z , where the sequence {G} ∞ n=0 satisfies a given recurrence relation of order two. For more information, see [1] [2] [3] [4] . The main result of this work is the following. The associate sequence of {B n } is denoted by {C n }. It is known that C 0 = 2, C 1 = 6, and C n+2 = 6C n−1 − C n (n ≥ 0), moreover B n = α n − β n α − β and C n = α n + β n , (1.4) where α = 3 + 2 √ 2, β = 3 − 2 √ 2. These explicit formulae (or the common recurrence relation of {B n } and {C n }) make it possible to define the Balancing sequence and its associate sequence for negative subscripts, too.
In the next section we collect the auxiliary results we need in the proof of Theorem 1.1.
Preliminary results

Lemma 2.1 Any non-negative integer n satisfies
1. B 2n ≡ 0 (mod 6), 2. B 4n+ε ≡ ε (mod 6), where ε ∈ {±1}, 3. C n ≡ 2 (mod 4).
Proof
The statements immediately come from the fact that the sequences {B n } and {C n } are periodic for any modulus. Considering the initial values, together with the common recurrence relation, the proof of the lemma is an easy consequence.
Lemma 2.2
Assume that n ≥ m are arbitrary non-negative integers. Then the following identities hold.
Proof All formulae can be proved by using (1.4). We remark that the first three identities have already been appeared in [6] , but this work is relatively inaccessible. Identity (3) was also shown in [7] .
Here we deal only with (4). Since αβ = 1, expanding the product
Sometimes it facilitates the usage of Lemma 2.2, if one specifies the parameters as follows.
and (2) , respectively, by taking m = 1, 2. B 2n−1 + 1 = B n C n−1 and B 2n−1 − 1 = B n−1 C n can be deduced from Lemma 2.2 (1) and (2) , respectively, by m = n − 1,
Lemma 2.4
Suppose that n and m are arbitrary non-negative integers, at least one of them is positive, further put ν = gcd(n, m). Then
Proof The first three results are well-known from Carmichael's general work [8] .
To show the next to last property, observe that the terms s n = B n + ε B n−1 of the sequence {s n } satisfy s n = 6s n−1 −s n−2 , s 0 = −ε, s 1 = 1. Clearly, 2 s n and 3 s n . If p | gcd(s n , s n−2 ) holds for some prime p ≥ 5, then p | s n + s n−2 = 6s n−1 , and then p | s n−1 follows. Thus p divides three consecutive terms in {s n }, consequently p | s 0 , a contradiction.
The treatment of the last statement is similar.
Lemma 2.5 For any positive integer n,
Proof Put Q 0 = gcd(B 2n−2 ± 1, B n ± 1). Applying Lemma 2.2 (3) with m = 1 and Lemma 2.4 (1), one can immediately conclude
Lemma 2.6 Let n ≥ 2 denote a positive integer, and let ε 1 , ε 2 ∈ {±1}. For the greatest
hold.
Proof (1) Applying Lemma 2.2 (3), the defining relation of the sequence {B n } and Lemma 2.4 (1), one has
(2) Here the principal tool is, according to the parity of n, the application of Lemma 2.2 (4) and Corollary 2.3 (2).
If n = 2k, then
Obviously, the greatest common divisor is B k − B k−1 if and only if gcd(
But it is clear by Lemma 2.4 (4). Assume that n = 4k + 3. Then Corollary 2.3 (2) shows
Recall Lemma 2.1 (1) to show Q 1 = 6C 2k+1 . Indeed, it is easy to see that B 2k+2 /6 and B 2k /6 coprimes. (For instance, define the sequence
The consecutive terms of {b n } are coprime.) Suppose n = 4k + 1. Now Corollary 2.3 (2) gives
and the statement is a direct consequence of Lemma 2.4 (1) and Lemma 2.1 (2) . (3) We leave to the reader the proof since the analogous way to the proof of Lemma 2.6 (2) works.
Lemma 2.7
Let n ≥ 2 denote a positive integer, and let ε 1 , ε 2 ∈ {±1}. For the greatest common divisor Q 2 = gcd(B 2n−3 − ε 1 , B n − ε 2 ), we have
Proof (1) Corollary 2.3 (2), Lemma 2.2 (3), further Lemma 2.4 (1) and (3) imply
(2) If n = 2k, then according to Corollary 2.3 (2), (4) and Lemma 2.2 (4),
and
. But the latest greatest common divisor is 1, according to Lemma 2.4 (3) and Lemma 2.1 (2).
If n = 4k + 3, then consider the following decompositions (via Corollary 2.3 (2) and (3)):
Clearly, gcd(C 2k+2 , C 2k+1 ) = 2 and gcd(C 2k+2 , C 4k+1 ) = 2 follow in the virtue of Lemma 2.4 (2), which together with Lemma 2.1 (3) show the statement. Suppose n = 4k + 1. Now we have
It is easy to see, that gcd(C 2k+1 , C 2k ) = 2, further gcd(C 2k+1 , C 4k−1 ) = 198 holds if 3 | 2k + 1, otherwise gcd(C 2k+1 , C 4k−1 ) = 6. Then apply Lemma 2.1 (3) again.
The proof is analogous to the proof of Lemma 2.7 (2), the details are left to the reader.
Lemma 2.8 If n ≥ 3 is a natural number, then
Proof The first statement was shown in [2] (see Lemma 4) . Note that from the proof it is clear that B n < α n−0.983 is longer available if 0 ≤ n ≤ 2. The second part follows from a more general result (see Lemma 2.2 in [9] ).
Lemma 2.9 System (1.2), together with 2 ≤ y < z implies z ≤ 2y − 1.
Proof By system (1.2) and its assertions, further by Lemma 2.8 and y ≥ 2 we obtain
On the other hand, c ≥ 3 and z ≥ 3 admit
Comparing the two estimates, first z < 2y − 0.8069 and then z ≤ 2y − 1 follows.
Lemma 2.10 If z = y + 2 ≥ 139, then system (1.2) has no solution.
Proof The proof is split into three parts according to ε z and ε y . I. ε z = ε y . By the virtue of Lemma 2.6 (1), one can conclude
Then we arrived at a contradiction by z < 6, which is resulted from c > √ B z > α (z−0.9831)/2 and (2.1).
II. ε z = −1, ε y = 1. Assume first that z is even, and put z = 2k. By Lemma 2.6 (2) and Lemma 2.8 we obtain 
Consequently, 36B 2k+1 B 2k−1 /B 2k is an integer, which together with Lemma 2.4 (1) contradicts k ≥ 34. If x = 4k − 1, then using the factorization appears in Corollary 2.3 (2), either
Since . Hence we must solve the Diophantine equation
Applying Lemma 2.8, since k is large enough, and so x, we have
and similarly
Combining the results above, x = 4k − 1 follows. Then either
Both of them are impossible since k is large enough (consider gcd(B 2k , C 2k−1 ) and gcd(C 2k , C (2k)±1 ), respectively).
Lemma 2.11
If z = 2y − 3 ≥ 139, then there is no solution to system (1.2).
Proof Note that the condition z ≥ 139 yields y ≥ 71. I. ε z = 1, ε y = ±1. According to Lemma 2.7 (1) and Lemma 2.8 we arrive at a contradiction by
II. ε z = −1, ε y = ±1. Varying ε y = ±1 and the results of Lemma 2.7 (2) and (3), exactly 8 variations exist. We handle them together since the same idea can be applied in each case.
Observe first that by Lemma 2.7 (2) and (3), Q = gcd(B 2y−3 + 1, B y − ε y ) does not exceed
On the other hand, c | Q further c > α ((2y−3)−0.9831)/2 > α y−2 . Conferring y − 2 and y/2 + 2.6 we are at a contradiction again.
Proof of the theorem
Suppose that 1 ≤ a < b < c and ε x , ε y , ε z ∈ {±1} satisfy system (1.2) for some nonnegative integer x, y and z. 
Obviously, there exists a positive integer
Suppose that k i j ≥ 8 holds for any pair (i, j) ∈ {±1} 2 . Since c | P, then Lemma 2.8 implies
Comparing the exponents of α in (3.2), we arrive at a contradiction. Hence k i j ≤ 7 is necessarily true for at least one possible pair (i, j). Let k denote this k i j . Further assume that
holds for a suitable positive integer coprime to k. Suppose for the moment that > k. Then z − i < y − j leads to z = y + 1 via y < z. Thus Lemma 2.2 (3) and Lemma 2.4 (1) show
Hence, by the first part of (3.2), we have a contradiction by (z − 1)/2 < 2.1. Assume now that = k. Trivially, k = = 1. Since z − i = y − j, we obtain z = y + 2, which provides no solution in the virtue of Lemma 2.10.
In the sequel, we assume < k. First analyze the case 2 ≤ k/ . Here
which, together with Lemma (2.9) implies the following three possibilities: z = 2y − 3, z = 2y − 2 and z = 2y − 1. (c) When z = 2y − 1 holds, then by Lemma 2.8 we have
Subsequently, Note that ε z = 1 admits B 2y−1 = B 2 y , which contradicts the Primitive Divisor Theorem (see [10] ) since y is large enough. Supposing ε z = −1, we obtain 
Going through the eligible pairs
(k, ) = (3, 2), (4, 3), (5, 3), (5, 4) , (6, 5) , (7, 4) , (7, 5) , (7, 6) , the previous argument provides the upper bounds 
