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SYMMETRIES OF TRIVIAL SYSTEMS OF ODES OF
MIXED ORDER
BORIS DOUBROV AND IGOR ZELENKO
Dedicated to Mike Eastwood on the occasion of his 60th birthday
Abstract. We compute symmetry algebras of a system of two
equations y(k)(x) = z(l)(x) = 0, where 2 ≤ k < l. It appears
that there are many ways to convert such system of ODEs to an
exterior differential system. They lead to different series of finite-
dimensional symmetry algebras. For example, for (k, l) = (2, 3)
we get two non-isomorphic symmetry algebras of the same dimen-
sion. We explore how these symmetry algebras are related to both
Sternberg prolongation of G-structures and Tanaka prolongation
of graded nilpotent Lie algebras.
Surprisingly, the case (k, l) = (2, 3) provides an example of a lin-
ear subalgebra a in gl(5,R) such that the Sternberg prolongations
of a and at are both of the same dimension, but are non-isomorphic.
We also discuss the non-linear case and the link with flag struc-
tures on smooth manifolds.
1. Introduction
The goal of this paper is to show that symmetry computations for
systems of ODEs of mixed order exhibit new phenomena not visible in
case of systems of ODEs of uniform order. It is sufficient to consider
a system of two trivial ODEs of different order to demonstrate these
phenomena:
(1) y(k)(x) = 0, z(l)(x) = 0,
where y(x) and z(x) are two unknown functions. We shall always
assume that 2 ≤ k < l, as under these conditions the symmetry algebra
of this system becomes finite-dimensional.
The first phenomenon is that mixed order systems admit different
reformulations in terms of exterior differential systems, which lead to
different symmetry algebras. And unlike inclusions between Lie alge-
bras of point, contact and internal symmetries, there is no inclusion
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between symmetry algebras coming from different EDS. For example,
we show that in the simplest non-trivial case of (k, l) = (2, 3) there are
two different EDS’s. Their symmetry algebras are both 15-dimensional,
but one of them is isomorphic to gl(3,R)⋌S2(R3), while another is iso-
morphic to csp(4,R)⋌R4. For other pairs of 2 ≤ k < l these symmetry
algebras even have different dimensions.
The symmetries we consider in this paper are so-called external sym-
metries (see [1] for the terminology and the relationship between differ-
ent types of symmetries). They preserve not only the internal geometry
of the equation (which is just a 1-dimensional foliation and, thus, lo-
cally trivial), but also certain projections to jet spaces of lower order.
And different EDS interpretations of the same system of mixed order
come from different projections.
The second phenomenon is that the same case (k, l) = (2, 3), inter-
preted in terms of G-structures, leads to an explicit example of a linear
subalgebra a in gl(5,R) such that the Sternberg prolongations of a and
at are both of the same dimension, but are non-isomorphic. In fact,
we show that both symmetry algebras can be obtained as total prolon-
gations of certain G-structures related to the orbits of SL(2,R)-action
on Grassmann varieties Gr2(R
k+l) and Grk+l−2(R
k+l).
Finally, the third phenomenon is related to the use of Tanaka theory
of graded nilpotent Lie algebras and their prolongations for computing
the symmetry algebras. It appears that in one of the EDS reformula-
tions one needs to consider graded nilpotent Lie algebras m =
∑
i<0mi,
which are not generated by m−1. It appears that Tanaka theory pro-
duces the expected result in this case as well, if we slightly modify the
notion of Tanaka prolongation.
The paper is organized as follows. In Section 2 we show how sys-
tems of mixed order can be turned into exterior differential systems in
two different ways. In Section 3 we compute symmetry algebras for
each of these exterior differential systems and show that we get non-
isomorphic symmetry algebras. In Sections 4 and 5 we show how these
symmetry algebras appear naturally as Tanaka prolongation of certain
graded nilpotent Lie algebras and as Sternberg prolongation of subal-
gebras in gl(k + l,R). In Section 6 we discuss the case of non-linear
systems of mixed order. In Section 7 we link the geometry of non-linear
systems of mixed order with so-called flag structures on smooth mani-
folds. Finally, in Section 8 we describe other ways to associate exterior
differential systems with equations of mixed order.
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2. Two EDS interpretations
2.1. The EDS of first kind. Let J l(R,R2) be the l-th jet space of
maps from R to R2 with the coordinate system:
(x, y, y1, . . . , yl, z, z1, . . . , zl).
The system (1) can be prolonged to the system of equations:
y(k) = y(k+1) = · · · = y(l) = 0, z(l) = 0,
which can be considered as a submanifold E ⊂ J l(R,R2) defined by
equations:
yk = yk+1 = · · · = yl = 0, zl = 0.
The remaining set of jet space coordinates (x, y, z, y1, . . . , yk−1, z1, . . . , zl−1)
forms a coordinate system on E itself. The system E defines also a one-
dimensional vector bundle on E tangent to lifts of all solutions of (1):
(2) E =
〈
∂
∂x
+ y1
∂
∂y
+ · · ·+ yk−1
∂
∂yk−2
+ z1
∂
∂z
+ · · ·+ zl−1
∂
∂zl−2
〉
.
Recall that the contact system C on J l(R,R2) is defined by contact
differential forms dyi − yi+1dx, dzi − zi+1dx, i = 0, . . . , l − 1, where
y0 = y and z0 = z. Note that the distribution E can be defined as the
intersection of the contact system C with TE , or, in other words, by
the restriction of all contact forms on E .
Due to the Lie-Backlund theorem this contact system canonically
defines a sequence of integrable distributions transversal to E:
Vi = 〈dx, dyr, dzr | r = 0, . . . , i− 1〉
⊥,
where i = 1, . . . , l. These distributions can also be defined as tan-
gent spaces to fibers of the canonical projections pil,i−1 : J
l(R,R2) →
J i−1(R,R2). In particular, all symmetries of the contact system C are
exactly the prolongations of vector fields from J0(R,R2) = R3. Such
vector fields are called point vector fields.
Symmetries (or, rather, infinitesimal symmetries) of E are defined as
point vector fields, which are at the same time tangent to the equation
submanifold E . Let X be a restriction of such symmetry to E itself.
Then it preserves both the vector distribution E given by (2) and all the
intersections Vi ∩ TE . Denote these intersections by Fi. In particular,
we have:
F1 =
〈
∂
∂yi
, i = 1, . . . , k − 1;
∂
∂zj
, j = 1, . . . , l − 1
〉
.
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Simple computation shows that E and F1 alone allow to recover all
other Fi, i > 1, via:
Fi+1 = {Y ∈ Fi | [Y,E] ⊂ Fi}.
Note that if l > k, then the smallest of Fi is
Fl−1 =
〈
∂
∂zl−1
〉
.
And in this case the consequent brackets of E with Fl−1 do not recover
the complete sequence of Fi, as the distribution E +
∑∞
i=0 ad
iE(Fl−1)
is completely integrable and, for example, does not contain Fk−1.
This motivates the following
Definition 1. The exterior differential system of first kind associated
with the system of ODEs (1) is given by a pair of vector distributions
E and F1 on the equation manifold E ⊂ J
l(R,R2).
Symmetries of first kind are the vector fields S on E that preserve
both E and F1, that is [S,E] ⊂ E and [S, F1] ⊂ F1.
Although the symmetries are defined as vector fields on the equa-
tion manifold E , they are actually external symmetries of the equa-
tion. While the distribution E corresponds to the internal geometry
of the equation, the second distribution F1 comes from the projection
pi : J l(R,R2) → J0(R,R2). So, in terminology of [1, 9] symmetries of
first kind could be also called point symmetries.
2.2. The EDS of second kind. Another way of defining the exterior
differential system by (1) is to start from the mixed jet space Jk,l(R,R2)
with the local coordinate system (x, y, y1, . . . , yk, z, z1, . . . , zl) and de-
fine the equation submanifold E by equations
yk = 0, zl = 0.
Then, as above, the coordinates (x, y, z, y1, . . . , yk−1, z1, . . . , zl−1) form
a coordinate system on E . Similar to the jet space J l(R,R2) we define
the contact system C on Jk,l(R,R2) by the collection of contact forms
dyi − yi+1dx, i = 0, . . . , k − 1; dzj − zj+1dx, j = 0, . . . , l − 1.
The restrictions of these forms to the equation manifold E ⊂ Jk,l(R,R2)
define the same one-dimensional vector distribution E given by (2). So,
up to now everything looks very similar to the above.
Let pi : E → Jk−1,l−1(R,R2) be the projection of E to the lower order
jet space. The pull-back of the contact distribution from Jk−1,l−1(R,R2)
to E is a 3-dimensional vector distribution D on E defined by 1-forms:
dyi − yi+1dx, i = 0, . . . , k − 2;
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dzj − zj+1dx, j = 0, . . . , l − 2.
or, in terms of vector fields by:
X =
∂
∂x
+ y1
∂
∂y
+ · · ·+ yk−1
∂
∂yk−2
+ z1
∂
∂z
+ · · ·+ zl−1
∂
∂zl−2
,
Y =
∂
∂yk−1
,
Z =
∂
∂zl−1
.
Definition 2. The exterior differential system of second kind associ-
ated with the system of ODEs (1) is given by a pair of vector distribu-
tions E ⊂ D on the equation manifold E ⊂ Jk,l(R,R2).
Symmetries of second kind are the vector fields S on E that preserve
both D and E, that is [S,D] ⊂ D and [S,E] ⊂ E.
As in case of symmetries of first kind, symmetries of second kind
are also external symmetries of the equation. The second distribu-
tion D comes from the projection pi : Jk,l(R,R2)→ Jk−1,l−1(R,R2) and
the contact structure on Jk−1,l−1(R,R2). So, in terminology of [1, 9]
symmetries of second kind could be also called contact symmetries.
However, we avoid this terminology, as in our case there is to inclusion
between Lie algebras of symmetries of first and second kind.
As in the case of differential systems of first kind, we can define
a sequence of transversal completely integrable distributions in the
following way. Let Fl−1 be the 2-dimensional completely integrable
distribution generated by vector fields Y and Z. As this is the only 2-
dimensional completely integrable subdistribution of D, it is preserved
by all symmetries of D. As D = E ⊕ Fl−1, we see that the symmetries
of second kind are exactly the vector fields preserving both E and Fl−1.
Taking iterative brackets, we can further define:
Fi−1 = Fi + [E, Fi] for all i ≤ l − 1.
These distributions are all transversal to E and completely integrable.
3. Symmetry computation
All symmetries of first kind are prolongations of the vector fields
from J0(R,R2) = R3. See, for example, [9] for the exact prolongation
formulas.
Proposition 1. The Lie algebra gIk,l of symmetries of first kind of
equation (1) is spanned over R by the following vector fields:
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If k = 2, l > 2:
∂
∂x
,
∂
∂y
,(3)
x
∂
∂x
, x
∂
∂y
, y
∂
∂x
, y
∂
∂y
, z
∂
∂z
,(4)
x2
∂
∂x
+ xy
∂
∂y
+ (l − 1)xz
∂
∂z
, xy
∂
∂x
+ y2
∂
∂y
+ (l − 1)yz
∂
∂z
,(5)
xiyj
∂
∂z
, 0 ≤ i+ j ≤ l − 1.(6)
Algebraically gI2,l is isomorphic to gl(3,R)⋌ S
l−1(R3), where the subal-
gebra gl(3,R) is spanned by (3)–(5) and the commutative ideal Sl−1(R3)
is spanned by (6).
If 2 < k < l:
∂
∂x
, x
∂
∂x
, x2
∂
∂x
+ (k − 1)xy
∂
∂y
+ (l − 1)xz
∂
∂z
, y
∂
∂y
, z
∂
∂z
,(7)
∂
∂y
, x
∂
∂y
, . . . , xk−1
∂
∂y
,(8)
xiyj
∂
∂z
, 0 ≤ i+ (k − 1)j ≤ l − 1.(9)
Algebraically gIk,l is isomorphic to (R× gl(2,R)⋌ Vk)⋌
(∑[l/k]
i=0 Vl−ki
)
,
where Vr is an r-dimensional irreducible representation of gl(2,R). The
subalgebra R× gl(2,R) is spanned by (7), the subalgebra Vk is spanned
by (8), and the commutative ideal
∑[l/k]
i=0 Vl−ki is spanned by (9).
Proof. Take an arbitrary vector field A ∂
∂x
+B ∂
∂y
+C ∂
∂z
on R3, prolong
it to J l(R,R2) and check that it preserves the equation. This results
in a system of PDEs on the functions A,B,C, which are easy to solve.
This results in the above Lie algebras of point symmetries. 
To describe the symmetries of the second kind we need the following
technical result, which is also of its own interest. Let X be the operator
of total derivative on Jr+1(R,R) with the standard coordinate system
(x, z0, . . . , zr+1):
X =
∂
∂x
+ z1
∂
∂z0
+ · · ·+ zr
∂
∂zr−1
+ · · ·+ zr+1
∂
∂zr
.
Denote by gi,j the following function on J
r+1(R,R):
gi,j =
xi+j
(i+ j)!
X i(z0/x
j), i, j ≥ 0.
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Let g
(s)
i,j =
∂sgi,j
∂xs
for any s ≥ 0. In particular, we see that g
(0)
i,j = gi,j and
g
(s)
i,j = 0 for s > i.
It is easy to see that each g
(s)
i,j is linear in zs, zs+1, . . . , zi, polynomial
in x and having a constant coefficient at zs. In particular, for fixed i, j
all functions g
(s)
i,j , s = 0, . . . , i are algebraically independent (even over
R[x]).
Lemma 1. (a) The following identity holds:
(10) gi,j − (x/i)g
(1)
i,j + jgi−1,j+1 = 0, for all i, j > 0.
(b) The space of solutions for the system of linear equations:
(11)
X2(f) = 0;
∂f
∂zr+1
= 0,
is r + 3-dimensional and is spanned by the functions 1, x and
g
(s)
r,2 , s = 0, . . . , r.
(c) The space of solutions for the following system of linear equations:
(12)
Xp+1(f) = 0, p ≥ 1;
∂f
∂zr+1
= 0,
is spanned by W p = {f1 . . . fp | fi ∈ W}, where W is the above (r+3)-
dimensional space of solutions of (11).
(d) The space of solutions for the following system of linear equations:
(13)
Xp+1(f) = 0, p ≥ 1;
∂f
∂zr+1−q
= · · · =
∂f
∂zr+1
= 0, q ≥ 0;
is spanned by xig
(s1)
r−q,q+2 . . . g
(sj)
r−q,q+2, where i+ (q + 1)j ≤ p.
Proof. (a) Easily follows from the fact that X commutes with ∂
∂x
and
from the identity:
X i(z0/x
j) = X i(x · z0/x
j+1) = xX i(z0/x
j+1) + iX i−1(z0/x
j+1).
(b) It is clear that 1 and x are solutions of system (11). Further, we
have:
X2(gr,2) =
xr
r!
Xr(z0/x
2) + 2 x
r+1
(r+1)!
Xr+1(z0/x
2) + x
r+2
(r+2)!
Xr+2(z0/x
2)
= x
r
r!
r∑
i=0
(
r
i
)
Xr−i(x−2)X i(z0) + 2
xr+1
(r+1)!
r+1∑
i=0
(
r+1
i
)
Xr+1−i(x−2)X i(z0)+
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+ x
r+2
(r+2)!
r+1∑
i=0
(
r+2
i
)
Xr+2−i(x−2)X i(z0)
= x
r
r!
r+1∑
i=0
zi
((
r
i
)
Xr−i(x−2) + 2x
r+1
(
r+1
i
)
Xr+1−i(x−2) + x
2
(r+1)(r+2)
(
r+2
i
)
Xr+2−i(x−2)
)
= xr
r+1∑
i=0
zi
i!
(
1
(r−i)!
Xr−i(x−2) + 2x
(r+1−i)!
Xr+1−i(x−2) + x
2
(r+2−i)!
Xr+2−i(x−2)
)
= xr
r+1∑
i=0
(−1)r−i zi
i!
(
1
(r−i)!
(r+1−i)!
xr−i+2
− 2x
(r+1−i)!
(r+2−i)!
xr+3−i
+ x
2
(r+2−i)!
(r+3−i)!
xr+4−i
)
=
r+1∑
i=0
(−1)r−i
zix
i−2
i!
((r + 1− i)− 2(r + 2− i) + (r + 3− i)) = 0.
(Here the terms which do not make sense such asX−1(x−2) are assumed
to be 0.) As operators X and ∂
∂x
commute, we see that all functions
g
(k)
r,2 , k = 0, . . . , r, indeed satisfy system (11).
Denote by Zi, i = 0, . . . , r + 1, the differential operator
∂
∂zi
. Note
that [Zi, X ] = Zi−1, or what is the same XZi = ZiX − Zi−1 for all
i = 1, . . . , r + 1. Taking i = r + 1, we get that
(Zr+1X − Zr)f = 0
for any solution f of system (11). Multiplying this identity by X from
the left and using bracket relations between X and Zi, we get
X(Zr+1X−Zr)f = (Zr+1X
2−2ZrX+Zr−1)f = (−2ZrX+Zr−1)f = 0.
Proceeding in a similar way we get that:
((r + 1− i)Zi+1X − Zi)f = 0 for all i = 0, . . . , r.
and also Z0Xf = XZ0f = 0. Multiplying these identities by Zj,
j = 0, . . . , r + 1 on the left and taking differences we get:
ZiZ0f = 0,
((r + 1− j)ZiZj+1 − (r + 1− i)ZjZi+1)f = 0,
for all i, j = 0, . . . , r. This generates all quadratic relations ZiZj(f) = 0
for i, j = 0, . . . , r. Thus, f is linear with respect to z0, . . . , zr. Then
easy computation shows that the solution space of system (11) for has
dimension r + 3.
(c) It is easy to see that all elements of W p satisfy system (12) for
arbitrary p ≥ 2. The proof that the solution space of system (12) for
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any p ≥ 2 coincides with W p follows from the dimension count similar
to the case p = 1.
(d) Solutions of system (13) are exactly the elements of the space
W p that do not depend on zr+1−i, i = 0, . . . , q. Identity (10) for i =
r, j = 2 implies that gr−1,3 does not depend on zr, zr+1 and lies in
W 2. Similarly, by induction we get that gr−q,q+2 does not depend on
zr+1−i, i = 0, . . . , q, and lies in W
q+1. Clearly, all functions g
(s)
r−q,q+2,
s = 0, . . . , r− q, also have this property. This implies that all products
xig
(s1)
r−q,q+2 . . . g
(sj)
r−q,q+2, with i + (q + 1)j ≤ p are (linearly independent)
solutions of (13). The dimension count similar to (b) proves that this
is the complete solution space of system (13). 
The symmetries of second kind are not always prolongations of vector
fields on R3, but they can still be given as prolongations of vector fields
from mixed jet space J0,l−k(R,R2) with the standard coordinate system
(x, y, z, z1, . . . , zl−k). The vector fields from J
0,0(R,R2) = R3 can be
naturally prolonged to J0,l−k(R,R2) using the standard prolongation
formulas for variables zi alone.
Proposition 2. The Lie algebra gIIk,l of symmetries of second kind is
spanned over R by the following vector fields:
If k = 2, l = 3:
(x2z1/2− zx)
∂
∂x
+ (xyz1/2− yz)
∂
∂y
+ (x2z21/4− z
2)
∂
∂z
+ (xz21/2− zz1)
∂
∂z1
,
2(xz1 − z)
∂
∂x
+ yz1
∂
∂y
+ xz21
∂
∂z
+ z21
∂
∂z1
, z1
∂
∂x
+ z21/2
∂
∂z
,
x2
∂
∂x
+ xy
∂
∂y
+ 2xz
∂
∂z
+ 2z
∂
∂z1
,
x
∂
∂x
− z1
∂
∂z1
, z
∂
∂z
+ z1
∂
∂z1
,
x2
∂
∂z
+ 2x
∂
∂z1
, x
∂
∂z
+
∂
∂z1
,
∂
∂x
,
∂
∂z
, y
∂
∂y
,
(xz1 − 2z)
∂
∂y
, x
∂
∂y
, z1
∂
∂y
,
∂
∂y
.
Algebraically gII2,3 is isomorphic to csp(4,R)⋌R
4, where the subalgebra
csp(4,R) is spanned by vector fields in the first 6 lines and the commu-
tative ideal R4 is spanned by the vector fields in the last line.
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If 2 ≤ k < l and (k, l) 6= (2, 3):
∂
∂x
, x
∂
∂x
, x2
∂
∂x
+ (k − 1)xy
∂
∂y
+ (l − 1)xz
∂
∂z
, y
∂
∂y
, z
∂
∂z
,(14)
∂
∂z
, x
∂
∂z
, . . . , xl−1
∂
∂z
,(15)
∂
∂y
, x
∂
∂y
, . . . , xk−1
∂
∂y
,(16)
g
(s)
l−k,k
∂
∂y
, 0 ≤ s ≤ l − k,(17)
Here vector fields (14) and (15) are assumed to be prolonged to J0,l−k(R,R2).
Algebraically gIIk,l is isomorphic to (R×gl(2,R)⋌W )⋌Vk ⊕ Vl, where
R × gl(2,R) is spanned by (14), Vl is spanned by (15), Vk is spanned
by (16), and W is an (l − k + 1)-dimensional space spanned by (17),
which can be identified with an irreducible submodule of Hom(Vl, Vk) ⊂
gl(Vk ⊕ Vl).
Proof. Any symmetry of second kind is a prolongation of the vector
field
S = A
∂
∂x
+B
∂
∂y
+ C0
∂
∂z
+ C1
∂
∂z1
+ · · ·+ Cl−k
∂
∂zl−k
from the mixed order jet space J0,l−k(R,R2). As it preserves contact
forms dzi− zi+1dx, i = 0, . . . , l− k− 1, it is easy to see that it projects
to a contact vector field on J l−k(R,R):
S = A
∂
∂x
+ C0
∂
∂z0
+ · · ·+ Cl−k
∂
∂zl−k
.
Moreover, simple computation shows that S is contact symmetry of
the equation zl = 0, while the kernel of the projection S 7→ S consists
of vector fields: (
cy + f(x, z0, . . . , zl−k)
) ∂
∂y
,
where the function f satisfies system (13) for r = l − 2, p = k − 1 and
q = k − 2.
Direct computation shows that all contact symmetries of the equa-
tion zl = 0 can be extended to the symmetries of the EDS of the
second kind. In particular, in case l = 3 the contact symmetry algebra
is isomorphic to sp(4,R), and it is embedded as a subalgebra into gII .
Further, item (d) of Lemma 1 implies that f is a linear combination
of products xig
(s1)
l−k,k . . . g
(sj)
l−k,k, where i+ (k − 1)j ≤ k − 1. Thus, either
j = 0, i = 0, . . . , k − 1 or j = 1, i = 0. This completes the proof of the
theorem. 
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4. Symmetry algebras via Tanaka prolongation
In this section we show how symmetry algebras of first and second
kind can be obtained as Tanaka prolongations of certain graded nilpo-
tent Lie algebras.
Let us fix the following frame on the equation E ⊂ Jk,l(R,R2):
Yi =
∂
∂yi
, i = 0, . . . , k − 1;
Zj =
∂
∂zj
, j = 0, . . . , l − 1;
X =
∂
∂x
+ y1
∂
∂y0
+ · · ·+ yk−1
∂
∂yk−2
+ z1
∂
∂z0
+ · · ·+ zl−1
∂
∂zl−2
.
It is easy to see that these vector fields form a basis of a nilpotent Lie
algebra n with the only non-zero Lie brackets being:
[Yi, X ] = Yi−1, [Zj , X ] = Zj−1, i, j ≥ 1.
Let us introduce two different gradings on n. Both gradings are con-
centrated in negative degree and have degX = −1. The first grading
is defined by degZi = deg Yi = i− l. In particular, degZl−1 = −1 and
deg Yk−1 = −1 + (k − l). The second grading is defined by deg Yi =
i − k, degZj = j − l. In particular, deg Yk−1 = degZl−1 = −1. To
distinguish these two cases we shall denote the Lie algebra n equipped
with a first grading as nI and with a second grading as nII .
Let us recall the notion of Tanaka prolongation of graded nilpotent
Lie algebras. Let m be an arbitrary negatively graded nilpotent Lie
algebra of depth µ, that is m =
∑µ
i=1m−i. We recall that m is called
fundamental, if m is generated by m−1.
For the above graded nilpotent Lie algebras we have:
nI−1 = 〈X,Zl−1〉 for k < l;
nI−1 = 〈X,Zl−1, Yk−1〉 for k = l;
nII−1 = 〈X,Zl−1, Yk−1〉 for all k ≤ l.
Thus, we see that nI is not fundamental in case of k < l.
The universal (Tanaka) prolongation of m is defined as a largest
graded Lie algebra g(m) satisfying the following two conditions:
(1) gi(m) = mi for all i < 0;
(2) for any A ∈ gi(m), i ≥ 0, the equality [A, g−(m)] = 0 implies
A = 0.
If m is fundamental, then the second condition can be replaced by:
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(2’) for any A ∈ gi(m), i ≥ 0, the equality [A, g−1(m)] = 0 implies
A = 0.
The universal Tanaka prolongation has a natural geometric sense in
terms of symmetries of left-invariant EDS’s on Lie groups. Namely, let
M be a Lie group with the Lie algebra m. Define the sequence T−kM
of left-invariant vector distributions on M by the condition:
T−ke M =
k∑
i=1
m−i.
In extreme cases we have T 0M = 0 and T−µM = TM . If m is funda-
mental, then the complete sequence is defined by T−1M .
We call the flag {T−kM} the standard flag of type m. An infinites-
imal symmetry of flag {T−kM} is a vector field X on M such that
[X, T−iM ] ⊂ T−iM for all i = 1, . . . , µ. Denote by g¯(m) the Lie alge-
bra of all germs of infinitesimal symmetries at the identity of M . It
is easy to show that this Lie algebra is well-defined. In general, it can
be infinite-dimensional. But as it contains all germs of right-invariant
vector fields on M , it is transitive at the identity e (i.e., the values of
all elements from g¯(m) at e span all tangent space TeM).
This Lie algebra g¯(m) can be equipped with a natural decreasing
filtration by setting:
g¯−i(m) = {X ∈ g¯(m) | Xe ⊂ T
−i
e M}, for all i ≥ 0.
and extending it in the positive direction as follows:
g¯i(m) = {X ∈ g¯(m) | [X, g¯−j(m)] ⊂ g¯i−j(m)∀j > 0}, for i > 0.
In particular, g¯−µ(m) = g¯(m) and g¯0(m) is a subalgebra of all germs of
infinitesimal symmetries that vanish at e.
Finally, we define g(m) as the graded Lie algebra associated with the
filtered Lie algebra g¯(m):
gi(m) = g¯
i(m)/g¯i+1(m), for all i ∈ Z.
The fundamental result of N. Tanaka and K. Yamaguchi says:
Theorem 1 ([10, 13]). The graded Lie algebra g(m) coincides with
the universal Tanaka prolongation of the graded nilpotent Lie algebra
m. If, moreover, g(m) (or g¯(m)) is finite-dimensional, then g¯(m) is
isomorphic to g(m) as filtered Lie algebras.
We note that Tanaka and Yamaguchi proved this result only in the
case when m is fundamental, i.e. is generated by m−1. But their proof
works only without modification in the case of arbitrary graded nilpo-
tent Lie algebras assuming we define the Tanaka prolongation as above.
SYMMETRIES OF TRIVIAL SYSTEMS OF ODES OF MIXED ORDER 13
This result can be generalized to the case when we additionally put
extra linear restrictions at degree 0. Note that g0(m) is exactly the Lie
algebra Der0(m) of all degree preserving derivations of m. Let g0 be
an arbitrary subalgebra in Der0(m). Then we can define the univer-
sal prolongation of the pair (m, g0) as the largest graded Lie algebra
g(m, g0) satisfying the following conditions:
(1) gi(m, g0) = mi for all i < 0 and g0(m, g0) = g0;
(2) for anyX ∈ gi(m, g0), i ≥ 0, the equality [X, g−(m)] = 0 implies
X = 0.
Now suppose for simplicity that g0 is defined as a subalgebra of
Der0(m) that stabilizes a family of graded subspaces {Ei}i∈I in m. We
shall write this as g0 = Stab({Ei}i∈I). Then the Lie algebra g(m, g0)
can also be interpreted in terms of symmetries of a family of left-
invariant vector distributions on a Lie group M with Lie algebra m.
Namely, subspaces Ei, i ∈ I, extend to left-invariant vector distribu-
tions on M , and we define a filtered Lie algebra g¯(m, g0) as symmetries
of these distributions together with the distributions T−iM defined
above. The proof of Theorem 1 stays valid in this generalized case
as well: the graded Lie algebra g(m, g0) coincides with the universal
Tanaka prolongation of the pair (m, g0).
We can now formulate the following result.
Theorem 2. The Lie algebras gIk,l and g
II
k,l from Section 3 coincide with
the Tanaka prolongations of the pairs (nIk,l, Stab(E)) and (n
II
k,l, Stab(E))
where E = 〈X〉.
Proof. Directly follows from the simple observation that both EDS’s of
first and second kind associated with the system (1) coincide with left-
invariant distributions defined by Lie algebras nIk,l (first kind) n
II
k,l (sec-
ond kind) and the transversal left-invariant distribution corresponding
to the subspace E. 
Example 1. Consider the case (k, l) = (2, 3). According to the above
theorem, the universal Tanaka prolongation is isomorphic to the Lie
algebra gI2,3. Let us describe the corresponding grading of g
I
2,3. We
have:
deg−3 : 〈
∂
∂y
,
∂
∂z
〉;
deg−2 : 〈x
∂
∂y
, x
∂
∂z
〉;
deg−1 : 〈x2
∂
∂z
,
∂
∂x
〉;
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deg 0 : 〈x
∂
∂x
, y
∂
∂y
, z
∂
∂z
, y
∂
∂z
〉;
deg 1 : 〈x2
∂
∂x
+ xy
∂
∂y
+ 2xz
∂
∂z
, xy
∂
∂z
〉;
deg 2 : 〈y
∂
∂x
〉;
deg 3 : 〈xy
∂
∂x
+ y2
∂
∂y
+ 2yz
∂
∂z
, y2
∂
∂z
〉.
More generally, for arbitrary 2 ≤ k < l the grading of gIk,l can be
determined by setting deg x = 1, deg y = deg z = l in formulas of
Proposition 1.
Example 2. The grading of gII2,3 can be determined by setting deg x =
1, deg y = deg z1 = 2, deg z = 3 in Proposition 2:
deg−3 : 〈
∂
∂z
〉;
deg−2 : 〈
∂
∂y
, x
∂
∂z
+
∂
∂z1
〉;
deg−1 : 〈
∂
∂x
, x
∂
∂y
, x2
∂
∂z
+ 2x
∂
∂z1
〉;
deg 0 : 〈x
∂
∂x
− z1
∂
∂z1
, z
∂
∂z
+ z1
∂
∂z1
, y
∂
∂y
, z1
∂
∂y
〉;
deg 1 : 〈x2
∂
∂x
+ xy
∂
∂y
+ 2xz
∂
∂z
+ 2z
∂
∂z1
, z1
∂
∂x
+ z21/2
∂
∂z
, (xz1 − 2z)
∂
∂y
〉;
deg 2 : 〈2(xz1 − z)
∂
∂x
+ yz1
∂
∂y
+ xz21
∂
∂z
+ z21
∂
∂z1
〉;
deg 3 : 〈(x2z1/2− zx)
∂
∂x
+ (xyz1/2− yz)
∂
∂y
+ (x2z21/4− z
2)
∂
∂z
+ (xz21/2− zz1)
∂
∂z1
〉.
Similarly, for all other (k, l) the grading of gIIk,l is defined by deg x = 1,
deg y = k, deg zi = l − i, i = 0, . . . , l − k.
5. Symmetry algebras via Sternberg prolongation
In this section we show how symmetry algebras gIk,l and g
II
k,l can be
obtained as Sternberg prolongations of certain subalgebras in gl(k +
l,R). These subalgebras are exactly the symmetry algebras of homo-
geneous rational curves in Gr(k + l − 2, k + l) and Gr(2, k + l) in the
cases of symmetries of first and second kind respectively.
Let us recall the notion of Sternberg prolongation of a linear Lie
algebra. Let V be an arbitrary finite-dimensional vector space and let
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a ⊂ gl(V ) be a linear Lie algebra. Denote also by D(V ) the Lie algebra
of polynomial vector fields on V :
D(V ) =
∞∑
i=0
Si(V ∗)⊗ V.
It is a graded Lie algebra, where Dk(V ) = S
k+1(V ∗) ⊗ V , so that
D−1(V ) = V and D0(V ) is identified with gl(V ). By the Sternberg
prolongation of a ⊂ gl(V ) we understand a graded subalgebra g of
D(V ) that can be defined via three equivalent ways:
(1) g is a largest graded subalgebra of D(V ) such that g−1 =
D−1(V ) = V and g0 = a;
(2) g−1 = D−1(V ), g0 = a and gi+1 = {u ∈ Di+1(V ) | [u, g−1] ⊂ gi}
for all i ≥ 0;
(3) gi = S
i+1(V ∗)⊗ V ∩ Si(V ∗)⊗ a for all i ≥ −1.
Let V be now the (k + l)-dimensional vector space with the basis
{e0, e1, . . . , ek−1, f0, f1, . . . , fl−1}. Define the nilpotent linear operator
X : V → V by:
X(ei) = ei−1, i = 1, . . . , k − 1; X(e0) = 0;(18)
X(fi) = fi−1, i = 1, . . . , l − 1; X(f0) = 0.
Denote by exp(tX) the corresponding one-parameter group in GL(V ).
We shall consider two different gradings of V :
(1) the grading of first kind: deg ei = deg fi = i− l;
(2) the grading of second kind: deg ei = i− k, deg fj = j − l.
Note that for both gradings the operator X has degree −1. But they
induce different gradings on the Lie algebra gl(V ). And for both grad-
ings all elements of V are concentrated in negative degree.
Define a curve γI in Gr(k + l − 2, k + l) as the closure of the orbit
of the one-parameter subgroup exp(tX) through the codimension two
subspace V1 = 〈e1, . . . , ek−1, f1, . . . , fl−1〉. Similarly, define a curve γ
II
in Gr(2, k + l) as a closure of the orbit of exp(tX) through the two-
dimensional subspace V2 = 〈ek−1, fl−1〉. The curve γ
II is well-known in
projective geometry as a rational normal scroll Sk,l (see [6]), while γ
I
is its dual curve. Let AIk,l, A
II
k,l ⊂ GL(V ) be the symmetry groups of
curves γI and γII respectively. Denote by aIk,l and a
II
k,l the corresponding
subalgebras in gl(V ).
These symmetry algebras can be easily computed in a purely alge-
braic way as follows:
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Proposition 3 ([2, 3]). The subalgebras aIk,l, a
II
k,l are the largest graded
subalgebras of gl(V ) whose negative part is one-dimensional and is gen-
erated by X. They can be constructed inductively as:
a−1 = 〈X〉;
ai = {u ∈ gli(V ) | [u,X ] ⊂ ai−1}, for i ≥ 0,
where a is either aIk,l or a
II
k,l and V is equipped with the grading of first
or second kind respectively.
In fact, symmetry algebras of rational normal scrolls are well-known.
If k < l, then
aIIk,l =
{(
ρk(A) + e1Ek B
0 ρl(A) + e2El
) ∣∣∣∣ A ∈ sl(2,R), e1, e2 ∈ R,B ⊂ V (l − k)
}
,
where ρr : sl(2,R) → gl(r,R) is an irreducible r-dimensional represen-
tation of sl(2,R), and V (l−k) is an irreducible component of dimension
l − k + 1 in the decomposition of the tensor product of ρk and ρl.
For example, in the simplest case of (k, l) = (2, 3) we have:
aII2,3 =




a + e1 c p q 0
b −a + e1 0 p q
0 0 2a+ e2 2c 0
0 0 b e2 c
0 0 0 2b −2a + e2




.
If k = l, then
aIIk,k =
{(
ρk(A) + c11Ek c12Ek
c21Ek ρk(A) + c22Ek
) ∣∣∣∣ A ∈ sl(2,R),c11, c12, c21, c22 ∈ R
}
.
As γII is dual to γI , the subalgebra aIk,l is conjugate to the transposed
of aIIk,l.
Now we can formulate the main result of the paper.
Theorem 3. Let aIk,l, a
II
k,l ⊂ gl(V ) be symmetry algebras of the curves
γI and γII respectively. The Sternberg prolongations of aIk,l, a
II
k,l are
finite dimensional and coincide with Lie algebras gIk,l and g
II
k,l.
The proof of this theorem is a direct corollary of the following tech-
nical result.
Proposition 4. Let m be a graded nilpotent Lie algebra, V a graded
commutative ideal stable with respect to Der0(m), and let E ⊂ m be a
commutative subalgebra in m−1 such that m = E ⊕ V .
Assume that the action of E on V is faithful and denote by adE the
corresponding subalgebra in gl(V ), concentrated in degree −1. Define
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a as a largest graded subalgebra of gl(V ) such that a− = adE. Then
the Tanaka prolongation of the pair (m, Stab(E)) coincides with the
Sternberg prolongation of the subalgebra a ⊂ gl(V ).
Proof. Let g be the Sternberg prolongation of the subalgebra a ⊂ gl(V ).
We equip it with grading inherited from the grading of V ⊂ m. Let
us show that g satisfies conditions (1)-(2) of the Tanaka prolonga-
tion of the pair (m, Stab(E)) and hence is naturally embedded into
g(m, Stab(E)).
It is clear that both V and adE ⊂ a are negatively graded and lie
in g. Suppose u is a homogeneous element of g of negative degree. If
it lies in S1(V ∗)⊗ V = gl(V ), then by construction of a it is contained
in adE. If u ∈ Sk(V ∗)⊗ V with k ≥ 2, then we can find homogeneous
elements v1, . . . , vk−1 ∈ V such that u¯ = [. . . [u, v1], . . . , vk−1] is a non-
zero element of a. As all v1, . . . , vk−1 ∈ V are negatively graded and
deg u¯ ≥ −1, we see that deg u ≥ 0. Thus, negative part of g coincides
with (adE)⊕ V and is naturally isomorphic to m.
Let u ∈ g be an arbitrary element of degree 0. Let us show that
it lies in a0 and thus preserves adE. Another option would be that
u ∈ S2(V ∗) ⊗ V and [u, v] ∈ a for all v ∈ V . As [u, v] is necessarily
negatively graded, this would imply that [u, v] ∈ adE. Thus, ad u
would define a non-zero degree preserving derivation of m that takes V
to E. But this contradicts the assumption that V is stable with respect
to Der0(m). This proves that g0 stabilizes E.
Now let u ∈ g be an arbitrary non-zero element of non-negative de-
gree. Then by the property of Sternberg prolongation we have [u, V ] 6=
0. This completes the proof that g is naturally embedded into the
Tanaka prolongation of (m, Stab(E)).
Let us now prove that g(m, Stab(E)) is embedded into the Stern-
berg prolongation of the subalgebra a ⊂ gl(V ). As V naturally lies in
g(m, Stab(E)) as a commutative subalgebra, we just need to prove that
there is a complementary subalgebra g0 to V such that each non-zero
element in it has a non-zero bracket with V . We define g0 as E +∑
i≥0 gi(m, Stab(E)). Indeed, by definition of g(m, Stab(E)) we have
[E, g0(m, Stab(E))] ⊂ E and [E, gi(m, Stab(E))] ⊂ gi−1(m, Stab(E))
for i > 0.
Next, let u be an arbitrary non-zero element inside g0. Suppose
[u, V ] = 0. This means that u lies in the centralizer Z(V ) of V in
g(m, Stab(E)). But as [E, V ] ⊂ V , the centralizer Z(V ) is also stable
with respect to the adjoint action of E. Hence, by the property (2)
of Tanaka prolongation taking sufficiently many brackets of u with
elements from E, we get a non-zero element u¯ from Z0(V ) = Z(V ) ∩
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g0(m, Stab(E)). Moreover, this element acts trivially on V , but non-
trivially on E. Thus, there is an element e ∈ E such that [u¯, e] 6= 0.
But then for any element v ∈ V we have:
[[u¯, e], v] = [u¯, [e, v]]− [e, [u¯, v]] = 0
This contradicts to the assumption that the action of E on V is faithful.
So, for any non-zero element u ∈ g0 we have [u, V ] 6= 0. This proves
that g(m, Stab(E)) coincides with the Sternberg prolongation of a ⊂
gl(V ). 
Example 3. According to the above theorem the Sternberg prolon-
gation of the Lie algebra aI2,3 is equal to g
I
2,3 and is isomorphic to
gl(3,R)⋌ S2(R3). Let us describe the corresponding grading of gI2,3:
deg−1 : 〈
∂
∂y
,
∂
∂z
, x
∂
∂y
, x
∂
∂z
, x2
∂
∂z
〉;
deg 0 : 〈
∂
∂x
, x
∂
∂x
, x2
∂
∂x
+ xy
∂
∂y
+ 2xz
∂
∂z
, y
∂
∂y
, z
∂
∂z
, y
∂
∂z
, xy
∂
∂z
〉;
deg 1 : 〈y
∂
∂x
, y2
∂
∂z
, xy
∂
∂x
+ y2
∂
∂y
+ 2yz
∂
∂z
〉.
As expected, the degree −1 component is a commutative subalgebra.
In general, in case of arbitrary 2 ≤ k < l the grading of gIk,l according
to Sternberg prolongation can be determined by setting deg x = 0,
deg y = deg z = 1 in formulas of Proposition 1. Note that the number
of non-zero prolongations of aIkl can be arbitrarily high. For example, if
k = 2, then the (l−2)-nd prolongation is still non-zero, while (l−1)-st
one already vanishes.
Example 4. The grading of gII2,3 viewed as the Sternberg prolongation
of aII2,3 can be determined by setting deg x = 0, deg y = deg z = deg z1 =
1 in Proposition 2.
For (k, l) 6= (2, 3) the grading of gIIk,l is defined by deg x = 0, deg y =
deg z = 1.
6. Non-linear mixed order equations
Non-linear mixed-order equations can be treated via the notion of
G-structures on filtered manifolds introduced by N. Tanaka. Consider
a system:
(19)
y(k) = f(x, y, y′, . . . , y(k−1), z, z′, . . . , z(l−1)),
z(l) = g(x, y, y′, . . . , y(k−1), z, z′, . . . , z(l−1)),
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where as above 2 ≤ k < l. It can be viewed as a codimension 2
submanifold E of the mixed jet space Jk,l(R,R2), which is transversal
to the fibers of the projection pi : Jk,l(R,R2)→ Jk−1,l−1(R,R2).
The canonical contact system on Jk,l(R,R2) restricted to the equa-
tion manifold E is given by the following 1-forms:
dyi − yi+1dx, i = 0, . . . k − 2, dzj − zj+1dx, j = 0, . . . , l − 2;
dyk−1 − f(x, y0, y1, . . . , yk−1, z0, z1, . . . , zl−1)dx;
dzl−1 − g(x, y0, y1, . . . , yk−1, z0, z1, . . . , zl−1)dx.
It defines a one-dimensional vector distribution E, whose integral curves
are lifts of solutions of the given system to the jet space Jk,l(R,R2).
As in the case of two different notions of symmetries, there are
also two ways to introduce another vector distribution (or even a flag
of distributions) transversal to E. Namely, the first way is to de-
fine a transversal foliation F as the kernel of the projection pi1 : E →
J0,0(R,R) = R3. The second way is to define F as the kernel of the
projection pi2 : E → J
k−2,l−2(R,R2).
Let us first consider the second case in more detail. As in case of
trivial ODEs, let F be the 2-dimensional completely integrable distri-
bution tangent to the fibers of the projection pi2 : E → J
k−2,l−2(R,R2).
Next, we define D = E ⊕ F , which can also be defined as a pull-back
of the standard contact system on Jk−1,l−1(R,R2). In particular, the
weak derived flag of D defines the filtration of the tangent bundle TE
and turns E into a filtered manifold of type nIIk,l. The decomposition
D = E ⊕ F is known as so-called pseudo-product structure and in-
troduced and first studied by N. Tanaka [12]. As in case of trivial
ODEs, we shall call this pseudo-product structure the EDS of second
kind associated with a non-linear system of ODEs of mixed order.
Its algebraic prolongation is already computed in Section 4 and is
equal to gIIk,l. In particular, using the results of Tanaka [10] (see also
Zelenko [14]) we immediately arrive at the following result.
Proposition 5. For any EDS of second kind associated with system (19)
there exists a natural frame bundle P → E and an absolute parallelism
structure ω : TP → gIIk,l.
Let us now consider the EDS interpretation of (19) that contains the
fibers of the projection pi1 : E → J
0,0(R,R) = R3 as a part of its data.
As in case of trivial systems, define F1 as a distribution tangent to the
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fibers of the projection pi1:
(20) F1 =
〈
∂
∂yi
, i = 1, . . . , k − 1;
∂
∂zj
, j = 1, . . . , l − 1
〉
.
Further, define a sequence of distributions:
(21) Fi+1 = {Y ∈ Fi | [Y,E] ⊂ Fi}.
We call a pair of distributions (E, F1) the EDS of first kind associated
with a non-linear pair of ODEs of mixed order. However, in general,
the dimensions of these distributions in the non-trivial case may differ
from the dimensions of these distributions for the trivial system of
equations. To see this explicitly, consider the first non-trivial case of
(k, l) = (2, 4) when this can be observed explicitly. In this case the
vector distribution E is spanned by:
X =
∂
∂x
+ y1
∂
∂y0
+ f
∂
∂y2
+ z1
∂
∂z0
+ z2
∂
∂z1
+ z3
∂
∂z2
+ g
∂
∂z3
,
and F1 is spanned by vector fields
∂
∂y1
and ∂
∂zi
, i = 1, 2, 3. Simple
computation shows that, as expected, F2 is spanned by
∂
∂zi
, i = 2, 3.
However, for F3 we have already the branching:
F3 = 0, if
∂f
∂z3
6= 0;
F3 =
〈
∂
∂z3
〉
, otherwise.
This example can be easily extended to arbitrary k < l. A straight-
forward generalization of Tanaka prolongation procedure [12, 14] to
filtered structures with constant non-fundamental symbol gives:
Proposition 6. Let E be a non-linear pair of ODEs (19) such that
∂f
∂zi
= 0, i = k + 1, . . . , l − 1. Then there exists a frame bundle P → E
and an absolute parallelism structure ω : TP → gIk,l naturally associated
with the EDS of first kind for system (19).
7. Flag structures
Non-linear mixed order equations can be viewed as a particular case
of another class of geometric structures. LetM be an arbitrary smooth
manifold of dimension n. Let α = (α1, . . . , αr) be any increasing se-
quence of integers 1 ≤ α1 < · · · < αr < n. Denote by Fα(TpM), p ∈ M ,
the flag variety of subspaces in TpM of dimensions α1, . . . , αr and by
Fα(TM) or simply by Fα(M) the bundle of flag varieties at all points
p ∈M .
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Let V be a vector space of dimension n and let Fα(V ) be the flag
variety of subspaces in V . To stick with the notational agreements of
the Tanaka theory we number the subspaces in flags from Fα(V ) by
negative integers, i.e. an element of Fα(V ) is a decreasing by inclusion
tuple {V−i}
r
i=1 of subspaces of V such that dimV−i = αi. The flag
variety Fα(V ) is naturally equipped with a transitive action of the
Lie group GL(V ). The bundle Fα(M) can also be viewed as bundle
associated to the principal GL(V )-bundle F(M) of all frames in M .
For any curve W (t) ⊂ V of subspaces of fixed dimension m (i.e.,
a curve in a Grassmann variety Grm(V )) we define W
′(t) as follows.
Choose a family of smooth curves v1(t), . . . , vm(t) in V such that
W (t) = 〈v1(t), . . . , vm(t)〉, t ∈ R.
Then we define:
W ′(t) =W (t) + 〈v′1(t), . . . , v
′
m(t)〉, t ∈ R.
It is easy to check that W ′(t) does not depend on the choice if the
vectors vi(t). Moreover of w(t) is a smooth curve in V such that w(t) ∈
W (t) then for any t0 the image of the vector w
′(t0) to the factor space
V/W (t0) depends on the vector w(t0) only and not on the curve w(t), i.e
an element of Hom
(
W (t0), V/W (t0)
)
is assigned to the tangent vector
to the curve t 7→W (t) at t0.
Let now Γ ⊂ Fα(V ) be an unparametrized curve. Fixing any local
parameter t on Γ, we can explicitly write it as:
(22) 0 ⊂ Vr(t) ⊂ Vr−1(t) ⊂ · · · ⊂ V1(t) ⊂ V0 ⊂ V.
We say that the curve Γ is integral or compatible with respect to dif-
ferentiation, if it V ′i (t) ⊂ Vi−1(t) for all i = 1, . . . , r. Similarly to the
previous paragraph, the tangent line to the curve Γ at the point corre-
sponding to a parameter t can be associated with a line generated by
a degree −1 endomorphisms Xt of the graded space
r⊕
i=0
Vi(t)/Vi+1(t),
where Vr+1(t) := 0. Identifying all graded spaces
r⊕
i=0
Vi(t)/Vi+1(t) with
one grading of the space V we can consider the line 〈Xt〉 of degree −1
endomorphisms of V , defined up to the conjugations by linear isomor-
phisms preserving the grading. This line (or more precisely its equiv-
alence class with respect to the above conjugation) is called the flag
symbol of the curve (22) at the point t. The curve of flags is said to
be of constant type 〈X〉 if its flag symbols at any point belong to the
same equivalence class of the line 〈X〉 (with respect to the conjugations
22 BORIS DOUBROV AND IGOR ZELENKO
by linear isomorphisms preserving the grading). Note that absolutely
the same constructions can be done if the indices in (22) are shifted
somehow.
Definition 3. A flag structure on a manifold M is a smooth one-
dimensional subbundle C of the flag bundle Fα(TM) such that Cp ⊂
Fα(TpM) is an integral curve for all p ∈M . We say that a flag structure
has a constant flag symbol 〈X〉 if all its fibers are curves of flags with
constant flag symbol 〈X〉.
Flag structures, and even in more general setting, were studied in
our recent preprint [5]. Assume that, like in Proposition 3, a(〈X〉)
is the largest graded subalgebra of gl(V ) whose negative part is one-
dimensional and is generated by X . The algebra a(〈X〉) is called the
universal prolongation of the flag symbol 〈X〉 in gl(V ). Let g(〈X〉) be
the Sternberg prolongation of the algebra 〈X〉, as described in section 5.
The following Theorem is a particular case of Theorem 2.4 in [5]:
Theorem 4. For any flag structure on a manifold M with constant
flag symbol 〈X〉 there exists a natural frame bundle P → M and an
absolute parallelism structure ω : TP → g(〈X〉).
Now we show how to assign a natural flag structure with constant
symbol to the EDS, both of first and second kind, associated with a
systems of ODEs (19) on the space of solutions of this system. Let
Fol(E) be the foliation of the equation submanifold E the (prolonged)
solutions of the system (19) or, equivalently, by the integral curves of
the rank 1 distribution E. Then Propositions 5 and 6 can be seen as
particular cases of Theorem 4.
Indeed, let us pass to the quotient manifold of E by the foliation
Fol(E), i.e. to the space of solutions of (19). Locally we can assume
that there exists a quotient manifold
Sol(E) = E/Fol(E),
whose points are leaves of Fol(E) or, equivalently, (prolonged) solutions
of (19). Let Φ: E → Fol(E) be the canonical projection to the quotient
manifold.
Fix a leaf γ of Fol(E). For the EDS of the second kind, as in section
6, let F be the 2-dimensional completely integrable distribution tangent
to the fibers of the projection pi2 : E → J
k−2,l−2(R,R2):
(23) V−1(x) := Φ∗
(
F (x)
)
, x ∈ γ.
Then the curve x 7→ V−1(x), x ∈ γ is a curve in the Grassmannian of
planes in Tγ Fol(E), Taking differentiation, one can generate from this
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curve the following curve of flags in Tγ Fol(E):
(24)
CIIγ = {x 7→ {0 ⊂ Vl−1(x) ⊂ Vl−2 · · · ⊂ V0(x) = Tγ Fol(E)} : x ∈ γ},
where the spaces Vi(x) are defined inductively: Vi−1(x) := V
′
i (x). Note
that each curve CIIγ is a curve with constant flag symbol, generated by
X as in (18) with the grading of the second kind (see the paragraph
after the formula (18)).
Then the bundle CII → Fol(E) is the flag structure on Fol(E) with
the constant flag symbol generated by this X and the problem of equiv-
alence of the EDSs of second kind is the same as the problem of equiv-
alence of the corresponding flag structures CII . Proposition 5 is the
consequence of Proposition 3 and Theorem 4.
In the same way for the EDS of the first kind, if Fi with 1 ≤ i ≤ l−1
are the distributions defined by relations (20)-(21) and F0 = T Fol(E),
then let
(25) CIγ = {x 7→ {Φ∗
(
Fi(x)
)
}l−1i=0 : x ∈ γ},
Note that by the definition the curve of flags CIγ is compatible with
respect to the differentiation. Moreover, in case of EDS of the first
kind associated with ODE (19) satisfying ∂f
∂zi
= 0, i = k + 1, . . . , l − 1
the curve CIγ is exactly a curve with constant flag symbol, generated by
X as in (18) with the grading of the first kind (see the paragraph after
the formula (18)). Then for such EDS the bundle CI → Fol(E) is the
flag structure on Fol(E) with the constant flag symbol generated by
this X and the problem of equivalence of the EDSs of first kind is the
same as the problem of equivalence of the corresponding flag structures
CI . Proposition 6 is the consequence of Proposition 3 and Theorem 4.
8. Other kinds of EDS associated with an ODE system of
mixed order
As shown above, the two different EDS interpretations of a given
trivial or general system of two ODEs of mixed order come from fixing
different jet space projections.
Namely, in case of an EDS of first kind we assume that the pro-
jection Jk,l(R,R2) → J0,0(R,R2) is preserved. Hence, all symmetries
of the first kind are just point transformations that preserve equation
E ⊂ Jk,l(R,R2). Moreover, due to the classical Lie theorem any trans-
formation preserving the contact system on Jr,r(R,R2), r ≥ 0, also
preserves the projection Jr,r(R,R2)→ J0,0(R,R2). Therefore, defining
an EDS of first kind we could as well assume that any of the projections
Jk,l(R,R2)→ Jr,r(R,R2), r = 0, . . . , k, is preserved.
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In the same manner, an EDS of second kind is defined by assum-
ing that the projection Jk,l(R,R2) → Jk−1,l−1(R,R2) is preserved.
This automatically implies that any of the projections Jk,l(R,R2) →
Jk−r,l−r(R,R2), r = 0, . . . , k is also preserved.
But we can define other kinds of EDS assuming that we preserve
any of the projections Jk,l(R,R2) → Jk−r,l−s(R,R2) for arbitrary r =
1, . . . , k, s = 1, . . . , l. Similar to Lie theorem, we can prove that this au-
tomatically implies that the projections Jk,l(R,R2)→ Jk−r−1,l−s−1(R,R2)
and Jk,l(R,R2) → Jk−r+1,l−s+1(R,R2) are also preserved, assuming
that all indexes are non-negative. Thus, only the difference δ = (l −
s)− (k − r) is important.
In more detail, we have:
Definition 4. An EDS of shift δ associated with a trivial system of
equations y(k) = z(l) = 0, k ≤ l is defined as a pair of vector distribu-
tions on the equation E = yk = zl = 0 ⊂ J
k,l:
E = 〈
∂
∂x
+ y1
∂
∂y0
+ . . . yk−1
∂
∂yk−2
+ z1
∂
∂z0
+ . . . zl−1
∂
∂zl−2
〉,
F = 〈
∂
∂y1
, . . . ,
∂
∂yk−1
,
∂
∂zδ+1
, . . . ,
∂
∂zl−1
〉,
if δ ≥ 0, and:
E = 〈
∂
∂x
+ y1
∂
∂y0
+ . . . yk−1
∂
∂yk−2
+ z1
∂
∂z0
+ . . . zl−1
∂
∂zl−2
〉,
F = 〈
∂
∂y−δ+1
, . . . ,
∂
∂yk−1
,
∂
∂z1
, . . . ,
∂
∂zl−1
〉,
if δ < 0.
Note that this definition includes also the case of k = l, where, as we
shall see below, different values of the shift lead to different symmetry
algebras. Although the definition makes sense for arbitrary values of
δ, we shall be mainly interested in non-trivial cases, when δ is in the
range from −k + 2 to l − 2.
As above, the vector distribution E is tangent to the solutions of
the system, while the distribution F is tangent to the fibers of the
projection pi : E → J0,δ. In particular, we see that the EDS of first
kind corresponds to the shift δ = 0, while the EDS of second kind
corresponds to the shift δ = l − k.
There is a graphical way to encode an arbitrary EDS of shift δ using
a skew Young tableau (i.e., the tableau does not need to be aligned to
the left). Namely, the tableau consists of two rows with l and k boxes
respectively, the rows are right aligned for δ = 0, the row with l cells
SYMMETRIES OF TRIVIAL SYSTEMS OF ODES OF MIXED ORDER 25
is shifted by extra δ boxes to the right if δ is positive or to −δ cells to
the left otherwise. The restriction −k + 2 ≤ δ ≤ l − 2 means that the
rows overlap at least in two cells.
Such graphical notation provides an easy way to describe the grading
on the vector space V and degree −1 operator X ∈ gl(V ) as defined
in Section 3. Namely, each box in the tableau corresponds to a basis
element in V . The grading is defined in such way that it decreases
by 1 from left to right starting from −1 with basis elements in the
same column having the same degree. And the operator X maps each
basis element to another basis element corresponding to the box on the
right, or to 0, if there is no right neighbor. The corresponding graded
nilpotent Lie algebra m is defined as RX ⊕ V . Below we list a number
of examples of such tableaux.
Tableaux and preserved jet space projections for systems of mixed
order (2, 3):
δ = 1 : J2,3(R,R2)→ J1,2(R,R2)→ J0,1(R,R2);
δ = 0 : J2,3(R,R2)→ J1,1(R,R2)→ J0,0(R,R2).
Tableaux and preserved jet space projections for systems of mixed
order (2, 4):
δ = 2 : J2,4(R,R2)→ J1,3(R,R2)→ J0,2(R,R2);
δ = 1 : J2,4(R,R2)→ J1,2(R,R2)→ J0,1(R,R2);
δ = 0 : J2,4(R,R2)→ J1,1(R,R2)→ J0,0(R,R2).
Tableaux and preserved jet space projections for systems of mixed
order (3, 4):
δ = 2 : J3,4(R,R2)→ J1,3(R,R2)→ J0,2(R,R2);
δ = 1 : J3,4(R,R2)→ J2,3(R,R2)→ J1,2(R,R2)→ J0,1(R,R2);
δ = 0 : J3,4(R,R2)→ J2,2(R,R2)→ J1,1(R,R2)→ J0,0(R,R2);
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δ = −1 : J3,4(R,R2)→ J2,1(R,R2)→ J1,0(R,R2).
In fact, such tableaux can be used to encode different EDS associated
with mixed order systems of ODEs with an arbitrary number of equa-
tions. As this topic lies outside of the scope of the current paper, we
just show one particular example corresponding to an EDS associated
with a system of order (2, 3, 4):
J2,3,4(R,R3) 7→ J1,2,1(R,R3) 7→ J0,1,0(R,R3).
Using the results from Section 3, we can easily compute the sym-
metry algebra of an EDS of shift δ associated with a system (1). All
other results including the relationship between Sternberg and Tanaka
prolongations and the existence of natural frame bundles in case of
non-linear systems are also easily generalized to the EDSs of arbitrary
shift δ.
Proposition 7. The symmetry algebra of an EDS of shift δ associated
with a system y(k) = z(l) = 0 is described as follows.
1. If δ satisfies 0 < δ < l − k (i.e., when one of the rows in the
corresponding skew Young tableau lies strictly within the other row),
then the symmetry algebra is generated by prolongations of vector fields:
∂
∂x
, x
∂
∂x
, x2
∂
∂x
+ (k − 1)xy0
∂
∂y0
+ (l − 1)xz0
∂
∂z0
,
y0
∂
∂y0
, z0
∂
∂z0
,
xi
∂
∂y0
, xj
∂
∂z0
i = 0, . . . , k − 1; j = 0 . . . , l − 1.
The cases δ = 0 and δ = l − k are covered by Propositions 1 and 2
respectively.
2. If 3 = k ≤ l and δ = −1, the symmetry algebra is generated by
prolongations of the following vector fields:
x(2y0 − xy1)
∂
∂x
+ (2y20 −
1
2
x2y21)
∂
∂y0
+ y1(2y0 − xy1)
∂
∂y1
+ (l − 1)z0(2y0 − xy1)
∂
∂z0
,
2(y0 − xy1)
∂
∂x
− xy21
∂
∂y0
− y21
∂
∂y1
− (l − 1)z0y1
∂
∂z0
,
x2
∂
∂x
+ 2xy0
∂
∂y0
+ 2y0
∂
∂y1
+ (l − 1)xz0
∂
∂z0
,
x
∂
∂x
− y1
∂
∂y1
, y0
∂
∂y0
+ y1
∂
∂y1
, z0
∂
∂z0
,
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y1
∂
∂x
+
1
2
y21
∂
∂y0
,
∂
∂x
,
∂
∂y0
, x
∂
∂y0
+
∂
∂y1
, x2
∂
∂y0
+ 2x
∂
∂y1
,
xi(xy1 − 2y0)
j0y
j1
1
∂
∂z0
, i+ j0 + j1 ≤ l − 1.
This symmetry algebra is isomorphic to csp(4,R)⋌ Sl−1(R4).
4. If 3 ≤ k ≤ l and δ > l−k, then the symmetry algebra is generated
by the prolongations of the following vector fields:
∂
∂x
, x
∂
∂x
, x2
∂
∂x
+ (k − 1)xy0
∂
∂y0
+ (l − 1)xz0
∂
∂z0
,
y0
∂
∂y0
, z0
∂
∂z0
, xi
∂
∂z0
, i = 0, . . . , l − 1;
xig
(s1)
δ,l−δ . . . g
(sj)
δ,l−δ
∂
∂y0
, j ≥ 0, i+ (l − δ − 1)j ≤ k − 1,
where the functions g
(s)
δ,l−δ are defined in Section 3.
5. The symmetry algebra in the case 4 ≤ k ≤ l and δ < 0 is obtained
from the previous item by exchanging y and z, k and l and replacing δ
by −δ.
Proof. The proof is similar to the proof of Proposition 2 and is reduced
to solving equations (13) for p = k − 1 and q = l − δ − 2. 
This result can be considered as a direct generalization of Proposi-
tions 1 and 2. The results of Sections 4 and 5 also generalize to the
EDS systems of arbitrary shift. In particular, all symmetry algebras
from the above proposition can be obtained as Tanaka prolongations
of the corresponding (possibly, non-fundamental) graded nilpotent Lie
algebras as well as Sternberg prolongations of certain subalgebras in
gl(k + l,R).
The existence of natural frame bundles in case of non-linear systems
and the relation to geometry flag structures are also easily generalized.
See [5] for more detail. In particular, the equivalence problem for EDS
of arbitrary shift δ coincides with (k − l − δ)-equivalence of non-linear
systems of ODEs of mixed order (k, l) introduced in [5, Section 3].
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