Summary. The paper deals with the existence of viable solutions to the differential inclusionẍ
1. Introduction. The aim of this work is to prove the existence of local viable solutions in a prescribed closed convex and bounded subset K of a separable Hilbert space H of the following Cauchy problem:     ẍ (t) ∈ f (t, x(t)) + ext F (t, x(t)) a.e. on [0, T 0 ], (x(0),ẋ(0)) = (x 0 , v 0 ) ∈ K × T K (x 0 ),
where F is a Hausdorff continuous convex-valued map, f is a measurable function with respect to the first argument and Lipschitzean with respect to the second argument from [0, T ] × H, and T K (x) is the contingent cone to K at x. The proof is based on the Baire category approach developed by De Blasi and Pianigiani [5, 6, 7, 10] and the suitable use of the Choquet function. This result may be considered as an extension of our previous viability result for second order nonconvex differential inclusions without perturbation (i.e., with f = 0; see [9] ). Similar problems of first order have been studied by Sajid (see [11] ), with the Baire category method. However, it is worth noting that the second-order Cauchy problem cannot be resolved via the classical transition to the firstorder problem.
The second-order viability problems, considered first by Cornet and Haddad (see [4] ), have been studied by several authors under various assumptions, the crucial ones being the tangential conditions (see [5, 6, 7, 10] ). In all the above works, the second-order adjacent set, introduced by Ben-Tal (see [2] ), is used in the proof. In this paper, we prove the existence of local solutions of problem (1) in a different way: we introduce a first-order tangential condition without the second-order adjacent set, but only involving the contingent cone. We give an example where this condition is satisfied.
2. Preliminaries and statement of the main result. Throughout this paper, H is a real separable Hilbert space with the inner product , and the induced norm · . Denote by C(H) the set of nonempty closed convex subsets of H, and by B(H) the set of nonempty closed convex subsets of H with nonempty interior. The space B(H) is equipped with the Hausdorff distance h. Let π K (x) be the projection of x onto K.
Let S be a nonempty metric space and A be a nonempty subset of S. Denote by ext A, int A, co A, χ A (·) and d(x, A) the extreme points, the interior, the closed convex hull, the characteristic function of A and the distance from x to A respectively.
Let J be an interval of R. Denote by AC 2 (J, H) the space of absolutely continuous functions x(·) : J → H for whichẋ(·) is also absolutely continuous. On AC 2 (J, H) we consider a weaker topology than the natural one, namely we endow this space with the topology of uniform convergence inherited from the space of continuous functions on J, i.e. we consider the norm
By a solution of (1) we mean a pair (s,
and consider a set-valued map F : I × K → 2 H and a function f : I × K → H. Further we assume that for all (t, x) ∈ I × H, F (t, x) ∈ B(H) and F is Hausdorff continuous. Moreover, we introduce the following hypotheses:
Hypothesis (Hb). There exists a convex compact subset D of H such that for all (t, x) ∈ I × K,
Remark 1. The tangential condition (Hb) is weaker than the following:
Moreover, let K be a nonsingleton convex compact subset of H. Then the above condition is satisfied in the following case:
where ∂ r D is the relative boundary of D and B is the unit ball of H.
We shall prove the following result: Theorem 1. Suppose F and f are as above and that either (Ha) and (Hb), or (Ha) and (Hc) are satisfied. Then problem (1) has a solution.
3. Preliminary results. For technical reasons, we consider the extensions of F and f to I × H defined by G(t, x) = F (t, π K (x)) and g(t, x) = f (t, π K (x)). Observe that G and g inherit all properties of F and f : G is Hausdorff continuous from I × H to B(H), g is continuous with respect to the first argument, k(t)-Lipschitzean with respect to the second argument and for all (t, x) ∈ I × H,
As in [3] , the proof technique is based on the Baire category applied to the sets governed by upper semicontinuous functions, notably the Choquet function defined as follows. Let (e n ) be a dense sequence in the unit sphere of H and consider
Let L be the class of all affine functions a(·) : H → [0, ∞[. We associate with h the function h :
Some known properties of φ are collected in the following proposition:
The Choquet function has the following properties:
where ∂C denotes the boundary of C.
This lemma will be used to prove the following proposition:
For the proof, it suffices to remark, by using Lemma 3, that the set
Proof of the main result
Lemma 4. Under hypothesis (Ha), there exist T 0 ∈ ]0, T ] and
Hence the proof is complete.
and denote by S the set of solutions on I 0 of the problem
and S * the subset of S such that for all x(·) ∈ S * one has:
•ẍ(·) − g(·, x(·)) is constant on each interval int J n where (J n ) n∈N is a sequence of intervals such that I 0 = n∈N J n and sup J n = inf J n+1 , for all n ∈ N,
The set S * is nonempty because it contains the mapping x 1 (·) given by Lemma 4. Since S is closed, S * is a complete subset of S. For α > 0, define
and consider the following subsets:
and R n = S 1/n , n ∈ N.
To prove Theorem 1, it suffices to establish that n∈N R n is nonempty. Indeed, every x(·) ∈ n∈N R n satisfies
Thus, by Proposition 1 and Lemma 1, it follows that
Hence (T 0 , x(·)) is a solution to problem (1).
Lemma 5. For every α > 0, the set S α is open in S * . Proof. Let (x n (·)) n∈N ⊂ S * \ S α be such that x n (·) converges in S * , and let x(·) be its limit. By the definition of S α , for any n ∈ N,
Hence by Proposition 1,
∈ S α φ and consequently x(·) / ∈ S α . This completes the proof. To prove that S α is dense in S * , we need the following approximation lemma:
Proof. By Lemma 2, there exists δ > 0 such that
Put M = sup x∈D x , and denote by a the constant value ofẍ(·) − g(·, x(·)) on ]0, t 1 [. Assume that
.
For any nonzero integer n, define
Recall that, by hypothesis,
Then for any n, there exist λ n i > 0 and
Moreover, by Proposition 1, we have (4)
φ(0, x 0 , b n i ) = 0, hence, in view of Proposition 1, Lemma 2 and Proposition 2, for every n ∈ N there exist ζ n ∈ ]0, δ[ and γ 0 > 0 such that for all i = 1, . . . , m n and (t, x) ∈ I × H satisfying max(t, x − x 0 ) < ζ n , one has
Furthermore, by (2), we may assume that
For any positive integer n, i = 0, . . . , n − 1 and j = 0, . . . , m n − 1, define
For any n ∈ N\{0}, let y n 0,0 (·) be the solution on ∆ n 0,0 of the Cauchy problem
By induction, for j = 1, . . . , m n − 1, denote by y n 0,j (·) the solution on ∆ n 0,j of the Cauchy problem
where y n i,j (·) stands for the solution on [τ n i,j , τ n i,j+1 [ of the problem
. Now, for all n ∈ N, consider the function
Obviously, for all n ∈ N and t ∈ [0, t 1 [,
Moreover, by the choice of t 1 , for any t ∈ [0, t 1 ] we have
Thus, combining (5) and (7), for any t ∈ [0, t 1 ], one has
Thus we have constructed a sequence (y n (·)) n ∈ AC 2 ([0, t 1 ], H) such that for every positive integer n, we have
To complete the proof, it suffices to show that sup t∈J 0 y n (t)−x(t) converges to 0. Indeed, for every positive integer n, we have
Sinceẍ(t) − g(t, x(t)) is equal to a, and g(t, ·) is k(t)-Lipschitzean, by (7) it follows that
which in view of (6) implies
By induction, we show that for all i = 1, . . . , n,
Then by the choice of T 0 and by an easy computation, the above inequality implies that
so that y n (·) converges uniformly to x(·) on J 0 . Hence the proof of Lemma 6 is complete.
Lemma 7. For any α > 0, the set S α is dense in S * . Proof. We shall use the Kuratowski-Zorn Lemma. Indeed, let x(·) ∈ S * , α > 0 and let Γ be the family of all (s, (s n ) n∈N , (y n (·)) n∈N ) in the set ]0, T 0 ] × ]0, s] × AC 2 ([0, s], H) with the following properties:
∩ [0, s n [, where t n q = inf J n q . By Lemma 6, the family Γ is nonempty. On Γ we define the following order:
Hence by (9) and (10), we obtain
Thus combining (10) and (11), it follows that
, ∀n ≥ n 0 , and therefore lim n→∞ sup t∈[0,s] y p 0 n (t)−x(t) = 0. Thus, it is clear that (C 7 ) is satisfied. Hence the claim is proved.
We conclude, by the Kuratowski-Zorn Lemma, that Γ admits a maximal element, say (r, (r n ), (u n )).
Claim 2. For any n ∈ N, r n = T 0 .
Proof. Assume, to the contrary, that there exists p such that r p < T 0 . Let
Let δ > 0 be as in the proof of Lemma 6. By Proposition 1 there exists η ∈ ]0, δ] such that for all (t, x, y) ∈ I 0 × H × H, we have
where ϕ p (r p ) is the order of the p-th partition to which r p belongs. Put
Let z(·) be the solution on [r p , r] of the problem
and define on [0, r] the function
By the choice of b and v, it is clear that c ∈ int G(r p , u p (r p )). Moreover, according to Proposition 2, we can assume that
Since sup t∈[0,r] ẏ(t) ≤ v 0 + (M + L)T 0 , for all t ∈ [r p , s], by (13), the choice of c and (14), we have max{|t − r p |, y(t) − y(r p ) , ÿ(t) − g(t, y(t)) − b } < η which, in view of (12), implies that for all t ∈ [r p , s], φ t, y(t),ÿ(t) − g(t, y(t)) < α 2T 0 .
Thus s rp φ t, y(t),ÿ(t) − g(t, y(t)) dt < α(s − r p ) 2T 0 , so that (15) s 0 φ t, y(t),ÿ(t) − g(t, y(t)) dt < αs 2T 0 .
Moreover, since (u n ) satisfies (C 7 ) of Lemma 7, and since η < δ, from (13) it follows that
where θ(t) is the order of the p-th partition to which t belongs. Thus Define (k, (k n ) n , (v n ) n ) as follows:
v n = y(·) if n = p, u n otherwise. Obviously, by the construction of (k, (k n ) n , (v n ) n ) together with (13)-(16), we deduce that (k, (k n ) n , (v n ) n ) ∈ Γ . Furthermore, it is clear that (r, (r n ) n , (u n ) n ) < (k, (k n ) n , (v n ) n ), a contradiction, and so Claim 2 is valid.
Consequently, by the Baire category theorem, the set n≥1 R n is nonempty. Let x(·) ∈ n≥1 R n . Then     ẍ (t) − g(t, x(t)) ∈ ext F (t, x(t)) a.e. on [0, T 0 ], (x(0),ẋ(0)) = (x 0 , v 0 ) ∈ K × T K (x 0 ), x(t) − g(t, x(t)) ∈ T K (π K (x(t))), ∀t ∈ [0, T 0 ].
Moreover, at the beginning of Section 3, it has been mentioned that g(t, x(t)) belongs to the cone T K (π K (x(t))), henceẋ(t) ∈ T K (π K (x(t))) for all t ∈ [0, T 0 ]. By Lemma 1, it follows that x(t) ∈ K. This completes the proof of Theorem 1.
