Fluid flow in an induction furnace due to electromagnetic stirring forces is predicted theoretically from furnace design parameters by the simultaneous solution of the Maxwell and Navier Stokes equations. Streamline plots and velocity profiles are obtained and compared with surface velocities measured experimentally. The measurements were made on a mercury pool stirred inductively by a Tocco 30 kW 3 kHz induction melting unit. The agreement between the experimental measurements and theoretical predictions was good considering that no curve fitting by manipulation of adjustable parameters was involved. It is believed that such a model would be of value in the design and development of induction furnaces.
IN induction melting furnaces the melt is heated by electric currents induced by a fluctuating magnetic field. The fluctuating magnetic field arises from an alternating current passed through a coil external to the melt by a generator. The interaction between the induced currents and the magnetic field results in electromagnetic forces within the fluid. These forces, in turn, result in a vigorous stirring of the bath.
The stirring has three important consequences: i) improved homogenization of the melt (following the addition of alloying agents, etc.),
ii) mass transfer through the top surface of the melt (e.g. into a vacuum or refining slag) is promoted, and iii) the lifetime of the refractories containing the melt is shortened, due to erosion and enhanced mass transfer.
Despite the importance of this electromagnetic stirring it has received very little investigation by process metallurgists and until now no method of predicting melt velocities and refining rates has been available, except via empirical or semiempirical methods. One such semiempirical method was provided by Machlin 1 who used a Higbie penetration model 2 to predict the rates of mass transfer through the top surface of a melt in an induction melting furnace. Unfortunately, in order to use the Machlin model, melt velocities at the top surface must first be known and these velocities had to be obtained by measurement on the actual furnace. The value of the Machlin model lies in its prediction of the relative rates of mass transfer of several dissolved species across the melt surface. The model has been used by several investigators to correlate experimental data on mass transfer (e.g. Refs. 3 to 5).
A second and more sophisticated model has been provided by Szekely and Nakanishi. 6 These investigators solved the electromagnetic field equations for an ASEA-SKF furnace in order to calculate the stirring forces acting on the melt. The turbulent fluid flow equations for the melt were then solved using a two equation model for turbulence and algorithms for the ERACH D. TARAPORE and JAMES W. EVANS are Graduate Student and Associate Professor of Metallurgy, Department of Materials Science and Engineering, University of California, Berkeley, CA 94720.
Manuscript submitted December 19, 1975. solution of the equations which have been developed by Spalding. TM Unfortunately the Szekely-Nakanishi model is not completely predictive. An unknown, A, appears in the solution of the electromagnetic field equation and the parameter must be determined by measurement of the magnetic field on the inside surface of the crucible containing the melt. This measurement is naturally extremely difficult under operating conditions. Furthermore a second parameter X arises. In the case of the ASEA-SKF furnace, or other furnace with a polyphase coil, X can be readily identified with the wavelength of the imposed magnetic field. However, in the case of a furnace with a single phase coil ~ would have to be regarded as a second unknown requiring measurement on the actual furnace. The research described in the present paper is part of a continuing investigation aimed at providing a completely predictive model for fluid flow and mass transfer in induction melting furnaces in terms of variables which are under the control of the furnace designer or operator. Such variables would be the geometry and size of the crucible and coil, and the coil phasing, current and frequency. In the present paper emphasis is placed on the solution of the electromagnetic field equations and the experimental testing of the computed results in a 30 kW, 3 kHz furnace; the solution of the turbulent fluid flow equations is described elsewhere 6-9 and is therefore given less attention here. A subsequent paper will describe the testing of the model on a large industrial furnace and present computer predictions of the results of varying design and operating variables on large scale furnaces.
THEORY

Solutions of the Electromagnetic Field Equations
Induction melting furnaces operate at frequencies for which the wavelength is large compared to the dimensions of the apparatus. The Maxwell equations relating the electric field (E), the magnetic field (H), the current density (J) and the displacement current may therefore be simplified by assuming that the displacement current can be neglected. The simplified equations are
VxH =J [2] and v .a = o.
[31
In addition it is necessary to introduce Ohm's law, modified for the case of the conductor moving with a velocity V.
J= a(E+ ~VXH). [4] Now consider the application of these equations to the axisymmetric melt and coil arrangement depicted in Fig. 1 . To a good approximation the second term in parentheses in Eq. [4] may be neglectedP '9 This means that the electromagnetic field equations may be solved independently of the fluid flow equations. E, H, and J are all vectors which are functions of both position in the melt and time. If the current in the coil is varying sinusoidally then E, H and J will also vary sinusoidally and we may regard them as 'phasors'. That is, the physically real E, H and J are the real parts (in the mathematical sense) of the complex functions Z = Eoe j~t [5] It = Hoe j~t
[71
[a]
The time dependence appearing in Eq. [1] has now been eliminated in Eq. [8] at the price of the complication stemming from the fact that E, H and J are now complex. This leads to Eq. [3] being automatically satisfied. Also since a complete specification of a vector field requires a statement of both its curl and its divergence, let us choose
With these definitions Eq.
[2] may be simplified and integrated over a finite volume that includes both the melt and the coils. 1~
f J' dV' [11] A=~4o I Ir'L where I r'l is the distance from the current to the point where the potential is being evaluated, and dV'
is the element of volume in the source region. J' must include induced currents within the melt as well as the currents within the coil.
Since we are interested in currents within the melt we evaluate A at all points within the melt. However within the melt E is due entirely to electromagnetic induction and possesses no sources or sinks so that its divergence is zero, i.e., within the melt
[12]
From Eq. [10] V. (-jo.,A) = O. [13] Substituting Eq. [9] in Eq. [8] we have
Since the vectors E and-jcoA have everywhere the same curl and divergence, we obtain E = -j~A.
[15]
Finally from [4] , [II] , and [15] jo~at~ f J'
[16]
Eq. [16] is the equation to be used for calculating the current densities in the melt. Eqs. [1] and [4] may then be applied to yield the magnetic field. Eq. [4] may also be used to calculate the electric field, although this is not required in the calculation of the fluid velocities.
For the system depicted in Fig. 1 Eq. [16] becomes:
x f(r, reoil , z, Zeoil )
[17]
where I0coi 1 the coil current, is also a phasor. The geometric factors f(r, r', z, z') in Eq. [17] are of the form of mutual inductances between a circular current loop at (r, z) and one at (r', z'). Alternatively they may be regarded as Green's functions for the electromagnetic field equations. These inductances (including the self inductance f(r, r, z, z)) can be found in standard electrical engineering text books. 1~ The numerical solution of this integral equation and the numerical calculation of the magnetic field is described in the Appendix.
Solution of the Fluid Flow Equations
The electromagnetic field equations having been solved numerically, this solution can then be applied to solve the fluid flow equations. The equations describing the fluid motion are the time averaged continuity and Navier-Stokes equations which may be found in texts on transport phenomena (e.g. Ref. 12 pr Oz
10~
[20]
Vz -pr Or" [23]
The viscosity /~e appearing in Eq.
[21] is an effective viscosity given by the sum of the laminar viscosity and a turbulent component.
According to the two equation model of turbulence the turbulent contribution ktt is given by pk ~t : w~/2
[25]
where k and w are the 'specific turbulence energy' and 'turbulence characteristic', k and w are themselves functions of position in the melt and must be obtained by the solution of two additional partial differential equations. For further details, presentation of the boundary conditions on {b, q~, k, and w, and a discussion of numerical solutions, the reader is referred to the literature 7-9 and the Appendix. It is appropriate to list the assumptions entailed in the model. These are: i) that the second term on the right of Eq.
[4] may be neglected, ii) that the melt and coil form an axisymmetric system, so that
iii) that the effects of natural convection may be ignored, iv) steady state, v) position independent physical properties, and vi) that curvature of the melt meniscus may be neglected. These assumptions are believed to introduce only small errors into the model although ii) would be inaccurate for a coil with a pitch of a size approaching the coil diameter. A discussion of natural convection in inductively heated melts has been provided by Damaskos, Young and Hughes. ~3
EXPERIMENTAL PROCEDURE
The difficulties involved in the measurement of velocities within a high temperature melt are self evident. Therefore, it was decided to test the predictions of the computer calculations by performing surface velocity measurements on an inductively stirred mercury melt at approximately room temperature. Fig. 2 is a diagram of the apparatus which consists of a mercury pool located in a cylindrical glass vessel within a water cooled copper coil attached to a Tocco 30 KW, 3 KHz induction furnace power supply. The pool ranged in size up to approximately 600 lbs. The mercury was of triple distilled grade. A dimensional analysis of the electromagnetic field equations reveals that the distribution of the stirring forces across the melt is determined by the ratio: (pool radius/skin depth). The size of the mercury pool was therefore chosen so that this ratio was approximately the same as in actual commercial induction melting furnaces (~5, say). Furthermore, mercury at room temperature has a viscosity close to that of molten steel and so the room temperature mercury pool may be expected to show similar behavior to that of large high temperature melts.
Surface velocities were measured by taking a time exposure photograph under stroboscopic lighting of a glass bead as it was swept across the surface. From the distances between adjacent images on the resulting print and the frequency of the stroboscope a velocity map of the surface could be obtained. This was done at different current levels and for different pool and coil geometries. Problems were initially encountered due to the growth of a thin but coherent crust on top of the mercury. This was presumed to be an oxide layer and the problem eliminated by maintaining a thin layer of dilute nitric acid (5 pct) above the mercury. Measurements with and without acid revealed negligible differences in surface velocity. The glass bead was weighted by means of a tungsten 'keel' to ensure it's sinking well into the mercury surface and thereby truely reflecting the surface velocity. The bead was dropped onto the surface just before the camera shutter was opened. Rough calculations indicate a 'relaxation time' of approximately 0.03 s for the bead to adjust its velocity to that of the mercury surface. It is therefore believed that the bead accurately measured the velocity of the top few millimeters of the mercury pool. The current through the coil was measured by means of a Madison Electric 5FP75 400/5 current transformer connected to a Fluke Model 102 VAW meter. Although no record was kept of pool temperature during the runs, power was shut off and the pool allowed to cool after its temperature had risen by 20~ or so.
EXPERIMENTAL RESULTS AND COMPARISON WITH THEORY Fig. 3 is a plot of measured surface velocity as a function of radial position for several current levels in a 0.289 m diam pool, 0.2 m high, located at the midpoint of a 10 turn coil. The precise geometry can be seen in Fig. 4 which is half of a cross section. Also shown in Fig. 4 are the theoretical streamlines calculated using the model for a current of 144 amp in the coil. The 'double loop ~ circulation pattern which typi-
. This is to be expected on physical grounds since there is a lesser liquid solid contact area and therefore lesser drag forces in the upper half of the pool than in the lower half. Fig. 5 is a plot of theoretical surface velocity profiles for the same conditions as the experimental profiles of Fig. 3 . Both measured and theoretical velocity profiles show a maximum in surface velocity. The radius of maximum velocity appears to be independent of current for the theoretical predictions and for the experimental measurements. For a more direct comparison of the curves in Figs. 3 and 5, a plot of the experimental maximum velocity and the theoretically predicted velocity at the same radius is provided as Fig. 6 .
Figs. 7, 8 and 9 are experimental surface velocities, a streamline plot and theoretical surface velocities for a mercury pool of a smaller diameter (0.21m) again centered in the coil. Agreement between experimental and theoretical surface velocities is perhaps best seen in Fig. 10 which is a plot of the experimental maximum surface velocity and the theoretical velocity at the same radius against coil current.
The effect of placing the pool above the center of the coil is seen in Figs. 11 through 14 . The pool in this case has the same dimensions as in Figs. 3 through 6 but now has been displaced upward a distance of 0.085 m from the bottom of a coil with an increased pitch. Both experimentally measured and theoretically predicted surface velocities are in- creased thereby and the upper circulation loop has grown at the expense of the lower one. The agreement between theory and experiment deteriorates somewhat under these circumstances. However, it should be noted that the theoretically predicted proportionality between melt velocity and coil current apparent in Fig. 14 (and tion when the major part of the stirring forces and velocity gradients are in the meniscus region. Some commentary on the fit between experiment and theory reflected in Figs. 3 through 15 is appropriate. The experimentally measured surface velocities deviate from the theoretically predicted ones, particularly at low and high radii and in the case of a melt displaced from the coil center. Nevertheless, it must be recognized that the model presented no adjustable parameters which have been manipulated to bring about the fit. The fit is even more remarkable when it is recognized that the Kolmogorov-Prandtl model for turbulence, as modified by Spalding and used here, was developed to describe gas recirculation in fuel fired furnaces; its application to metal systems has been vigorously pursued from a theoretical viewpoint z4 but it has been tested experimentally to only a limited extent.
CONCLUDING REMARKS
A completely predictive model for fluid flow in induction melting furnaces has been developed. Inputs to the model consist only of physical property data and parameters under the control of the furnace designer and operator. No adjustable parameters or experimental measurements are entailed in the model.
When compared with actual surface velocity measurements on an inductively stirred mercury melt, the model was found to show reasonable agreement with experiment. It is suggested that the model may provide a useful tool in the design and development of induction melting furnaces. Experiments are currently under way to test the model on a large vacuum induction melting furnace.
APPENDIX
The current distribution in the melt has been shown to be given by the integral equation xf(r, rcoil , z, Zcoil). [17] A simple approximate solution to this equation is available using a finite difference technique to solve for the current density Jo at the nodal points of a grid distributed over the cross-section of the melt as shown in Fig. 16 . The current density in the cell around each node is then approximated by the current density at the node.
It is known that the induced currents decrease sharply within the core of the melt, especially at high frequency, a phenomenon known as the skin effect. In order to be as accurate as possible in the approximation of the current density distribution by the value of the current density at the nodes it was therefore decided to use Gaussian quadrature to evaluate the double integral on the right hand side of Eq. [17 ] . In this way there are a greater number of grid points near the surface where the gradient in current density is greatest. Eq. [17] after taking finite differences becomes the set of M x N simultaneous equations. lot is the coil current, vp" and Vq are Gaussian weight factors, and coM'rn, n,p,q is the ratio: co x Mutual inductance between loops at m, n and p, q
Resistance of loop at m, n • area Of loop at m, n
The mutual inductance was calculated using standard ring-ring formulas [11] When p, q -m, n the self inductance formula has to be used.
where r is the radius of the coil of cross sectional radius a. Also because these mutual inductances are accurate only for coils with circular cross-sections a correction has been made (Ref. 16 ) to allow the use of these formulas in the calculation of the mutual inductance of coils with rectangular cross-section such as those in a pool with a Gaussian grid spacing. 
=-i:t t m, mt"
These 2 • M • N equations can be solved by matrix inversion to obtain a current density distribution within the melt. These values of Jo are interpolated using Lagrangian interpolation to a set of uniformly spaced mesh points to facilitate differentiation to obtain H r and Hz using Eqs. [1] and [4] . where S k and S w are source terms calculated using parameters tabulated by Spalding. 7 The effective viscosity may be calculated using Eqs.
[24] and [25] . Finite differences are taken using the method of Spalding 8 and solved by successive point iteration.
The boundary conditions for this geometry have been discussed elsewhere (Refs. 6, 8 ) but a refinement has been included to take into account the high magnetic vorticities at the surface grid points 9 When the Navier-Stokes equation is written down and simplified for points on the boundary (top, wall and bottom) an improved estimate is obtained for the gradient 0ff//0n where 9 = ~b/r and n is the normal to the surface. This value is used instead of the central difference gradient used by Spalding 8 and Szekely and Nakanishi 6 in the evaluation of the diffusive terms one in from the boundary. In this way the magnetic vorticity one in from the boundary is increased by approximately one half of the magnetic vorticity for the adjacent point at the surface. Since the magnetic vorticity does not appear in the evaluation of 9 -~b//r at the boundaries, this technique allows us to take into the calculation the values of the magnetic vorticity at the surface where it has its maximum value. This completes the second stage of the solution.
The plots seen in Figs. 4, 8 and 12 are therefore generated in three stages, using three programs on the CDC 6400.
FIELD: solves the electromagnetic field equations to give W o . For a 9 • 9 mesh this solution takes approximately 62 s.
TURBFLO: is read in with W o from the FIELD solution to solve the fluid flow equations to yield distributions of ~b, ep/r, k, w, velocities V r and Vz and the effective viscosity /~e" The time taken to converge to a solution using a 17 • 17 mesh is approximately 7 rain.
STREAM: is used to plot the resultant streamline pattern using the CALCOMP plotter. 
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