An ab initio analysis of strong field three electron ionization in a restricted dimensionality model reveals the dynamics of the ionization process and the dominant channels for double and triple ionization. The obtained ionization yields qualitatively agree with experimental results for Ne when volume averaging is taken into account. Attention is paid to spin resolved ionization channels and rates affected strongly by the Pauli principle.
Study of ionization under the influence of intense laser pulses has a long history. Already in the eighties experiments on many-electron ionization [1] [2] [3] suggested that processes in which several electrons are removed sequentially or simultaneously should be distinguished [4] . Despite the huge progress in theory and computer power, a full ab initio computation of ionization processes remains limited to the case of two-electron atoms (helium) studied by Ken Taylor's group [5] [6] [7] [8] see also Refs. [9, 10] .
The numerical complexity of the full double ionization (DI) problem motivated the development of reduced dimensionality models, notably the Rochester model, in which the motion of each electron is restricted to one dimension only, typically along the axis determined by the (linear) polarization of the laser field [11] . The model was applied to illustrate, e.g., the mechanism of simultaneous ejection of two electrons at moderate intensity, and the transition to a sequential process for stronger fields (see e.g. [12] [13] [14] ). Despite its popularity, the model has its drawbacks: for instance, electrons moving in parallel directions repel each other and this results in twoelectron momentum distributions that disagree with observations. Analysis of field dependent transition states [15] leads to a model in which electrons move along field saddle lines oblique to each other. The model takes electron correlations into account and gives a plausible representation of the ionization process [16, 17] . Another three-dimensional model is obtained by restricting the center-of-mass motion to the polarization axis. It is capable of capturing similar aspects as the saddle picture (e.g. reproducing correctly momenta distributions) [18] [19] [20] , though with a larger number of degrees of freedom and at higher computational costs [21] .
Much less is known about a triple ionization (TI), which requires even more degrees of freedom and complex atoms than helium. While several experimental results are available, especially for noble gases such as Kr, Ne or Xe [22] [23] [24] [25] [26] , detailed theoretical studies are scarce. Some isolated aspects have been described in classical studies [27] [28] [29] [30] , often within limited dimensionality Rochester models. A notable quantum-mechanical effort [18, 31] considered TI of Li at large frequencies corresponding to synchrotron radiation, also within the Rochester model. Important progress has been made using different versions of multi-configuration Hartree-Fock time-dependent orbitals [32] (for a review see [33] ). This method, however, depends on the number of orbitals included and requires additional assumptions about the orbitals etc. Importantly, while it has been tested against quantum-mechanical results for the two-electron Rochester model, no such tests have been performed, as far as are aware, for three electron models since full quantum-mechanical analyses of the problem are still lacking.
The purpose of this work is to fill this gap, i.e. to provide a full ab initio quantum mechanical analysis of TI for realistic frequencies within the reduced dimensionality scheme. Here, different approaches are possible. Instead of the Rochester model, we consider scenarios coming from the analysis of the classical dynamics of electrons [27] . In contrast to DI, where the process is dominated by a single saddle, TI can arise in two configurations: A symmetric configuration corresponds to three electrons at the vertices of an equilateral triangle, with its plane perpendicular to the field polarization axis. At a slightly higher energy there is a second planar saddle configuration, where one electron sits along the field axis and the other two placed symmetrically off to the sides [27] . We here consider the fully symmetric situation as it is lower in energy and hence provides the first triple ionization channel to open up. When the field amplitude is varied the saddles move along straight lines that point radially outwards from the core: in the restricted model, the motion of the electrons is confined to these lines. As we will show, the analysis of the different sequential and simultaneous electron ejection processes provides a good understanding and explanation of the ionization yields.
The resulting Hamiltonian acting in an effective 3D space takes the following form (in atomic units): 
where a parameter is responsible for smoothing of Coulomb singularity and, most importantly, allows us to match the ionization potential of our model with those of the real atom under study. We consider the case of Ne, as several experimental studies exist (although for longer pulses) [22] [23] [24] [25] [26] . More precisely, we consider a 3 active electron model of Ne, the remaining electrons are assumed to be spectators. The ground state energy of Ne is −4.63a.u. [34] , well approximated by the ground state energy of E 0 = −4.619a.u. for = 0.83 that was obtained in the above model using imaginary time evolution (in an appropriate symmetry subspace -see below).
The TDSE is solved on a spatial, equally spaced grid in three dimensions with Hamiltonian (1) by a standard FFT (split-operator) technique in an efficiently parallelized way [35] . The method is a straightforward generalization of our previous two-electron code [17] to three dimensions. However, accounting for the Pauli principle for three electrons is more subtle than for two electrons.
While for two electrons one may restrict the evolution to spaces that are symmetric or antisymmetric under reflection of the position space wave functions [36] this is not the case for three electrons. Writing a properly symmetrized wavefunction for three electrons as a product of spatial and spin parts in not possible. The correct threeelectron wavefunction should be constructed as a Slater determinant, which, as shown for Li in [31] , reduces to
where the single electron spin functions correspond to α(i) ≡ | ↑ i and β(i) ≡ | ↓ i . To have a completely antisymmetric wavefunction ψ ij (r 1 , r 2 , r 3 , t) is antisymmetric under exchange of i and j. As pointed out in [18] all three components of Ψ in the sum in Eq. (3) are orthogonal in spin space. Since the Hamiltonian (1) is spin independent, all three terms in the sum evolve independently, so that it is enough to evolve a single one and to obtain the remaining two by appropriate change of indices. Assuming the wavefunction to be antisymmetric in r 1 and r 2 we find the appropriate ground state in this symmetry class by an imaginary time propagation of TDSE, and this gives the ground state energy E = −4.619a.u. quoted above. We here consider ionization by a short, 2-cycle pulse. For such a short pulse it is imperative to construct the envelope in such a way that the vector potential, A, vanishes after the pulse has passed [37] , i.e., for 0 < t < T p ,
where ϕ is an arbitrary phase, n c the number of cycles and T c = 2πn c /ω 0 the pulse duration. Let us first consider the yields obtained using such a pulse for different values of the field peak amplitude F 0 . We take ω = 0.06 (corresponding to a wavelength of 759nm). Fig. 1 shows ionization yields for such a pulse as a function of the maximal amplitude. One observes a fast saturation of single ionization (SI) that reveals, as seen by a close inspection of the data, a shallow maximum around F = 0.2 followed by a decay for larger amplitudes when double ionization (DI) and then TI become important. The yields are obtained as integrated probability fluxes into different areas of the configuration space [38] , generalizing the method introduced by the Belfast group [5, 39] .
Evaluation of the time dependence of the initial wavefunction on the grid gives us unique opportunities to trace different paths leading to ionization. For instance, if only one of the coordinates r i becomes large we have an indicator for SI. Similarly, we can identify regions r i corresponding to DI and TI. Calculating the fluxes across the borders we can determine the contributions to the yields in SI, DI, and TI, and identify the sequence of events that contribute to the yields. For double ionization, we can determine the ratio of 0−1−2 (sequential DI) to 0 − 2 -the NSDI (non-sequential double ionization). Similarly, for TI we may define sequences like 0 − 2 − 3 or 0 − 1 − 3 or 0 − 3, with the latter case corresponding to a simultaneous TI process. Note that the flux method does not allow us to precisely distinguish a sequential 0 − 1 − 2 − 3 process from a nonsequential 0 − 2 − 3 scenario, since the integrated flux across the 2 − 3 border determines the 0−2−3 process which contains in the 0−2 part both the sequential 0 − 1 − 2 and a direct 0 − 2 path. However, we know the effectiveness of 0 − 1 − 2 versus 0 − 2 channel from the corresponding fluxes. Assuming (which is necessarily approximate only) that the same ratio holds for three electron processes we may define the corresponding yields [38] . The results for the yields and the different contributions for a two-cycle pulse are shown in Fig. 1 .
In the experiment atoms are illuminated by a Gaussian laser beam. In the computations, this can be accounted for by averaging the yields over the laser beam intensity profile. As shown in [40] , the average fraction S(I 0 ) may be simply be obtained
where I 0 = F 2 0 is the peak intensity at the focal point. The results of such an averaging are shown as dash-dotted lines in the left panel of Fig. 1 . Note that the knee structure, indicating the transition from the non-sequential processes to the sequential ones, becomes significantly smoothed out and the resulting average yields resemble qualitatively the ones observed in experiments for Ne [22] [23] [24] [25] [26] .
The dominant feature in Fig. 1 is a deep knee structure for a DI, clearly due mostly to non-sequential double ionization (NSDI) (as indicated by red curves). This happens in the same interval of field amplitudes as the saturation, together with a small drop of the single ionization yield. For stronger fields, the fraction of NSDI becomes less significant in the total DI yield, and we recover the sequential path familiar from earlier studies. For even stronger intensities, triple ionization (TI) sets in with less pronounced saddles. Note that direct TI is the least probable scenario, with DI (either sequential or NSDI) followed by a SI process being the most effective process.
The access to the time-dependent fluxes across the different borders [38] also provides information about the spin-polarization of the outgoing electrons. Recall that our three-electron initial wavefuction is composed of two spin-up electrons (here denote by U ) and one spin-down electron (denoted by D). The wavefunction is antisymmetric with respect to the exchange of U electrons, and symmetric with respect to an exchange between U and D electrons. The fluxes allow us to address the question whether it is more probable to eject first a U or a D electron. Intuition suggests that if one of the U 's and D form a singlet, the remaining U electron is easier to ionize. And indeed, the SI yield for the D electron is negligible! (compare Fig. 2 ). Since our approach gives us a direct access to time-dependent fluxes by defining appropriate ionization processes, we can in a similar way analyse DI and TI events. In particular, such an analysis points towards DU emission as a dominant channel for NSDI, with simultaneous emission of two U electrons being much less probable. Similarly, we may identify the dominant channels for TI. After splitting the 0 − 2 − 3 channel into the sequential 0−1−2−3 and NSDI followed by single electron emission, the leading channel becomes 0 − 1 − 3 for low field amplitude. In such a case of SI followed by simultaneous ejection of the remaining two electrons, the first stage is almost surely performed by the U electron. On the other hand, the 0 − 2 − 3 channel typically neglected [22] may be the leading TI channel for intermediate field values. All the possible channels are described in Fig. 2 caption.
For the 2-cycle pulse used in calculations the shape and maximal amplitude (for a given F 0 ) depend on the carrier envelope phase (CEP) ϕ, see (4) . The effects on the yields are shown in Fig. 3 . One observes that CEP values for the most effective DI and TI are different. Moreover, the efficiency of different TI channels depends on CEP, e.g. the efficiency of 0 − 1 − 3 and 0 − 2 − 3 TI channels may be reversed (we here do not separate the 0 − 2 − 3 process further for simplicity). Regardless of the CEP value the direct 0 − 3 ionization channel is the least effective. On the other hand, the main feature, i.e., that U (majority population) electrons ionize first, does not depend on details of the pulse. Similarly, in non-sequential processes, it is a "singlet" pair U D which is more likely to be ejected than a U U combination.
The present study paves the way towards a detailed analysis of dynamics of three active electron dynamics for Li as well as other noble gases and for longer pulses. While we have concentrated on the ionization yield and the dynamics of the process, the work is in progress concerning the high order harmonic generation and ion momenta distribution analysis.
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compute the fluxes across the borders. The assignment of the regions has some ambiguities, since it is necessary, for instance, to distinguish a highly excited atomic state with a large excursion of an electron from a singly ionized state where that electron is no longer bound. Nevertheless, this space separation method is commonly used in both classical and quantum-mechanical time dependent studies [5, 31, 39] , and provides results that can be used to deduce trends with external parameters, if the internal assignments of the regions are preserved.
The Schrödinger equation for the wavefunction ψ(r, t) leads, as usual, to the continuity equation
where the probability density is given by ρ(r, t) = |ψ(r, t)| 2 and the probability current by j(r, t) = (ψ * (r, t)∇ψ(r, t))
in length gauge or by
in velocity gauge with vector potential A(t). Changes of the population in region R ∈ R 3 can be expressed with the application of Gauss's theorem as a flux f R (t) across its borders:
(I switched to dσ rather than dA for the surface volume element in order to avoid confusion with the vector potential) where ∂R is the border of region R and dσ is the corresponding surface element. We assume that the wavefunction decreases sufficiently rapidly are r → ∞ so that all the above integrals converge for any region R. Correspondingly, the instantaneous value of the population in region R is given by
The regions for the different states are composed of rectangular domains that are aligned with the coordinate axes, so that the boundaries between different regions consist of surfaces parallel to coordinate surfaces. Following the original proposition [5] we define the characteristic length r c = 12.5 a.u. related to a single ionization (SI) region and r b = 7 a.u. related to double ionization (DI) region. For triple ionization we take r a = 5 a.u., as suggested by the location of the triple ionization saddle [35] . While these numbers seem somewhat arbitrary, it may be verified that a reasonable change of the borders leads to small quantitative changes of ionization yields obtained only -the main conclusions about trends as functions of external parameters remain unchanged if the domains are not modified along the way.
The domains and their boundaries are shown in Fig. 4 . The region assigned to the atom (label 0) is the central block in Fig. 4(a) . It surface is composed of several segments that stand for transitions to the differently ionized atom: Passing through the three yellow surfaces one electron ionizes, so that one enters the single ionization region SI (label 1). Passing through the orange regions two electrons escape and one enters the double ionization region DI (label 2). Finally, leaving the atom along the diagonal gives immediate triple ionization TI (label 3). The notation i ↔ j used in Fig. 4 indicates transitions between the different regions. Continuing onwards, there are further boundaries between the ionized states, accounting for transitions between regions SI (1) and DI (2), for instance (see Fig. 4b ).
The complex geometry of neutral atom region (0), SI regions (1), DI regions (2) and TI regions (3) is best to be shown identifying their mutual borders, which is done in Fig. 4 .
Since the wave functions do not have the full symmetry of the problem, but the ionization yield is symmetric under relabelling of the electrons, we share the divide regions (1) into subregions (1X), (1Y), (1Z) corresponding to SI along the r 1 , r 2 , or r 3 coordinates. Similarly, regions 2 are split into (2XY), (2YZ), (2ZX) corresponding to DI along the (r 1 , r 2 ), (r 2 , r 3 ), or (r 3 , r 1 ) axes. Together with regions for the neutral and triply ionized atom this gives us a total of eight different regions in 3D space.
Fluxes between the regions are defined in similar manner: f At each step of the calculation the probability currents j and all 19 fluxes are computed from the wave functions and Eq. (9), and are integrated using Eq. (10) to obtain the instantaneous occupation of each region. Then populations in corresponding regions are added to obtain information about the different ionization stages. For example, to obtain population of DI state P 2 one should account for fluxes through all borders of (2XY), (2YZ) and (2ZX) regions.
As fluxes through regions corresponding to different electrons are distinguishable, the following total ionization channels can be resolved unambiguosly : 0 − 1, 0 − 2, 0 − 1 − 2, 0 − 2 − 3, 0 − 1 − 3, and 0 − 3. Also, populations of different states corresponding to different electrons can be calculated. For example, population of a state with only the X electron ionized is obtained as an integral of the following combination of fluxes f
. The reported calculations correspond to the wavefunction given by Eq. (3) of the letter. As written there it is enough to consider the single element of the sum, e.g. ψ 12 corresponding to two electrons with spin pointed upwards (referred to as U electrons) while the remaining electron corresponding to the third dimension (i.e. Z) has spin down. ψ 12 (r 1 , r 2 ) is necessarily antisymmetric in its arguments and the electrons X and Y both with spin up (i.e. U ) are indistinguishable. We have verified that all partial fluxes involving X and Y channels are identical numerically so we may define symmetry channels for spin-up U electrons (summing identical populations for X and Y ) and D electron.
Correspondingly, each total ionization channel can be separated into definite paths for U and D electrons. E.g. there are two possible spin contributions to the 0 − 2 channel, namely 0 − U D and 0 − U U . Similarly, the 0−1−3 channel has two contributing paths 0−U −U U D and 0 − D − U U D.
The above suggests that one is not able to determine whether the double ionization in the total 0−2−3 channel corresponds to a sequential or a direct processes. This is due to the fact that the corresponding fluxes are evaluated on the border between two electrons and three electrons regions. But this is not a whole truth. Consider, e.g., a flux from (2U D) to (3) Therefore, with a single plausible assumption we may identify all the possible ionization channels in a fully time-resolved way.
