Abstract. An ad hoc data source is any semi-structured, non-standard data source. The format of such data sources is often evolving and frequently lacking documentation. Consequently, off-the-shelf tools for processing such data often do not exist, forcing analysts to develop their own tools, a costly and time-consuming process. In this paper, we present an incremental algorithm that automatically infers the format of large-scale data sources. From the resulting format descriptions, we can generate a suite of data processing tools automatically. The system can handle large-scale or streaming data sources whose formats evolve over time. Furthermore, it allows analysts to modify inferred descriptions as desired and incorporates those changes in future revisions. 
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Despite the expediency of producing ad hoc data, these data formats become very difficult to deal with because of missing documentation, the lack of tools, and corruptions caused by repeated redesign and re-engineering over time. In the past, ad hoc data analysis usually involved writing a shell script or oneoff wrapper program to parse each data format, a practice which is expensive, error-prone and brittle.
The pads project [11] aims to solve the above problems. The central technology is a declarative, type-based, data description language that allows the user to specify the physical layout of data sources as well as semantic properties of the data. pads specifications can be compiled into a suite of processing tools such as a statistical reporting tool, an XML converter and a query engine, and programming libraries including parser, printer and traversal functions. Figure  2 shows the pads description for the wl data source, and Figure 3 demonstrates the XML translator output automatically generated from the pads description. The large scale as well as the streaming and evolving nature of many ad hoc sources led us to believe that a system which automatically learns a pads description of a given data source and incrementally updates that description as the source evolves could significantly improve the productivity of ad hoc data users. As a first step, we developed an unsupervised algorithm learnpads [7, 8] that automatically infers a pads description of a data source by computing frequency statistics for the tokens in the data and using an information theoretic score to guide description optimization.
This algorithm, however, has three important limitations: first, it requires that all data fit into main memory and contains procedures that are quadratic to the size of data, and therefore cannot scale to very large sources; second, when the data format evolves over time, the description has to be learned from scratch; and finally, machine learned description, while optimized for both precision and conciseness at the same time, may not be very user-friendly in terms of readability.
In this paper, we propose a new algorithm that incrementally infers descriptions of large scale or evolving ad hoc data sources. 5 The system takes as input an initial description and a new batch of data. It returns a modified description that extends the initial description and covers the new data. The initial description may be supplied by the user or automatically generated using the original learnpads system. This iterative architecture enables the learning of a very large data source by partitioning it into smaller batches and updating the description from one batch to the next. It also allows the user to modify the description output at the end of an iteration (e.g., renaming the automatically generated variable names), and insert the revised description back into the loop.
The main contributions of this paper are:
1. The design of a new system for generation of data descriptions and end-toend ad hoc data processing tools from example data. The system is incremental and interactive, allowing it to process streaming data a chunk at a time, and allowing users to intercede to correct, adapt or modify intermediate results.
2. The engineering and optimization of algorithms that allow the system to handle large, industrial data sources of 30GB or more in a matter of a few hours.
3. The evaluation and analysis of the system on 16 different examples drawn from various industrial data sources.
In the rest of the paper, we describe the new incremental inference algorithm (Section 2) and give a comprehensive experimental evaluation of the system (Section 3). We then compare this system with some related work (Section 4) and finally conclude the paper (Section 5). 
Main Algorithm
Our main algorithm can be characterized as a user-assisted bootstrapping processing, depicted in Figure 4 . Given a candidate description D, the algorithm uses D to parse the records in the data source. It discards records that parse successfully, since these records are already covered by D, but it collects records that fail to parse. Specifically, if a portion of a record fails to parse, that failure will be detected at a particular node in D. These failed portions are collected in an aggregation data structure A that mirrors the structure of D. When the algorithm accumulates M such records, where M is a parameter of the algorithm, it transforms D to accommodate the places where differences were found (i.e., by introducing options where a piece of data was missing or unions where a new type of data was discovered). It then uses the original learnpads algorithm to infer descriptions for the aggregated portions of bad data, and merge these new sub-descriptions into the transformed description to produce a new, refined description D'. This refined description subsumes D and describes the M new records. In addition, the algorithm attempts to preserve as much of the structure of D as possible, so users supplying initial descriptions can recognize the resulting descriptions. This is so because the updates are localized to only parts of D that incur parsing errors. At this point, the user can optionally get into the loop and makes modification to the description to create D''. The algorithm then makes D'' the new candidate description and repeats the process until it has consumed all the input data. We call the main loop in Figure 4 the incremental learning step. The initial description D can either be supplied by a user or be inferred automatically by applying the original algorithm to N records selected from the data source, where N is another parameter.
In the following, we present the algorithm in more detail. Figure 5 defines the data structures for descriptions D, data representations R, and aggregate structures A. Some data types, such as the switched union, are omitted for the succinctness of the presentation. In these definitions, variable re ranges over regular expressions, e over host language expressions, s and t over strings, and i over integers. For simplicity of presentation, we assume just three base types: integers, strings that match a regular expression and strings with a fixed width specified by an expression. Synchronizing tokens, or sync tokens for short, correspond to string literals in pads descriptions. Such tokens, which are often white spaces or punctuation, serve as delimiters in the data and are useful for detecting errors. The binary dependent pairs Pair (x:D1, D2) are a simplification of pads more general Pstructs. The variable x refers to the data parsed by D1 and may be used in D2. The union Union (D1, D2) provides a choice between descriptions D1 and D2. An array description Array(D, s, t) has an element type described by D, a separator string s that appears between array elements, and a terminator string t. Finally, Option D indicates D is optional. To resolve ambiguities, unions are biased towards their first element, arrays are biased towards a longest match semantics and options are biased towards matching as opposed to not matching.
Preliminaries
A term R is a parse tree obtained from parsing data using a description D. Parsing a base type can result in a string, an integer or an error. Parsing a sync token Sync s can give three different results: Good, meaning the parser found s at the beginning of the input; Fail, meaning s is not a substring of the current input; or Recovered s', meaning s is not found at the beginning of the input, but can be recovered after "skipping" string s'. The parse of a pair is a pair of representations, and the parse of a union is either the parse of the first branch or the parse of the second branch. The parse of an option is either the parse of its body or empty. The parse of an array includes a list of parses for the element type, a list of parses for the separator and a parse for the terminator which appears at the end of the array.
An aggregation structure accumulates the set of currently unparseable data fragments whose form must be learned for inclusion in the grammar. The aggregation structure mirrors the structure of the description D with two additional nodes: an Opt node and a Learn node. The Learn nodes accumulate extra data whose structure must be learned. The Opt nodes do the opposite: they mark where data were missing. An invariant of the aggregation structure is that newly inserted Opt nodes always wrap either a BaseA or a SyncA node.
Incremental Learning
Step Figure 6 gives pseudo-code for the incremental learning step. The input is the current description D and a batch of data records xs. The init aggregate function initializes an empty aggregate according to description D. During parsing, the algorithm iteratively updates a list of possible aggregates As, seeded with the initial aggregate of D. For each data record x, the algorithm uses the parse function to produce a list Rs of possible parses. It then calls the aggregate function to merge each parse R in the current list of parses with each aggregate A in the current list of aggregates. (We use '::' to denote prepending an element onto the front of a list.) Note that the potentially large number of parses and the growing list of aggregates in the inner loop are the performance bottleneck. We will show in Section 2.6 some strategies to alleviate this complexity. When the system finishes parsing all the input data, the algorithm uses the select best function to select the best aggregate from the list of candidate aggregates As. The select best function counts the total number of Opt and Learn nodes in each of the aggregates, and returns the one with the smallest number. The idea is that the aggregate with the smallest number of added nodes is more likely to represent a description that is closest to the original description.
Finally, the update desc function uses the structure of the best aggregate to update the previous description D to produce the new current description D'. The update desc function works by doing two things. First, it converts the aggregate structure back to a pads description with Opt nodes translated to Poption types. In addition, it invokes the learnpads format inference algorithm to learn a subdescription for the data collected at each of the Learn nodes and replaces these Learn nodes with these new sub-descriptions. Second, it uses rewriting rules to improve the overall description.
Parsing
Our parser is a top-down recursive descent parser that performs error detection and recovery using synchronizing tokens. Figure 7 describes the most important elements of the parsing algorithm. For simplicity and brevity, we describe the algorithm abstractly using a relation of the form (R,m) ∈ L(D,E,s,s'). This relation may be read "using description D and operating within the environment E, parsing the input I = s.s' will consume input prefix s and leave s' as the residual input, returning the parse tree R and correctness metric m." The environment E is a mapping from variable names x to parse trees R. This environment stores the binding of variables to parse trees that the pads dependent pair construct introduces. We use the symbol 'ϵ' to denote the empty environment.
and s ∈ L(re) and s'' ∈ prefix(s') and
if E(e) = Int k and k >= 0 and s = c1...ck and m = (0,1,0,k) (Error, (1,0,0,0)) ∈ L(PstringFW(e),E,"",s') if E(e) ̸ = Int k for any k > 0 (Error, (1,0,0,0)) ∈ L(PstringFW(e),E,"",s') if E(e) = Int k and k > 0 and len(s') < k
and s3.s2 ̸ ∈ sprefix(s1.s2) for any s3 and m = (1,0,len The parse metric m measures the quality of a parse. It is a 4-tuple: (e, g, s, c) , where the e is the number of tokens with parse errors, g is the number of tokens parsed correctly, s is the number of characters skipped during Sync token recovery, and c is the number of characters correctly parsed. To sum two parse metrics, we sum their components: (e 1 , g 1 , s 1 , c 1 ) + (e 2 , g 2 , s 2 , c 2 ) = (e 1 + e 2 , g 1 + g 2 , s 1 + s 2 , c 1 + c 2 ). We compare parse metrics by comparing the ratios of correctly parsed characters against erroneous tokens and the estimated number of skipped tokens. We estimate the number of skipped tokens by computing the fraction of the number of skipped characters over the estimated token length. Hence, (e 1 , g 1 , s 1 , c 1 
An Example of Parsing and Aggregation
To illustrate the parsing and aggregation phases of the algorithm, we introduce a simple example. Suppose we have a description d, comprised of a pair of an integer and a sync token "*", and we are given the following three lines of new input: "5*" and "abc*" and "8$". Figure 8 shows the three data representations that result from parsing the lines, which we call R1, R2 and R3, respectively. Notice the first line parsed without errors, the second line contains an error for Pint and some unparseable data "abc", and the third contains a Fail node because the sync token * was missing. Figure 9 shows the aggregation of R1 to R3 starting from an empty aggregate. In general, Error and Fail nodes in the data representation trigger the creation of Opt nodes in the aggregate, while unparseable data is collected in Learn nodes.
Description Rewriting
Once we have successfully parsed, aggregated and relearned a new chunk of data, we optimize the new description using rewriting rules. Our original nonincremental algorithm already had such an optimization phase; we have modified and tuned the algorithm for use in the incremental system. Description rewriting optimizes an information-theoretic Minimum Description Length (MDL) score [9] , which is defined over descriptions D as:
where TC(D) is called the type complexity of D and ADC(x 1 , . . . , x k | D) is called the atomic data complexity. The type complexity is a measure of the size of the abstract syntax of D. The atomic data complexity of data records x 1 , . . . , x k relative to D is the number of bits required to transmit an average data record given the description D. The MDL score of D is the weighted sum of these two components. Our experiments indicate a weight w of approximately 10 is effective in our domain. Given a rewriting rule that rewrites D to D', the rule fires if and only if MDL(D) ≤ MDL(D'). Rewriting continues until no further rule can fire. Hence, our rewriting strategy is a greedy local search.
The original learning system contains many MDL-based rewriting rules, for example, to flatten nested structs and unions and to refine ranged types. BlobFinding is an important new rewriting rule which takes a given sub-description D and uses a heuristic to determine if the type complexity of D is too high w.r.t. the amount of data it covers. If this is true, and there is an identifiable constant string or pattern re that immediately follows D, then we rewrite D to Pstring_SE(:re:). This rule is tremendously helpful in controlling the size and complexity of learned descriptions. Without it, descriptions can grow in complexity to the point where parsing is slow and the algorithm fails to scale.
We also introduced a new data dependent rewriting rule called MergeOpts to optimize a pattern that occurs frequently in descriptions during incremental learning. Recall that the aggregate function introduces Opt nodes above a BaseA or SyncA node whenever the corresponding Base or Sync token in the description failed to parse. When faced with an entirely new form of data, the algorithm is likely to introduce a series of Opt nodes as each type in the original description fails in succession. The MergeOpts rule collapses these consecutive Opt nodes if they are correlated, i.e., either they are all always present or all always absent.
Optimizations
The pseudo-code in Figure 6 suggests the number of aggregates is of the order O(p n ), where p is the maximum number of parses for a line of input and n is the number of lines to aggregate. Clearly, this algorithm will not scale unless p and n are bounded. To deal with this problem, we have implemented several optimizations to limit the number of parses and aggregates.
The first key optimization culls parses based on the parse metric m.
To be more precise, we instrument the implementation of the parse function to return a list of parse triples (r,m,j) , where r is the data representation of the parse, m is the metric associated with r, and j is the position in the input after the parse rather than just representations. We define a clean function that retains all perfect parses or, if no perfect parse exists, the best k non-perfect parses within the same span. This idea is similar to the dynamic programming techniques used in Earley Parsers [6] .
A second optimization, the parse cut-off optimization, terminates a candidate parse when parsing a struct with multiple fields f 1 , f 2 , ..., f n if the algorithm encounters a threshold number of errors in succession. This may result in no possible parses for the top-level description, in which case we restart the process with this optimization turned off.
A third optimization is memoization. The program keeps a global memo table indexed by the pair of a description D and the beginning position for parsing D. This table stores the result for parsing according to D at the specific position. 
Experimental Results
To evaluate the performance of our prototype system and to understand the trade-offs in setting the various parameters in the algorithm, we ran a number of experiments using 16 data sources. These sources are divided into two groups: six large files, each more than 1GB, and ten smaller files, each under 1GB. Table  1 lists the names of these data sources, the file sizes, the number of lines, and brief descriptions. We conducted our experiments on a 2.4GHz machine with 24 GBs of memory and two 64-bit quad-core Intel Xeon Processors running Linux version 2.6.18. Our system is single-threaded, so we effectively used only one of the eight available cores.
Benchmark data sources. We are interested in two kinds of performance measures: time to learn a description and quality of the learned description. The time to learn can be further broken down into two components: time to learn the initial description and time to learn with an initial description in hand. The quality of the description can be measured in three ways: the MDL score [9] of the description, the edit distance [4] between the learned description and a "gold description" written by human expert, and the accuracy of the learned description. The MDL score provides a fully automated way to quantify both the precision and the compactness of a description, with smaller MDL scores corresponding to better descriptions. However, while MDL is useful, it is best seen as a proxy measure, since humans may prefer a description with a higher MDL score if that description better captures the human being's intuitions.
To address this concern, we use edit distance to measure how close the learned description is to something a human being might write. This metric counts the number of edits necessary to convert the learned description into a "gold description" written by a human being, where an edit can be either an insertion or deletion of a node in the description. More precisely, the distance measure is a relative edit distance score: |D| denotes the total number of nodes in D. We have empirically determined that a relative edit distance of less than 1 indicates a relatively good description. Of course, the edit distance measure may also be imperfect as there can be a number of different but equally "good" ways to craft a gold description. Nevertheless, we have found it a useful measure. Finally, our system would not be very useful if the learned description was not correct. Therefore, we also use an accuracy measure, which reports the percentage of original data source that the learned description parses without errors.
Large data sources. Our first experiment learns a description for each of the six large data sources in the benchmark. We set the initial batch size N to be 2000 and the incremental batch size M to be 100. Table 2 reports the MDL and distance scores, the accuracy, and the total learning time. In addition, it report various times to parse the data. The parse time is the time it takes the algorithm's parse function to parse the source data using the learned description. The pads time is the time it takes the generated pads parser to parse the same data. To put these parsing times in perspective, we list the time to count the total number of lines using the Unix wc -l command and the time to parse the data using the simple pads type Pstring(:Peor:), a.k.a blob, which parses each line as a newline-terminated string. The result shows that the incremental learning algorithm can learn the format of a 30GB file in a few hours. Importantly, the learned descriptions are all correct with respect to their original raw data.
Scaling performance. In the next experiment, we evaluate how the algorithm scales with increasing data size by running the system on increasingly large fractions of each of the small data files, starting with 20% and ending with 100%. For a given data source, we empirically determined which values of the batchsize parameters N and M give the best result when learning the entire source, and then used those values for this experiment. Figure 10 plots the resulting total learning time versus the percentage of the data file used in learning. The graph shows the algorithm enjoys near linear scale-up for all sources except 4046.xls, which flattens after 40% of data. The BlobFinding rule is the cause of this anomaly: learning the initial description takes a relatively long time, but after the algorithm sees the first 40% of the data, the BlobFinding rule simplifies the description to one that parses much more quickly. Initial and incremental batch size. We study the interplay of parameters N and M next. For each of the 10 small files, we repeatedly doubled N from 500 to 32000. For each N , we repeatedly quadrupled M from 25 to 6400. For each resulting pair of N and M , we ran the learning system on each data file and recorded the learning time, the MDL score and the relative distance score. All the learned descriptions parse the original data without error and therefore achieve 100% accuracy. We show only the results for messages.sdb in Table 3 , while the remaining results are available on the web [1]. Table 3 represents a twodimensional array, in which the N increases downward and the M increases to the right. Each table cell contains three numbers: the distance score, the MDL score and the total learning time in seconds. The number in parenthesis in the first column is the time to learn the initial batch in seconds, which is the same across all M 's. As a baseline, we add a "Manual" row in which the time for the expert to produce an initial description is estimated to be 1 hour and the subsequent learning starts from that description. We highlight the best result in the table. The best description for message.sdb is learned with N = 16000 and M = 400 which are the parameters used for the scaling test of this source. In general, as M goes up, the total learning time increases. With smaller batch sizes, the system updates descriptions more frequently, often simplifying them. These simplified descriptions parse more efficiently and hence require less time. When N is large, this phenomenon is not as prominent because the initial description learned from large initial batches is often good enough to cover most of the remaining data, and thus no incremental updates are needed.
Our main conclusion is that the end results of our algorithm are sensitive to the quality of the initial description, and that the quality of the initial de- scription is dependent upon the initial batch of data. This is to be expected since our rewriting system is an incomplete, greedy local search, and therefore is sensitive to the initial candidate grammar it starts with. But given that the user can examine the intermediate descriptions during any iteration, necessary adjustments can be made to influence the final description.
To illustrate the quality of learned description and the difference between it and the gold description, we show the gold description and the best learned description of messages.sdb in Figure 11 and Figure 12 . The learned description maintains a top-level structure almost identical to the gold description, except the gold description has slightly more refined details about the message t type, which was represented by Popt Struct 6113 and the blob at the end. The gold and learned descriptions for the other files are available on the web [1].
Related Work
There is a long history of research in grammar induction, the process of discovering grammars from example data. Vidal [13] and De La Higuera [10] both give surveys of research in the area. Readers are also referred to the extensive survey in this area from our previous paper [7] .
The adaptations of our algorithm to incremental processing are partly inspired by traditional compiler error detection and correction techniques. In particular, the idea of using synchronizing tokens as a means for accumulating chunks of unknown/unparseable data has long been used in parsers from programming languages (see Appel's text [2] for an introduction to such techniques). This heuristic appears to work well in our domain of systems logs as these logs are usually structured around punctuation symbols (commas, semi-colons, ver- Other incremental algorithms for learning grammars from example data have been developed in the past. For example, Parekh and Honavar [12] have developed and proven correct an incremental interactive algorithm for inferring regular grammars from positive examples and membership queries. This algorithm works quite differently than ours: it operates over automata and it uses membership queries, which ours does not. More broadly speaking, Parekh and Honavar and many other related algorithms provide beautiful theoretical guarantees. In contrast, we have focused on implementation, empirical evaluation and scaling to support massive data sets.
Another place in which grammar induction is used is in information extraction from web pages. One example (amongst many others) is work by Chidlovskii et al. [5] , which seeks to learn wrappers (i.e., data extraction functions) by using a modified edit distance algorithm. Our algorithm also uses edit distance in its guts to measure similarity between chunks of data. However, the edit distance metric we use is just one element of a larger induction algorithm related to Arasu and Garcia-Molina's recursive descent algorithm [3] . Chidlovskii et al.'s algorithm is also incremental -it integrates one new record of data at a time into a grammar. Our algorithm integrates batches of new data at a time. One reason we chose a batch-oriented approach is that processing data in batches helps disambiguate between various possibilities for both token definitions and tree structure. The tagged tree-structure of XML or HTML documents eliminates many of the ambiguities that appear in log files where the separators or tags are not known a priori. Our ad hoc data sets also appear different from the web-based data studied by Chidlovskii et al. in terms of their scale: our data is about a million times larger.
Conclusion
Ad hoc data sources are extremely difficult to manage because of their large size, evolving format, and lack of documentation. In this paper, we have presented the design, implementation and evaluation of a system for incrementally learning the structure of large or stream ad hoc data files. The output of the system is a data description in pads language which can further generate end-to-end data processing tools. The system allows the users to get into the iterative learning process and make the description more accurate and readable.
