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Laburpena: Konputazio ebolutiboan, algoritmoek optimizazio-problemen gainean du-
ten errendimendua ebaluatzeko, ohikoa izaten da problema horien hainbat instantzia 
erabiltzea. Batzuetan, problema errealen instantziak eskuragarri daude, eta beraz, espe-
rimentaziorako instantzien multzoa hortik osatzen da. Tamalez, orokorrean, ez da hori ger-
tatzen: instantziak eskuratzeko zailtasunak direla tarteko, ikerlariek instantzia artifizialak 
sortu behar izaten dituzte. Lan honetan, instantzia artifizialak uniformeki zoriz sortzea-
ren inguruko aspektu batzuk izango ditugu aztergai. Zehazki, bibliografian horrenbestetan 
onetsi den ideia bati erreparatuko diogu: Instantzien parametroen espazioan zein helbu-
ru-funtzioen espazioan uniformeki zoriz lagintzea baliokideak dira. Exekutatu ditugun es-
perimentuen arabera, baliokidetasuna kasu batzuetan ez dela betetzen frogatuko dugu, eta 
beraz, sortzen diren instantziek espero diren ezaugarriak ez dituztela erakutsiko dugu.
Hitz gakoak: Optimizazio konbinatorioa, problema, ranking, instantzia, parametroa.
Abstract: In evolutionary computation, it is common practice to use sets of instances 
as test-beds for evaluating and comparing the performance of new optimisation algo-
rithms. In some cases, real-world instances are available, and, thus, they are used to 
constitute the experimental benchmark. Unfortunately, this is not the general case. Due 
to the difficulties for obtaining real-world instances, or because the optimisation prob-
1 Artikulu hau [1] lanean dago oinarrituta, eta aurrekoa publikatu ondoren garatutako 
ikerketa jasotzen du.
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lems defined in the literature are not exactly as those defined in the industry, practition-
ers are forced to create artificial instances. In this paper, we study some aspects related 
to the random generation of artificial instances. Particularly, we elaborate on the as-
sumption that states that sampling uniformly at random in the space of parameters is 
equivalent to sampling uniformly at random in the space of functions. Illustrated with 
some experiments, we prove that for some type of algorithms this assumption does not 
hold.
Keywords: Combinatorial optimization, problem, ranking, instance, parameter.
1. SARRERA
Optimizazio heuristikoaren arloan, komunitateak ehunka teknika pro-
posatu izan ditu planteatu izan diren optimizazio konbinatorioko proble-
mak ebazteko. Batzuetan, problema horiek errealak dira, eta euren ja-
torria anitza izan ohi da. Industria [2], logistika [3], hezkuntza [4] edo 
osasuna [5] dira aniztasun horren adibide. Aldiz, gehienetan, komunita-
tearen beharrak direla eta, optimizazio-teknika aurreratuak garatzeko ba-
tik bat, jatorrizko problema horiek moldatu egiten dira. Batzuetan zailtasun 
maila handitzeko, eta beste batzuetan aldiz, errealitateak inposatzen dituen 
murriztapen partikularrak sinplifikatzeko.
Zoritxarrez, hainbat arrazoi direla medio, problema errealak eskuratzea 
zaila izaten da. Kasu batzuetan, ezagutzen diren adibideak zaharrak dira 
(1980ko hamarkadakoak), eta gaur egungo konputazio-baliabideak kontuan 
hartuta, optimizazioa berehalakoa da. Beste kasu batzuetan, konfidentzial-
tasun-arrazoiak direla eta, ia ezinezkoa da instantzia errealak lortzea.
Argudioak argudio, sarritan, proposatutako algoritmoen errendimendua 
ebaluatzeko beharrezkoak diren problemen instantziak urriak dira. Arazo 
horri aurre egiteko eta azterketa esperimentalak gauzatzeko, ikertzaileek 
instantzia artifizialak sortu ohi dituzte, ahal den neurrian, problema errea-
lek dituzten ezaugarriak kontuan izanik. Ezinezkoa denean aldiz, instan-
tziak uniformeki zoriz sortu ohi dira.
Nola edo hala, instantzia artifizialak erabiltzea algoritmoen konparazio 
esperimentala egiteko erabat onartuta dagoen prozedura bat da. Izan ere, bi-
bliografian ehunka adibide aurkitu ditzakegu. Batzuk aipatzearren, eta per-
mutazio-problemetan [6] zentratuta, Gent et al. [7]-ek saltzaile ibiltariaren 
problemaren (Travelling Salesman Problem) ausazko instantzien transizio-
fasea izan zuten aztergai. Instantziak sortzeko, n hiri uniformeki ausaz ko-
katzen zituzten espazio cartesiar batean, eta distantziak bertatik eratorri.
[8] artikuluan, instantzia artifizial multzo bat proposatu zen permuta-
tion flowshop scheduling problem (PFSP) problemarako. Autorearen ara-
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bera: ahalik eta instantzia zailenak sortzeko asmotan, ausazko instantzia-
multzo handi bat sortu zuen ([9] artikuluan proposatutako zorizko zenbaki 
sortzailea erabiliz). Jarraian, tabu-bilaketarako algoritmo bat aplikatu zuen 
hainbat aldiz instantzia bakoitzaren gainean. Lortutako emaitzak aztertu 
ostean, zailenak ziruditen 120 instantzia aukeratu zituen, zailenak zirudite-
nak.
[10] artikuluan, autoreek 188 instantzia bildu zituzten, historian zehar 
esleipen-problema koadratikoaren (Quadratic Assignment Problem (QAP)) 
inguruan eginiko ikerketetan proposatuak, eta eskuragarri jarri zituzten 
guztiak QAP Library izeneko on-line biltegi batean. Haietatik, bakarrik 42 
ziren jatorri errealeko instantziak; gainerako guztiak prozedura artifizial 
bati jarraituz sortu ziren. [11] artikuluan ordea, hainbat algoritmo metaheu-
ristiko konparatu ostean, QAP Library biltegiko instantziak errazegiak di-
rela ondorioztatu zen. Aukeratutako algoritmoak, guztiak ziren optimoetara 
heltzeko gai. Hori dela eta, 100 instantzia zailez osaturiko multzo berri bat 
proposatu zuten.
Ordenazio linealaren problemari (Linear Ordering Problem (LOP)) 
dagokionez, artikuluetan gehien erreferentziatzen den liburutegia LOLIB 
da [12]. Liburutegi horretan, ekonomiaren arlotik eratorritako 49 instantzia 
erreal biltzen dira. [13] artikuluan ordea, autoreek, berriro ere, instantzien 
zailtasun-maila apala nabarmenduta, instantzia-multzo berri bat sortu zu-
ten, instantzia errealen ezaugarriak mantenduz, baina zailtasuna areagotuz; 
instantzia berriok, LOLIB-eko instantzien parametroak uniformeki ausaz 
laginduz lortu zituzten. Aurrekoez gain, [14, 15] artikuluan, beste instan-
tzia-multzo bat proposatu zen. Kasu horretan, autoreek [0,100] tartean uni-
formeki ausaz laginduz lortu zituzten parametroak.
Aipatu ditugun lanetan ikusi daitekeen bezala, instantzia artifizialak 
sortzeko, ohikoa da horiek osatzen dituzten parametroak uniformeki ausaz 
lagintzea. Helburua da instantzien espazioaren eredugarria den instanzia-
lagin uniforme bat lortzea da. Baina prozedura hori zuzena izateko, para-
metroen espazioan uniformeki ausaz lagintzea eta instantzien/helburu-fun-
tzioen2 espazioan uniformeki ausaz lagintzea baliokideak izan behar dira.
Lan honetan, baliokidetasun hori izango dugu eztabaidagai. Egindako 
ikerketaren arabera, algoritmoak optimizazio-prozesuan zehar soluzioei da-
gozkien helburu-balioak ezplizituki erabiltzen baldin baditu, orduan helbu-
ru-funtzioen espazioa infinitua da, eta beraz, baliokidetasuna betetzen da. 
Aldiz, optimizazio-algoritmoak soluzioen helburu-funtzioen balioak kon-
paratu besterik ez badu egiten (hobeagoa, txarragoa...), orduan algoritmoak 
bereiz dezakeen instantzia/funtzio kopurua finitua da. Egindako esperi-
2 Irakurketa errazteko, hemendik aurrera ‘funtzioa’ terminoa erabliko dugu ‘helburu-
funtzio’ terminoari erreferentzia egiteko.
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mentuen arabera, kasuan horretan baliokidetasuna ez dela betetzen ikusiko 
dugu.
Gainerako atalak ondorengo erara antolatzen dira: hurrengo atalean, la-
naren muina ulertzeko behar den oinarri teorikoa azaltzen da; 3. atalean, 
instantzien zorizko laginketaren inguruko eztabaida eta ondorioak aurkez-
ten dira; azkenik, 4. atalean, ondorioak eta etorkizuneko ikerketa-lerro ba-
tzuk proposatzen dira.
2. PROBLEMAK, INSTANTZIAK ETA PARAMETROAK
Atal honetan, eztabaida aurrera eramateko beharrezkoak diren termi-
noak definitzen eta ilustratzen dira.
Optimizazio konbinatorioko problema bat P = (Ω, f) tuplak definitzen 
du, non Ω bilaketa-espazio finitu bat den eta f : Ω → ? helburu-funtzioa 
den. Lan honetan, permutazio-problemetara mugatuko garen arren, propo-
satzen dugun azterketa edozein konbinatorio-problematara da aplikagarria. 
Kasu zehatz honetan, Ω izango da n tamainako permutazio guztien taldea 
izango da (n problemaren tamaina izanik). Problema f maximizatuko (edo 
minimizatuko) duen σ* ∈  Ω bilatzean datza.
Aurreko elementuez gain, problema baten kasu partikular bat defini-
tzeko sarrera batzuk behar ditugu; sarrera horiei, parametro deituko diegu, 
eta kasu partikular hori definitzen duen parametro-multzoari instantzia dei-
tuko diogu. Hiru termino horiek —problema, parametro eta instantzia— 
ilustratzeko, ordenazio linealaren problema edo LOP erabiliko dugu (per-
mutazio-problema bat).
Linear Ordering Problem (LOP). Izan bedi B = [bij]n×n matrizea, 
non bij ∈ ?. LOPa-ren helburua Bko errenkadak eta zutabeak berrorde-
natzea da, diagonal nagusiaren gainean geratzen diren elementuen batura 
maximizatzeko (edo, diagonal azpiko sarreren batura minimizatzeko); be-
rrordenazio hori permutazio baten bidez adieraziko dugu. Jarraian dagoen 
ekuazioak LOParen helburu-funtzioa formalizatzen du:
 
f ( )= b
i j
j?i?1
n
i?1
n–1
 
(1)
non σi baita σ-ren i-garren posizioari esleitutako lerroaren (eta zutabea-
ren) indizea den.
LOPa, lehenengo aldiz, 1958an eman zen ezagutzera. Garai har-
tan, ekonomiako zenbait sektoreren arteko erlazioak modelatzeko erabili 
zen [16]. Gaur egun aldiz, aplikazioak ugariak dira eta oso arlo desberdine-
EKAIA 34.indd   264 6/11/18   20:28:22
EKAIA, 34 (2018) 265
Zorizko instantzia uniformeak sortzen al dira optimizazio konbinatorioan?
tan aplikagarria da, esaterako, arkeologian, grafoen teorian edo psikologia 
matematikoan [17].
LOParen matrizeko bij elementuei parametro deritzegu, eta B matrizea 
osatzen duten parametro guztien balio-esleipen bati, instantzia; n(n – 1) pa-
rametroz dago osatuta (helburu-funtzioari erreparatuz, argi dago diagonal 
nagusiko parametroak ez direla kontuan izaten). Ikus 1. irudia.
3. AZTERKETA
Sarreran aipatu dugun bezala, parametroak uniformeki zoriz lagintzea-
ren motibazioa instantzia-lagin uniformeak lortzea da, problemaren zail-
tasunaren eredugarri dena, alegia. Baina, sortzen den proba-kasuen lagina 
uniformea al da ohiko prozedurari jarraituz? Hori horrela izateko, instan-
tziak parametroen espazioan uniformeki ausaz lagintzea eta instantziak fun-
tzioen espazioan uniformeki ausaz lagintzea baliokideak izan behar dira.
1. irudia. n = 5 tamainako LOParen ins-
tantzia baten adibidea. Grisean nabarmen-
dua dauden elementuak dira helburu-fun-
tzioan batzen direnak.
Instantziei dagokienez, uniformeki ausaz esaten denean, optimizazioa-
ren ikuspegitik bi egoera bereiz ditzakegu, soluzioa bilatzeko erabiltzen 
den algoritmo-motaren arabera. Alde batetik, soluzio bakoitzari dagokion 
helburu-funtzioaren balioa modu esplizituan kontuan hartzen duten algo-
ritmoak ditugu; esate baterako, Simulated Annealing [18] algoritmoa edo 
erruleta-hautestepena edota Boltzmann-en hautespena erabiltzen duten 
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edozein algoritmo ebolutibo [19]. Beste aldetik, soluzioei dagokien helbu-
ru-funtzioaren balioen konparazioa bakarrik erabiltzen duten algoritmoak 
daude (A soluzioa B soluzioa baino txarragoa denetz, alegia). Multzo ho-
netan, tabu-bilaketa, Variable Neighbourhood Search algoritmoa edota 
ranking-hautespena erabiltzen duen edozein algoritmo dago, besteak beste. 
Lehenengo taldeari dagokionez, edozein problema kontsideratuz gero, be-
reiz daitezkeen helburu-funtzioen kopurua infinitua da; hau da, instantzia 
osatzen duten parametroei balioak aldatuz lortzen ditugun instantzia guz-
tiak ezberdinak dira. Aldiz, bigarren taldeari dagokioenez, funtzio kopurua 
finitua da; izan ere, talde horretako algoritmoek funtzioak bilaketa-espa-
zioko soluzio guztien rankingak bailiran ikusten dituzte. Beraz, n tamai-
nako edozein problemarentzat, sor daitezkeen ranking kopurua (eta, hortaz, 
helburu-funtzioen kopurua) ⎪Ω⎪! da.
Ondorengo parrafoetan, permutazio-problema batzuk adibide gisa har-
tuta, parametroen espazioan uniformeki ausaz lagintzea eta rankingen es-
pazioan uniformeki ausaz lagintzea berdina ez dela ikusiko dugu. Zehazki, 
LOP, PFSP eta QAP problemak aztertuko ditugu. LOPa adibide moduan 
hartuta egindako esperimentazioa deskribatuko dugu eta, ondoren, espe-
rimentazioa beste bi problemetara hedatuko dugu. Azkenik, problemaren 
zailtasunari begira3, baliokidetasuna ez betetzeak dituen ondorioak azal-
duko ditugu.
Arrazoi teknikoak direla tarteko, optimizatu beharreko helburu-fun-
tzioa, f, injektiboa dela suposatuko dugu (hau da, bilaketa-espazioko solu-
zio bakoitzak helburu-funtzio balio desberdina duela)4. Hori horrela, Ωko 
soluzio guztiak ranking bat bezala ikus ditzakegu, non soluziorik onena 
lehenengo posizioan dagoen, bigarren soluziorik onena bigarren posi-
zioan, eta abar. Artikulu honetan permutazio-problemekin dihardugunez, 
n delarik problemaren tamaina, Ωko soluzio kopurua (bilaketa espazioa-
ren tamaina, alegia) n! da (n tamainako permutazio guztiak). Kontuan izan 
behar da ranking berbera sortzen duten instantzien kopurua infinitua dela, 
eta beraz, bigarren taldeko algoritmoei dagokienez, optimizatu beharreko 
3 Optimizazio konbinatorioan, ez da existitzen zailtasunaren definizio formalik; hori 
dela eta, sarritan termino ambiguoa suerta dakiguke. Izan ere, instantzia baten zailtasuna, 
hainbat faktoreren artean, optimizatzeko erabili nahi den algoritmoari dago erabat lotuta. 
Hori dela eta, lan honetan, zailtasuna definitzeko, bilaketa lokaleko algoritmoetara muga-
tuko gara, eta optimo lokalen kopuruarekin lotuko dugu. Zenbat eta optimo lokal gehiago, 
orduan eta instantzia zailagoa.
4 Onarpen hori ez da oso murrizketa gogorra. Funtzioa injektiboa ez izateko, para-
metroen bi azpimultzo independente egon behar dira, zeinen batura berdina den. Espe-
rimentazioan parametroak ? multzoan uniformeki lagintzen dira eta, berez, edozein az-
pimultzoren (finituaren) batura ere ? multzoan egongo da eta edozein balio izango da 
posible. Hortaz, bi azpimultzo independenteen batura berdina izateko infinitesimalki txi-
kia izango da.
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problema berdina dela. Hori dela eta, nahiz eta helburu-funtzioen kopu-
rua infinitua izan, funtzio horiek sor dezaketen ranking kopurua (n!)! da 
gehienez.
3.1. LOP
Aurrekoak kontuan izanik, jarraian esperimentu labur bat egingo dugu. 
LOP problema hartuta, n = 3 tamainako 100.000 instantzia sortuko ditugu, 
horiek osatzen dituzten bk,l parametroak [0, 100] tartean uniformeki lagin-
duz. Instantzia bakoitzari dagokion soluzio-rankinga kalkulatu dugu, eta 
azkenik, ranking bakoitza zenbat alditan errepikatuta agertzen den zen-
batu dugu. Tamaina n = 3 izanik, sortu daitekeen ranking kopuru maximoa 
(3!)! = 6! = 720 da. Emaitzak 2. irudian erakusten dira, non x ardatzean 
rankingak ordena lexikografikoan adierazten diren.
2. irudia. 105 instantzia dagozkien parametroak [0, 100] tartean uniformeki au-
saz lagindu ostean sortutako rankingen agerpen kopurua. Kontuan izan behar da x 
ardatzean sor daitezkeen (n!)! rankingak kontsideratzen direla, hau da, n = 3 tamai-
narako 720.
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2. irudian ikusten diren emaitzak kontuan izanik, hainbat ondorio inte-
resgarri atera ditzakegu. Lehenik eta behin, begi-bistakoa da 720 ranking 
posibleetatik gutxi batzuk agertu direla, eta gehienak ez direla behin ere 
agertu. Honen arrazoia LOParen simetrian dago. Diagonal nagusiaren gai-
nean dauden parametroen batura maximizatzea diagonal nagusiaren azpian 
dauden parametroen batura minimizatzearen baliokidea da. Rankingeko 
lehenengo posizioan agertzen den soluzioa σ1 bada, orduan, rankingaren 
azkenengo posizioan dagoen soluzioa, σn!, σ1en iraulia (reverse) izan behar 
da5. Ezaugarri hori rankingeko gainerako soluzioetara ere hedatzen da. On-
dorioz, LOPak, (n!)! soluzio-ranking sortu beharrean, gehienez, honako so-
luzio-ranking sortuko ditu:
 
n!
2? ?! n!/ 2ii?0n!/2 ? n!2 2n!/2  (2)
non
 
n!2
ii?0
n!/2
 
aurreko propietatea betetzen duten soluzio-multzoen ko-
purua den (multzo horietan ez daude bata bestearen irauliak diren bi per-
mutazio), eta (n!/2) multzo bakoitzaren ranking posiblea guztiak dira. Gure 
adibidean, non n = 3 den, 48 ranking desberdin izango ditugu soilik.
Ranking-espazioaren hutsuneaz gain, irudiak erakusten duen histo-
grama simetrikoa dela hauteman daiteke. Hau da, x ardatzean kokatzen di-
ren lehen eta azken rankingak kopuru berean agertu direla ikusi dezakegu6. 
Horren arrazoia ere LOPak duen simetria-propietatea da. Irudian, x ardatza-
ren lehen erdian dagoen edozein rankingetako permutazioak banan-banan 
atzekoz aurrera jarriko bagenitu, irudiaren bigarren erdian dauden rankin-
gak lortuko genituzke. Simetria hori matrizeen espazioan iraultze-eragike-
tak sortzen duen simetriaren isla da.
Azkenik, irudiko histogramen altuerei erreparatuz, agerikoa da esatea 
aurrera eramandako esperimentu horretan parametroak uniformeki ausaz 
laginduz ez dela rankingen lagin uniforme bat lortu. Are gehiago, diferen-
tziak nabarmenak direla ikusi dezakegu lau ranking-multzo identifikatuz:
— Gehien agertu diren rankingen taldea XL motakoa dela esango dugu au-
rrerantzean. Horien agerpen kopurua [3431, 3681] tartera mugatu da.
— Agerpen kopurua [2410, 2617] tartean izan duten rankingak L mota-
koak izendatu ditugu.
5 Adibidez, σ1 = (14235) bada dugun permutazioa, haren iraulia σn! = (53241) da.
6 Histograma laginketa batean oinarritzen den hurbilketa da, gutxi gorabehera.
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— Agerpen kopurua [1139, 1345] tartean izan duten rankingak M mo-
takoak izendatu ditugu.
— Agerpen kopurua [723, 797] tartean izan duten rankingak S mota-
koak izendatu ditugu.
3. irudia. XL motako ranking baten adibidea, dagozkion 
helburu-funtzioen balioen deskonposaketekin, eta ondoz on-
doko soluzioen arteko murrizketekin.
4. irudia. L motako ranking baten adibidea, dagozkion hel-
buru-funtzioen balioen deskonposaketekin, eta ondoz ondoko 
soluzioen arteko murrizketekin.
Aurreko emaitzak ulertzeko asmotan, multzo bakoitzeko ranking bat 
aukeratu dugu ausaz, eta 3, 4, 5 eta 6. irudietan irudikatu dugu bakoitza. 
Horrez gain, ranking bakoitzaren alboan, soluzio bakoitzaren helburu-fun-
tzioaren balioa kalkulatzeko erabilitako parametroak (bkl) adierazi ditugu. 
Azkenik, soluzio-rankinga sortzeko, bete behar diren parametroen murriz-
ketak adierazi ditugu.
3. irudiko adibidera joz gero, ikus daiteke (123) dela permutazio onena, 
eta (132) permutazioak jarraitzen diola. Lehenengo permutazioari dagokio-
nez, haren helburu-funtzioaren balioa b12 + b13 + b23 da, eta (132) soluzioari 
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dagokiona (b13 + b12 + b32) baino handiagoa izan behar da. Sinplifikatuz, 
b23 > b32 murrizketa bete behar da (gogoratu helburu-funtzioak injektiboak 
direla, eta, beraz, berdinketarik ez dagoela).
Irudiak konparatzen baditugu, ranking multzo bakoitzean murrizketen 
egiturak desberdinak direla ikusten da. S multzoko adibidera joz gero, be-
gi-bistakoa da haren murrizketak, nabarmen gogorragoak direla XL mul-
tzokoenak baino (multzo berean dauden rankingek murrizketa-egitura ber-
bera partekatzen dute). Argi dago murrizketa horiek [0, 100]n espazioan 
definitzen dituzten hiperbolumenen tamainak proportzionalak direla ran-
king bakoitzaren agerpen kopuruarekiko. Zehazki, hiperbolumenen ta-
mainak, hurrenez hurren, P(XL) = 13/30, P(L) = 19/60, P(M) = 19/120 eta 
P(S) = 11/120 dira multzo bakoitzerako, eta bat datoz atera ditugun agerpe-
nen kopuruen tarteekin.
5. irudia. M motako ranking baten adibidea, dagozkion hel-
buru-funtzioen balioen deskonposaketekin, eta ondoz ondoko 
soluzioen arteko murrizketekin.
6. irudia. S motako ranking baten adibidea, dagozkion hel-
buru-funtzioen balioen deskonposaketekin, eta ondoz ondoko 
soluzioen arteko murrizketekin.
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3.2. QAP eta PFSP
Aurrekoak ikusirik, esperimentua beste bi permutazio-problematara he-
datu dugu: esleipen-problema koadratikora (Quadratic Assignment Pro-
blem, QAP, ingelesez), eta Permutation Flowshop Scheduling Problem 
problemara (PFSP) [20]7.
7. irudia. 105 QAP instantzia dagozkien parametroak [0, 100] tartean uniformeki 
ausaz lagindu ostean sortutako rankingak eta haien kopurua. Kontuan izan x ar-
datzean sortu daitezkeen (n!)! rankingak kontsideratzen direla; hau da, n = 3rako, 
720.
Quadratic Assignment Problem (QAP). Izan bitez n lantegi, n koka-
pen posible, H ∈ ?n×n (lantegien arteko lan-kargen matrizea), eta D ∈ ?n×n 
(kokapenen arteko distantzien matrizea). QAP problemaren helburua da 
7 Saltzaile ibiltariaren problema beste permutazio-problema ezagun bat da; tamalez, 
kasu hartan f ez da injektiboa, eta beraz, esperimentuaren emaitzak ezin izango lirateke tes-
tuinguru berean aztertu.
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lantegi bakoitza kokapen batean kokatzea kostu totala minimizatuz. Koka-
pen-esleipena n tamainako permutazio baten bitartez kodifikatuz gero (non 
σi baita i-garren kokalekuari esleitutako lantegia), helburu-funtzioa honela 
adieraz daiteke:
 
f ( ) ? h i j
j?1
n
di, j
i?1
n
 (3)
Permutation Flowshop Scheduling Problem (PFSP). Izan bitez n 
lan (i = 1, ..., n), m makina (j = 1, ..., m) eta P ∈ ?n×m, prozesatze-denbo-
ren matrizea, non pi,j-k adierazten baitu zenbat denbora behar duen i lanak 
j makinan prozesatzeko. Lan bakoitza egiteko, m prozesu aplikatu behar 
dira; bakoitza, makina batean. Behinj makinan sartzen denean, i lana eten 
barik prozesatuko da, eta denbora zehatz bat emango du bertan, pi,j. i lana 
j makinatik irteten denean, j + 1 makinara pasatuko da, hurrengo proze-
sua egitera, baldin eta makina libre badago. PFSParen helburua prozesa-
tze-denbora totala minimizatzen duen n lanen sekuentzia optimoa aurkitzea 
da.
Gure esperimentazioan, denbora totala total flow time (TFT) izango da. 
Irizpide horrek lan bakoitza prozesatzeko behar izan diren denbora guztiak 
batzen ditu. Soluzio bat emanik (σ) TFTaren adierazpen matematikoa ja-
rraian dagoen ekuazioak formalizatzen du:
 
f ( ) ? c i ,m
i?1
n
 (4)
non cσi,m baita σi lana burutzeko behar izan den denbora; honela kalkula-tzen da:
p i , j i ? j ?1
p i , j ? p i–1, j i ?1, j ?1
p i , j ? p i , j–1 i ?1, j ?1
p i , j ?max c i–1, j ? c i , j–1? ? i ?1, j ?1
Lehen esan bezala, LOPan egindako esperimentua QAP eta PFSP pro-
blemetan errepikatu ostean lortutako emaitzak 7. eta 8. irudietan aurkez-
ten dira. Kasu honetan ere, problemaren tamaina (n) 3 izan da. Irudi horiek 
LOP kasuan lortutakoekin alderatuta, zenbait puntu azter ditzakegu.
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8. irudia. 105 PFSP instantzia dagozkien parametroak [0, 100] tartean uni-
formeki ausaz lagindu ostean sortutako rankingak eta haien kopurua. Kontuan 
izan x ardatzean sortu daitezkeen (n!)! rankingak kontsideratzen direla; hau da, 
n = 3rako, 720.
Hasteko, LOP kasuan ez bezala, bai QAPko esperimentazioan bai 
PFSPkoan ranking guztiak agertzen dira. Horrez gain, nahiz eta irudie-
tan ondo ez ikusi, bi problemetan simetria dago rankingetan; alegia, per-
mutazio guztien kokapena bere irauliarekin erlazionatuta dago. Azkenik, 
problema horietan ere rankingak multzokatzen dira. Alabaina, PFSParen 
kasuan nabarmen altuagoa da ranking-multzoen agerraldi kopuruaren ba-
riantza LOPan eta QAPan baino. Balioak ikusirik, portaera horren jatorria 
helburu-funtzioaren definizioan dagoela dirudi. LOParen kasuan, n(n − 1) 
parametroren batuketa egiten da. QAParen kasuan, bi parametroren arteko 
n2 biderketen batura egiten da. PFSPan ordea, funtzioa askoz ere konple-
xuagoa da, errekurtsiboki kalkulatzen baita, eta baturez gain, pauso bakoi-
tzean batura maximoak kontsideratzen ditu.
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9. irudia. LOPko ranking-multzo bakoitzeko (XL, L, M eta S) ranking bat erakus-
ten da. Marra etenez inguratzen diren soluzioak interchange ingurunerako optimo 
lokalak dira. Eta marra etengabez, optimo globala adierazten da. Geziek adierazten 
dute non amaitzen den bilaketa optimo lokala ez den soluzio bakoitzetik abiatuta.
Laburbilduz: esperimentalki frogatuta geratu da ezen, instantziak para-
metroen espazioan uniformeki ausaz laginduz, ranking batzuk gehiagotan 
sortzen direla beste batzuk baino eta, beraz, ez dugula probarako funtzioen 
lagin uniformerik lortzen.
Emaitzak horrek, beste galdera aipagarri pare bat dakarzkigu:
— Instantziak parametroen espazioan uniformeki ausaz laginduz sortu-
tako rankingen agerpen kopuruan oinarrituta, posible al da rankin-
gen zailtasunaren inguruko aipamenik egitea? (Demagun zailtasuna 
optimo lokal kopuru gisa neurtzen dugula)? Aurreko prozedurari ja-
rraituz, esan al genezake ranking zailak lagintzeko probabilitatea ba-
xua dela, eta aldiz ranking errazak lagintzekoa altuagoa?
— Zer erlazio dago laginduak izateko antzeko probabilitatea duten 
rankingen artean? Adibidez, LOParen kasuan, n = 3 tamainarako, 
lau ranking-multzo ikusi ditugu (XL, L, M edo S). Talde bakoitza-
ren barruan dauden rankingak, zailtasun-ikuspuntutik, baliokideak 
al dira? Erantzuna baiezkoa balitz, kasu horretarako, LOPak 4 kasu 
besterik ez luke izango (720tik) algoritmoak probatzeko.
Galdera horiei erantzuteko saiakera bat egiteko asmoz, LOPan zentra-
tuko gara berriro. Dagoeneko aipatu dugu ranking-multzo bakoitzean dau-
den rankingek murriztapen-egitura partekatzen dutela. Baina zein da erla-
zioa zailtasunarekiko erlazioa? Galderari erantzuteko, esperimentu labur 
bat garatuko dugu: interchange ingurunean8 darabilen bilaketa lokaleko al-
8 σb permutazio bat σa ren bizilaguna dela esango dugu baldin eta batetik bestera posi-
zio banatan dauden bi elemetu elkar lekuz aldatuz heltzen bagara batetik bestera.
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goritmo bat exekutatu dugu ikusitako 48 rankingetan, ranking bakoitzeko 
soluzio bakoitza abiapuntu-soluziotzat hartuta. Bilaketa amaitzean, bukae-
rako soluzioak identifikatu ditugu, halabeharreaz optimo lokalak (edo glo-
bala) izan behar dutenak, hain zuzen. Rankingaren zailtasuna, lortutako 
optimo lokalen kopuruarekin erlazionatuko dugu [21]. Emaitzen arabera, 
ranking-multzo berean dauden ranking guztiek optimo lokalen kopuru bera 
dute, eta soluzio-rankingean posizio berberetan daude kokatuta. Emaitzak 
9. irudian aurkeztuak dira era laburbilduan.
Irudian ikus daitekeen bezala, XL eta L motetako rankingek, parame-
troak uniformeki ausaz laginduz agerpen gehien izan dituztenek, optimo 
lokal bakarra dute (globala). Aldiz, S motako rankingek, agerraldi gutxire-
kin, hiru optimo lokal dituzte.
4. ONDORIOAK
Lan honetan, optimizazio-algoritmoen errendimendua neurtzeko era-
biltzen diren instantzia artifizialak ausaz sortzearen inguruan eztabaidatu 
dugu. Aztertutakoaren arabera, ausazko instantziak sortzerakoan, haiek zer 
algoritmo motarentzat diren kontuan izan behar dugu. Izan ere, ez dira ber-
dinak helburu-funtzioaren balioak era esplizituan kontuan izaten dituzten 
algoritmoen kasua eta kontuan izaten ez dituztenena. Bigarrenen kasuko 
algoritmoak izan ditugu aztergai, bilaketa-espazioko soluzioak ranking bat 
balira bezela ikusten dituztenak. Hiru problemaz baliaturik, frogatu dugu 
erabat desberdinak direla instantziak parametro-espazioan lagintzea eta 
ranking-espazioan uniformeki ausaz lagintzea. Are gehiago, emaitzen ara-
bera, laginketa parametroen espazioan eginez gero, rankingak multzokatu 
daitezke beren agerpen-probabilitatearen arabera. Ez hori bakarrik: gara-
tutako azterketaren arabera, agerpen-probabilitate bera duten rankingek 
zailtasun-ezaugarriak partekatzen dituzte. Probabilitate baxuena duten ins-
tantziek optimo lokalen kopuru handiena dutela erakutsi du gure esperi-
mentazioak.
Garatutako esperimentuen tamaina oso mugatua izan arren (n = 3), on-
dorioak beste tamaina eta problema batzuetan ere aplikagarriak dira. Hau 
da, ohiko prozedurak (parametroen espazioan uniformeki ausaz lagintzeak) 
ez ditu ematen ustez suposatzen ditugun zailtasun uniformeko funtzio/ins-
tantzia/proba-kasuak. Zentzu horretan, garrantzitsua da ikertzaileek emai-
tza horien berri izatea, prozedura egokiak garatu behar direlako instantzia 
artifizialak sortzeko.
Ikusi dugun bezala, n = 3 tamainarekin LOPak 48 ranking desberdin 
sortu ditu, eta espresio itxi bat eman dugu horiek kontatzeko; baina, n > 3 
denean, posibleak al dira simetria betetzen duten ranking guztiak? Ez di-
rudi konplexua denik simetria betetzen duen ranking bat sortzea, non on-
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doz ondoko bi soluzioren arteko murrizketen artean kontraesan bat dagoen 
(ikusi 3, 4, 5 eta 6. irudietako inekuazioak). Era berean, QAPri eta PFSPri 
dagokienez, 720 ranking desberdin agertu dira, hau da, (3!)!-ak; baina, 
(4!)!-rako, sor al daitezke 24! rankingak? Galdera horiek guztiek etorkizu-
nerako ikerketa-ildo interesgarri bat proposatzen dute.
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