Abstract-The work presented in this paper aims at assessing human emotions using peripheral as well as electroencephalographic (EEG) physiological signals. Three specific areas of the valence-arousal emotional space are defined, corresponding to negatively excited, positively excited, and calm-neutral states. An acquisition protocol based on the recall of past emotional events has been designed to acquire data from both peripheral and EEG signals. Pattern classification is used to distinguish between the three areas of the valence-arousal space. The performance of two classifiers has been evaluated on different features sets: peripheral data, EEG data, and EEG data with prior feature selection. Comparison of results obtained using either peripheral or EEG signals confirms the interest of using EEG's to assess valence and arousal in emotion recall conditions.
I. INTRODUCTION
Over the last years, research in emotion assessment has met increasing interest since feelings are present in many situations where humans are involved. It is becoming clearer how such a technology can help improve human-computer interaction systems by disambiguating communication and enabling feedback showing more empathy towards the user [1, 2] . Various applications can be targeted that will benefit from emotion assessment. Examples are the identification of critical states during driving or dangerous operations [3, 4] , and improvement of learning conditions where the objective is to maintain a state of mind prone to knowledge acquisition.
One major problem in emotion recognition is the definition of emotions to be assessed. Indeed, even psychologists have difficulties agreeing on what is an emotion and what types of emotions exist [5] . These debates led to several models of emotions. For instance, the model of Eckman relies on universal emotional expressions to distinguish between six basic emotions widely used in facial expression recognition. Alternatively, in the quest for understanding how people conceptualize emotional feelings, Russel [6] proposed the valence-arousal space wherein emotions are expressed as a combination of two continuous variables: valence ranging from negative to positive (or unpleasant to pleasant) and arousal ranging from calm to Guillaume Chanel, Karim Ansari-Asl, and Thierry Pun are with the Computer Science Department, University of Geneva, 24 rue Général-Dufour, CH-1211 Geneva 4, Switzerland (e-mail: {guillaume.chanel, karim.ansari, thierry.pun} @cui.unige.ch. Corresponding author is Guillaume Chanel (Phone: +41 (22) 379 01 83; fax: +41 (22) 379 00 79).
excited. In this study, the valence-arousal space is used as a basis to determine target emotions to be recognized.
Research exists aiming at identifying emotions from different modalities, most often by evaluating feelings from the analysis of facial expressions or speech ( [1] , [7] ). However, it is quite easy to hide a facial expression or to fake a particular tone of voice. Moreover, these channels are not continuously available since users are not always speaking or turning their head towards the front of a camera. Finally, these measurements result from an emotional process that could have begun significantly before the outward expression of the emotion, preventing the system from anticipating reactions. We believe that using physiological signals allows to face these problems. These signals originate from the peripheral nervous system (mostly the autonomous nervous system) and from the central nervous system (i.e. the brain).
Previous studies did investigate the use of peripheral signals for emotion identification. However, it is not easy to compare them since they differ in the way emotions are elicited and in the underlying model of emotions (i.e. emotional categories). For identification of categories in the valence-arousal space, Healey [4] asked participants to self induce their emotions; results are of 84% of accuracy to distinguish between low and high arousal trials. Music is used as stimuli in [8] with best results of 96.5% for two arousal classes and 86% for two valence classes. Concerning the assessment of other emotional categories, Lisetti [9] obtained up to 84% of well identified patterns for six emotions, using film clips as stimulation.
Brain activity can be inferred from electroencephalograms (EEG) by placing electrodes on the surface of the scalp. Despite evidence that emotions are issued from cognitive processes [10] , there are very few attempts at classifying emotions from EEG's. To our knowledge only the following works report about such use. Choppin [11] tried different stimuli (sounds, images, and combination of both) to distinguish between three classes (neutral, happy, unhappy) with results around 60% (best being 69% for sounds). Takahashi [12] used film clips to stimulate participants with five different emotions, resulting in 42% of correctly identified patterns. In [13] calm and excited emotions are elicited using images, in this case, the best result is of 72% of accuracy.
The objective of this study is to recognize emotions corresponding to the three most relevant areas of the valence-arousal space (calm-neutral, excited-positive and Valence-arousal evaluation using physiological signals in an emotion recall paradigm Guillaume Chanel, Student Member, IEEE, Karim Ansari-Asl, and Thierry Pun, Member, IEEE excited-negative) using both EEG and peripheral signals. To achieve this objective we recorded physiological signals from participants while asking them to remember and re-feel strong emotional events of their life. This paper is to our knowledge the first to introduce emotion assessment from EEG using an emotional recall paradigm. It is organized as follows. Section II presents the data acquisition procedure and the protocol used to elicit emotions. In section III, preprocessing of signals and feature extraction is detailed. Section IV deals with feature selection and the different classification strategies applied. Finally, we will discuss the results in section V and communicate conclusions and perspectives in section VI.
II. DATA ACQUISITION
The first step towards emotion assessment is the recording of emotional data. Two broad issues must be addressed to achieve this task [14] : the way emotions are elicited and insurance that they are elicited in a reliable way, according to the expected reactions and the recorded signals. To these issues one can also add time aspects such as the expected duration of the emotion. In this study, remembering of strong emotional events is used as a way to elicit reliable and short time emotions. The elicited emotions are considered reliable because (i) thinking to the same event ought to produce similar reactions from a trial to another, (ii) emotional recall is a cognitive task that should induce EEG activity [15] as well as modify peripheral activity. Compared to other studies [4, 8, 9] , where emotions are elicited and assessed over several minutes, the duration of an emotion epoch is of only 8 seconds.
Participants were asked to recall two strongly emotional event of their life, one exciting-positive and another exciting-negative. In order to define a third state, called calm-neutral, participants were asked to stay calm and relax. As can be seen from Fig. 1 (a), these emotional states do not cover all areas of the valence-arousal space. However, as explained by Hanjalic [16] , only some parts of this space are really relevant since there are very few emotions that are calm-negative or calm-positive. As depicted in Fig. 1(b) , the whole session consisted of 300 trials, 100 trials per emotion, presented in a random order. Rest periods of undetermined duration were inserted every 30 trials to avoid EEG pollution due to mental fatigue. Each trial is scheduled as follows: first a dark screen is presented for 2 to 3 seconds to separate each requested emotion; then one of the pictures of Fig. 1(a) is displayed to prompt participants to think for 8 seconds to one of the corresponding emotional event while their physiological activity is recorded.
In the present study, we report on the data analysis regarding one participant (male, right handed, 30 years old) over a total of three participants that took part in the experiment. Data were recorded using the Biosemi Active II system (http//www.biosemi.com). We are recording and processing data from other participants to validate the current results (work in progress). EEG signals where recorded using 64 channels positioned according to the 10-20 system, plus two electrodes for reference located on the top of the head. At the same time, other devices were used to record peripheral activity: a GSR (Galvanic Skin Response) sensor to evaluate sudation, a plethysmograph to measure blood pressure and a respiration belt to record chest cavity expansion. Both EEG and peripheral signals are sampled at 1024 Hz. 
III. PREPROCESSING AND FEATURE EXTRACTION

A. Peripheral features
Many studies in psychophysiology have shown correlations between signals of the peripheral nervous system and emotions; effectiveness of such signals in emotion assessment is now fully demonstrated as detailed in the introduction. This section describes the features extracted from the different peripheral signals: GSR, blood pressure and chest cavity expansion. All data were first filtered by a mean filtering to remove noise. For this purpose we used a rectangular filter of length 512 for GSR, 128 for blood pressure, and 256 for respiration.
GSR provides a measure of the resistance of the skin (electrodermal activity) by positioning two electrodes on the top of two fingers. This resistance decreases due to an increase of sudation, which usually occurs when one is experimenting emotions such as stress or surprise. Moreover, Lang et al. discovered that the mean value of the GSR is related to the level of arousal [17] . The features extracted from electrodermal activity are presented in TABLE 1.
A plethysmograph was placed on the thumb of the participant to evaluate changes in blood flow. This signal is not only used as a measure of blood pressure but also to compute heart rate by identification of local maxima (ie. heart beats) and interbeat periods. Blood pressure and heart rate variability are variables that correlate with defensive reactions [4] , pleasantness of a stimuli [17] , and basic emotions [18] .
Chest cavity expansion is measured by tying a respiration belt around the chest of the participant. Slow respiration is linked to relaxation while irregular rhythm, quick variations, and cessation of respiration corresponds to more aroused emotions like anger or fear [18, 19] . To characterize this process we rely on features from both the frequency and time domains (TABLE 1) . 
B. EEG features
There is an increase in the psychological literature towards the hypothesis that emotions are issued from cognitive processes [1, 10] . There is also evidence of different patterns of brain activity during the presentation of emotional stimuli. For instance, depending on the nature of reactions (approach or withdrawal), Davidson [20] showed prefrontal lateralization of alpha waves as well as distinct activations of the amygdala. Aftanas [21] reported differences in Event Related Desynchronization / Synchronisation (ERD/ERS) during the visualization of more or less arousing images. In the emotional recall context, Smith [15] showed an augmentation of activity in the connections between the hippocampus and the amygdala during the recollection of negative events compared to neutral events. These works emphasize the importance of using brain signals to improve temporal resolution and classification accuracy in emotion assessment.
Prior to extracting features from EEG data, we need to remove noise by pre-processing the signals. Environment noise and drifts were removed by applying a 4-45Hz bandpass filter while other noises were considered as non significant. The second step was to compute a local reference by applying a local Laplacian filter to render signals independent of reference electrodes position. Once EEG signals were pre-processed, the short-time Fourier transform was computed for each electrode with a sliding window of 512 samples and 50% overlap between two consecutive windows. For each of the 64 spectrograms (one per electrode), we selected 9 frequency bands ranging from 4Hz to 20Hz (Δf = 2Hz); this choice was done according to psycho-physiological literature [20, 21] . The total number of features extracted by this method is 16704 (64 electrodes x 9 frequency bands x 29 time frames), thus leading us to fall in the curse of dimensionality. This problem of high dimensional feature space will be addressed in the next section.
IV. CLASSIFICATION
From the paradigm presented in section II, classification was performed on different sets of classes by aiming at distinguishing between: the whole three classes, that is excited-negative, excited-positive, calm-neutral; negative and positive classes, by considering only the excitedpositive and excited-negative trials; calm-neutral and excited-positive classes; calm-neutral and excited-negative classes; calm-neutral and excited classes, by grouping the excited-positive and excited-negative trials.
Two linear classifiers, a Linear Discriminant Analysis (LDA, see discriminant functions for the normal density in [22] ) and a Support Vector Machine (SVM, [23] ) were trained to recover the ground truth classes using either EEG or peripheral features. In LDA, means and covariance matrices were estimated from the learning set to fit a multivariate normal density with equal covariance matrices to each group. Due to the high number of EEG features, the LDA fell in the singularity problem. In this case, to obtain results without prior feature selection, we used the diagonalized version of the LDA where covariance matrices are assumed to be diagonal. SVM's are maximum margin classifiers that try to maximize the distance between the decision surface and the nearest point to this surface. SVM's minimize an upper bound on the expected risk rather than the error on the training data, thus enabling good generalization on unseen data as well as interesting performance in high dimensional feature spaces [24] .
Although increasing the number of features should theoretically decrease classification error, this is not the case in practice because models of classifiers, or parameters of distributions, are estimated from a learning set of limited size. Having less samples than features for classification, as is the case for the EEG database, is known as the undersampled or singularity problem. To alleviate this problem, one can resort to feature selection techniques.
There are two different approaches to deal with feature selection [25] : the filter approach where the quality of each feature is estimated independently of the classification scheme, generally using statistical measures; and the wrapper approach that relies on the classification algorithm to evaluate feature subsets as well as heuristical methods to find the best subset. Although the second approach can yield better results, it suffers from important computational cost, especially for very high dimensional space. In consequence, the Fast Correlation Based Filter (FCBF, [26] ) was implemented in this study. Given a database of m samples the ith feature is represented by , i y C ∈ the set of n discrete and sequential classes (in this paper n = 2 or n = 3). Our implementation of the FCBF first computes the linear correlation SU between each feature and the class labels:
The algorithm then selects a feature subset in two steps: 
i j SU F y SU F y < . To evaluate the accuracy of our classification scheme on unseen samples, a leave-one-out strategy was chosen since it provides the maximum size of the learning set. This involves using each pattern in turn as the test set and the remaining ones as the learning set. At each step, features are selected (if necessary) and classifiers are trained from the learning set. Selected features and the model of the classifier are then applied to the test sample.
V. RESULTS
Concerning EEG classification without feature selection (lines without markers in Fig. 2) , the best results are obtained by using SVM. Results range from 67% of well classified patterns for the set of three classes to nearly 79% for two classes, except for the positive vs. negative set where the best result is of 76%. LDA accuracy is always about 10% below the results obtained by SVM classification. These good results suggest the importance of using EEG signals for emotion assessment independently of the classifier used. Similar results were obtained with data from the two other participants. Fig. 2 (lines with markers) shows classification accuracies as a function of the threshold δ in the FCBF algorithm. For LDA, accuracies for all two-class sets without feature selection where obtained using a subset of the original feature set, generally with δ=0.2 and a subset size of 30 to 80 features. FCBF even succeeded in improving the results for about 6% for the calm-neutral vs. excited-negative set. The significant reduction of the number of features (less than 0.5% of original features are kept) can help improve computation time and storage capacity in a practical application.
SVM accuracy is higher without feature selection, confirming its intrinsic capacity of good generalization in high dimensional spaces. For both LDA and SVM feature selection was not effective on the set of three classes. This can be due to the nonlinear nature of this problem since the FCBF algorithm relies on linear correlation. One solution can be to substitute linear correlation by mutual information as a measure of relevance [26] . Another explanation for the accuracy decrease when using feature selection is that the FCBF algorithms eliminates features without taking into account the quality of the whole feature subset as is the case with wrapper algorithms. FCBF then fails to find features that are interacting and such that they are improving classification accuracy with the complete set of features. Concerning peripheral signals (Fig. 3) , classification accuracies are slightly under those obtained from EEG signals, ranging from 53% for three classes to 73% for two classes. Worst results are obtained for the negative vs. positive configuration, with a loss of around 10% compared to the calm-neutral vs. excited configuration. This is not surprising since peripheral signals are known to better correlate with arousal than with valence. Note that, using EEG signals, the difference between these problems is not so important (2% for SVM), suggesting the importance of EEG signals compared to peripheral signals for valence assessment.
Comparison of results with the state of the art is not straightforward. Differences in the duration of emotions coupled with the strong cognitive aspects of emotional recall can explain the differences in reported accuracies for the peripheral signals and the good performance of EEG signals. We believe this emphasizes the interest of using modalities with quick response time such as EEG in emotion recall conditions. 
VI. CONCLUSION
This paper proposes an approach to classify emotions in the three main areas of the valence-arousal space by using physiological signals from both the peripheral nervous system and the central nervous system. A protocol based on the recall of past emotional events was designed to acquire emotional data. From these data we extracted features in the time-frequency domain. Two classifiers, a LDA and a linear SVM, were tested on several set of classes with or without feature selection.
Results showed the importance of EEG signals for emotion assessment by classification as they have better time response than peripheral signals. FCBF feature selection proved to be useful for LDA classification by significantly reducing the number of features without decreasing accuracy, whereas SVM obtained better performance in the high dimensional feature space.
Future work to acquire data from more participants is underway to validate the current results. Nonlinear classifiers, jointly used with nonlinear feature selection methods should inherently enable fusion of the peripheral and EEG modalities at the feature level; we are pursuing on this track as this should lead to better identification of emotions.
