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Abstract: The synthesis problem of fault detection and isolation (FDI) filters can be formulated
as a model matching problem and solved using an H∞-norm optimization approach. A
systematic procedure is proposed to choose appropriate filter specifications which guarantee
the existence of proper and stable solutions of the model matching problem. This selection is
integral part of a numerically reliable computational method to design H∞-optimal FDI filters.
The proposed design approach is completely general, being applicable to both continuous- and
discrete-time systems, and can easily handle even unstable and/or improper systems.
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1. THE APPROXIMATE FDI PROBLEM
Consider additive fault models described by input-output
representations of the form
y(λ) = Gu(λ)u(λ) +Gd(λ)d(λ) +Gw(λ)w(λ)
+Gf (λ)f(λ)
(1)
where y(λ), u(λ), d(λ), w(λ), and f(λ) are Laplace- or
Z-transformed vectors of the p-dimensional system out-
put vector y(t), mu-dimensional control input vector u(t),
md-dimensional disturbance vector d(t), mw-dimensional
noise vector w(t) and mf -dimensional fault vector f(t),
respectively, and where Gu(λ), Gd(λ), Gw(λ) and Gf (λ)
are the corresponding transfer-function matrices (TFMs).
According to the system type, λ is either s, the com-
plex variable in the Laplace-transform in the case of a
continuous-time system or z, the complex variable in the
Z-transform in the case of a discrete-time system. For com-
plete generality of our problem setting, we will allow that
these TFMs are general non-proper rational matrices for
which we will not a priori assume any further properties.
A linear residual generator (or fault detection filter) pro-
cesses the measurable system outputs y(t) and control
inputs u(t) and generates the residual signals r(t) which
serve for decision making on the presence or absence of
faults. The input-output form of this filter is
r(λ) = Q(λ)
[
y(λ)
u(λ)
]
(2)
where Q(λ) is the TFM of the filter. For a physically
realizable filter, Q(λ) must be proper (i.e., only with finite
poles) and stable (i.e., only with poles having negative real
parts for a continuous-time system or magnitudes less than
one for a discrete-time system). The (dynamic) order of
Q(λ) (also known as McMillan degree) is the dimension
of the state vector of a minimal state-space realization of
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Q(λ). The dimension q of the residual vector r(t) depends
on the fault detection problem to be solved.
The residual signal r(t) in (2) generally depends via the
system outputs y(t) of all system inputs u(t), d(t), w(t)
and f(t). The residual generation system, obtained by
replacing in (2) y(λ) by its expression in (1), is given by
r(λ) = Ru(λ)u(λ) +Rd(λ)d(λ) +Rw(λ)w(λ)
+Rf (λ)f(λ)
(3)
where
[Ru(λ)|Rd(λ)|Rw(λ)|Rf (λ) ] :=
Q(λ)
[
Gu(λ) Gd(λ) Gw(λ) Gf (λ)
Imu 0 0 0
]
For a successfully designed filter Q(λ), the corresponding
residual generation system (3) is proper and stable and
achieves specific fault detection requirements.
For the solution of fault detection problems it is always
possible to completely decouple the control input u(t) from
the residuals r(t) by requiring Ru(λ) = 0. Regarding the
disturbance input d(t) and noise input w(t) we aim to
impose a similar condition on the disturbances input d(t)
by requiring Rd(λ) = 0, while minimizing simultaneously
the effect of noise input w(t) on the residual (e.g., by
minimizing the norm of Rw(λ)). Thus, from a practical
synthesis point of view, the distinction between d(t) and
w(t) lies solely in the way these signals are treated when
solving the residual generator synthesis problem.
Let Mr(λ) be a suitably chosen reference model (i.e.,
stable, proper, diagonal and invertible) representing the
desired TFM from the faults to residuals. We want to
achieve that r(λ) ≈ Mr(λ)f(λ), that is, each residual
ri(t) is influenced mainly by fault fi(t). Our formulation
of the approximate fault detection and isolation problem
(AFDIP) extends the formulation of the model-matching
approach of Chen and Patton (1999); Blanke et al. (2003)
by requiring to determine a stable and proper filter Q(λ)
such that the following conditions are fulfilled:
(i) Ru(λ) = 0,
(ii) Rd(λ) = 0,
(iii) Rf (λ) ≈Mr(λ), with Rf (λ) stable;
(iv) Rw(λ) ≈ 0, with Rw(λ) stable.
(4)
The exact fault detection and isolation problem (EFDIP)
requiring Rf (λ) = Mr(λ) can be easily included in this
formulation and corresponds to mw = 0, while the formu-
lation of the AFDIP in (Chen and Patton, 1999; Blanke
et al., 2003) corresponds to md = 0.
It is straightforward to show that for the solution of
the AFDIP, the solvability conditions are those for the
solvability of the EFDIP stated in (Frank and Ding, 1994).
For a proof see (Varga, 2010).
Theorem 1. For the system (1) there exists a stable, diag-
onal, proper, and invertible Mr(λ) such that the AFIDP
is solvable if and only if
rank [Gf (λ) Gd(λ) ] = mf + rankGd(λ) (5)
The solution of the AFDIP can be addressed by solving the
approximate model matching problem r(λ) ≈ Mr(λ)f(λ)
by minimizing the H∞-norm of the residual error
R(λ) := F (λ)−Q(λ)G(λ), (6)
where F (λ) = [Mr(λ) 0 0 0 ] and
G(λ) =
[
Gf (λ) Gw(λ) Gd(λ) Gu(λ)
0 0 0 Imu
]
(7)
The computation of the H∞-optimal solution involves
determining a stable and proper Q(λ) such that R(λ) is
stable and proper and ‖R(λ)‖∞ is minimized.
This H∞ model matching problem can be easily reformu-
lated as a standard H∞-norm minimization based “con-
troller” synthesis problem (Zhou et al., 1996; Blanke et al.,
2003) by defining a suitable 2× 2 blocks partitioned gen-
eralized plant P (λ). To solve the optimal H∞-synthesis
problem, standard software tools exist, as for example, the
function hinfsyn available in the Matlab Robust Control
Toolbox. The main problem when employing standard
tools (like hinfsyn), is that, although a stable and proper
solution Q(λ) of the AFDIP may exist, this solution can
not be computed because of the presence of technical as-
sumptions. For example, this function is not applicable in
the case of unstable systems (including improper systems
as well), because the stabilizability condition is not fulfilled
by any state-space realization of P (λ) due to the particular
form of the (1, 2) block (P12(λ) = I). Also, the presence of
zeros of the (2, 1) block P21(λ) on the boundary of stability
domain (i.e., the extended imaginary axis for continuous-
time systems or the unit circle in the origin for discrete-
time systems) prevents the applicability of standard tools.
To face the above limitations, it is necessary to develop
synthesis procedures for which no such limitations exist.
The key parameter to guarantee the stability and proper-
ness of the detector is Mr(λ), the desired TFM relating
the faults to the residuals. The choice of Mr(λ) is not
obvious and often Mr(λ) results from an exact nominal
synthesis. However, in (Varga, 2005) a procedure has been
proposed, where the choice of suitable Mr(λ) is part of the
solution. In this paper, we refine this procedure, by propos-
ing an integrated computational approach to the detector
synthesis. An important feature of the proposed approach
is that it relies on successive updating of an initial fault
detector. The underlying state space computations employ
explicit least order realizations of the detector, thus a
least final order of the detector is guaranteed. Moreover,
all structural features of the intermediary results can be
exploited in the next computational steps, which overall
leads to highly efficient structure exploiting computations.
2. ENHANCED MODEL-MATCHING APPROACH
In this section we propose an enhanced version of the
algorithm of Varga (2005), where we exploit the additional
structure in the model (1) owing to the separation of
the unknown inputs in two components d(t) and w(t).
Moreover, by using a new parametrization of the detector,
we derive an integrated computational approach based on
detector updating techniques. We describe in what follows
the main stages of the overall computational procedure.
First stage: Consider Q(λ) in a factored form
Q(λ) = Q1(λ)Nl(λ), (8)
where Nl(λ) is a left proper rational nullspace basis
satisfying
Nl(λ)
[
Gd(λ) Gu(λ)
0 Imu
]
= 0 (9)
and Q1(λ) is a factor to be further determined. With this
choice, it follows that Q(λ) automatically fulfills the first
two conditions in (4). The existence of Nl(λ) is guaranteed
provided condition (5) is fulfilled. The resulting Nl(λ)
has maximal row rank p − rd, where rd = rankGd(λ).
Moreover, we can choose Nl(λ) stable and such that both
Nf (λ) and Nw(λ) defined as
[Nf (λ) Nw(λ) ] := Nl(λ)
[
Gf (λ) Gw(λ)
0 0
]
(10)
are proper and stable TFMs (Varga, 2008). However, as
it will be apparent, enforcing the stability condition is
not necessary at this stage. We can easily check now the
solvability of the AFDIP by verifying that
rankNf (λ) = mf (11)
To fulfill the last two conditions in (4) we can solve a H∞-
norm minimization problem for ‖R˜(λ)‖∞ to determine
Q1(λ), where
R˜(λ) = M(λ)F˜ (λ)−Q1(λ)G˜(λ), (12)
with G˜(λ) = [Nf (λ) Nw(λ) ] and F˜ (λ) = [Mr(λ) O ].
Here, Mr(λ) is the TFM of a given reference model
(i.e., stable, proper, diagonal, invertible), while M(λ)
is a free updating factor with the same properties (to
be determined). Thus, the solution of the AFDIP using
the H∞ model matching approach involves choosing an
appropriate M(λ) such that the resulting Q(λ) in (8) is
stable and proper, the error residual R˜(λ) is finite, and
‖R˜(λ)‖∞ is minimized by the choice of Q1(λ).
Let ` be the rank of the (p− rd)× (mf +mw) TFM G˜(λ).
If ` < p− rd (i.e., G˜(λ) has no full row rank), we can take
instead Nl(λ), ` linear combinations of basis vectors of the
form W (λ)Nl(λ), which ensures that W (λ)G˜(λ) has full
row rank `. A suitable choice of the `×(p−rd) TFM W (λ)
which also minimizes the McMillan degree of W (λ)Nl(λ)
is described in (Varga, 2008).
Second stage: We compute a quasi-co-outer–inner factor-
ization
G˜(λ) = [Go,1(λ) 0 ]
[
Gi,1(λ)
Gi,2(λ)
]
:= Go(λ)Gi(λ), (13)
where Gi(λ) is a (mf + mw) × (mf + mw) inner TFM
and Go,1(λ) is an ` × ` invertible TFM. Recall that a
square TFM Gi(λ) is inner (and simultaneously co-inner)
if it has only stable poles and satisfies Gi(λ)G
∗
i (λ) = I,
where G∗i (s) := G
T
i (−s) in a continuous-time setting and
G∗i (z) := G
T
i (1/z) in a discrete-time setting. The quasi-co-
outer factor Go(λ) may contain besides stable zeros, also
zeros which lie on the boundary of the stability domain.
We can update the parametrization (8) of the detector by
choosing Q1(λ) of the form
Q1(λ) = Q2(λ)G
−1
o,1(λ) (14)
where Q2(λ) is to be determined. Using (13) and (14), we
can express R˜(λ) in (12) as R˜(λ) = R(λ)Gi(λ), with
R(λ) = [M(λ)F 1(λ)−Q2(λ) M(λ)F 2(λ) ] , (15)
where F 1(λ) := F˜ (λ)G
∗
i,1(λ) and F 2(λ) := F˜ (λ)G
∗
i,2(λ).
Since Gi(λ) is inner, we have ‖R˜(λ)‖∞ = ‖R(λ)‖∞.
Third stage: For M(λ) = Imf , we determine an appro-
priate Q2(λ) as the solution of the suboptimal two-blocks
minimum distance problem
‖[F 1(λ)−Q2(λ) F 2(λ) ]‖∞ < γ, (16)
where γopt < γ ≤ γopt+ε, with ε an arbitrary user specified
(accuracy) tolerance for the least achievable value γopt of
γ. With the following lower and upper bounds for γopt
γl = ‖F 2(λ)‖∞, γu =
∥∥[ F 1(λ) F 2(λ) ]∥∥∞ (17)
such a γ-suboptimal solutionQ2(λ) can be computed using
the bisection-based γ-iteration approach (Francis, 1987).
For a given γ > γl, we compute first the spectral factor-
ization (Zhou et al., 1996)
γ2I − F 2(λ)F ∗2(λ) = V (λ)V ∗(λ), (18)
where V (λ) is biproper, stable and minimum-phase. Fur-
ther, we compute the additive decomposition
Ls(λ) + Lu(λ) = V
−1(λ)F 1(λ), (19)
where Ls(λ) is the stable part and Lu(λ) is the unstable
part. If γ > γopt, the two-blocks problem (16) is equivalent
to the one-block problem (Francis, 1987)∥∥V −1(λ) (F 1(λ)−Q2(λ))∥∥∞ ≤ 1 (20)
and γH := ‖L∗u(λ)‖H < 1 (‖ · ‖H denotes the Hankel norm
of a stable TFM). In this case we readjust γu = γ. If
γH ≥ 1, we readjust γl = γ. Then, for γ = (γl + γu)/2 we
redo the factorization (18) and decomposition (19). This
process is repeated until γu − γl ≤ ε.
If γu ≥ γ > γopt, the stable solution of (20) is
Q2(λ) = V (λ)(Ls(λ) +Q2,s(λ)), (21)
where, for any γ1 satisfying 1 ≥ γ1 > γH , Q2,s(λ) is the
stable solution of the γ1-suboptimal Nehari problem
‖Lu(λ)−Q2,s(λ)‖∞ < γ1. (22)
Fourth stage: For M(λ) = Imf and given a solution
Q2(λ) of the minimum distance problem (16), the resulting
H∞ optimal detector is
Q̂(λ) = Q2(λ)G
−1
o,1(λ)Nl(λ) (23)
Since Go,1(λ) is only a quasi co-outer factor, it can still
have unstable zeros on the boundary of the stability
domain. Thus, these zeros may appears as poles of Q̂(λ).
To ensure that the final detector is proper and stable, the
resulting Q(λ) can be chosen as Q(λ) = M(λ)Q̂(λ), where
M(λ) is chosen such that Q(λ) is proper and stable, and
the norm condition (16) is still fulfilled when replacing
Q2(λ) by M(λ)Q2(λ), F 1(λ) by M(λ)F 1(λ), and F 2(λ)
by M(λ)F 2(λ). For example, to ensure properness, M(λ)
is chosen diagonal with the diagonal terms mj(λ), j =
1, . . . ,mf having the form
mj(λ) =
1
(τs+ 1)kj
or mj(z) =
1
zkj
for continuous- or discrete-time settings, respectively. Both
above factors have unit H∞-norm.
The high-level computations in terms of TFMs in the
enhanced H∞ synthesis procedure can be performed via
state-space models based reliable numerical computations,
which are described in the next section.
3. COMPUTATIONAL ISSUES
For computations we employ an equivalent descriptor
state space realization of the input-output model (1),
Eλx(t)=Ax(t)+Buu(t)+Bdd(t)+Bww(t)+Bff(t)
y(t)=Cx(t)+Duu(t)+Ddd(t)+Dww(t)+Dff(t)
(24)
with the n-dimensional state vector x(t), where λx(t) =
x˙(t) or λx(t) = x(t + 1) depending on the type of the
system, continuous or discrete, respectively. In general, the
square matrix E can be singular, but we will assume that
the linear pencil A−λE is regular. For systems with proper
TFMs in (1), we can always choose a standard state space
realization with E = I. In general, we can assume that the
representation (24) is minimal, that is, the descriptor pair
(A−λE, [Bu Bd Bw Bf ]) is controllable and (A−λE,C)
is observable.
The corresponding TFMs of the model in (1) are
Gu(λ) = C(λE −A)−1Bu +Du
Gd(λ) = C(λE −A)−1Bd +Dd
Gw(λ) = C(λE −A)−1Bw +Dw
Gf (λ) = C(λE −A)−1Bf +Df
(25)
or in an equivalent notation
[Gu(λ) Gd(λ) Gw(λ) Gf (λ) ] :=
[
A−λE Bu Bd Bw Bf
C Du Dd Dw Df
]
In what follows we discuss the solution of computational
problems at each stage.
Stage 1 and Stage 2: These stages are described in
details in Varga (2010), and are based on reliable meth-
ods to compute minimal proper rational nullspace bases
(Varga, 2008) and the quasi-co-outer–inner factorization
(Oara˘ and Varga, 2000; Oara˘, 2005). At the end of Stage
2 we obtain the state-space realization of the `× ` proper
quasi-co-outer factor Go,1(λ) in the form
Go,1(λ) =
[
A˜− λE˜ Bo
C˜ Do
]
(26)
with E˜ invertible. The system with the TFM Go,1(λ) may
have besides the stable zeros, also zeros on the imaginary
axis (including infinity) in the continuous-time case or
on the unit circle in the discrete-time case. The (mf +
mw)× (mf +mw) TFM of the inner factor Gi(λ) is proper
and stable and assume that its inverse (i.e., its conjugated
TFM) has a state space realization of the form
G∗i (λ) = [G
∗
i,1 G
∗
i,2 ] =
[
Ai − λEi Bi,1 Bi,2
Ci Di,1 Di,2
]
where all generalized eigenvalues of the pair (Ai, Ei) are
unstable. For a continuous-time system Ei = I, but this
can not be assumed, in general, for a discrete-time system
unless Gi(λ) does not have poles in the origin. If Gi(λ) has
poles in the origin, the resulting Ei is singular and thus
the pair (Ai, Ei) has also infinite (unstable) generalized
eigenvalues.
Let the quadruple (Ar, Br, Cr, Dr) describe the state space
realization of [Mr(λ) 0 ]. Then, the state space realization
of [F 1(λ) F 2(λ) ] has the form
[F 1(λ) F 2(λ) ] =
Ar − λI BrCi BrDi,1 BrDi,20 Ai − λEi Bi,1 Bi,2
Cr DrCi DrDi,1 DrDi,2
 ,
where Ar has only stable eigenvalues, while the pair
(Ai, Ei) has only unstable generalized eigenvalues. From
(8) and (14), the detection filter Q(λ) has the product
form
Q(λ) = Q2(λ)G
−1
o,1(λ)Nl(λ) := Q2(λ)Q(λ),
where Q2(λ) has to be determined to minimize ‖R(λ)‖∞
in (15) and Q(λ) is a partial detector with an explicit
descriptor realization of the form
Q(λ) =
 A˜− λE˜ Bo B˜yuC˜ Do D˜yu
0 −I` 0

Stage 3: At this stage we need to perform the γ-iteration
to solve the suboptimal two-blocks minimum distance
problem (16). To start, we have to compute the L∞-norms
in (17) to obtain γl and γu. For this purpose, efficient
algorithms can be employed based on extensions of the
method of Bruinsma and Steinbuch (1990) (for which
standard numerical tools are available in Matlab). Note
that for computing γu we can exploit that γu = ‖Mr(λ)‖∞
as a consequence of the all-pass property of G∗i (λ).
The main computation at this stage is the computation of
the spectral factorization (18), which involves two steps.
Firstly, we compute a right coprime factorization of F 2(λ)
with inner denominator such that F 2(λ) = N2(λ)M
−1
2 (λ),
where M2(λ) is inner. It follows that F 2(λ)F
∗
2(λ) =
N2(λ)N
∗
2(λ). This computation needs to be performed
only once and suitable algorithms for this purpose have
been proposed in (Varga, 1998) for standard systems or
in (Oara˘ and Varga, 1998) for discrete-time descriptor
systems. In both cases, the resulting N2(λ) has a standard
system realization of the form
N2(λ) =
Ar − λI BrCi BrDi,20 Ai − λI Bi,2
Cr DrCi DrDi,2

Secondly, we solve the spectral factorization problem
γ2I −N2(λ)N∗2(λ) = V (λ)V ∗(λ)
using methods described in (Zhou et al., 1996) to obtain
a realization of V −1(λ)F 1(λ) of the form
V −1(λ)F 1(λ) =
A11 − λI A12 B10 Ai − λEi B2
C1 C2 D
 ,
where A11 has only stable eigenvalues, while the pair
(Ai, Ei) has only unstable eigenvalues. This computation
involves the solution of an algebraic Riccati equation at
each iteration. For details see (Zhou et al., 1996).
To compute the spectral separation (19) we perform a
similarity transformation to obtain the transformed pole
pencil [
I X
0 I
] [
A11 − λI A12
0 Ai − λEi
] [
I Y
0 I
]
in a block diagonal form by annihilating its (1,2) block.
This comes down to solve the Sylvester system of matrix
equations
0 = XAi +A11Y +A12
0 = XEi + Y
After applying the transformations to the input and out-
put matrices we obtain[
I X
0 I
] [
B1
B2
]
=
[
B1 +XB2
B2
]
,
[C1 C2 ]
[
I Y
0 I
]
= [C1 C1Y + C2 ]
The stable and unstable terms are given by
Ls(λ) =
[
A11−λI B1+XB2
C1 D
]
, Lu(λ) =
[
Ai−λEi B2
C1Y +C2 0
]
The computation of the Hankel-norm γH = ‖L∗u(λ)‖H can
be performed using standard algorithms for proper and
stable systems.
The computation of the Nehari approximation can be done
using the algorithm of Glover (1984) for continuous-time
systems. For discrete-time systems, the same algorithm is
applicable after performing a bilinear transformation to
map the exterior of the unit circle to the open right half
plane. A suitable transformation and its inverse transfor-
mation are z = 1+s1−s and s =
z−1
z+1 , respectively. Note that in
the case of an improper Lu(z), all infinite poles go to s = 1
and therefore the ”equivalent” continuous-time system will
be proper.
In the light of the cancelation theory for continuous-time
two-blocks problems of Limebeer and Halikias (1988),
pole-zero cancelations occur when forming Q2(s) in (21).
In accordance with this theory, the expected order of Q2(s)
is nr+ni−1, where nr and ni are the McMillan degrees of
Mr(s) and Gi(s), respectively. It is conjectured that sim-
ilar cancelations will occur also for discrete-time systems,
where a cancelation theory for two-blocks problems is still
missing. Although we were not able to derive an explicit
minimal state-space realization of Q2(λ), we can safely
employ minimal realization procedures which exploits that
the resulting Q2(λ) is stable. Balancing related methods
are especially well suited for this computation, as for
example, the square-root balancing-free method (Varga,
1992, Algorithm MR6).
Stage 4: The resulting detector Q̂(λ) in (23) may be
improper and/or unstable, and therefore we need to deter-
mine diagonal and stable M(λ) having the least McMillan
degree such that M(λ)Q2(λ)Q(λ) is proper and stable. For
this purpose we can solve proper and stable factorizations
problems for each row of Q2(λ)Q(λ), for which we can
build descriptor state space realizations using the results
from the previous step. Suitable state-space algorithms for
this purpose are described in (Varga, 1998).
4. ILLUSTRATIVE EXAMPLE
We consider the robust actuator fault detection and isola-
tion example of (Varga, 2010). The fault system (1) has a
standard state space realization (24) with E = I and
A(δ1, δ2) =
[−0.8 0 0
0 −0.5(1 + δ1) 0.6(1 + δ2)
0 −0.6(1 + δ2) −0.5(1 + δ1)
]
Bu =
[
1 1
1 0
0 1
]
, Bd = 0, Bf =
[
1 1
1 0
0 1
]
, C =
[
0 1 1
1 1 0
]
Du = 0, Dd = 0, Df = 0.
In the expression of A(δ1, δ2), δ1 and δ2 are uncertainties
in the real and imaginary parts of the two complex
conjugated eigenvalues λ1,2 = −0.5 ± j0.6 of the nominal
value A(0, 0). The FDI filter is aimed to provide robust
fault detection and isolation of actuator faults in the
presence of these parametric uncertainties.
We reformulate the problem by assimilating δ1 and δ2 with
fictitious noise inputs. We take A in (24) simply as the
nominal value A(0, 0) and additionally define
Bw =
[
0 0
0 1
1 0
]
, Dw = 0.
At Stage 1 we choose as left nullspace basis
Nl(s) = [ I −Gu(s) ] =
[
A− sI 0 −Bu
C I −Du
]
and the corresponding Nf (s) and Nw(s) are simply
Nf (s) = Gf (s) and Nw(s) = Gw(s).
Note that [Nf (s) Nw(s) ] has two zeros at infinity. At
Stage 2 we compute the quasi-co-outer-inner factorization
of [Nf (s) Nw(s) ]. The resulting realization of Go,1(s) in
(26) has the matrices A˜ = A, E˜ = I, C˜ = C and
B0 =
[−1.2405 −0.2781
−1.2052 0.1402
−0.3603 −1.3850
]
, D0 = 0
As expected, Go,1(s) has also two zeros at infinity and a
stable zero at -1.1336. This stable zero is also the only pole
of the 4× 4 inner factor Gi(s).
The descriptor realization of the resulting Q(s) is
Q(s) =
A− sI Bo 0 −BuC Do I −Du
0 −I 0 0

and has an improper TFM with two poles at ∞.
With Mr(s) = I2, we compute F 1(s) and F 2(s) as
[F 1(s) F 2(s) ] =
[
Ai − sI Bi,1 Bi,2
Ci Di,1 Di,2
]
where
Ai = 1.134, Ci =
[
0.0623
0.7413
]
,
Bi,1 = [ 0.04246 0.5032 ] , Bi,2 = [ −0.7575 −1.523 ],
Di,1 =
[−0.8314 0.2423
−0.3914 −0.3112
]
, Di,2 =
[
0.4477 −0.2226
−0.7625 −0.4105
]
Both F 1(s) and F 2(s) are thus represented by first order
systems with an unstable pole at 1.1336.
At Stage 3, the γ-iteration starts with γl = 0.9239 and
γu = 1 and ends with γ = 0.9239 (= γl) for which the
corresponding γH = 0.5233. The optimal Nehari approxi-
mation of the unstable part Lu(s) has order zero, and the
corresponding norm
∥∥V −1(λ) (F 1(λ)− Y (λ))∥∥∞ = γH .
Full cancelation takes place when forming Q2(s) in (21),
which thus results a constant gain
Q2(s) =
[−0.8362 0.1854
−0.3935 −0.3371
]
This order fully agrees with the degree theory of Limebeer
and Halikias (1988).
Finally, at Stage 4 we choose M(s) = 10s+10I2 to make Q(s)
proper and stable. The expression of the detector Q(s) can
be written down explicitly as
Q(s) = M(s)Q2(s)G
−1
o,1(s)[ I −Gu(s) ]
which has a standard system realization of order 3. Note
that the orders of the realizations of the individual factors
are respectively 2, 0, 5, and 3, which sum together to
10. The resulting low order (in fact least possible order)
clearly illustrates the advantage of the integrated algo-
rithm, which allows, via explicitly computable realizations,
to obtain at each step least order representations of the
detector.
For completeness, we give the resulting state-space repre-
sentation of the detector
Q(s) =
[
AQ − sI BQ
CQ DQ
]
with
AQ =
[
10.0284 0.4410 3.2395
−0.0070 −10.1089 −0.7999
−0.0790 −1.2256 0.9963
]
BQ =
[
2.6035 −0.5571 0.1846 0.3369
−1.3316 3.4294 0.5806 0.1852
0.1780 0.3022 0.0473 −0.3354
]
CQ =
[ −11.5159 −21.6025 −5.3846
36.0717 13.1418 12.5640
]
DQ =
[ −6.3099 8.2359 0 0
11.3898 −5.8839 0 0
]
We evaluated the step responses of the parameter depen-
dent residual generation system (of the form (3)) from the
faults and control inputs on a uniform grid for both δ1
and δ2 in the range [−0.25, 0.25 ], with N = 5× 5 values.
The resulting parametric step responses can be seen in
Fig. 1. As it can be observed, with an appropriate choice
of the detection threshold, the detection and isolation of
constant faults can be reliably performed in the presence
of parametric uncertainties.
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Fig. 1. Parametric step response analysis
5. CONCLUSIONS
We proposed a general computational approach to solve
the H∞-norm optimal FDI filter design problem. The
new approach reformulates the filter design problem as
an equivalent model matching problem for which an inte-
grated computational algorithm is proposed which is able
to solve this problem in the most general setting. In this
way, the technical difficulties often encountered by the
existing methods when trying to reduce the approximation
problems to standard H∞-norm synthesis problems are
completely avoided. For example, the presence of zeros
on the boundary of stability domains or problems with
non-full rank and even improper transfer-function matrices
can be easily handled. The underlying main computational
algorithms are based on descriptor system representations
and rely on orthogonal matrix pencil reductions. For all
basic computations, reliable numerical software tools are
available for Matlab in the Descriptor Systems Toolbox
Varga (2000) and in the current version of the Fault
Detection Toolbox Varga (2006, 2009).
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