Bessel Functions for Large Arguments By M. Goldstein and R. M. Thaler
Calculations of Bessel Functions of real order and argument for large values of the argument can be greatly facilitated by the use of the so called phase-amplitude method [1 ] . In this method two auxiliary functions, the amplitude and phase functions, are defined in terms of the regular and irregular solution of Bessel's equation. These auxiliary functions have the great advantage that they are monotonie functions of the argument; moreover, for large arguments these functions are slowly varying and, hence, easily amenable to computation and interpolation.
The Bessel Functions of the third kind, so-called Hankel Functions, are defined as follows:
These definitions suggest the alternative definition of the Bessel Function in terms of an amplitude and phase function, viz., 
A boundary condition implied by equation (2.1) and the asymptotic behavior of H,ix) as x -* °° is so that near t = 0,5,(i) is approximately given by the solution of equation (7) with
This yields
Equation (9) represents the so-called JWKB approximation [2] to the amplitude function, and
The JWKB approximation for $,(t) consists of the substitution of equation (9) in equation (10) Power series expansion about t -0 for equations (6, 7) are readily obtained.
One finds that Alternatively, the amplitude function may be expressed in terms of the following series ...... 27 . 6975 3 17469 , , 2835 (13.10) cio = -T «« + -y «« --j,-«■ + -«.
Equation (13) represents an expansion about the JWKB approximation. The series in Equation (13) is semi-convergent. Substitution of Equation (13) into Equation (6) may be used to obtain an explicit "JWKB" series for $,.(/). However, the analytic form of the coefficients is so complicated as to be of little practical value. For | v | g 1, the series equation (11 or 13) and equation (12) yield eight figure accuracy in J,(l/t) and Y,(l/t) for í á i for the number of terms shown. This is in contrast with the usual asymptotic expansions which yield comparable accuracy only for t ?£ 1/20, and which converge much more slowly in the region of good convergence.
For v = i, a = 0, so that the coefficients in equations (11) and (12) 
vs. t, for several values of v between
It is also clear that the series are most rapidly convergent for v close to §. For computational purposes it is evident that greatest accuracy will result through the use of equations (11) and (12) for | v | ^ 1. The appropriate recurrence techniques may be used to obtain numerical values for | v | > 1.
Equations (11) and (12) may be regarded as starting series for the differential equations equations (6) and (7). For | v | ^ 1 equations (6) and (7) may be integrated numerically starting at t ~ \ and give good accuracy to t ~ §. Thus the method described above can be used to generate values of J,(x) and Y, (x) for iâ2. The phase function <b, obeys the first order differential equation (17) d-*£l = -ZD,(t)y2
and the amplitude function D, -tC" obeys the nonlinear second order differential equation
The series expansions about t = 0 are (11), (12), and (13) The series, equations (19) and (20), can provide starting values for the numerical integration of the differential equations, equations (17) and (18). These series give seven figure accuracy for | v | ^ 1 for x ~¿. 8, for the number of terms shown. However, while straightforward numerical integration of equations (17) and (18) yields accurate values for K,(x) for x ^ 2, the values for I,(x) rapidly deteriorate. The reason for this is clear. At x = 8, e.g., the starting values are accurate to eight figures. The functions I,(x) and K,(x) so calculated may then be written as l,(x) = /,(*) + pK,(x) R,(x) = K,(x) +al,(x), where pK,(x) and o-I,(x) represent the truncation error, and p and <r are constants.
