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Abstract—Active perception by robots of surrounding objects
and environmental elements may involve contacting and recog-
nizing material types such as glass, metal, plastic, or wood. This
perception is especially beneficial for mobile robots exploring
unknown environments, and can increase a robot’s autonomy and
enhance its capability for interaction with objects and humans.
This paper introduces a new multi-robot system for learning
and classifying object material types through the processing of
audio signals produced when a controlled solenoid switch on the
robot is used to tap the target material. We use Mel-Frequency
Cepstrum Coefficients (MFCC) as signal features and a Support
Vector Machine (SVM) as the classifier. The proposed system
can construct a material map from signal information using
both manual and autonomous methodologies. We demonstrate
the proposed system through experiments using the mobile robot
platforms installed with Velodyne LiDAR in an exploration-like
scenario with various materials. The material map provides
information that is difficult to capture using other methods,
making this a promising avenue for further research.
Index Terms—Robots, Material Classification, Support Vector
Machine, Tapping Sound Recognition, Environment Perception
I. INTRODUCTION
The utility of robots in exploration and mapping appli-
cations has gained significant interest and advancements in
recent years. Mobile robots are used in a variety of situa-
tions such as search and rescue scenarios, firefighting aids,
service and logistics, domestic aids, and more. Nevertheless,
numerous unsolved problems remain when deploying robots
in unknown environments. In particular, it is important for
the robot to perceive and learn environment properties to
increase its autonomy and effectively execute its mission [1].
For instance, in search and rescue operations, it is essential to
know the location of doors and other access points to preplan
the operation.
To address this problem, researchers have utilized several
sensing modalities and machine learning algorithms to classify
different objects and materials. Of these modalities, computer
vision has become prominent because of the availability of
public image datasets and recent advances in deep learning al-
gorithms [2]. There are several search and rescue robots in use
that depend on image processing and vision-based techniques
[3]–[5], but they tend to fail when the lighting conditions are
bad or the environment is smoky which significantly reduces
the visibility of the scene.
Tactile and acoustic sensing techniques that are robust to
poor lighting conditions have been well studied and proven
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Fig. 1: A picture of our mobile robot exploring and tapping
the objects in order to perceive its environment.
effective in similar applications [6], [7]. While tactile sensors
alone require a variety of contact motions and potentially
lengthy contact duration with the surface material, a com-
bination of tactile and acoustic (sound) signals reduces the
complexity when employing a simple interaction such as
tapping. In fact, elucidating the properties of a target material
through machine analysis of sounds generated from it is a well-
studied topic. In particular, studies using the sound of tapping
to identify material type date back to the work of Durst and
Krotkov in 1995 [8], [9] where peaks in the frequency domain
were used for the classification.
The objective of our work is to develop an intelligent system
of robots that can identify surrounding materials and perceive
their environment through the analysis of sound signals pro-
duced from tapping on the target objects. From these signals,
a material map is created that gives information about the
locations and types of surrounding objects. This will greatly
help the robot perceive its environment irrespective of lighting
conditions. This idea was inspired by how blind persons learn
about objects in their surroundings through tapping objects
using a cane [10], [11]. The core idea underlying the approach
is that the tapping sound produced by each object depends on
its density, shape, size, and, importantly, material composition;
these features can be captured by variation in the spectral
distribution of tapping sound waveforms.
As we take inspiration from human senses, we use the Mel-
frequency cepstrum (MFC), which aligns better with human
auditory perception than does a Fourier spectrogram. Material
type is determined from the MFC coefficients (MFCC) with
the help of machine learning methods, specifically a Support
Vector Machine (SVM), which has shown to achieve high
classification accuracy in similar work [12]. We create a
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material map by overlaying material information as markers on
the occupancy grid, and present two methods for its creation.
In the first, the robot is teleoperated and interrogating tap
triggered manually. The second is a multi-agent autonomous
method in which one agent moves from point to point and
samples objects in the environment based on a map built by
another agent. In both methods, the outcome is to enhance
environmental perception for mobile robots in the search,
exploration, and mapping of unknown, collapsed, or damaged
physical infrastructure. Fig. 1 depicts our robot exploring an
unknown environment and tapping objects to identify their
constituent materials.
The contributions of the paper are outlined below.
1) We propose and validate a simple and effective solution
to the problem of classifying the material types of
surrounding objects through a tapping mechanism and
the machine learning analysis of associated sounds.
2) We construct material maps by overlaying material data
on the occupancy grid map.
3) We present a multi-agent system for sampling and
identifying materials in a region autonomously.
II. RELATED WORK
Several stand-alone and hybrid (multi-modal) sensing
modalities have been used in the literature to learn and identify
the abstract material and surface types (or textures) [13]–
[15]. Although recent years have witnessed attention to visual
sensing medium that uses images from the camera to perceive
contact material properties for robot manipulators [1], [16],
tactile and haptic interactions and acoustic sensing have been
well-researched and proven to produce robust features for
machine learning solutions.
For instance, high-pressure signals generated by one-leg
hopper robots are used to classify the terrain surface type
such as grass, carpet, or wood with a near-perfect accuracy
of up to 99% [17]. In [6], the authors used a pad of 18 tactile
sensors on the robot hand. Using tactile data from five different
linear motions of the sensor pad on an object surface, they
obtained a classification accuracy of up to 97% accuracy for
49 different objects using an SVM classifier. Similarly, the
authors in [18] used data from a 3D tactile sensor to classify
texture of the contact material with up to 89% accuracy. A
study in [19] used both tactile data and the rate at which heat
is transferred from the tactile sensor to the material in contact
to classify the type of materials with an SVM classifier. They
obtained up to 98% accuracy for longer contact duration (1.5
seconds). However, such tactile-based sensing alone requires
sophisticated and longer contact and interaction with the target
materials. Addition of audio signals to the tactile (and haptic)
interactions reduces such limitations and enables faster and a
more practical solution for material identification.
The authors in [7] used NAO humanoid robots to manipulate
target objects (picking up and forcefully hitting it) and used
the dominant frequency of the recorded sounds to classify
the objects. Similar work was performed in [20]. In [21],
using the Fourier analysis of the sounds resulting from a robot
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Fig. 2: Generalized architecture of the proposed system.
manipulator performing several actions on the target object
(grasp, push, or drop), the authors can accurately (≈ 97%)
classify up to 18 objects with a Bayesian classifier.
Motion aided audio signal analysis has also been used
to detect touch gestures [22], and terrain and surface types
[23]. For example, in [12], the spectral and temporal features
including MFCC of sound signals captured during locomotion
of legged robots are used to perform terrain classification,
achieving an accuracy of up to 95% for seven terrain types
using SVM classifier. Therefore, inspired by the above works,
we use tapping sounds and an SVM classifier to recognize
material types.
Moreover, the integration of such sound-based analysis
to robot exploration is still an evolving research area. For
instance, in [24], the authors used tapping sounds along with a
LiDAR scan from a mobile robot to create a map of the impact
locations for assisting the human inspector during hammer
sounding inspections of the concrete walls and buildings.
We depart from the previous works in three important
ways. First, we aim for an environmental mapping system
that can label objects on a map according to their material
types using our recognition method. Therefore, we integrate
our system with an existing SLAM (Simultaneous Localization
and Mapping) algorithm on the robot. Second, we employ an
adaptive noise cancellation filter through our dual microphone
setup to realize practical robot applications in scenarios where
environmental noise has a high influence on the recorded tap-
ping sounds. Third, we use low dimensional cepstral features
to achieve an accurate and real-time recognition circuit with
low computation complexity.
III. PROPOSED SYSTEM
The proposed system in this paper identifies materials in
an unknown environment and creates a material map which
localizes the various materials in the environment over the
occupancy grid. Fig. 2 gives a general architecture of the pro-
posed system. The SLAM system helps in map creation, local-
ization, and navigation of the agents. The sound classification
system recognizes the various tapping sounds and identifies
the corresponding material. These data are later merged into
a material map which localizes the various materials in the
environment.
The system can be operated in two modes. Manual teleop-
eration mode where a mobile robot is teleoperated manually.
Here a tapping mobile robot equipped with a solenoid for
tapping and a LiDAR for mapping is used. The robot moves
around building the map and also tapping various objects
around and hence creating the material map. In autonomous
mode, multiple agents are used. A mapping robot equipped
only with a LiDAR is used for mapping, and a tapping robot
(like the one used in manual mode) is used for identifying the
various materials. The tapping robot functions autonomously
on the map created by the mapping robot which is teleoper-
ated.
A. Hardware Configuration
An iRobot Create 2 and Jackal from Clearpath Robotics [25]
were used as the mobile base for the implementation; we used
an iRobot Create 2 robot for the manual teleoperation while
the Jackal robots were used for autonomous mode of materials
mapping. The tapping robot for the both modes consists of
a linear solenoid and two microphones in addition to the
LiDAR. The hardware configuration of the tapping robot with
the Jackal platform has been depicted in Fig. 3. The mapping
robot consists of a LiDAR (Velodyne VLP-16) for mapping
the environment. A 3D LiDAR was used, but only 2D data
was used for mapping.
A linear solenoid switch that can be controlled to ex-
tend/retract was used as the tapping device in our prototype.
Fig. 4 shows the solenoid in pull (retract) and push (extend)
modes. We applied a plastic cap on the solenoid tip to make the
solenoid tip acoustically compatible as the elasticity of the tip
plays an important factor [10]. The solenoid used had a stroke
length of about 15 mm and applied a force of about 45N. The
force of the solenoid is good enough to produce sound but not
too large that it causes damage to the environment.
The sound produced by the tap of the solenoid was recorded
using a dual microphone set up. Among the two microphones,
one (on the front side of the robot) is placed closer to the
solenoid tapper so that it obtains the tapping sound with high
sound clarity. The other microphone (on the rear side of the
robot) is placed away from the solenoid tapper to capture the
noise in the environment (including the noise sounds created
by the robot’s movement) with less influence of the tapping
sounds. This system reduces the impact of the environmental
noise.
IV. MATERIAL CLASSIFICATION
This section describes the various components of the pro-
posed system to recognize material types of surrounding
objects in the environment using the tapping sounds.
A. Active Noise Reduction
To deploy the proposed system in real-world, a recording
system needs to remove or reduce the ambient acoustic noise
for accurate analysis. We employ a method similar to the
Solenoid Tapper
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Front microphone
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Clearpath Jackal UGV
Fig. 3: Hardware configuration of the mobile tapping robot
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Fig. 4: Operation of the solenoid
ones used in noise canceling headset, hearing aids, and mobile
phones [26].
The synchronized sound signals from the front microphone
(tapping sound) and the rear microphone (background noise)
are sent to the adaptive filter, which efficiently matches the
unknown noise characteristics with a Finite Impulse Response
(FIR) model and applies the error correction through Normal-
ized Least Mean Squares (NLMS) algorithm that is generally
used in signal enhancement algorithms. The anti-noise is
generated by inverting the FIR output and then combined with
the signal from the front microphone to effectively remove the
background noise [27].
B. Feature Extraction
A common feature vector used in speech recognition appli-
cations and audio signal classification is the Mel-Frequency
Cepstral Coefficients (MFCC) [28]. A Cepstrum is called
nonlinear ”spectrum-of-a-spectrum” because it captures the
spectral shape of a given audio signal by calculating the
discrete cosine transform (DCT) of the spectrogram in the
log (power) scale. Thus, they provide more information on the
signal characteristics than a spectrogram. Since our motivation
comes from blind persons effectively recognizing the type
of objects and materials through sounds, we focus on using
the non-linear Mel-frequency bands, which resemble the re-
sponse of the human auditory system. Therefore, we use Mel-
frequency Cepstral Coefficients (MFCCs) as the features of
the input signals compared to the spectrogram based features
in [13], [15].
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Fig. 1. USV paths planned with TSP for the Wabash River water monitoring.
Fig. 5: Tapping sound signal characteristics in time domain (amplitude), Fourier domain (frequency), and cepstral domain
(MFCC indices) are shown for the following materials (in the order from left to right): cardboard, glass, metal, plastic, wall,
wood, and empty (background noise).
Fig. 6: Sample objects used in the construction of the dataset
In case of spectrum, they tend to have different shapes,
duration, peak frequency, and magnitude depending on the
material types and shape, but some case, like glass and metal,
has similar shape and length of the spectrogram, which we
believe is due to the effects of echo sounds. On the other hand,
the cepstral graph is distinctly different for all the materials
and hence could be considered a robust feature vector for
material classification. Fig. 5 clearly shows that the cepstral
features are unique for all the material later used in building
the dataset.
C. Machine Learning of Tapping Sound
The support vector machines (SVMs) is a widely-used and
well-studied probabilistic machine learning method to learn
and classify supervised data. Due to brevity, we refer the
readers to [29] for more information on the SVM classification
algorithm.
The proposed system utilizes the SVM classifier with
MFCC as the input feature vector and the material type as the
classified output label. The classification algorithm, multiple
(n(n−1)
2
, where n is the number of classes) linear SVM
classifiers (performing one versus one classification) uses a
decision function of shapes to obtain the final classification
output along with confidence values.
D. Selection of Classes and Dataset Creation
The classification of the tapping sound needs a reference
dataset based on which a classification model can be de-
veloped. To the best our knowledge, there are no publicly
available datasets consisting of tapping sounds of various
materials. Hence, we created a dataset with an extensive
collection of tapping sounds from various objects, such as,
wood, metal, glass, plastic, cardboard, wood, concrete, and
wall (hardboard), which are commonly found in everyday life.
We recorded the tapping sound from objects like trash bins,
storage cabinets, wall, cardboard boxes, doors, tables, and so
on which are made with these materials (as their principal
composition), and build our dataset. Fig. 6 shows some of the
objects used in the construction of the dataset.
We also included a class which consists of the empty tap
(with no target object) to account for tapping issues such
as the solenoid tip unable to contact the target material or
an accidental trigger. So the total number of classes in our
experiments is 8 (7 materials + 1 Empty).
The dataset consists of an average of around 100 sample
sounds per class. In our learning stage, we observed that
training:test dataset split of 70:30 produces optimal results and
either lower or higher split ratio resulted in either underfitting
or overfitting, respectively.
E. Classification results
As discussed in the previous section, a SVM classification
model was trained using the recorded tapping sounds. In
the Fig. 7, we present the confusion matrix of the material
classification results which has been normalized, so that the
column sum to 100%. The mean accuracy of the classification
results is 91.54%.
From the confusion matrix, it can be observed that there is
a reasonable misclassification between plastic and wall, metal
and wood, and plastic and cardboard. These are due to the
similarities in the sound.
V. ROBOT EXPLORATION
In this section, we present two methods of operating the
robots (1) manual teleoperation and (2) an autonomous mode
Mean Accuracy: 91.54%
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Fig. 7: The confusion matrix of our classifier.
where the robot functions based on a map constructed by
another robot.
A. Manual Teleoperation
In this mode, the robot1 is teleoperated manually by an
operator. The online map constructed by the robot is used
as the reference for teleoperation. GMapping [30] is used
to simultaneously localize and map the robot’s position in
the environment. The robot is controlled to move towards
an object such that the robot faces it and the solenoid tap
is triggered manually. This tapping sound is recorded, filtered
and then processed as described in the previous section, to
identify the material. The identified materials are added to the
map as markers, hence giving the operator better insights on
the environment. This method is ideal when the number of
places to be sampled is less and for smaller environments,
and there are no other robots available to map the region. Fig.
8 shows a map constructed using manual teleoperation along
with the ground truth for three different locations.
B. Autonomous Mapping
It can be tedious to teleoperate the robot and to sample the
environment, especially when a large number of sample points
are needed or if the environment is large. To remedy this, we
introduce a method, where the robot navigates autonomously
and detects the materials in the environment based on a map
built by another agent (mapping robot).
First, the mapping robot is teleoperated to build the map of
the environment. Then, a central server processes the map built
by the mapping robot. From this map, the locations where the
1Note, for the manual teleoperation experiments, we used an iRobot Create
2 robot (instead of Jackal robot) mounted with the same tapping system.
The Jackal robot based system design is an evolved version of our proposed
hardware design and is intended for autonomous mode of materials mapping.
Fig. 8: Material maps constructed using manual teleoperation.
(Images of the environment, the ground truth and the material
map created are shown for three different locations.) The color
coding are as follows: metal (cyan), plastic (green), concrete
(red), cardboard (blue), wall (yellow), and wood (brown).
tapping robot needs to visit and sample the tapping sounds are
extracted. A human operator needs to trigger the deployment
of the tapping robot when a good map has been built by the
mapping robot. The map constructed for the environment in
Fig. 10a has been shown in Fig. 10b. These points are later
communicated to the tapping robot, and it moves from point
to point, tapping and inspecting those locations and finally
creating a material map. Fig. 9 shows the overall architecture
of the autonomous mapping system.
1) Extraction of Points to sample: The points the tapping
robots needs are obtained by processing the map obtained from
the mapping robot. The map is preprocessed and the points are
extracted based on the geometry as described below.
Map Smoothing using Delaunay Triangulation: The map
obtained from the mapping robot contains noise and some
irregularities and the map needs to be smoothened for easy
extraction of the points to be sampled. The noise and irreg-
ularities in the map can deter the extraction of correct points
for sampling. We use a Delaunay Triangulation based method
for removing noise and smoothening the map based on the
cleaning method proposed in [31]. In this method, a point set is
constructed by considering each occupied pixel (black pixels in
the occupancy grid) as a point. Then, Delaunay Triangulation
is applied to this point set. From the triangulated result, all the
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Fig. 9: Implementation of the proposed system for autonomous
mapping.
triangles which have at least one edge whose length is greater
than a user-defined parameter γ are removed. This process
tends to remove all the big triangles in the triangulation. Based
on experimentation, we found that γ = 5 looks to be ideal.
If the map has any noise, they are usually isolated and are
linked to the other points by long edges in the triangulation,
and hence they are removed. In case, if there is any irregularity,
the region is filled with tiny triangles which are retained. These
tiny triangles which are retained tend to smoothen the map.
Extracting Boundaries: The points to be sampled by the
robot should lie on the border between the empty and filled
regions (white and black pixels in the occupancy grid). To
extract these points, we first extract all the points which form
the boundary between the filled and empty region from the
smoothened map obtained in the previous step. These points
are obtained by looking at the eight neighboring pixels of all
the occupied pixels. If a pixel is surrounded by at least one
pixel corresponding to the free space (white pixel), then that
pixel is considered to be a part of the boundary. A graph
is constructed using the various boundary pixels and with
neighboring pixels forming edges. The connected components
found from this graph gives the various segments in the map
are extracted. Fig. 10d shows the segmented boundary map for
the map shown in Fig. 10b.Small segments are not considered.
During experimentation, small segments which had less than
20 points were not considered for the later steps.
Sampling the Boundary: Based on the boundaries extracted
in the previous step, points are extracted on the boundary
lines at regular intervals. An interval of 1 meter was used
in the experiments. Fig. 10e shows the various points to be
sampled (in purple). For the robot to reach the point, the
destination pose is also needed. Ideally, the robot should
be perpendicular to the object surface for proper taps. The
orientation is computed from the gradient direction computed
TABLE I: Accuracy of the proposed material recognition
system in the exploration experiments.
Exp. # 1 2 3 4 Success rate
Metal 5/5 5/5 4/5 0/0 93%
Plastic 5/5 5/5 5/5 1/1 100%
Wood 4/5 4/5 0/0 2/2 83%
Cardboard 2/5 4/5 0/0 0/0 60%
Concrete 5/5 3/5 0/0 0/0 80%
Wall 0/0 0/0 4/5 12/12 94%
Empty 5/5 4/5 4/5 0/0 87%
Total 26/30 25/30 17/20 15/15 87%
using Sobel operator [32].
The horizontal and vertical derivative approximations Gx
and Gy for a given image A is computed as
Gx = ⎡⎢⎢⎢⎢⎢⎣
+1 0 −1+2 0 −2+1 0 −1
⎤⎥⎥⎥⎥⎥⎦ ∗A (1)
Gy = ⎡⎢⎢⎢⎢⎢⎣
+1 +2 +1
0 0 0−1 −2 −1
⎤⎥⎥⎥⎥⎥⎦ ∗A (2)
where ∗ is the convolution operator.
Based on this with the smoothen map as the input, we can
compute the gradient direction (Θ) as
Θ = arctan(Gy
Gx
) (3)
From the gradient direction(Θ), the required direction of the
robot at point can be computed.
2) Autonomous Control: The positions with orientation
extracted in the previous step are used as an input for this
step. The Robot Operating System (ROS) navigation stack is
used for localization (AMCL package) and for moving the
robot from one point to another (move base). The points are
sorted based on the Euclidean distance between them so that
the robot moves from one point to the next nearest point.
The robot moves from point and point and tap the object and
identifies the material and hence constructing the material map.
Fig. 10f shows the material map for the environment in Fig.
10a and the corresponding ground truth in Fig. 10g.
C. Results and Discussions
The materials classified by the robot in both manual and
autonomous modes were compared with the ground truth in
order to validate the performance of the robot. The results
of experiments are summarized in Table I and the LiDAR
map with object markers are shown in Fig. 8 (column 1-3
in table) and Fig. 10 (column 4 in table). The Table I gives
the measures of the accuracy of our algorithm measured under
various experimental setups and modes of operation. Note, the
first three experiments are manual teleoperation scenarios and
the fourth experiment is the autonomous navigation scenario.
From the table, it can be seen that the algorithm can identify
most of the materials accurately at various locations and that
the proposed system was able to detect most of the material
a b c d e f g
Fig. 10: Construction of material map for an unknown environment: (a) Picture of the hallway used for the experiment, (b)
Original map created using LiDAR from mapping robot, (c) Smoothed map , (d) Segmented boundary map, (e) Points to
sample at 1m interval (in purple), (f) Material Map created, (g) Ground Truth material map. The color coding for material
map and ground truth are as follows: plastic (green), wall (yellow), and wood (brown).
using tapping sounds. This is because each object being
tapped by the robot has different sound properties depending
on the composition of the materials the object is made of.
Also, the system is robust with regard to environmental noise
due to NLMS algorithm for the active noise reduction and
MFCCs for feature extraction. To be specific, the detection
accuracy of metal, plastic, wood, cardboard, concrete, and
wall is approximately 93%, 100%, 83%, 60%, 80%, and 94%,
respectively. From the experiments, we found that the material
can be identified with higher accuracy by multiple taps on the
same material/object at various locations. This helps to reduce
the number of false classifications.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have presented a tapping system for a
mobile robot that can be used for mapping various materials
such as wood, plastic, metal, glass, wall, etc. in an unknown
environment. We have discussed the various components of the
system including the hardware design, the sound classification
method, and the robot control algorithm for autonomous
navigation and mapping.
Through real experiments, we have demonstrated that using
our proposed tapping system, we can classify the materials
with an accuracy of approximately 92% in identifying mate-
rials of known objects and an average accuracy of 87% in
identifying materials in unknown environments. The obtained
materials map integrated with the SLAM map of the robot is
not only useful for improving the robot’s autonomy but also
useful for planning robotic search and rescue operations in
advance, for example.
As a future work, we plan to extend this idea to the 3D
material map for use with drones and we intend to improve
the proposed tapping system with a height adjustable solenoid
leading to its ability in aiding the 3D material maps.
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