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TOPOLOGICAL STRUCTURES IN THE EQUITIES MARKET NETWORK
GREGORY LEIBON, SCOTT D. PAULS, DANIEL ROCKMORE, AND ROBERT SAVELL
ABSTRACT. We present a new method for articulating scale-dependent topological de-
scriptions of the network structure inherent in many complex systems. The technique is
based on “Partition Decoupled Null Models,” a new class of null models that incorporate
the interaction of clustered partitions into a random model and generalize the Gaussian
ensemble. As an application we analyze a correlation matrix derived from four years of
close prices of equities in the NYSE and NASDAQ. In this example we expose (1) a natu-
ral structure composed of two interacting partitions of the market that both agrees with and
generalizes standard notions of scale (eg., sector and industry) and (2) structure in the first
partition that is a topological manifestation of a well-known pattern of capital flow called
“sector rotation.” Our approach gives rise to a natural form of multiresolution analysis of
the underlying time series that naturally decomposes the basic data in terms of the effects
of the different scales at which it clusters. The equities market is a prototypical complex
system and we expect that our approach will be of use in understanding a broad class of
complex systems in which correlation structures are resident.
1. INTRODUCTION
Complex systems often arise as a consequence of multilayered interactions among a
large population of diverse agents. For example, neural capabilities arise as a result of
the interactions of clusters of neurons of similar function [1]. Social networks often func-
tion as interacting hierarchies of sub-networks [2, 3], as do link networks for webpages
[4]. The dynamics of the equities market is driven by interactions among sectors, which
are in turn influenced by their component industries as well as by the strategies of large
institutional traders [5]. The financial markets are of particular interest for researchers in
complex systems, as their intrinsically numerical nature provides a wealth of data for anal-
ysis and hypothesis testing. The significant complexity of the web of interdependence in
the markets has a natural and informative mathematical formulation in terms of a network
encoding the correlation structure of some underlying time series (e.g., price and volume)
that measures something of the state of the financial instrument. Indeed, such correlation
networks are an important class of networks that fall naturally into the larger class of com-
plex phenomena in which entities are related according to some measure of similarity in a
complex system.
In this paper we present a new tool for decomposing these kinds of correlation networks
— the “Partition Decoupling Method.” It is an iterative method in which spectral consid-
erations (i.e., eigenvalues of a relevant matrix) are used to identify significant clusters
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via comparison to some relevant random model. The effect of these clusters is removed
from the underlying data to reveal a residual layer of interaction ready for another round
of structural decomposition. In this way, the correlation network, as a summary of some
complex system, provides the nexus for an interesting symbiosis between the ideas of mul-
tiscale data analysis and topological network analysis. The iterated removal of the “cluster
effect” is akin (in spirit) to the well-known “multiresolution analysis” that accompanies
wavelet decompositions in signal and image processing (see e.g., [7, 8], as well as [9]
which contains a more general view of multiresolution analysis). It is likewise similar to
a factor or principal component analysis [10] that creates a succession of approximations
to a correlation matrix.
Our approach produces a sequence of partitions of the network, each providing a topo-
logical description of an aspect of the network structure. This in turn gives rise to natural
hierarchical decompositions of the underlying data stream. The hierarchical structure of
the data is also manifested in a multiscale structure in the correlation. The derived parti-
tions suggest a new class of null models introduced herein, the Partition Decoupled Null
Model (PDNM), which incorporates the different clusters into a random model. A PDNM
is best understood as a generalization of the widely used Gaussian ensemble (GE) null
model in which there is a natural incorporation of the structural information associated
with the partitions. The PDNM carries with it several interacting partitions, each with its
own geometric structure, making it a more textured and potentially more powerful model
for comparison. We anticipate that the Partition Decoupling Method (PDM) will be of use
in a variety of disciplines in which structure based on similarity measures (e.g., correla-
tion) is expected.
As an example, we give a multipartition analysis of the correlation network of a portion
of the equities market. A multiresolution, multipartition decomposition of the equities
market is plausible as the global structure of these dynamic entities is emergent from
huge numbers of local interactions resulting from several different factors reflecting the
dynamics of supply and demand on various scales.
Within each partition, we expose a multiscale network in which nodes at any given
scale are aggregations of nodes at a finer scale. The nodes both echo and extend the usual
notion of sector in the market. The articulation of topological structure yields our second
main result — the unsupervised discovery of non-trivial homology (loops) in the network
of clusters, reflecting the well-known phenomenon of capital movement called “sector
rotation.”
Ultimately, we reveal that the equities market is best described as a collection of pro-
cesses defined on interacting networks — a characterization shared by many diverse com-
plex systems. We demonstrate that by a careful decoupling of network partitions, we
may peel apart the layers of network structure to reveal subtle interdependencies among
network components as well as residual network structures hitherto masked by more dom-
inant network processes.
Our approach differs in some important ways from previous applications of clustering
techniques to the hierarchical decomposition of complex systems — and particularly from
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previous efforts in the articulation of “market topology” as manifested in correlation net-
works derived from equities. The most important difference is that our model is not strictly
hierarchical, but instead details the interaction between a number of different partitions of
the network. Our method places no constraint on connectivity of the nodes, whereas purely
hierarchical approaches constrain the complexity (in terms of connectivity) of the defined
nodes in some manner (e.g., as a tree [11] or with some fixed bound on topological type
[12]). Furthermore, while our use of the GE null model (see the Methodology section) as
a means of identifying relevant information in our clustering step is in the spirit of ran-
dom matrix null models [13, 14, 15], our method provides a more detailed description of
a network by identifying relevant clusters across multiple interacting partitions. We also
note that, in contrast to our clustering method, cluster identification using localization of
eigenvectors (e.g. [13]) generally produces clusters which do not necessarily partition the
entire set of equities (however, see [16] for a single partition result).
2. METHODOLOGY
There is a natural tension in the analysis of complex systems between the desire to rec-
ognize the complexity of a system in its entirety and the desire to conceptualize the system
processes in terms of the interaction of a minimal collection of discrete components. Our
methodology is designed to preserve important aspects of system complexity typically lost
in the application of dimension reduction techniques. The Partition Decoupling Method
is a principled method for generating multipartition descriptions of the system which ef-
fectively capture both the dominant structures defining the system as well as second order
structures which are often obscured by the actions of the dominant processes. It involves
combining two algorithms: the Partition Scrubbing Method and the Hierarchical Spectral
Clustering Method.
2.1. Partition Scrubbing Method. Beginning with a discrete sample space of nodes or
entities indexed by I = {1, . . . , N} with associated time series D = {D(1), . . . , D(N)}
each of length T , we identify a collection of characteristic time series V which capture
some aspect of the structure of the D series. Note that these need not be (and rarely are)
independent. The idea is that each member of V summarizes some property of the time se-
ries in D and projection of D onto the subspace spanned by V yields a dimension reduced
representation of D. From this we then derive a decomposition of D into two orthogonal
components– the projection of D onto V and a residual component R. The process may
then be repeated onR, finding a new set of characteristic time series, projecting and com-
puting a second residual component. Iteration may be continued until “failure,” of which
there are two types. “Partitioning Failure” occurs when the correlation structure of the
residual time series is indistinguishable from the Gaussian ensemble (note that depending
on context, this could be replaced by other null models) and we cannot reliably find char-
acteristic times series. “Projection Failure” occurs when the characteristic time series are
numerically linearly dependent. In this case the projection on V does not have a unique
representation in terms of the characteristic time series. Our view is that in each iteration,
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the removal of the effect of the characteristic time series reveals residual structure that
may have been masked by the dominant behaviour.
To apply the Partition Scrubbing Method, we start with a collection of normalized se-
quences D0(i), and a choice of clustering methods for each 0 ≤ α ≤ m that, given a
collection Dα(i), will produce a mapping Cα : I → {1, . . . , |Cα|} where |Cα| denotes
the number of clusters generated by the method (hence Cα is assumed to be onto). We
calculate the set of characteristic time series associated with the partition:
Vαk = mean{Dα(i)|Cα(i) = k}
for 1 ≤ k ≤ |Cα|. Then, Vα = {Vα1 , . . . ,Vα|Cα|}.1
Next, we scrub the partition to produce Dα+1(i) from Dα(i). To do so, we decompose
Dα(i) into the sum of two components: the projectionFα(i) associated with the clustering
Cα and a residual componentRα(i), so that:
(1) Dα = Fα +Rα
where
(2) Fα(i) = ΠVα (Dα(i)) =
|Cα|∑
k=1
ταk (i)Vαk
where ΠVα is the projection onto Vα.
We assume that Rα– the residual component of the time series– is independent2 of Vα.
Under these assumptions we can solve for the ταk (i) via some simple linear algebra.
3 We
call ταk (i) the “cluster pressure on node i” (at iteration α) .
Given these values of τ we create a new collection of “cleaned” time series:
Dα+1 = norm(Rα) = norm(Dα −Fα)
with norm(Rα) = Rα−mα
σα
, where mα and σα denote the mean and standard deviation of
Rα respectively.
Using this algorithm, each seriesD0(i) can be reconstructed from theDm+1(i) from the∑m
α=0 |Cα| characteristic time series in {Vα}mα=0 and the
∑m
α=0 |Cα|+2(m+1) parameters
{mα(i), σα(i), {ταk (i)}|C
α|
k=1}mα=0 corresponding to the entity. This is our “multiresolution”
representation of the original time series data.4
1Notice, this method can be generalized to any method of constructing the characteristic time series V .
2Here independence is meant in the statistical sense, namely, that they are not correlated.
3We take the inner product of both sides of (1) with Vαj for all values of j and solve for ταk (i). Equiva-
lently: Let Ai,j = corr(Vi, Vj) · sd(Vj). Let b(j) = corr(Vj , Dα) · sd(Dα). Solve for T = A−1 · b. Then
ταk (i) = T (k, i).
4Note that Projection Failure occurs when the ταk are not uniquely determined (i.e., the matrixA indicated
in footnote 3 is not invertible). We interpret this as a loss of resolution in the data and/or a build-up of
numerical error (and stop iterating if such a failure occurs).
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2.2. Hierarchical Spectral Clustering Method. To find the partitions needed in the Par-
tition Scrubbing Method, we use an innovative hybrid technique, the Heirarchical Spectral
Clustering Method. This method is a principled hierarchical clustering of the correlation
network, which proceeds by comparing the eigenvalues of the Laplacian of the correlation
network to the eigenvalues of a GE Null Model associated with the network nodes. The
method is suitable for networks in which effects of interest tend to result in stratification
of network correlation strengths at particular scales. Given a collection of time series in-
dexed by I , the output of this method is n levels of clusters of the nodes, each of which
provides a partition of I .
At the core of the method is the dimension reduction via spectral clustering of the graph
Laplacian [17] associated with the correlation matrix. (see the Supplemental Information
for an overview of the method). When presented with a correlation matrix for a sequence
of time series, we identify the number of significant clusters and perform spectral cluster-
ing. To pick the number of significant clusters, we are guided by the use of the GE null
model as a means of determining at what point in the spectrum of the Laplacian we are
witnessing a manifestation of random effects. GE(n,m) models n nodes with time series
of lengthm, drawn from i.i.d. Gaussian random variables. The choice of Gaussian random
variables (as opposed to a different distribution) is motivated by our choice of application:
the total distribution from the observed data for the equities network is close to Gaussian,
with the obligatory fat tails.5 We set the number of significant clusters equal to the number
of nonzero eigenvalues of our correlation matrix which fall below the minimum of the
nonzero eigenvalues of the Laplacian of the correlation matrix associated with GE(n,m)
after simulating the distribution 100 times.
We call this first set of clusters the first level. To form the remaining levels, we repeat
the following two steps until we reach a level with fewer than 2 clusters. Given a level j,
i. Form a new correlation matrix Corr(j) by computing the correlations between the
mean time series of the clusters of the level j.
ii. Repeat the comparison to the GE null model and spectral clustering described
above to find the (j + 1)st level of clusters (i.e. these are clusters of clusters).
This step fails if at level one the comparison to the GE null model yields less than 2
significant eigenvalues. This we refer to as a Partitioning Failure. We call a level nontrivial
if there are greater than 1 significant eigenvalues.
2.3. Partition Decoupling Method (PDM). The PDM consists of the iterative applica-
tion of the Partition Scrubbing Method using the partitions produced by the Hierarchical
Spectral Clustering Method. As a first step, we normalize the series and we set C0 ≡ 1.
This is akin to defining a partition with a single characteristic time series V0 incorporat-
ing all nodes. (In our equities example, this corresponds to removing the global market
5As a check, we performed our entire analysis with a bootstrap null model based on the observed data
distribution but found no difference (in comparison with the use of a GE) in the results. Thus, for ease of
exposition and replication, we use the Gaussian distribution as our base distribution. For other applications,
a different choice of distribution may be appropriate.
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effect by removing the overall daily mean, and is similar to the normalization used in
[13].) Then we proceed by using the Hierarchical Spectral Clustering Method to form
the partitions needed by the Partition Scrubbing Method. Notice, to run the Hierarchical
Spectral Clustering Method requires choosing a level at each iteration, and we express
these choices with the Partition Vector 〈`1, . . . , `m〉. A partition vector uniquely deter-
mines the PDM’s output: the characteristic time series {Vα〈`1,...,`m〉}mα=0 and the constants
{mα〈`1,...,`m〉(i), σα〈`1,...,`m〉(i), {ταk (i)}
|Cα|
k=1}mα=0 for each entity. Here Cα〈`1,...,`m〉 denotes the
partition formed during the α iteration of the PDM.
Notice the PDM implicitly defines a restricted class of models via constraints on the co-
variance structures associated with the traditional GE null model. We refer to these asso-
ciated null models as Partition Decoupled Null Models (PDNM). Given a partition vector
〈`1, . . . , `m〉, we may construct an associated PDNM by replacing the final Dm+1 with in-
dependent Gaussian random variables and inverting the Partition Scrubbing Method. No-
tice, if the decomposition terminates with a Partitioning Failure at the α iteration, then the
Dα+1 time series have a correlation structure that is indistinguishable (in the above spec-
tral sense) from the Gaussian ensemble, and this model duplicates the correlation network
structure up to random effects. (For decompositions that halt due to a Projection Failure,
the residual may still have significant structure when compared to a GE null model, but
we cannot reliably compute the contributions of the clusters (i.e. the ταk (i))).
This said, we view the importance of the PDM not as providing a complete model
of the system, but rather as providing a simple description of the complex system when
the complexity is due interacting partitions. For example, to capture the complexity of
two interacting partitions with N and M parts respectively might require as many as MN
characteristic time series using a hierarchical method. Using the PDM, one can potentially
reduce this to M + N characteristic time series, providing much better dimension reduc-
tion. Of course a real complex system may not be a simple interaction of m partitions,
and different choices of partition vectors may produce different dimension reductions and
reveal different structures. We view the PDM as a convenient way to produce a family of
distinct dimension reductions, encoded in the tree of partition vectors. In statistical learn-
ing situations, this family of dimension reductions can prove to be a valuable asset during
the model selection process.
3. DECOMPOSITION OF EQUITIES NETWORKS
For our specific application to the equities market network, we begin withN time series
of daily close prices and create an initial collection of series D0 which corresponds to the
logarithmic return (logarithmic derivative or fractional change) of the closing price series
for each equity. That is, given Pt(i), the closing price on day t of equity i we approximate
the logarithmic derivative of Pt(i) by:
D0t (i) =
Pt(i)− Pt−1(i)
Pt−1(i)
.
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In this section, we describe the results of applying the PDM to the equities network
determined by these series. We demonstrate the ability of the PDM to expose network
structures which elude typical clustering methodologies. In doing so, our results delin-
eate a more general notion of market sectors than those typically acknowledged by the
industry, in that we expose both recognizable “classical sectors” as well as new natural
hybrids. Additionally, the coarse scale analysis successfully exposes a non-trivial homo-
logical entity (a topological cycle) corresponding to the known phenomenology of capital
flow referred to as “sector rotation.”
For this application, we obtained from the Yahoo! Finance historical stock data server
daily close prices for 2547 stocks currently listed on the NYSE and NASDAQ for a period
spanning 1251 trading days over (roughly) four years (in the time window from March 15,
2002 - Dec 29, 2006). We began by removing any equity with more than 30% missing data
in that window, after which we were left with our 2547 equities over 1251 trading days.
In addition, we remove all extreme events from the time series (20 % or larger single day
moves). This cleaning was performed in part to avoided having to carefully compensate
for the stock splits and reverse stock splits in our data. But we feel that this cleaning would
be appropriate even if we had cleaned out the splits via other methods. This is because the
structure that underlies the market exists in (at least) two regimes — extreme events and
“normal” events — articulated as two different network structures [6]. Since the extreme
events were very sparse, the time series correlations we used to explore the equities market
by their nature are only capable of illuminating the “normal” network.
PDM Applied the the Equity Market. To demonstrate the method’s superiority in ex-
posing latent structure in the network, we look at the results of the PDM for two iterations.
This resulted in four possible partition vectors with non-trivial levels, as schematically de-
scribed in figure 4.
We found partitions of the following sizes:
∣∣∣C1〈1,∗〉∣∣∣ = 49, ∣∣∣C1〈2,∗〉∣∣∣ = 7, ∣∣∣C2〈1,1〉∣∣∣ = 62,∣∣∣C2〈1,2〉∣∣∣ = 10, ∣∣∣C2〈2,1〉∣∣∣ = 52, and ∣∣∣C2〈2,2〉∣∣∣ = 10. Notice, the partition at the first iteration is
independent of future iterations, hence the ∗ can denotes any choice. All of these partition
vectors provide effective and distinct dimension reductions of the overall complex system.
We now explore these examples with the goal of demonstrating that PDM results in a
collection of effective dimension reductions and additionally uncovers information that is
often obscured using traditional clustering decompositions.
For each partition, we use the industry sector labelings available from Yahoo! Finance
and NASDAQ/NYSE membership to examine the composition of clusters as both a vali-
dation of our clustering method and a tool which helps show when partitions reveal new
information. We find that the majority (35 of 49) of the clusters ofC2〈1,∗〉 are predominantly
identified by sector (in the sense that the majority of their nodes are from a given sector)
and most of the clusters are strongly identified with either the NASDAQ or the NYSE (see
Supplemental Information, Figure 5). Seven of the clusters without dominant sectors have
other obvious categorizations (e.g., a regional or business commonality).
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Clusters of partition C1〈2,∗〉 were also classified generally by sector. Figure 1 shows a
representation of the network resulting from the spectral clustering algorithm applied in
our first iteration. For visualization purposes, we have used the centroids of the clusters
in C1〈1,∗〉 to represent the entire cluster and have used standard multidimensional scaling
(see e.g., [18]) to reduce to a lower dimension. The grey regions in Figure 1 roughly
reflect the clusters of C1〈2,∗〉. The inset graph in the lower left hand corner shows only
the C1〈2,∗〉 clusters and is colored according to dominant sector. Tables 2 and 3 provide a
precise summary of the clustering data and classification. Clusters of C2〈2,1〉 predominantly
admit natural classification (30 out of 52 are classified by sector/industry and 5 more are
classified by geography) while the opposite is true of clusters of C2〈2,2〉, where only 3 of 10
admit sector classification (witnessed in Figure 3).
The clusters of C2〈2,2〉 and C
2
〈2,1〉 provide new partitions of the network and reveal new,
textured information previously obscured by behavior of the dominant clusters discovered
in the first iteration. While clusters of both C1〈1,∗〉 and C
2
〈2,1〉 are classified by sector and
have significant membership overlap, the network configuration is substantially different
from that shown in Figure 1. This demonstrates that the clusters of C2〈2,1〉 correspond to a
new subsidiary network structure, revealed by exposing new strata of correlation strengths
(of lower magnitude) previously masked by the dominant behavior of the clusters in C1〈2,1〉.
While the original clustering of the nodes in Technology in C1〈2,1〉 were positively corre-
lated and tightly grouped, the removal of C1〈2,1〉 via partition decoupling exposes a new
configuration for these entities in which there is clustering in similar groupings but with
different internal relationships, including negative correlations. In Table 1, we see the clas-
sification of the clusters into which this technology cluster (C1〈2,1〉) decomposed in C
2
〈2,1〉.
It is evident from this analysis that the partition decoupling has removed the major effect
of C1〈2,1〉, revealing lower order effects as expected. We hypothesize that these new parti-
tion layers may indicate “second order” trading strategies within these sectors. We note
that within the other clusters of C1〈2,1〉, similar effects are found.
The representation of C2〈2,2〉 is shown in Figure 3. The three clusters classified by sec-
tor reflect reconfigurations of the sectorial divisions given by C1〈2,2〉. More interesting are
the unclassified clusters which reveal new cross-sector interactions. For example, the di-
amond shaped clusters contain a mixture of multiple sectors. The first is predominantly
Consumer Goods, Industrial Goods and Services, while the second is predominantly Fi-
nancial, Healthcare, Services and Technology. However, both clusters contain significant
commonalities. In the first, the equities in the Service sector are almost all related to the
shipping industry, which obviously serves to distribute Consumer and Industrial Goods.
In the second, the equities in the Financial, Services and Technology sectors are related
to companies that either provide services or do business with healthcare companies (e.g.
health insurance companies, drug companies, management services, healthcare based RE-
ITs, etc.). Equities in both of these clusters are drawn from a range of different clusters
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in C1〈2,2〉, showing that these two overlapping partitions are truly distinct, and once again
demonstrating PDM’s to remove higher order effects and reveal new structure.
Nontrivial homology - sector rotation. The most significant geometric property of the
hierarchical network exposed in the first iteration is the existence of a topological cycle
(i.e., an example of nontrivial homology) reflective of the well-known phenomenon of
sector rotation — which forms the basis for predictive techniques in Intermarket Analysis
[19]. Sector rotation refers to the typical pattern of capital flow from sector to sector
over the course of a business cycle. Capital flow is echoed in our network structure via
enhanced correlations among related equities, and the topological cycle corresponding
to sector rotation manifests itself as an emergent structure in the dense network of near
neighbor links.
To support the hypothesis that we are exposing sector rotation we compute the effect
of the overall market pressure, τ , for each equity in a moving one year window over ten
years of data. As most of our clusters are sector dominated, we compute, as a proxy for
the aggregate pressure on the clusters, the mean τ for each sector.6 In Figure 2, we plot the
results over time after applying standard normalization. Both the periodicity of the sector
effects and the relative phases of the sector waveforms strongly support the sector rotation
interpretation.
The detection of a well-articulated topology in this network is in a similar spirit to that of
[20, 21] where the computation of the homology of large datasets is used to topologically
classify the data configuration. In our case, the homology has a natural interpretation in
terms of observed market behaviour.
4. CONCLUSION
We present a new method for the decomposition of complex systems given a corre-
lation network structure which yields scale-dependent geometric information — which
in turn provides a multiscale decomposition of the underlying data elements. The PDM
generalizes traditional multi-scalar clustering methods by exposing multiple partitions of
clustered entities.
Our multi-partition decomposition allows us to create a new class of null models with
which to study such systems: the Partition Decoupled Null Model. These null models
mimic the observable clustering of the network and thus provide a better platform than the
random matrix theory models from which to study the behaviour of the network.
As an example and application, we analyze a substantial portion of the US equities
market, revealing several partitions that expose six different dimension reductions of the
market network. Labelling by traditional sector and industry data validate one aspect of the
partitioning, as the finest partitions break down both by traditional sector as well as other
6Recall that τ with respect to any subset (including the entire market) is the time series given by the
average fractional change over the entire subset on each day.
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commonalities. In addition to validation of the technique (by recovering “official” classi-
fications), the labelling provides evidence for our technique’s ability to extend traditional
notions of a priori clusters in the data. The partition decoupling reveals several instances
of cross-sectorial components (with verifiable mixture classifications) which tend to be
obscured by the typical sectorial analysis.
In the course of our decomposition we also identify an instance of non-trivial homol-
ogy: a cycle which corresponds to the well known phenomena of sector rotation. This
“sector rotation” reflects the movement of various sectors of the equities market, which
rise and fall in a predictable cyclic manner as the economy moves through the stages of
expansion and contraction. Our topological cycle in the correlation network captures this
phenomenon exactly as the order of the cyclic sector rotation is reflected in the cyclic
ordering of the cluster components.
In conclusion, the PDM applied to the correlation network of the equities market reveals
both interesting known structure and new structures typically lost in common sectorial
market decompositions. This principled decomposition of the time series according to the
structure of the correlation network should prove useful for various forms of risk man-
agement including portfolio construction. In addition, we anticipate that other correlation
networks produced by the actions of diverse complex systems will also prove amenable to
this approach.
5. SUPPLEMENTAL INFORMATION: SPECTRAL CLUSTERING
We briefly outline the procedure for spectral clustering used in [17]. Let ρ be a correla-
tion matrix for some set of nodes.
(1) First construct the graph Laplacian associated to the correlation matrix, ρ:
L = I −D− 12 · exp(−d2) ·D− 12
where d = sin(arccos(ρ)/2) is half the chordal spherical distances associated to
ρ, D is the diagonal matrix with entries given by the the row sums of exp(−d2).
(2) After computing the eigenspectrum {λi, vi} ofL, choose the k most relevant eigen-
vector/eigenvalue pairs. Create the matrix V with columns given by the selected
vi.
(3) Normalize each of the rows of V to have unit length.
(4) Perform k-means on the data points using the rows of V as the coordinates in
Euclidean space of each node.
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FIGURE 1. Network structure after after applying PDM and dimension re-
duction. The big graph is C1〈1,∗〉 with distance determined by the correlation
between the resulting characteristic time series. Solid circular nodes are
classified clusters with coloring indicating the dominant sector or classifi-
cation. Unfilled square nodes are clusters without a dominant classification
labeling. Node size in all cases is proportional to cluster size. Connections
(blue lines) are added when the Euclidean distance between two cluster
centroids in the Euclidean embedding is in the bottom 10% of all such dis-
tances. The grey regions identify clusters of clusters and are (basically)
C1〈2,∗〉. A schematic drawing of the resulting network is in the lower left
hand corner. Nodes are labelled 1-7 counterclockwise beginning with the
yellow node.
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FIGURE 5. Each figure contains a histogram of the sector and index break-
down of the clusters in C1〈1,∗〉. Columns 1-8 represent Yahoo! Finance
sector labels. The ninth column is reserved for equities that had no sector
labeling. Height of each column is the percentage of the total cluster falling
in that category (the cluster size is listed above each histogram). A cluster
is defined to be sector dominated if one sector comprises more than 50% of
the cluster. In that case, the sector is denoted in green. The tenth column,
in red, gives the percentage of the cluster that is listed on the NASDAQ.
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TABLE 2. Classification of clusters of C1〈1,∗〉 and C
1
〈2,∗〉
Cluster∗ Sector† Classification
(1,1) N None
(2,6) N None
(3,2) N None
(4,1) N None
(5,1) N None
(6,7) F Closed End Funds
(7,3) N None
(8,3) T IT Products/Services
(9,6) F Regional Banking, S&Ls
(10,7) F Closed-End Funds, Debt
(11,6) N None
(12,1) S Strip Mall Stores
(13,7) F REITs
(14,4) N EU countries
(15,5) B Oil ans Gas
(16,3) T Semiconductors,
Electronics
(17,6) F Regional Banking, S&Ls
(18,2) H Biotechnology
(19,1) N Entertainment/Leisure
(20,7) F Regional Banking
(21,3) T Software
(22,1) I Construction
(23,7) F Insurance
(24,2) H Drugs/Medical Supplies
(25,1) B Chemicals
∗ The cluster is recorded as (a, b) where a is the C1〈1,∗〉 label and b is the C
1
〈2,∗〉 label.
† Sectors are identified via Yahoo! Finance labels as B (Basic Materials), C (Consumer
Goods), F (Financial), H (Healthcare), I (Industrial Goods), N (None), S (Services), T
(Technology), and U (Utilities)
[19] John J. Murphy, “Intermarket Analysis: Profiting from global market relationships”, John Wiley and
Sons, New York 2004. pp.200-215.
[20] Afra Zomorodian and Gunnar Carlsson, “Computing persistent homology”, SCG ’04: Proceedings of
the twentieth annual symposium on Computational geometry, pp. 347-356 (2004).
[21] Robert Ghrist, “Barcodes: The persistent topology of data”, Bull. Amer. Math. Soc. 45 pp. 61-75
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TABLE 3. Classification of clusters of C1〈1,∗〉 and C
1
〈2,∗〉 (continued)
Cluster∗ Sector† Classification
(26,7) U Electric
(27,5) B Industrial Metals
(28,3) T Scientific/Technical
Instruments
(29,1) C Grocery Store Items
(30,3) T Communication
(31,4) N China and India
(32,4) N Latin America, Non-EU
European countries
(33,3) T Computer components
(34,1) S Media Companies
(35,7) F Brokerages, Asset/
Credit Management
(36,3) T None
(37,5) B Oil and Gas Drilling
(38,2) H Health Care Plans
(39,1) S Shipping - Air and Rail
(40,7) U Gas
(41,1) S Restaurants
(42,3) T Internet Services
(43,1) I Aerospace
Products/Services
(44,4) N Brazil
(45,1) C Auto Parts/
Manufacture
(46,7) N Canada
(47,4) N Japan
(48,1) I Res. Construction
(49,5) B Gold Industries
∗ The cluster is recorded as (a, b) where a is the C1〈1,∗〉 label and b is the C
1
〈2,∗〉 label.
† Sectors are identified via Yahoo! Finance labels as B (Basic Materials), C (Consumer
Goods), F (Financial), H (Healthcare), I (Industrial Goods), N (None), S (Services), T
(Technology), and U (Utilities)
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