In this study, a multi-resource agent bottleneck generalized assignment problem (MRBGAP) is addressed. In the bottleneck generalized assignment problem (BGAP), more than one job can be assigned to an agent, and the objective function is to minimize the maximum load over all agents. In this problem, multiple resources are considered and the capacity of the agents is dependent on these resources and it has minimum two indices. In addition, agent qualifications are taken into account. In other words, not every job can be assignable to every agent. The problem is defined by considering the problem of assigning jobs to employees in a firm. BGAP has been shown to be NP-hard. Consequently, a multi-start iterated tabu search (MITS) algorithm has been proposed for the solution of largescale problems. The results of the proposed algorithm are compared by the results of the tabu search (TS) algorithm and mixed integer linear programming (MILP) model.
Introduction
Assignment problems (AP) are an important topic which is frequently studied in the literature. AP is generally considered in three classes. The simplest form of the AP, in which each agent can be assigned a job at most, is the classic AP. There are m number of agents and n number of jobs in this problem. Each job must be assigned to an agent so that the total cost is minimal. Each agent should also be assigned a job (oneto-one). Another class of the AP is generalized assignment problem (GAP). In GAP, more than one job can be assigned to an agent. Some subclasses of GAP are multi-resource generalized assignment problem (MRGAP), bottleneck generalized assignment problem (BGAP). Another class of AP is multidimensional AP. In multidimensional AP, jobs are assigned to at least two different resources. Detailed information can be reached from the literature review by Pentico [1] . In the GAP, each agent has a certain capacity. Jobs use this capacity and the capacity of the agent cannot be exceeded. In MRGAP, multiple resources are used for the completion of the jobs. Therefore, the capacity of agents depends on these resources. The capacity parameter of the agents has at least two indices due to parameter dependent on the agent and the resource. There are many applications of the MRGAP in real life.
For example, in vehicle routing problems, as vehicles are agents, and jobs are considered to be the places where vehicles should be visited, and the capacity of the vehicles depends on both the weight and the volume of the vehicle, the problem can be considered as the MRGAP [2] . In bottleneck assignment problems (BAP), the objective function is the minimization of the maximum assignment cost or maximum load over all agents. Completion time of the jobs also can be taken into account. In other words, completion time of the last job is minimized in the BAP [3] . GAP is an important problem frequently studied in literature. Studies in the literature can be categorized as studies that proposes exact algorithms and heuristic algorithms. In the studies that propose exact algorithms, the branch-bound algorithm ( [4] and [5] ), the cutting plane algorithm [6] , the branch and price algorithm [7, 8] , branch-and-cut algorithm for GAP with additional pair constraints [9] and with min-max regret criterion [10] were used. When the exact solution approaches are used, the solution time of the problem is quite prolonged. Since the GAP problem is an NPhard problem, it is quite common to use heuristic algorithms that gives the near optimal solution in a short time [11] . In the studies using heuristic algorithms, tabu search algorithm [12] [13] [14] , genetic algorithm [15] , bees algorithm [16] , a heuristic based on Lagrangian relaxation [17, 18] , LP-based heuristic [19] , a hybrid heuristic based on scatter search [20] , improved differential evolution algorithm [21] , a parallel genetic algorithm [22] and simulated annealing algorithm [14] were used. Degroote et al. [23] , poposed a methodology for selection the most suitable algorithm for GAP. Chakravarthy et al. [24] , proposed a heuristic algorithm for bottleneck generalized assignment problem. For a strategic variant of GAP, approximation algorithm is proposed by Fadaei and Bichler [25] . Detailed information for GAP can be found in the literature review by Öncan [11] . Although there are many studies related to GAP, the number of studies dealing with the MRGAP is less. MRGAP is the generalization of the GAP. GAP has been shown to be NP-hard and MRGAP is also NPhard [26] . Karsu and Azizoğlu [3] , proposed a branchbound algorithm for the multi-resource bottleneck GAP. Mazzola and Wilcox [2] , proposed a three stage heuristic algorithm for the MRGAP. In the first stage, a suitable solution is obtained and at the other stages, this solution is improved. Yagiura et al. [27] , proposed a new algorithm for multi-resource generalized quadratic assignment problem. In the algorithm, the path relinking approach was used in the neighborhood generation. Gavish and Pirkul [28] , proposed a heuristic algorithm and branch-bound algorithm for the MRGAP. They also proposed some rules for the reduction of the problem dimensions. Yagiura et al. [29] , proposed a TS-based heuristic algorithm for the MRGAP. Mitrovic-Minic and Punnen [30] , proposed a heuristic algorithm based on a variable neighborhood search for the MRGAP. The MRGAP problem is the generalized version of GAP and is a more difficult problem to solve. However, many studies in the literature propose an heuristic algorithm for GAP. Wu et al. [10] , Souza et al. [20] , Sethanan and Pitakaso [21] , and Moussavi et al. [31] proposed an heuristic algorithm for the generalized assignment problem. Difference from the literature, in this study an heuristic algorithm is proposed for the multi-resource agent bottleneck generalized assignment problem with agent qualifications. The differences of the study from literature are agent qualifications are taken into account, a different heuristic algorithm is proposed for the larger size test problems than the problem sizes in the literature and the success of the proposed heuristic is shown through test problems by comparing with Tabu Search in the literature. The TS algorithm has been proposed by Karsu and Azizoğlu [3] in the literature for the problem of MRGAP. The proposed iterated local search algorithm is compared with the TS algorithm. Test problems are generated in two different ways as that takes into account agent qualification and not takes into account agent qualification. In addition, larger size test problems are solved and the success of the algorithm has been shown through test problems. In addition, iterative local search algorithm was proposed for the first time for the MRGAP. The remainder of this paper is organized as follows. The first section of the study is the introduction, in the second section the problem is defined and MILP model is given. In the third section, the proposed solution method is explained. In the fourth section, experimental results are given and conclusions are given in the final section.
Problem description
In this study, multi-resource bottleneck generalized assignment problem (MRBGAP) with agent qualifications was addressed. The problem addressed in this study is defined by the problem of assigning employees to jobs in a firm. Employees are considered as agents. Each jobs must be assigned to an employee. More than one job can be assigned to an employee. Employee capacities depend on employee and shift. The shifts are defined as morning, noon, afternoon, evening and night. Employees' capacities (working hours) vary according to shifts. For example, an employee can work more in the morning shift than in the evening shift. For this reason, the employees' capacity parameter has two indices due to the parameter depending on the employee and the shift. The objective function is the minimization of the completion time of the last job, and this objective function is the bottleneck objective function. The sets, indices, parameters, decision variables, constraints and objective function of the MILP model are given below; . .
Sets and indices

M: very large positive number
Decision variables
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Lmax: maximum completion time
Model
Min Z= Lmax (1) The problem is also explained by an example. In the example, there are 15 jobs, 4 employees (agents) and 3 shifts (resources). Table 1 shows pijk values. hij and bjk parameters are given in Table 2 and Table  3 ,respectively.
Example: 15 jobs, 4 employee (agent) and 3 shifts (resource) In the best solution, jobs 2, 7 and 10 are assigned to agent 1; jobs 11, 13 and 15 are assigned to agent 2; jobs 3, 6, 9, 12 and 14 are assigned to agent 3; jobs 1, 4, 5, and 8 are assigned to agent 4. Loads of the agents are 254, 263, 269 and 262, respectively. The objective function value is 269.
Multi-start iterated tabu search algorithm
Since the problem is NP-Hard, a multi-start iterated tabu search algorithm has been proposed to solve large problem instances. The iterated local search algorithm is a heuristic algorithm that has three basic stages. The first stage is the generation of the initial solution. At the second stage the solution is improved by a local search method. The third stage is the perturbation stage. The steps of the iterated local search algorithm are given in Figure  1 . Once the initial solution is obtained, the algorithm repeats the local search and perturbation steps until the stopping criterion is achieved. If the solution obtained from the local search is better than the current solution, the solution is considered to be the current solution. The perturbation mechanism is intended to escape from local optimal. In the perturbation phase, the solution is changed slightly. Iterated local search algorithm is applied to many combinatorial optimization problem successfully. Iterated local search algorithm is proposed for the scheduling problem [32] , vehicle routing problem [33] [34] [35] [36] Figure 1 . Algorithm of the iterated local search One of the important features of the proposed algorithm is to start the search process multiple times. This feature provides diversification. Initial solution of the algorithm is generated by randomly or by a greedy algorithm. Throughout our preliminary experiments, it was observed that the algorithm reached better solutions faster by using greedy algorithm as an initial solution finding mechanism. However, only the use of the greedy algorithm caused starting with very similar solutions. Thus, random solutions also taken as an initial solution for the investigation of the unexplored regions in the search space. For this, a random number is derived. If this random number is greater then q (a predetermined parameter) the algorithm uses the greedy algorithm. Otherwise random initial solution is generated. TS algorithm is used as a local search algorithm. The TS algorithm and perturbation mechanisms are applied respectively until the stopping criterion is achieved. Once the stopping criterion has been achieved, an initial solution is generated again and the steps are repeated until the number of multiple starting is reached. In the next section, initial solution finding mechanisms, TS algorithm used in local search, perturbation mechanism and all steps of algorithm will be described.
Initial solution finding mechanism 3.1.1. A greedy construction heuristic
When generating the initial solution, a job is assigned to the agent with the smallest completion time as possible. For this, pij values are calculated using Equation 7 . pij denotes the total completion time of the job according to agent on the basis of resource. pij=∑ ∀i,j
The pij values are sorted in ascending order and the spij matrix is obtained. The aim is to assign the job to the first agent in the spij matrix. However, since each agent has a capacity and agent qualifications are taken into account, the agent cannot be assigned to first agent in the spij matrix. If the job is not assigned to the first agent, the job is assigned to second order of the agent in the spij matrix. Algorithm is repeated until each job is assigned to an agent and a solution is obtained. The algorithm is given on Figure 2 .
Random initial solution
In the random solution finding algorithm, the randomly selected job j* is assigned to the randomly selected agent i*. If job j* is not assignable to i*, another agent is randomly generated. The algorithm is working until a solution is obtained.
Local search algorithm
The TS algorithm was used as the local search algorithm in the proposed heuristic method. Two methods are used to generate the neighboring solutions from current solution. The first method is to assign each job in the agent with the largest completion time to the other agents. The other method is the reciprocal displacement of jobs in the agent with the largest completion time with the jobs in other agents. All solutions are derived from the current solution by using neighboring solution generation methods. The best of these solutions is taken, and if the movement in the generation of the neighbor solution is not in the tabu list, the solution is taken directly as the current solution. If a movement is made in the tabu list and the solution is not a better solution than the best solution, the neighbor solution with the second smallest objective function is chosen and the same test is also applied to this solution. This step is repeated until a solution is accepted. The length of the tabu list is considered as fixed, and when the tabu list is full, the movement that has been in the list for the longest period is deleted. It is forbidden to carry out the movements in the tabu list. If a better solution is obtained than the best solution, the tabu is eliminated and the relevant solution is taken as the current solution.
If the solution is obtained as a result of the use of the first neighboring method, the job and the relevant agent are added to the tabu list. The movement of this job to the relevant agent during the tabu is prohibited. If the solution is obtained as a result of the use of the second neighboring method, replacement of these jobs is prohibited. The algorithm works until it reaches the predetermined number of iterations. The steps of the tabu search algorithm are given in Figure 3 . Figure 3 . Tabu search algorithm
Procedure a greedy construction heuristic
Perturbation mechanism
The iterative local search algorithm uses the perturbation mechanism to escape the local optimal. If the perturbation is too strong, the algorithm can move away from promising regions. If perturbation is too small, the algorithm may loop in previously searched regions. Therefore, it is very important to determine the appropriate perturbation length. With perturbation, a new solution ( ′′ ) is derived from one of the methods of the neighboring solution from the current solution ( ′ ). If objective function value of ′′ is less than objective function value ′ , then the perturbated solution will be ′′ . If ′′ is accepted, the value Ɣ is increased by λ. Otherwise, a new ′′ solution is derived. λ is taken as a value between 0 and 1. If the number of consecutive rejected solutions reaches a predetermined value (maxTry), the value of Ɣ is increased by λ. The algorithm works until the number of applied moves equal to pertLength. The perturbation mechanism is given in Figure 4 . 
Procedure Perturbation
Steps of the algorithm
The steps of the proposed multistart iterated tabu search algorithm are given in Figure 5 .
Procedure MS-ITS Input: problem data, maxStart, λ, maxTry, pertLength, v, MTLS, q, maxiter Output: Near optimal solution (S * ) For s=1:maxStart pertLength←1; Generate a random number rnd; If rnd≤q Construct a random initial solution S0 with the objective function E0;
(S0,E0)←RandomInitialSolution(problem data) Else
Construct an initial solution S0 with the objective function E0 using greedy algorithm;
(S0,E0)←GreedyInitialSolution(problem data,spij)
End
If ′′ <E * S * ← ′ ′; E * ← ′′ ; End iteration← iteration+1; End End Figure 5 . Steps of the algorithm
Computational results
The success of heuristic algorithms strongly depends on the selection of the right parameters. The parameters of the heuristic are maxStart, λ, maxTry, pertLength, v, MTLS, maxiter and q. Taguchi experimental design (TED) reduces the number of experiments and it is a successful method for determining the parameters of heuristic algorithms. If the number of parameters is high TED is preferred because it reduces the number of experiments [41] . The parameters of the algorithm were determined with TED due to proposed algorithm has many parameters. Factor levels are given in Table 4 . There has been 8 factors and 3 levels. L27 orthogonal array is selected. Since the objective function of the problem is minimization, smaller-the-better type function is selected for the Taguchi design. S/N ratio is given below (Eq-8). n is the number of observations in each experiment and Yi is the objective function value. In this study, instead of applying TED to each test problem, the following test problems were selected and TED was applied. In Table 5 selected test problems and determined parameters are given. In the selected problems, U [15, 25] , number of agent is 10 and number of jobs is 200. The largest problem size was preferred. Test problems are generated as described in the study by Karsu and Azizoğlu [3] . Table 6 . According to the highest S/N values, the levels of the factors are determined and given in 
Conclusion
In this article, multi-resource agent bottleneck generalized assignment problem (MRBGAP) is considered. The MRBGAP problem is the generalized version of GAP and is a more difficult problem to solve. However, many studies in the literature propose heuristic algorithms for GAP. Agent qualifications are examined firstly with this study for the MRBGAP. Due to the NP hardness of the problem, a multi-start iterated tabu search algorithm is proposed for the solution of the problem. In addition, proposed heuristic algorithm is compared with TS algorithm. According to experimental comparisons, ILS algorithm yielded better results than TS algorithm. ILS algorithm found better results than the MILP model in a shorter time for 10 agents. With this study, large problem instances are generated for MRBGAP. This study is the first to use ILS algorithm for the MRBGAP. Future studies will focus on matheuristic algorithm, other meta heuristic algorithms and stochastic version of the problem. 
