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Referat:
Das Ziel der Diplomarbeit ist die Entwicklung eines Verfahrens, mit dem es mo¨glich ist,
große Graphen auf a¨hnliche Grundstrukturen zu untersuchen. Hierbei soll der Graph
zuna¨chst mit Hilfe spektraler Clusterverfahren in vergleichbare Teile partitioniert
werden. Anschließend wird die Graph Edit-Distanz mit anderen A¨hnlichkeitsmaßen
auf ihre Tauglichkeit verglichen werden. Auf Grundlage der Graph Edit-Distanz
soll ein A¨hnlichkeitsmaß entwickelt werden, das entsprechende Grundstrukturen im
Graphen erkennt. Das Verfahren wird im Folgenden angewandt, um innerhalb einer
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Ein integrierter Schaltkreis (Integrated Circuit) ist eine auf einem einzelnen Substrat
untergebrachte elektronische Schaltung. Das Hauptmerkmal der integrierten Schal-
tungen ist eine große Anzahl von verschiedenartigen oder gleichen Bauelementen,
die miteinander verbunden werden. In den letzten 50 Jahren wurden die Arten und
Anwendungen integrierter Schaltungen immer vielseitiger. Eine grobe Unterteilung
sei hierbei durch Art der Fertigungstechnologie, der Signalart des Schaltkreises und
dessen Anwendung gegeben.
Ein Integrated Circuit-Layout (IC-Layout) ist die Darstellung integrierter Schal-
tungen durch die Verwendung planarer geometrischer Formen fu¨r die verschiedenen
Metall-, Halbleiter- und sonstigen Komponenten der integrierten Schaltung. Das Ver-
halten des endgu¨ltigen Schaltkreises ha¨ngt zu einem großen Teil vom Layout ab, d.h.
von der Positionierung und Verbindung der geometrischen Formen. Ein gutes Layout
steigert hierbei die Leistungsfa¨higkeit eines Chips, vermindert seine Gro¨ße oder sorgt
erst dafu¨r, dass dieser Chip u¨berhaupt hergestellt werden kann [Alb07]. Mittlerweile
sind die Layouts der Schaltungen zu groß, um sie noch manuell bearbeiten zu ko¨nnen.
Daher kommen vor allem von Algorithmen gesteuerte Layoutverfahren zum Einsatz,
deren Verlauf und Ergebnisse fu¨r den Menschen kaum nach zu vollziehen sind. Das
Ziel der Diplomarbeit ist es, ein Verfahren zu entwickeln, mit dem es mo¨glich ist,
die Chiplayouts als Graphen zu modellieren und in diesen großen Graphen a¨hnliche
Grundstrukturen, d.h. Komponenten, zu identifizieren.
Dadurch soll die zuku¨nftige Layoutentwicklung vereinfacht werden, indem man inner-
halb eines Layouts a¨hnliche Grundstrukturen erkennen und markieren kann, wodurch
das gesamte Layout u¨bersichtlicher gestaltet wird. Um das IC-Layout auf a¨hnliche
Grundstrukturen untersuchen zu ko¨nnen, werden Methoden aus den mathematischen




Daher werden in Kapitel 2 Grundlagen aus den Bereichen der Graphentheorie und
der linearen Algebra vermittelt, die zur Bearbeitung der Problematik no¨tig sind.
Kapitel 3 entha¨lt eine kurze Einfu¨hrung in die Entwicklung neuer integrierter Schal-
tungen, sowie die Modellierung der vorliegenden Aufgabenstellung.
In Kapitel 4 werden die angewendeten Verfahren und die Grundideen hinter ih-
nen vorgestellt. Dabei werden Algorithmen der spektralen Graphenpartitionierung,
Netzwerkzentralita¨ten und Graphena¨hnlichkeitsmaße pra¨sentiert. Vor allem auf die
Graph Edit-Distanz und ihre suboptimale Berechnung soll hierbei na¨her eingegangen
werden.
Kapitel 5 umfasst die Auswertung der Ergebnisse. Hierbei werden neben den Metho-
den der spektralen Partitionierung auch die verschiedenen Verfahren der suboptimalen
Berechnung der Graph Edit-Distanz mit Hilfe verschiedener Netzwerkzentralita¨ten
auf ihre Tauglichkeit u¨berpru¨ft und miteinander verglichen.
Kapitel 6 entha¨lt die Zusammenfassung der Diplomarbeit. Die aus der Diplomarbeit
gewonnenen Erkenntnisse werden pra¨sentiert, sowie ein kurzer Ausblick auf eine





In diesem Abschnitt soll eine kurze Einfu¨hrung in das Thema der Graphentheorie
gegeben werden. Die Definitionen seien hierbei an [Tit03], [BE05] und [Neu75] ange-
lehnt.
Graphen sind mathematische Modelle fu¨r netzartige Strukturen in Natur und Tech-
nik. Dazu za¨hlen neben elektrischen Schaltungen auch Straßennetze, chemische
Moleku¨le oder wirtschaftliche Verflechtungsbeziehungen. Alle diese Netze besitzen
eine gemeinsame Grundeigenschaft. Sie bestehen aus zwei verschiedenartigen Mengen
von Objekten. Die Objekte erster Art sind zum Beispiel Orte im Straßennetz oder
Bauteile eines Schaltkreises. Sie werden durch Objekte der zweiten Art verbunden.
Das sind zum Beispiel Straßen oder U¨bertragungsleitungen. In der Terminologie der
Graphentheorie werden diese Objekte als Knoten und Kanten bezeichnet. Die Gra-
phentheorie untersucht zuna¨chst nur die rein strukturellen Fragen einer Netzstruktur.
Ein Graph ist nur allein durch die Menge seiner Knoten und seiner Kanten sowie
durch die Zuordnung der Endknoten einer Kante bestimmt. Damit gehen in diesem
abstrakten Modell alle Informationen u¨ber die konkrete Art und Beschaffenheit der
Knoten und Kanten verloren. Jedoch verbleiben viele Eigenschaften eines Netzes, die
bereits auf dieser Abstraktionsstufe untersucht werden ko¨nnen. Die Untersuchung
liefert die Grundlage fu¨r die Lo¨sung kombinatorischer Optimierungsprobleme auf




Ein ungerichteter Graph G = (V,E) besteht aus einer Kontenmenge V und
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einer Kantenmenge E ∈ V × V , wobei jeder Kante e ∈ E von G zwei (nicht
notwendig verschiedene) Knoten aus V zugeordnet sind.
Bemerkung:
Die Anzahl der Knoten und Kanten wird mit n beziehungsweise m bezeichnet. Kanten
werden in der Form e = {u, v} beschrieben. Hierbei sind u und v die Endknoten
der Kante e. Wenn v ein Endknoten der Kante e ist, so heißt v inzident zu e.
Definition 2.2
Ein gerichteter Graph G = (V,E) besteht aus einer Knotenmenge V und einer
Bogenmenge E, sodass jedem Bogen (jeder gerichteten Kante) e = (u, v) ein
eindeutig geordnetes Paar (u, v) von Knoten aus V zugeordnet ist.
Bemerkung:
Der Knoten u heißt der Anfangsknoten, v der Endknoten des Bogens e = (u, v).
Um die Ordnung des Knotenpaares hervorzuheben, schreibt man (u, v) statt {u, v}.
Eine Kante der Form e = {v, v}, fu¨r welche der Start- und Endknoten zusammen-
fallen, heißt Schlinge. Zwei Kanten e = {u, v} und f = {u, v} zwischen denselben
Endknoten heißen parallel.
Definition 2.3
Ein Graph ohne Schlingen und parallele Kanten heißt schlichter Graph. Im Fol-
genden werden nur schlichte Graphen betrachtet, die kurz als Graphen bezeichnet
werden.
Bemerkung:
Die Zugeho¨rigkeit einer Knotenmenge V und einer Kantenmenge E zu einem Graphen
G wird durch die Schreibweise V (G) bzw. E(G) verdeutlicht.
Um einen Graphen bildlich darzustellen, werden Knoten durch Punkte oder kleine
Kreise pra¨sentiert. Eine Kante wird durch eine Strecke oder eine Kurve, die zwei
Knoten miteinander verbindet, dargestellt. Der in Abb. 2.1 dargestellte Graph
ergibt sich fu¨r G=({1,2,3,4}{a,b,c,d,e}) mit a = {1, 2}, b = {1, 3}, c = {2, 3}, d =






Abb. 2.1: Der ungerichtete Graph G.
Definition 2.4
Zwei Knoten u, v ∈ V (G), die durch die Kante e = {u, v} verbunden sind, werden
als adjazent oder benachbart bezeichnet. Die Menge Γ(v) aller zu einem Knoten
v ∈ V adjazenten Knoten wird als Nachbarschaft von v bezeichnet. Der Grad
deg(v) eines Knoten v ∈ V (G) ist die Anzahl der von v ausgehenden Kanten in G.
Ein Knoten mit Grad null wird als isolierter Knoten bezeichnet. Fu¨r schlichte
Graphen gilt deg(v) = |Γ(v)|.









Eine Kantenfolge ist eine Folge v1, e1, v2, e2, ..., vk−1, ek.1, vk von Knoten und Kanten
eines Graphen G, sodass die Kante ei fu¨r i = 1, ..., k − 1 jeweils die Endknoten vi
und vi+1 besitzt. Diese Kantenfolge verbindet v1 mit vk. Eine Kantenfolge ist ein
Weg, wenn jeder Knoten aus V ho¨chstens einmal in dieser Folge auftritt, wodurch
auch keine Kante doppelt vorkommen kann.
Definition 2.6
Der Abstand d(u, v) zweier Knoten u ∈ V und v ∈ V eines Graphen ist die La¨nge
eines ku¨rzesten Weges von u nach v. Existiert kein solcher Weg, d.h. liegen u und v
in verschiedenen Komponenten von G, ist d(u, v) =∞. Der Abstand eines Knoten
zu sich selbst ist stets null. Die Exzentrizita¨t eines Knotens v ∈ V ist definiert als
e(v) = max{d(u, v) : u ∈ V }.
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Damit ergibt sich der Radius r(G) als
r(G) = min{e(v) : v ∈ V }.
Ein Knoten v ∈ V liegt im Zentrum des Graphen, wenn e(v) = r(G). Zur Berech-
nung der ku¨rzesten Wege innerhalb eines Graphen kann der Algorithmus von Dijkstra
verwendet werden [KK89].
Definition 2.7
Ein Graph H = (W,F ) ist ein Untergraph des Graphen G = (V,E), wenn W ⊂
V und F ⊂ E gilt. Der Nachbarschaftsuntergraph N(v) eines Knoten v des
Graphen G besteht aus der Knotenmenge W = {v, ui}, ui ∈ Γ(v), die v und dessen
Nachbarschaft entha¨lt und der Kantenmenge F = {fi}, fi = {wi, wj}, wi, wj ∈ W ,
welche die Kanten zwischen diesen Knoten entha¨lt.
Definition 2.8
Ein Graph G = (V,E) heißt zusammenha¨ngend, wenn zwischen je zwei Knoten u
und v seiner Knotenmenge ein Weg existiert. Ein zusammenha¨ngender Untergraph
eines Graphen G heißt eine Komponente von G.
Definition 2.9
Eine Abbildung φ : X → Y heißt bijektiv, wenn ∀y ∈ Y genau ein x ∈ X existiert,
so dass φ(x) = y.
Zwei Graphen G = (V,E) und H = (W,F ) heißen isomorph, wenn eine bijektive
Abbildung φ : V → W existiert, so dass fu¨r alle v, w ∈ V die Anzahl der Kanten
zwischen φ(v) und φ(w) in H ist. H geht damit aus einer Umbenennung der Knoten
und Kanten von G hervor. Dann gilt G ∼= H.
2.1.2 Graphenmatrizen
Definition 2.10
Die Darstellung eines Graphen G folgt meist in Form seiner Adjazenzmatrix A(G).





1, i und j sind adjazent,0, sonst. . (2.2)
Die Adjazenzmatrix des Beispielgraphen G aus Abb. 2.1 lautet
A =

0 1 1 0
1 0 1 1
1 1 0 1
0 1 1 0
 (2.3)
Bemerkung:
Die Adjazenzmatrix eines ungerichteten Graphen ist stets symmetrisch, d.h. ai,j = aj,i.






ak,j = deg(k) (2.4)
Definition 2.11
Eine weitere Graphmatrix ist die Gradmatrix D des Graphen G. Die Gradmatrix




ai,j. Fu¨r den Beispielgraphen G ergibt sich die Gradmatrix
D =

2 0 0 0
0 3 0 0
0 0 3 0
0 0 0 2
 (2.5)
Definition 2.12
Damit la¨sst sich die Laplacematrix eines Graphen als Differenz aus der Gradmatrix
und der Adjazenzmatrix definieren:
L = D − A (2.6)
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2.1.3 Operationen mit Graphen
Definition 2.13
Es sei G = (V,E) ein Graph. Das Entfernen einer Kante e ∈ E erzeugt aus
G einen neuen Graphen G − e = (V,E\{e}). Wenn F ∈ E eine Kantenteilmenge
des Graphen G = (V,E) ist, so sei G − F der Graph, der aus G durch entfernen
aller Kanten aus F hervorgeht. Analog la¨sst sich das Hinzufu¨gen von Kanten fu¨r
schlichte Graphen definieren. Hierbei sei G+ e = (V,E ∪ {e})) der neue Graph, der
durch hinzufu¨gen der Kante e /∈ E entsteht.
Definition 2.14
Fu¨r einen Knoten v ∈ V wird G − v als der Graph definiert, der aus G durch
Entfernen des Knotens v hervorgeht. Dies schließt gleichzeitig das Entfernen aller
zu v inzidenten Kanten des Graphen ein. Fu¨r X ⊂ V ist G−X der Graph, der durch
entfernen aller Knoten aus X aus dem Graphen G hervorgeht. Das Hinzufu¨gen von
Knoten v /∈ V sei analog definiert.
Definition 2.15
Es sei G = (V,E) ein zusammenha¨ngender Graph. Eine Kantenteilmenge F ⊂ E ist
eine Schnittmenge von G, wenn G− F = (V,E\F ) ein nicht zusammenha¨ngender
Graph ist. Eine Schnittmenge F heißt minimal, wenn keine echte Teilmenge von F
ebenfalls eine Schnittmenge von G ist. Jede Menge D mit F ⊂ D ist ebenfalls eine
Schnittmenge von G.
Definition 2.16
Sei G = (V,E) ein ungerichteter Graph. Eine Partitionierung P von G ist eine
disjunkte Zerlegung der Knotenmenge V in k nichtleere Teilmengen V1, V2, ..., Vk, fu¨r
die gilt:





∀i, j = 1, ..., k, i 6= j : Vi ∩ Vj = ∅.
Die Mengen Vi werden im Folgenden als Block und die aus den Teilmengen von
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V (G) induzierten Graphen als Teilgraphen Gi = (Vi, Ei) von G bezeichnet. Die
Partitionierung eines Graphen in k = 1 oder k = n Blo¨cke ist trivial. Eine Zerlegung
mit k = 2 wird als Bisektion des Graphen bezeichnet.
Definition 2.17
Sei G = (V,E) ein ungerichteter Graph mit der Partition P = {V1, ..., Vk}. Der
Schnitt der Partition ist die Menge S(P ), die alle Kanten entha¨lt, deren Endknoten
sich in verschiedenen Blo¨cken von P befinden:
S(P ) = {e = {u, v} ∈ E(G)|v ∈ Vi, u ∈ Vj, i 6= j}.
Die Gro¨ße des Schnitts ist gleich der Anzahl der Kanten in S(P ), d.h. gleich der
Ma¨chtigkeit von S(P ).
2.2 Grundlagen aus der linearen Algebra
Der folgende Abschnitt soll Grundlagen zur Berechnung von Eigenwerten und Ei-
genvektoren von Matrizen aus der linearen Algebra vermitteln. Die Eigenwerte und
-vektoren der Laplacematrix eines Graphen werden von spektralen Verfahren ge-
nutzt [4.1.1] , um strukturelle Eigenschaften des Graphen zu charakterisieren. Die
Definitionen sind [BE05, Seite 372] entnommen.
2.2.1 Eigenwerte und Eigenvektoren
Definition 2.18
Sei M = (mi,j) ∈ Cn×n eine n× n Matrix mit komplexen Zahlen als Eintra¨gen. Ein
Vektor ~x ∈ Cn ist ein Eigenvektor mit dem Eigenwert λ ∈ C von M , wenn ~x und
λ folgende Gleichung erfu¨llen.
M~x = λ~x, mit ~x 6= ~0. (2.7)
Bemerkung:
Der Nullvektor ~0 wird als triviale Lo¨sung nicht weiter betrachtet, da jedes λ ∈ C eine
Lo¨sung von M~0 = λ~0 ist. Die Eigenwertgleichung (2.7) hat nur dann eine Lo¨sung,
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wenn gilt det(M − λI) = ~0.
Definition 2.19
Das Spektrum von M ist definiert als die Multimenge aller Eigenwerte λn von
M , wobei die Vielfachheit eines Eigenwertes λi in der Multimenge gleich seiner
algebraischen Vielfachheit als Wurzel von pM entspricht.
Sei M nun eine symmetrische Matrix mit reell wertigen Eintra¨gen. Es existiert eine
regula¨re Matrix Q, so dass M ′ = Q−1MQ eine Diagonalmatrix ist und Q−1 = QT
gilt. Fu¨r den Beweis siehe [BE05].
Bemerkung:
Die Einheitsvektoren ei des Rn sind Eigenvektoren von M ′, wobei die Eigenwerte λi :=
m′i,i die Diagonalelemente in der i-ten Spalten bzw. Zeile sind. Da das charakteristische
Polynom unvera¨ndert geblieben ist, gilt:
det(M − ~λI) = det(M ′ − ~λI) =
n∏
i=1
(λi − λ). (2.8)
Das Spektrum von M besteht aus n nicht zwangsweise verschiedenen Eigenwerten
λ1 ≤ ... ≤ λn ∈ R.
Theorem 2.1. Sei M ∈ Rn×n eine symmetrische Matrix, dann gilt:
1. Die Eigenwerte von M sind reell wertig und n Eigenvektoren bilden eine
Orthonormalbasis im Rn.
2. Ein Eigenwert λi von A mit λi = λi+1 = ... = λi+k−1 hat die Vielfachheit
k. Daraus folgt, dass im Rn genau k linear unabha¨ngige Eigenvektoren zum
Eigenwert λi existieren.
3. Es existiert eine orthogonale Matrix Q =

| | |
~y1 ~y2 ... ~yn
| | |













2.2.2 Spektren von Graphen
Theorem 2.2. Fu¨r die Laplacematrix L = D − A eines Graphen G gilt:







2. L ist symmetrisch und positiv semidefinit, d.h. L besitzt n nichtnegative reell-
wertige Eigenwerte 0 = λ1 ≤ λ2 ≤ ... ≤ λn.
3. Der kleinste Eigenwert von L ist 0, der zugeho¨rige Eigenvektor der konstante
Einsvektor.
Beweis:








































2. + 3. folgt aus der Symmetrie von A und D. Die positive Semidefinitheit folgt
aus Eigenschaft 1., da ~fTL~f ≥ 0 ∀~f ∈ Rn.
Bemerkung:
Es existiert ein weiterer Weg, die Laplacematrix eines ungerichteten Graphen zu
definieren. Sei σ eine beliebige Orientierung von G, d.h. jeder Kante e = (u, v)
wird eine Richtung gegeben, indem u oder v als Start- bzw. Endknoten ausgewa¨hlt
wird. Die Eintra¨ge der Inzidenzmatrix B = (bu,e) des gerichteten Graphen (G, σ)
seien wie folgt definiert:
bu,e =

−1, u ist Startknoten von e,




Unabha¨ngig von der Wahl der Orientierung σ gilt L = BBT . Fu¨r den zugeho¨rigen
Beweis siehe [BE05, Seite 380].
Lemma 2.1. Fu¨r alle ~x ∈ Cn, ~xTL~x = ~xTBBT~x = ∑
{u,v}∈E
(xu − xv)2.
Lemma 2.2. Ein Graph G = (V,E) besteht aus k zusammenha¨ngenden Komponen-
ten, wenn gilt: λ1(L) = ... = λk(L) = 0 und λk+1(L) > 0.
Beweis:
Der Beweis ist [BE05, Seite 380] entnommen. Es sei B die Inzidenzmatrix einer
beliebigen Orientierung von G. Fu¨r jede Komponente C von G gilt fu¨r den Indika-
torvektor ~s(C) ∈ Rn
s(C)i =
1, u ∈ V (C),0, sonst.
Dann heißt S := { ~s(C)|C ist Komponente von G} linear unabha¨ngig und L~s(C) =
BBT~s(C) = ~0. Jede zusammenha¨ngende Komponente kann injektiv auf eine linear
unabha¨ngige Menge von Eigenvektoren mit dem Eigenwert 0 abgebildet werden.
Gilt weiterhin das ~s ∈ Rn ein Vektor ist, so dass L~s = BBT~s = ~0, dann folgt
aus ~sTBBT~s = 0, dass BT~s = ~0. Das bedeute, dass ~s konstant auf jeder zusam-
menha¨ngenden Komponente sein muss. ~s bezeichnet eine Linearkombination der
Elemente aus S. Die Anzahl der Komponenten ist gleich der Anzahl der linear un-
abha¨ngigen Eigenvektoren mit Eigenwert 0.
Bemerkung:
Die Knoten seien gema¨ß ihrer zugeho¨rigen Komponenten in der Adjazenzmatrix A
angeordnet. Daraus ergibt sich fu¨r A eine Blockdiagonalform, die sich ebenfalls fu¨r










Jede Teilmatrix Li bezeichnet hierbei die Laplacematrix des zugeho¨rigen Teilgraphen
der i-ten Komponente. Das Spektrum der Blockdiagonalmatrix ergibt sich als Verei-
nigung der Spektren der einzelnen Blo¨cke und die dazugeho¨rigen Eigenvektoren von





In der heutigen Zeit wird der Alltag des Menschen zunehmend von neuester Technik
bestimmt und unterstu¨tzt. Ob es die programmierbare Kaffeemaschine oder der Rou-
tenplaner in einem modernen Auto sind, all diese Bequemlichkeiten werden erst durch
die Nutzung von Chips ermo¨glicht. Ein Chip ist ein Tra¨ger, auf dem eine elektronische
Schaltung aufgebracht wurde. Erst durch sie ko¨nnen vorgegebene Prozesse durch
elektrische Signale gesteuert und geregelt werden. Die aufgebrachte elektronische
Schaltung wird auch als integrierte Schaltung bzw. Integrated Circuit (IC) bezeichnet
[Alb07]. Der Chip la¨sst sich grob in drei Schichten teilen, dem Tra¨ger, der Schicht
Abb. 3.1: Siliziumpla¨ttchen (Chip)
der Zellen und der Verdrahtungschicht. Der Tra¨ger, auch Substrat genannt, wird
zu 99, 9% aus Silizium hergestellt. Auf ihm werden Transistoren integriert, die in
logischen Einheiten, den Zellen, zusammengefasst werden. Anschließend werden meh-
reren Metallschichten zum Verdrahten aufgetragen [Alb07]. Da Chips immer kleiner,
leistungsfa¨higer und billiger zu produzieren sein mu¨ssen, ist die Halbleiterfertigung ei-
ner der sich am schnellsten entwickelnden Industriezweige geworden. Die Entwicklung
neuer Chips ist dabei eine ihrer Hauptaufgaben. Die Entwicklungsphasen eines neuen
Chips sind in Abb. 3.2 schematisch dargestellt. Hierbei wird die integrierte Schaltung













Abb. 3.2: Phasen der Chipentwicklung
gefertigt. Anschließend bekommen die Chips im Assembly ihr Kunststoffgeha¨use und
im Backend werden sie auf ihre Funktionsfa¨higkeit getestet [Alb07].
3.2 Modellierung elektronischer Schaltkreise
Die zu untersuchenden Schaltkreise bestehen aus sehr vielen Zellen und Leitungen,
welche die Zellen miteinander verbinden. Jede Zelle besteht je nach Bauart und Zweck
aus verschiedenen Transistoren und besitzt eine Anzahl an Anschlu¨ssen. Diese werden
auch Pins genannt und empfangen Signale oder leiten sie weiter. Sie werden in In-
und Outpins unterschieden und fu¨r die Leitungen ergibt sich damit eine Richtung. In
In- bzw. Output logische Zelle Leitung
Abb. 3.3: Elektrische Schaltung
der Regel werden elektrische Schaltkreise mit Hypergraphen modelliert [Ber89]. Da
die in der vorliegenden Arbeit verwendeten Verfahren jedoch an großen Schaltkreisen
mit mehr als 10000 Zellen getestet werden, wurden die Schaltkreise als schlichte
Graphen modelliert [2.1]. Dadurch verringern sich die Laufzeiten der angewendeten
Algorithmen. Um die Schaltkreise ada¨quat als schlichte Graphen modellieren zu
ko¨nnen, werden die zwei folgenden Forderungen aufgestellt:
• die Leitungen sind ungerichtet,
• Leitungen, die mehr als zwei Zellen miteinander verbinden werden in entspre-
chend viele Leitungen aufgeteilt, die genau zwei Zellen miteinander verbinden.
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Damit ergibt sich fu¨r den Schaltkreis aus Abb. 3.3. folgende Darstellung als Graph:
Abb. 3.4: Schlichter Graph
3.3 Aufgabenstellung
Die vorliegende Diplomarbeit setzt ihren Schwerpunkt auf die Untersuchung der zwei-
ten Phase der Chipentwicklung, d.h. der Untersuchung des Layouts eines Chips. Das
IC-Layout ist die Darstellung einer integrierten Schaltung mit Hilfe planarer geome-
trischer Formen, welche die zugeho¨rigen elektronischen Bestandteile des integrierten
Schaltkreises repra¨sentieren. Das Layout wird mit Hilfe der Bedingungen aus dem
letzten Abschnitt als Graph modelliert. Die Adjazenzmatrix dieses Graphen ist relativ
groß und du¨nn besetzt. Um innerhalb dieses Graphen a¨hnliche Grundstrukturen zu
finden, muss er zuna¨chst so geteilt werden, dass einzelne Komponenten miteinander
verglichen werden ko¨nnen. Fu¨r das Zerlegen von Graphen stehen zurzeit eine große
Auswahl an Algorithmen zur Verfu¨gung [Sch07]. Da jedoch weder bekannt ist, in wie
viele Teile sich der Layoutgraph G zerlegt, noch wie groß diese Teile sind, werden
spektrale Verfahren zur Partitionierung verwendet. die vor allem fu¨r du¨nnbesetzte
Matrizen geeignet sind. Dadurch kann die sogenannte Eigengap-Heuristik angewendet
werden, welche die Anzahl der Komponenten scha¨tzen soll [4.1].
Nachdem G in k Teilgraphen zerlegt ist, werden diese Teilgraphen mit einem Gra-
phena¨hnlichkeitsmaß verglichen, einer suboptimalen Graph Edit-Distanz (GED).
Um die suboptimale GED nutzen zu ko¨nnen, mu¨ssen fu¨r jeden der k Teilgraphen
bestimmte Netzwerkzentralita¨ten berechnet bzw. eine Einbettung in den R2 be-
stimmt werden [4.2]. Dies geschieht u¨ber die jeweiligen Berechnungsalgorithmen der
Zentralita¨ten bzw. einem Einbettungsalgorithmus von Kamada und Kawai [4.3.5].
Die GED gibt dabei nicht nur ein globales A¨hnlichkeitsmaß zwischen den Graphen
wieder, sondern gleichzeitig auch einen nachvollziehbaren Umformungsweg, der direkt
einzelnen Komponenten des Graphen zugeordnet werden kann.
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Da die suboptimale GED nicht symmetrisch und damit keine Metrik ist, erge-
ben sich insgesamt k(k + 1) Vergleiche. Aus den berechneten Distanzen wird eine
A¨hnlichkeitsmatrix S erstellt. Die Matrix S dient dabei einer Vorauswahl fu¨r die
Erzeugung der Prototypen. Sie wird nun wieder mit Hilfe spektraler Verfahren zerlegt.
Nach der Zerlegung der Matrix soll nun der dem Clusterzentrum am na¨chsten liegende
Teilgraph in den Prototypen des Clusters umgewandelt werden. Dies geschieht mit
Hilfe des Umformungsweges zwischen den Teilgraphen des Clusters, den Graph Edit-
Path (GEP). Werden innerhalb der GEP eines Clusters Knoten vermehrt gelo¨scht
bzw. eingefu¨gt, werden diese auch im endgu¨ltigen Clusterprototypen gelo¨scht bzw.
eingefu¨gt.
Auch mit dem richtigen A¨hnlichkeitsmaß ergibt sich das Problem, dieses Maß auf
einen Graphen G anzuwenden, um die A¨hnlichkeit einzelner Teilgraphen zu einander
und zu G zu berechnen. Die Teilgraphen sollen nun gewissen Kriterien entspre-
chen, um ein aussagekra¨ftiges Maß zu erhalten. Hierbei sollten bei der Suche nach
Prototypen folgenden Voraussetzungen erfu¨llt sein:
• Die Teilgraphen sollen eine angemessene Gro¨ße bezu¨glich ihrer Knoten- und
Kantenmengen haben. Ohne diese Forderung wu¨rden sich viele Graphen durch
Teilgraphen mit zwei oder drei Knoten darstellen lassen bzw. lassen sich zu
große Teilgraphen aufgrund hoher Rechenzeiten nicht miteinander vergleichen.
• Die Teilgraphen sollen mo¨glichst viele Kanten des Originalgraphen enthalten.
Dies soll analog zur obigen Bedingung dazu beitragen, den Originalgraphen
mo¨glichst genau abzubilden.
• Die Knotenmenge der Teilgraphen sollen paarweise disjunkt sein, d.h. entha¨lt die
Knotenmenge V (T1) des Teilgraphen T1 den Knoten v, so entha¨lt keine andere
Knotenmenge diesen Knoten. Dies soll ermo¨glichen, den Graphen mit einer
Menge von Teilgraphen aus verschiedenen Partitionierungsschritten abzubilden,
ohne dass sich die Teilgraphen u¨berlappen.
• Die Teilgraphen selbst sollen zusammenha¨ngend sein.
Die Prototypen werden mit Hilfe des dem Clusterzentrum am na¨chsten liegenden
Teilgraphen T und der Umformungswege der Teilgraphen des Cluster erstellt. Grund-
lage fu¨r den Prototypen ist dabei die Knoten- und Kantenmenge von T . Anschließend
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Input: Graph G durch seine Adjazenzmatrix A(G)
Berechnung Eigenwerte und -vektoren von
L(A(G)) und Partitionierung von G mit
spektralen Verfahren in k Teilgraphen
Einbettung der Teilgraphen in
den R2 und Berechnung der zu-
geho¨rigen Netzwerkzentralita¨ten
Vergleich aller Teilgraphen mit der sub-
optimalen GED und Erstellung der
Una¨hnlichkeitsmatrix S der Teilgraphen
Transformierung von S in
die A¨hnlichkeitsmatrix S
Berechnung der Eigenwerte und -vektoren
fu¨r L(S) und Partitionierung von S
mit spektralen Verfahren in r Cluster
Bestimmung der den Cluster-
zentren na¨chsten Teilgraphen
Mit Hilfe der GED wird aus diesem Teil-
graph der Prototyp des Clusters erzeugt
Output: r repra¨sentative Prototypen
Abb. 3.5: Verfahren zur Identifizierung a¨hnlicher Grundstrukturen
werden jedem Knoten von T fu¨r jeden Transformationsschritt des Knotens, Kosten
zugeteilt. U¨berschreitet ein Knoten aus T dabei eine vorgegebene Kostengrenze, wird
er nicht mit in die Knotenmenge des Prototypen u¨bernommen.
Die r repra¨sentativen Prototypen sollten den Graphen G gut abdecken, also eine
gro¨ßtmo¨gliche A¨hnlichkeit mit allen Teilgraphen von G haben. Gute Prototypen




Folgend soll der Prototyp des Clusters C der Gro¨ße 5 erzeugt werden. Die enthaltenen
Teilgraphen sowie der erzeugte Prototyp sind in Abbildung 3.6 dargestellt. Tabelle
3.1 entha¨lt die zugeho¨rige A¨hnlichkeitsmatrix des Clusters samt Prototyp.
Abb. 3.6: Cluster C, bestehend aus den Teilgraphen G, H, I, J und K mit zu-
geho¨rigem Prototyp
G H I J K Prototyp
G 1.0000 0.8646 0.8542 0.8625 0.9062 0.8875
H 0.8646 1.0000 0.8073 0.9000 0.7812 0.9500
I 0.8542 0.8073 1.0000 0.9125 0.9688 0.9500
J 0.8625 0.9000 0.9125 1.0000 0.9375 0.9125
K 0.9062 0.7812 0.9688 0.9375 1.0000 0.9750
Prototyp 0.8875 0.9500 0.9500 0.9125 0.9750 1.0000
Tab. 3.1: A¨hnlichkeitsmatrix des Clusters C, samt Prototyp
Der Teilgraph K ist hierbei der zentrumsna¨chste Graph und der Prototyp besitzt
die gro¨ßte Summe der A¨hnlichkeiten innerhalb des Clusters. Weiterhin ko¨nnte
der Teilgraph H aus dem Cluster entfernt werden, da er die geringste Summe der





In diesem Kapitel sollen die Verfahren vorgestellt werden, die fu¨r die Entwicklung
eines Verfahrens zur Identifizierung a¨hnlicher Grundstrukturen genutzt werden. Dies
sind die spektralen Clusterverfahren sowie ausgewa¨hlte Netzwerkzentralita¨ten und
A¨hnlichkeitsmaße.
4.1 Partitionieren
Clustern ist ein Synonym fu¨r das Zerlegen bzw. Partitionieren einer Menge von Daten
in k natu¨rliche Gruppen. Die Clusteranalyse teilt sich dabei in das Finden der Zerle-
gungen und der anschließenden Bewertung bezu¨glich der Gu¨te der Partitionierung.
Die folgenden Definitionen sind an [BE05, Seite 179] angelehnt.
Die in Forschung und Literatur vorgestellten Clusterverfahren lassen sich durch ihre
verwendete Definition von A¨hnlichkeit, ihrem Clustermodell, ihrem algorithmischen
Vorgehen, d.h. ihrer sogenannten Paradigmen und ihrer Komplexita¨t unterscheiden.
Sie lassen sich in graphentheoretische, hierarchische, partitionierende und optimieren-
de Verfahren sowie in weitere Unterverfahren einteilen. Partitionierende Verfahren
verwenden eine gegebene feste Anzahl an Clustern und ordnen deren Elemente durch
Umtauschfunktionen solange um, bis eine verwendete Zielfunktion ein Optimum
erreicht. Bekanntester Vertreter dieser Verfahren ist der k-Means-Cluster-Algorithmus.
Hierarchische Verfahren gehen von den trivialen Zerlegungen aus, d.h. der gro¨bsten
Partition mit k = 1 (top-down) bzw. feinsten Partition mit k = n (bottom-up).
Durch Aufteilen bzw. Zusammenfassen lassen sich anschließend Cluster bilden. Ein-
mal gebildete Gruppen ko¨nnen nicht mehr aufgelo¨st oder einzelne Elemente wie bei
den partitionierenden Verfahren getauscht werden. In der vorliegenden Arbeit wird
ein partitionierendes Verfahren genutzt, dass der spektralen Partitionierung [BE05].
Der in dieser Arbeit zu partitionierende Datensatz entspricht der Adjazenzmatrix des
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Graphen G. Da dieser Graph relativ groß ist (n >> 10000), wurde ein geeignetes Ver-
fahren gesucht, dass große Graphen in angemessener Zeit zerlegt. Das Verfahren der
spektralen Partitionierung, welches von Fiedler [Fie73], [PSL90], [SM00] und Luxburg
[Lux07] entwickelt wurde, zeichnet sich dabei durch einen geringen Rechenaufwand
aus. Dabei nutzt das Verfahren die Eigenschaften der Laplacematrix des Graphen.
Ziel ist es, eine natu¨rliche Zerlegung des Graphen mit der spektralen Multisektion
unter Einbezug der Eigengap-Heuristik zu erreichen. Dabei soll der Ursprungsgraph G
iterativ partitioniert werden, bis jeder Teilgraph eine vorgegebene Gro¨ße erreicht hat.
Bei der Betrachtung der daraus resultierenden Blo¨cke zeigen sich jedoch ungewollte
Nebeneffekte [5.1], so dass anschließend der Graph mit der spektralen Bisektion
iterativ in vergleichbar große Blo¨cke zerlegt wird, bis eine bestimmte Anzahl an
Partitionen bzw. eine vorgegebene Partitionsgro¨ße erreicht wurde. Da dieser An-
satz jedoch a¨hnliche Ergebnisse wie der vorherige liefert, wird der Graph mit einer
Kombination beider Verfahren zerlegt. Dabei wird die spektrale Multisektion ohne
Einbeziehung der Eigengap-Heuristik sondern mit festem k = 2 genutzt. Der Nachteil
dieses Verfahrens ist jedoch, dass auf die Gro¨ße bzw. die Anzahl der entstehenden
Partitionen kein direkter Einfluss genommen werden kann.
Die beno¨tigten Eigenwerte und Eigenvektoren der Laplacematrizen ko¨nnen mit Hilfe
der Potenzmethode bzw. des Arnoldiverfahrens berechnet werden [Saa03].
Die folgenden Abschnitte sollen die Herleitung und Algorithmen der spektralen
Bisektion und Multisektion pra¨sentieren. Die Herleitung der spektralen Bisektion ist
[New10, Seite 364] entnommen.
4.1.1 Spektrale Bisektion
Um einen großen Graphen in angemessener Zeit zerlegen zu ko¨nnen, fa¨llt die Wahl
fu¨r das Partitionieren des Graphen auf das Verfahren der spektralen Bisektion. Das
Verfahren, eingefu¨hrt von Fiedler [Fie73], nutzt die Eigenschaften der Laplacematrix
eines Graphen. Im folgenden Abschnitt werden die spektrale Partitionierungsverfah-
ren als Na¨herungslo¨sungen fu¨r die Suche nach einem minimalen Schnitt vorgestellt.
Soll der Graph in mehrere bzw. kleinere Teilgraphen zerlegt werden, wird die Bisekti-
on hierarchisch angewandt. Dabei wird der Graph solange zerlegt, bis die gewu¨nschte
Gro¨ße bzw. Anzahl der Teilgraphen erreicht wird.
Betrachtet wird ein Graph G mit n Knoten und m Kanten und einer Partitionierung
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P (G) des Graphen in zwei Blo¨cke bzw. Cluster C und C = V \C. Die Gro¨ße des
Schnittes |(C,C)| der Partitionierung ist die Anzahl der Kanten zwischen C und C,
wobei fu¨r zwei Cluster gilt:






hierbei normiert der Faktor 1
2
die Summe, da sie jede Kante doppelt za¨hlt.
Der Indikatorvektor ~su zeigt an, in welchem Cluster sich der Knoten u befindet. Es
sei:
su =





1, u und v in verschiedenen Clustern,0, u und v im gleichen Cluster.




















































mit L der Laplacematrix. Somit kann die Graphenbisektion in ein diskretes Op-
timierungsproblem umformuliert werden. Dabei wird der Faktor 1
4
nicht weiter







Da dieses Problem NP-schwer ist [New10], wird eine Na¨herungslo¨sung gesucht, die
leichter zu berechnen ist, jedoch die echte Lo¨sung bestmo¨glich approximiert. Dazu
wird das Optimierungsproblem relaxiert.
Eine Bedingung der Eintra¨ge von ~s ist, dass diese nur die Werte ±1 annehmen du¨rfen.
Betrachtet man ~s als einen Vektor im euklidischen Raum, folgt aus dieser Bedingung,
dass der Vektor stets auf eine der 2n Ecken eines n-dimensionalen Hyperwu¨rfels um
den Ursprung zeigt und immer die La¨nge
√
n besitzt. Die Bedingung bezu¨glich der
Richtung des Vektors wird nun relaxiert, so dass der Vektor in jede Richtung des
n-dimensionalen Raumes zeigen kann. Die La¨nge des Vektors bleibt unvera¨ndert, da
die Minimierung von R bei beliebiger La¨nge die triviale Lo¨sung ~s = ~0 ha¨tte. Die
Eintra¨ge von ~s ko¨nnen nun jeden beliebigen Wert annehmen, solange gilt |~s| = √n
bzw. a¨quivalent dazu ∑
i
s2i = n.
Der Vektor ~s zeigt nun nicht nur auf die Ecken des Hyperwu¨rfels im n-dimensionalen
Raum, sondern auf jeden Punkt der Oberfla¨che einer Hyperspha¨re um den Ursprung
mit Radius
√
n. Die zweite Forderung an die Eintra¨ge von ~s ist, dass die Anzahl der
Abb. 4.1: Die Hyperspha¨re um den Hyperwu¨rfel im n-dimensionalen Raum.
Eintra¨ge gleich −1 bzw. +1 genauso groß sein mu¨ssen, wie die gewu¨nschten Gro¨ßen
der Cluster. Mit den beiden Clustergro¨ßen n1 und n2 kann diese Bedingung wie folgt
formuliert werden: ∑
i
si = n1 − n2,
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oder in Vektorschreibweise als
~1T~s = n1 − n2, (4.4)
mit dem Einsvektor ~1 = (1, 1, ..., 1). Diese zweite Bedingung wird nicht relaxiert und













si = n1 − n2.
Nun wird die Lagrange-Relaxation mit den zwei Lagrangemultiplikatoren 2µ und λ
angewendet. Statt der Lo¨sung eines Optimierungsproblem mit der Zielfunktion f(~s) =
~sTL~s und den zwei Nebenbedingungen g1(~s) = n =
∑
i




wird nun ein lokales Extremum der Lagrangefunktion



















gesucht. Dieses Minimum kann u¨ber den Gradienten der Lagrangefunktion berechnet
werden:
Λ′(~s, µ, λ) = 0. (4.5)





















Aus (4.6) folgt ∑
j
Li,jsj = λsi + µ, (4.7)
oder in Matrixschreibweise
L~s = λ~s+ µ~1.
Der Einsvektor ~1 ist ein Eigenvektor der Laplacematrix mit Eigenwert 0, d.h. es gilt
L · ~1 = 0. Wird in (4.5) von links mit ~1T multipliziert und entsprechend aus (4.4)
substituiert, ergibt sich nun
µ = −n1 − n2
n
λ. (4.8)




~1 = ~s− n1 − n2
n
~1, (4.9)








= L~s = λ~s+ µ~1 = λ~x.
Der Vektor ~x ist somit ein Eigenvektor der Laplacematrix mit Eigenwert λ, d.h. jeder
Eigenvektor der Laplacematrix erfu¨llt die Gleichung (4.9).
Aus der Gleichung
~1T~x = ~1T~s− µ
λ
~1T~1 = (n1 − n2)− n1 − n2
n
n = 0. (4.10)
folgt jedoch, das ~x orthogonal zu ~1 ist. Der Eigenvektor ~1 zum Eigenwert 0 entfa¨llt



















= n− 2n1 − n2
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Die Schnittgro¨ße ist damit proportional zum Eigenwert λ. Da die Schnittgro¨ße R
minimiert werden soll, wird der Eigenvektor zum kleinsten erlaubten Eigenwert der
Laplacematrix gewa¨hlt. Da fu¨r die Eigenwerte von L gilt
0 ≤ λ1 ≤ λ2 ≤ ... ≤ λn,
und λ1 entfa¨llt, da ~x orthogonal zu diesem sein muss, ergibt sich ein minimaler
Schnitt, wenn ~x proportional zum Eigenvektor mit dem Eigenwert λ2 gewa¨hlt wird.










Mit Hilfe der spektralen Bisektion kann eine optimale Na¨herungslo¨sung gefunden
werden, welche den Schnitt (4.1) minimiert. Dadurch kann der gegebene Graph in
zwei Teilgraphen gegebener Gro¨ße zerlegt werden. Da in der vorliegenden Arbeit
a¨hnliche Teilgraphen gesucht werden, d.h. Teilgraphen, die auch eine a¨hnliche Gro¨ße
besitzen sollten, wird der Graph mit Hilfe der Bisektion hierarchisch in vergleichbar
große Blo¨cke zerlegt. Hierfu¨r wird der Median (Zentralwert) x˜ genutzt. Dafu¨r werden
die Eintra¨ge des Eigenvektors x ∈ Rn aufsteigend angeordnet und der Median x˜
ergibt sich dann als
x˜ =
xn+12 , n ist ungerade,xn
2
+1, sonst.
Da fu¨r die spektrale Bisektion nur der zweite Eigenvektor der Laplacematrix eines
Graphen berechnet werden muss und anschließend der Median des Eigenvektors
ermittelt wird, ist das Verfahren sehr schnell und damit geeignet, um große Graphen
in angemessener Zeit zu partitionieren.
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Algorithmus 4.1.1: Algorithmus fu¨r die spektrale Bisektion
Eingabe: Adjazenzmatrix A ∈ Rn×n, Anzahl k der zu konstruierenden Cluster
Ausgabe: Zwei Cluster C1, C2, mit den Knoten (Objekten) aus A
Bestimmung der Laplace-Matrix L;
Berechnung des zweiten Eigenvektors u der Laplacematrix;
Bestimmung des Median x˜ von u;
for i = 1, ..., n do
if x(i) ≤ x˜ then
Das Objekt i wird dem Cluster C1 zugeordnet;
else




Die Herleitung der spektralen Multisektion auf k Cluster des Graphen G erfolgt
analog zur Herleitung der spektralen Bisektion von Newman. Eine weitere Herleitung
wird in [Lux07] vorgestellt. Fu¨r die Gro¨ße des Schnittes des Graphen in k Cluster
gilt nun nach (4.1)





mit Cj = V \Cj Die Indikatormatrix S = (si,j) zeigt nun jedoch an, in welchem der
k Cluster Cj sich der Knoten i befindet.
si,j =
1, i ∈ Cj,0, i ∈ Cj.
Aus der spektralen Bisektion ist bekannt:





mit dem Vektor ~hj
hj =
1, i ∈ Cj−1, i ∈ Cj.
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Zusa¨tzlich werden die Vektoren ~sj und ~pj wie folgt definiert
si,j =
1, i ∈ Cj0, i ∈ C,
Damit ergibt sich
~hj = 2~sj −~1.
Aus (4.12) und L ·~1 = 0 folgt dann






















Statt die Summe als Ganzes zu minimieren, werden nun die Summanden minimiert,
da die Summe der minimalen Summanden minimal ist. Analog zur Bisektion wird











~1 = ~s− 2nj − n
n
~1.








= L~sj = λj ~sj + µj~1 = λj ~xj,
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Der Vektor ~xj ist somit ein Eigenvektor der Laplacematrix mit Eigenwert λj . Da aus
(4.10) folgt das ~xj orthogonal zum Einsvektor ~1 ist, entfa¨llt der Eigenvektor ~1 zum
Eigenwert 0. Die Wahl des geeigneten Vektors folgt aus (4.11) und
~xj









= nj − nj
n














Die Schnittgro¨ße ist wieder proportional zum Eigenwert λ. Da die Summe der
Schnittgro¨ßen R minimiert werden soll, werden Vektoren gewa¨hlt, welche proportional
zu den Eigenvektoren mit den k kleinsten erlaubten Eigenwerten der Laplacematrix
sind.
Die zu ~sj optimalen Na¨herungswerte ergeben sich damit wie folgt




Damit ergibt sich der folgende Algorithmus fu¨r die spektrale Multisektion.
Algorithmus 4.1.2: Algorithmus fu¨r die spektrale Multisektion
Eingabe: Adjazenzmatrix A ∈ Rn×n, Anzahl k der zu konstruierenden Cluster
Ausgabe: Cluster A1, ..., Ak mit Ai = {j|yj ∈ Ci}
Berechnung der Laplace-Matrix L;
Bestimmung die ersten k Eigenvektoren u1, ..., uk von der Laplacematrix;
Erzeugung der Matrix U ∈ Rn×k, welche die Vektoren u1, ..., uk als Zeilen entha¨lt;
Fu¨r i = 1, ..n, sei yi ∈ Rk ∀i = 1, ..., n der zur i-ten Spalte von U zugeho¨rige Vektor;
Zuordnung der Punkte (yi)i=1,...,n mittels k-Means-Algorithmus zu den Clustern C1, ..., Ck;
Der k-Means-Cluster-Algorithmus
Der k-Means-Algorithmus ist ein Verfahren der Clusteranalyse, der aus einer Menge
von a¨hnlichen Objekten eine vorher bekannte Anzahl von k Gruppen (Clustern) bildet.
Der Algorithmus ist eine der am ha¨ufigsten verwendeten Techniken zur Gruppierung
von Objekten, da er schnell zu implementieren ist und ebenso schnell die Zentren
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(Means) der Cluster findet. Der k-Means-Algorithmus findet immer eine Lo¨sung,
welche nicht zwangsweise optimal sein muss. Eine optimale Partitionierung zu finden,
geho¨rt zur Klasse der NP-schweren Probleme [KMN+02], [BE05].
Die Lo¨sungen des k-Means-Algorithmus ha¨ngen dabei stark von den Startpunkten
der verwendeten Daten und der gewa¨hlten Anzahl der Cluster ab. So ergeben sich
fu¨r verschiedene Startpositionen unterschiedliche Partitionierungen, da z.B. die Clus-
terzentren unterschiedlich berechnet wurden. Um die daraus resultierende Varianz
zu minimieren, wird der Algorithmus mehrmals hintereinander ausgefu¨hrt. Ebenso
kann die ungu¨nstige Wahl der Anzahl der zu bestimmenden Cluster zu schlechten
Ergebnissen fu¨hren. Um eine passende Wahl bezu¨glich der Clusteranzahl zu treffen,
wird diese normalerweise schrittweise erho¨ht. Dadurch wird die totale Varianz der
Daten schnell zuru¨ckgehen. Wenn der Ru¨ckgang stagniert, ist ein guter Wert fu¨r k
erreicht. Im Rahmen der spektralen Partitionierung kann diese aufwendige Bestim-
mung von k mit Hilfe der Eigengap-Heuristik umgangen werden.
Der k-Means-Algorithmus beno¨tigt eine Distanzfunktion und eine Funktion zur Be-
rechnung der Cluster-Schwerpunkte. In der vorliegenden Arbeit wurde hierfu¨r in
beiden Fa¨llen die euklidische Norm verwendet.
Algorithmus 4.1.3: k-Means-Cluster-Algorithmus
Eingabe: n Objekte x ∈ Rd, Anzahl k der Cluster
Ausgabe: Partitionierung der n Objekte in k Cluster (Blo¨cke)
Die k Means m1, ...,mk werden zu Beginn zufa¨llig verteilt;
while Objekte werden anderen Clustern zugeordnet do
for j = 1→ n do






∥∥xj −m(t)i ∥∥ ≤ ∥∥xj −m(t)i∗ ∥∥ ∀ i∗ = 1, . . . , k};
end
for i = 1→ k do












Sind keine zusa¨tzlichen Informationen u¨ber die dem Graphen zugrundeliegenden
Strukturen bekannt, ist es oft schwierig, die richtige Anzahl k Cluster einer Parti-
tionierung zu wa¨hlen, die den Graph zerlegen soll. Die Eigengap-Heuristik aus der
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Spektraltheorie soll nun ein geeignetes k finden. Nach Lemma 2.2. gilt, dass die
Laplacematrix die gleiche Anzahl an Eigenwerten λ = 0 wie Komponenten besitzt.
Die Eigengap-Heuristik sucht nun nach einem k, fu¨r das gilt λ1, ..., λk sind klein und
λk+1 ist relativ groß. Es wird eine große Differenz zwischen zwei aufeinanderfolgenden
Eigenwerten gesucht, der sogenannte Eigengap.
Fu¨r den Idealfall, dass der Graph aus k zusammenha¨ngenden Komponenten besteht,
wird ein eindeutiger Eigengap gefunden. Je sta¨rker die Komponenten allerdings
miteinander verbunden sind, desto schwieriger wird es, ein geeignetes k mit Hilfe des
Eigengaps zu finden, da die Differenzen zwischen den Eigenwerten relativ kleiner
werden. Mehr Einzelheiten bezu¨glich der Eigengap-Heuristik finden sich in [Zag05]
und [MJ97].
4.2 Netzwerkzentralita¨ten
Netzwerkzentralita¨ten wurden in der Datenverarbeitung entwickelt, um genauere
Aussagen u¨ber Netzwerke und ihre Strukturen treffen zu ko¨nnen. Im Mittelpunkt
vieler dieser Zentralita¨ten stehen die Aspekte der Wichtigkeit eines Knotens innerhalb
des Netzwerkes und die Vernetzung des Netzwerkes als Ganzes.
Da in den verschiedenen Forschungsgebieten z.T. sehr verschiedene Netzwerke exis-
tieren, z.B. das Web-Netzwerk im Vergleich zu Straßennetzwerken, wurden viele
netzwerkspezifische Zentralita¨ten fu¨r spezzielle Netzwerke entwickelt. Daher muss
bei der Auswahl einer geeigneten Netzwerkzentralita¨t zum Vergleich zweier oder
mehrerer Netzwerke neben ihren strukturellen Eigenschaften, auch deren Herkunft
miteinbezogen werden.
Der folgende Abschnitt soll einen kurzen Einblick auf die von der GED genutzten
Netzwerkzentralita¨ten geben. Die folgenden Netzwerkzentralita¨ten wurden zumeist
verwendet, um den Webgraphen zu beschreiben und sind u.a. [BE05] und [New10]
entnommen.
4.2.1 Knotengradzentralita¨t
Eine einfache Zentralita¨t ist die Knotengradzentralita¨t. Hierbei erha¨lt ein Knoten u
eine zu deg(u) proportionale Zentralita¨t. Analog erha¨lt u in gerichteten Netzwerken
eine zu degin(u) bzw. degout(u) proportionale Zentralita¨t. Trotz ihrer Einfachheit
31
4 Realisierung
liefert diese Zentralita¨t bereits gute Aussagen u¨ber die Wichtigkeit einzelner Knoten.
So kann z.B. in sozialen Netzwerken davon ausgegangen werden, dass Mitglieder mit
vielen Bekannten einflussreicher, d.h. zentraler sind, als andere.
Die Knotengradzentralita¨t kann in O(n) berechnet werden.
4.2.2 Eigenvektorzentralita¨t
Die Eigenvektorzentralita¨t wurde als Erweiterung der Knotengradzentralita¨t 1987 von
Phillip Bonacich entwickelt [BE05], [New10]. Wa¨hrend die Knotengradzentralita¨t dem
Knoten u fu¨r jeden Nachbarn den gleichen Zentralita¨tszuwachs zuteilt, unterscheidet
die Knotenzentralita¨t zwischen wichtigen und weniger wichtigen Nachbarn. Der
Knoten u erha¨lt damit einen zum Knotengrad seines Nachbarn proportionalen
Zentralita¨tszuwachs. Die Eigenvektorzentralita¨t ist damit eine sogenannte Feedback-
Zentralita¨t.
Zuerst wird die Eigenvektorzentralita¨t aller Knoten gescha¨tzt, z.B. kann die Zentralita¨t
xi aller Knoten i auf eins gesetzt werden. Diese Scha¨tzung wird nun iterativ verbessert.





mit den Eintra¨gen ai,j der Adjazenzmatrix A. In Matrixschreibweise ergibt sich ~x′ =
A~x, mit dem Vektor ~x, der die Zentralita¨ten xi entha¨lt. Nach t-facher Wiederholung
der Neuberechnung der Scha¨tzung ergibt sich der Zentralita¨svektor ~x(t)
~x(t) = At~x(0).
Der Vektor ~x(0) la¨sst sich nun wie folgt als Linearkombination der Eigenvektoren ~vi



























mit den Eigenwerten λi von A, wobei λn der gro¨ßte Eigenwert von A sei. Da λi/λn <







Der Zentralita¨tsvektor ist damit direkt proportional zum gro¨ßten Eigenwert von A.
Damit erfu¨llt die Eigenvektorzentralita¨t ~x folgende Gleichung
A~x = λn~x.








womit die Eigenvektorzentralita¨t entsprechend groß ist, wenn ein Knoten viele un-
wichtige oder wenige wichtige Nachbarn hat, bzw. viele wichtige Nachbarn besitzt.
Um die Eigenvektorzentralita¨ten eines Netzwerkes mit denen eines anderen besser
miteinander vergleichen zu ko¨nnen, wird sie anschließend mit der gro¨ßten Zentralita¨t
innerhalb des Graphen normiert, so dass gilt xi ∈ [0, 1]. Der gro¨ßte Eigenwert kann
hierbei mit dem Arnoldi-Verfahren berechnet werden [Saa03]. Damit ergibt sich fu¨r
die Eigenvektorzentralita¨t eine Laufzeit von O(n3 · k), wobei k gleich der Anzahl der
gegebenen Iterationen sein soll.
4.2.3 PageRank
Die Eigenvektorzentralita¨t besitzt leider die Eigenschaft, dass ein Knoten mit hoher
Zentralita¨t und vielen Nachbarn diese hohe Zentralita¨t direkt auf seine Nachbarn
u¨bertra¨gt. Dies kann dazu fu¨hren, dass z.B. unwichtige Knoten mit nur einem wichti-
gen Nachbarn eine ho¨here Zentralita¨t besitzen als Knoten mit mehr Nachbarn. Deren
Gesamtzentralita¨t wa¨re hierbei jedoch niedriger. Daher wird fu¨r gerichtete Graphen
die Idee eingefu¨hrt, dass die von Nachbarn erhaltene Zentralita¨t proportional zu den
ausgehenden Kanten des Nachbarn sein soll. So geben Knoten mit hoher Zentralita¨t
nur einen kleinen Teil ihrer Zentralita¨t an ihre Nachbarn ab. Diese Zentralita¨t ist
speziell fu¨r den Webgraphen entwickelt worden und wird PageRank genannt. Pa-
geRank wurde 1998 von Page et al. entwickelt [ANTT02], [JW02] und ist Teil des
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Algorithmus der Suchmaschine Google [New10].
















Im Fall koutj = 0 folgt aus ai,j = 0∀i, dass xi = 0. In Matrixschreibweise ergibt sich
~x = αAK−1~x+ β~1,
mit der Diagonalmatrix K mit den Eintra¨gen Ki,i = max(k
out
j , 1). Ist β = 1 folgt
~x = (I − αAK−1)~1 = K(K − αA)−1~1.
Die Konstante α ≥ 0 sei hierbei ein Da¨mpfungsfaktor und β ≥ 0 eine konstante
Zusatzzentralita¨t, die jeder Knoten extra erha¨lt. Fu¨r β = 0 ergibt sich fu¨r ungerich-
tete Graphen, d.h. xi = ki = k
out
i , wieder eine der Knotengradzentralita¨t a¨hnliche
Zentralita¨t. Damit ergibt sich fu¨r PageRank eine Laufzeit von O(n2 · t), wobei t gleich
der Anzahl der gegebenen Iterationen sein soll.
4.2.4 Hub- & Authority-Gewichte
Kurz nach Vero¨ffentlichung von PageRank wurde von Kleinberg 1999 [Kle99] die Idee
der Bestimmung der Zentralita¨t von Webknoten mit Hilfe zweier Kriterien eingefu¨hrt.
Diese zwei Kriterien sind die Hub- und Authority-Gewichte eines Knotens. Dazu
werden die Knoten eines Netzwerkes in zwei Gruppen aufgeteilt. Dies geschieht
mit Hilfe von Informationen u¨ber den Inhalt der Knoten bzw. Seiten im Internet.
Authorities sind hierbei Knoten, die wichtige Informationen enthalten, z.B. Webseiten
u¨ber wissenschaftliche Arbeiten. Hubs sind jedoch Knoten, die auf viele Authorities
zeigen, z.B. Suchmaschinen. Zwischen Hubs und Authorities gilt, dass ein guter
Hub auf viele gute Authorities zeigt und eine gute Authority von vielen guten Hubs
angezeigt wird. Diese Grundidee fu¨hrt zu Kleinbergs Zentralita¨tsalgorithmus, dem
hyperlink-induced topic search, kurz HITS.
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wobei die Gewichte nach jedem Schritt normalisiert werden, so dass gilt xi ∈ [0, 1] und
yi ∈ [0, 1]. Ein Vorteil gegenu¨ber der Eigenvektorzentralita¨t liegt darin, dass Knoten,
welche an stark vernetzte Komponenten angrenzen, jedoch nicht auf diese zeigen,
dennoch keine geringe Zentralita¨t besitzen mu¨ssen. Ein Knoten, der nicht von vielen
anderen angezeigt wird, d.h. ein kleines Authoritygewicht hat, kann aber dennoch ein
hohes Hub-Gewicht haben, wenn er viele Knoten anzeigt. Analoges gilt fu¨r den Fall,
dass ein Knoten selbst auf wenige oder keinen Knoten zeigt, aber selbst von vielen
Knoten angezeigt werden kann. Hier ergibt sich fu¨r ein Netzwerk N eine Laufzeit von
O(n · ϑ˜(N)k), wobei k gleich der Anzahl der gegebenen Iterationen sei. Weiterhin ist
ϑ˜(N) = max{ϑ(N)in, ϑ(N)out} gleich dem Maximum der durchschnittlich ein- und
ausgehenden Knotengrade.
Dieses Verfahren wurde u.a. in [BVD04] und [Zag05] betrachtet und weiterentwickelt.
Die Gewichte werden u.a. nicht mehr nur fu¨r die Knoten, sondern zusa¨tzlich fu¨r die
Kanten mit berechnet.
4.2.5 Die betweenness-Zentralita¨t
Eine andere Art der Zentralita¨t ist die betweenness-Zentralita¨t, bei der gemessen
wird, wie oft ein Knoten Teil eines ku¨rzesten Pfades zwischen zwei Knoten eines
Netzwerkes liegt. Die Idee der betweenness stammt von Anthonisse [Ant71] und
wurde erst unter Freeman im Jahr 1977 bekannt [Fre77].
Grundgedanke dieser Zentralita¨t ist es, das ein Knoten wichtiger, d.h. zentraler ist,
wenn er auf mo¨glichst vielen ku¨rzesten (geoda¨sischen) Wegen zwischen zwei Knoten
liegt. Es sei z.B. ein Netzwerk gegeben, in welchem u¨ber die Bo¨gen Nachrichten
zwischen den Knoten weitergeleitet werden. Ein Knoten, der auf vielen ku¨rzesten
Wegen liegt, muss von vielen Nachrichten passiert werden. Kann dieser Knoten nun
z.B. die Nachrichten lesen oder sonst irgendwie beeinflussen, erha¨lt er eine gewisse





1, der Knoten i liegt auf dem ku¨rzesten Pfad von s nach t,0, sonst.
Liegen s und t in verschiedenen Komponenten, d.h. es existiert kein st−Pfad, ist nist





Fu¨r die Berechnung der betweenness-Zentralita¨ten eines ungewichteten bzw. gewich-
teten Netzwerkes ergibt sich in eine Laufzeit von O(n ·m) bzw. O(n ·m+n2 · log(n))
[Bra01]. Die Kanten eines gewichteten Netzwerkes werden zusa¨tzlich durch eine
Funktion ω : E 7→ R verschieden gewichtet.
4.3 A¨hnlichkeit in Graphen
Wa¨hrend sich Knoten innerhalb eines oder mehrerer Graphen mit Hilfe der Netzwerk-
zentralita¨ten des vorherigen Abschnitts miteinander vergleichen lassen, ist der Ver-
gleich von Graphen ungemein schwerer. Eine U¨bersicht bekannter A¨hnlichkeitsmaße
findet man in [Sch04], [Jol01] [WM03]. Folgender Abschnitt ist in Anlehnung an
[BE05, Seite 332] verfasst.
Das Problem der Graphenisomorphie bescha¨ftigt sich mit der Frage, ob zwei Graphen
strukturell gleich sind. Eine natu¨rliche Vereinfachung ist es zu untersuchen, wie sehr
sich zwei Graphen a¨hnlich sind. Graphena¨hnlichkeit wird oft als Graphmatching
beschrieben.
Ein Vorteil der Graphena¨hnlichkeit gegenu¨ber der Graphenisomorphie ist die Fa¨higkeit,
weniger anfa¨llig fu¨r Messfehler bzw. weißen Rauschen innerhalb der zu betrachtenden
Daten zu sein, die bei der Gewinnung reeller Daten auftauchen ko¨nnen. Isomorphe Gra-
phen ko¨nnen durch solche Fehler nicht mehr erkannt werden. Ein Alternative fu¨r die
Bestimmung der Graphenisomorphie ist die Einfu¨hrung eines Grapha¨hnlichkeitsmaß.





Seien G1, G2 und G3 Graphen. Eine Funktion d : G1 ×G2 → R+0 wird als
Grapha¨hnlichkeitsmetrik bezeichnet, wenn es folgende Bedingungen erfu¨llt:
Reflexivita¨t: d(G1, G2) = 0⇔ G1 ∼= G2,
Symmetrie: d(G1, G2) = d(G2, G1),
Dreiecksungleichung: d(G1, G2) + d(G2, G3) ≥ d(G1, G3).
Aussagekra¨ftige Graphena¨hnlichkeitsmaße sind im Allgemeinen schwer zu berechnen,
da aus der Reflexivita¨tsbedingung eine Lo¨sung fu¨r das Graphenisomorphieproblem
folgen muss. Im folgenden Abschnitt sollen drei A¨hnlichkeitsmaße vorgestellt werden.
Das erste Maß beruht auf der Gro¨ße des gro¨ßten gemeinsamen Teilgraphen, die zwei
letzteren auf der sogenannten Edit-Distanz. Die ersten beiden A¨hnlichkeitsmaße sind
[BE05, Seite 332], das letzte aus [BKL08]entnommen.
4.3.1 Maximum Common Subgraph (MCS)
Definition 4.2
Ein GraphG wird gemeinsamer Teilgraph der beiden Graphen G1 undG2 genannt,
wenn G Teilgraph von G1 und G2 ist. Ein gemeinsamer Teilgraph ist maximal, d.h.
ein MCS, wenn kein anderer gemeinsamer Teilgraph von G1 und G2 mit mehr Knoten
existiert.
Die MCS-Distanz zweier nichtleerer Graphen ergibt sich wie folgt
dMCS(G1, G2) = 1− |V (MCS(G1, G2)|)
max{V (G1), V (G2)} .
Dieses A¨hnlichkeitsmaß ist eine Grapha¨hnlichkeitsmetrik und nutzt viele strukturelle
Eigenschaften der Graphen, da die Struktur des MCS in beiden Graphen vorkommt.
Fu¨r die Berechnung der MCS-Distanz zwischen zwei Graphen ergibt sich eine ex-
ponentielle Laufzeit [Sch04, Seite 56], dass MCS-Problem ist damit NP-schwer und
praktisch nur auf relativ kleine Graphen anwendbar [BS98],[MB98].
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4.3.2 Maß von Padadopoulos und Manolopoulos
Eine allgemeine und flexible Methode um Graphen miteinander zu vergleichen, ist die
der Edit-Distanz. Dazu sei eine Menge erlaubter Graphoperationen auf den Graphen
definiert [2.1.3]. Die Distanz zwischen zwei Graphen ist nun die minimale Anzahl an
Operationen, um einen Graphen auf den anderen abzubilden. Urspru¨nglich wurde
die Edit-Distanz von Levenshtein entwickelt [4.4] und wird vor allem zum Vergleich
von Zeichenketten verwendet [4.4].
Die hier vorgestellten Edit-Distanzen nutzen als Operationen das Lo¨schen, Einfu¨gen
und Substituieren von Knoten und Kanten. Weitere sinnvolle Graphoperationen
wa¨ren die Kontraktion und Fusion von Knoten [Tit03]. Den Operationen ko¨nnen
beliebige Kosten zugeordnet werden, die jedoch im Verha¨ltnis zur Wichtigkeit der
einzelnen Transformation stehen sollten. Die Distanz berechnet sich dann als das Mi-
nimum der Summe der Kosten, um einen Graphen in den anderen zu transformieren
und ist eine Grapha¨hnlichkeitsmetrik.
Eine solche Edit-Distanz wurde von Padadopoulos und Manolopoulos 1999 vorge-
stellt [PM99]. Sie nutzt folgenden Knotenoperationen, welche die entsprechenden





Zur Bestimmung der A¨hnlichkeit werden die Histogramme zweier Graphen mitein-
ander verglichen. Histogramme sind geordnete Vektoren, welche die Knotengrade
der jeweiligen Graphen in abnehmender Reihenfolge enthalten. Entha¨lt ein Graph
weniger Knoten als der mit ihm zu vergleichende, wird das Histogramm mit Nullen
aufgefu¨llt, bis beide Histogramme gleich lang sind. Die A¨hnlichkeit ergibt sich als
Betrag der Differenz der Manhattanmetrik beider Histogramme, d.h.
dPM(G1, G2) = ||V (G1)| − |V (G2)||.
Dieses Maß transformiert somit nicht die Graphen direkt ineinander, sondern nur
ihre Histogramme und damit die Anzahl der Operationen, um ein Histogramm in ein
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anderes zu transformieren. Dadurch fließen relativ wenig strukturelle Informationen
in die Berechnung der A¨hnlichkeit. Jedoch la¨sst sich dieses Maß relativ schnell an
bestimmte Klassen von Graphen anpassen, indem statt der Knotengrade andere
Netzwerkeigenschaften (z.B. die Exzentrizita¨ten) miteinander verglichen werden.
4.3.3 Graph-Edit-Distanz
Die Grundidee von Graph Edit-Distanz, einer speziellen Edit-Distanz, ist es, die
Una¨hnlichkeit zweier Graphen mit Hilfe der minimalen Anzahl an Umformungen, um
einen Graphen in einen anderen zu transformieren, zu beschreiben. Die folgenden
Ausfu¨hrungen sind an [BKL08] angelehnt.
In der Regel werden als Umformungsoperationen das Einfu¨gen, Lo¨schen und Sub-
stituieren von Knoten und Kanten verwendet [siehe 2.1.3]. Hierbei wird folgende
Notation fu¨r die Substitution zweier Knoten u und v mit u→ v, das Lo¨schen eines
Knoten u mit u →  und das Einfu¨gen eines Knotens v mit  → v genutzt. Fu¨r
Kantenoperationen werden analoge Notationen genutzt.
Definition 4.3
Gegeben seien zwei Graphen, der Quellgraph G und der Zielgraph H. Das Verfahren
der Graph Edit-Distanz ist es, bestimmte Knoten und Kanten in G zu lo¨schen, die
u¨brigen Knoten und Kanten umzubenennen (zu substituieren) und eventuell Knoten
und Kanten aus H einzufu¨gen, so dass G in H transformiert wird. Eine Folge solcher
Umformungsoperationen o1, ..., ok, die G komplett in H umwandelt, wird ein Graph
Edit-Path (GEP) zwischen G und H genannt.
Fu¨r jedes Paar von Graphen (G,H) existieren unendlich viele verschiedene Graph
Edit-Paths, die G in H transformieren. Das Lo¨schen aller Kanten und Knoten aus G
und das anschließende Einfu¨gen aller Kanten und Knoten von H ist z.B. immer ein
Graph Edit-Path, der G in H transformiert. Solche GEP sagen jedoch wenig u¨ber
die A¨hnlichkeit der beiden Graphen zueinander aus.
Generell ko¨nnen Substitutionen von Kanten und Knoten als positive Matches des
Graphen G in den Graphen H bezeichnet werden, da die Benennungen a¨hnlich
genug sind, um sie mit einer gu¨nstigen Umformungsoperation, der Substitution,





















Abb. 4.2: Der Umformungsweg besteht aus drei Kantenlo¨schungen, einer Kno-
tenlo¨schung, einer Knoteneinfu¨gung, zwei Kanteneinfu¨gungen und zwei
Knotensubstitutionen.
dass fu¨r diese kein positives Matching gefunden wurde. Sind die Kosten fu¨r eine
Substitution allerdings zu hoch, d.h. die ineinander zu transformierenden Kanten
bzw. Knoten sind zu verschieden, werden diese Knoten und Kanten in G gelo¨scht bzw.
aus H eingefu¨gt. Mit Hilfe jedes Umformungswegs zwischen zwei Graphen G und H
kann man Gemeinsamkeiten der Teilstrukturen der Graphen darstellen. In diesen
Umformungswegen werden die Knoten/Kanten aus G entweder mit Knoten/Kanten
aus H eindeutig substituiert oder gelo¨scht. Analog werden die Knoten/Kanten aus
H entweder eindeutig mit Knoten aus G gematched oder eingefu¨gt. Daher wird die
Graph Edit-Distanz auch als Graph-Matching bezeichnet.
Sei Υ(G,H) die Menge aller Graph Edit-Paths zwischen G und H. Um einen aussa-
gekra¨ftigen Graph Edit-Path zu finden, werden die Kosten c(o) fu¨r jede Umformungs-
operation eingefu¨hrt. Diese sollen darstellen, wie stark der Einfluss einer Umformung
auf die Struktur des Graphen ist. Die Kosten werden mit Hilfe von Graphinvarianten
der einzelnen Knoten bzw. Kanten gebildet.
Beispiel:
Gegeben seien drei Knoten u, v, w mit den Knotengraden deg(u) = 1, deg(v) = 2
und deg(w) = 5. Die Kosten, um u mit v zu substituieren sollen niedriger sein,
als u mit w zu substituieren. Es gilt: c(u→ v) < c(u→ w). Ebenso soll es
gu¨nstiger sein, u mit v zu substituieren, als u zu lo¨schen und v einzufu¨gen. Es
gilt: c(u→ v) < c(u→ ) + c(→ v).
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Ziel der Kostenfunktion ist es, schwachen Vera¨nderungen im Graph geringere Kos-
ten zu geben und starken Umformungen hohe Kosten zu geben. Die Kosten eines
Umformungswegs p zwischen G und H sei die Summe der Kosten fu¨r alle Umfor-
mungsoperationen von p und die La¨nge eines Umformungswegs p zwischen G und
H sei die Anzahl seiner Umformungsoperationen. Zwischen zwei a¨hnlichen Graphen
soll ein GEP mit niedrigen Kosten existieren und zwischen verschiedenen Graphen
nur GEPs mit hohen Kosten.
Definition 4.4
Sei G = (V,E) der Ursprungs- und H = (W,F ) der Zielgraph. Die Graph Edit-






mit Υ(G,H) der Menge aller Umformungswege, die G in H transformieren und c sei
die Funktion, welche die Kosten c(o) der Umformungsoperation o beschreibt.
Wenn weitere Informationen u¨ber die dem Graph zugrundeliegenden Objekte bekannt
sind, ko¨nnen die Kostenfunktionen entsprechend angepasst werden, so dass z.B. das
Lo¨schen einer Kante teurer ist als das Lo¨schen eines Knotens.
Jeder GEP in Υ(G,H) kann mit Hilfe zusa¨tzlicher Einfu¨geoperationen und anschlie-
ßender Lo¨schoperationen beliebig verla¨ngert werden. Damit mit Hilfe der Kosten-
funktion nur wenige GEP aus Υ(G,H) betrachtet werden mu¨ssen, um die Graph
Edit-Distanz zu bestimmen, muss die Kostenfunktion c folgende Eigenschaften
erfu¨llen.
(1) c(o) ≥ 0
(2) c(u→ ) > 0
c(→ v) > 0
c(e→ ) > 0
c(→ e) > 0
Dadurch wird das Einfu¨gen und anschließende Lo¨schen von Kanten und Knoten, was
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den GEP nur unno¨tig verla¨ngert, verhindert. Als na¨chstes werden mit Hilfe folgender
Dreiecksungleichungen unno¨tige Substitutionen vermieden.
(3) c(u→ w) ≤ c(u→ v) + c(v → w)
c(u→ w) ≤ c(u→ v) + c(v → w)
c(u→ ) ≤ c(u→ v) + c(v → )
c(→ v) ≤ c(→ u) + c(u→ v)
Mit den Eigenschaften (1), (2) und (3) ko¨nnen die zu betrachtenden Umformungswege
in Υ(G,H) bereits stark reduziert werden. Jeder Umformungsweg, der eine unno¨tige
Substitution oder das Einfu¨gen und anschließende Lo¨schen von Knoten und Kanten
entha¨lt, kann vernachla¨ssigt werden, da ein ku¨rzerer Umformungsweg mit niedrigeren
Kosten existiert.
Gilt weiterhin, dass Substitutionen gleicher Objekte keine Kosten verursachen (4)
und dass die Kostenfunktion symmetrisch ist (5), so ist die Graph Edit-Distanz eine
Metrik.
(4) c(u→ u′) = 0
c(e→ e′) = 0
(5) c(o) = c(o−1)
Normalerweise wird die Graph-Edit-Distanz mit Hilfe des A*-Algorithmus bestimmt,
einem Verfahren zum Durchsuchen eines Graphen, bei dem in jeder Iteration der
vielversprechendste Knoten gewa¨hlt wird. Dieser Knoten wird nach einer gewissen
Heuristik bewertet. Der A*-Algorithmus ist damit ein Verfahren der Bestensuche
(Best-first search) [BN07]. Der A*-Algorithmus ist optimal. d.h. er findet immer die
optimale Lo¨sung, falls eine existiert, hat allerdings eine exponentielle Laufzeit. Um die
Edit-Distanz fu¨r große Graphen berechnen zu ko¨nnen, wird ein Na¨herungsalgorithmus
mit polynomialer Laufzeit verwendet. Dieser berechnet jedoch nur eine suboptimale
Lo¨sung. Fu¨r weitere Informationen zur exakten Berechnung der GED siehe [BKL08].
4.3.4 Na¨herungsalgorithmus
Da der A*-Algorithmus zur Bestimmung der Graph Edit-Distanz eine exponentielle
Laufzeit besitzt, wird versucht, dessen Laufzeit zu reduzieren bzw. die Verwendung
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des A*-Algorithmus zu umgehen. Deshalb wurden u.a. Scha¨tzungen fu¨r Schranken
aufgestellt, die das Durchsuchen des Suchbaumes beschleunigen. Algorithmen fu¨r
bestimmte Klassen von Graphen wurden ebenso erforscht, wie die Berechnung der
GED mit Hilfe von Munkres Zuordnungsalgorithmus und einer quadratischen For-
mulierung der GED [BN07]. Da all diese Verfahren jedoch immer noch relativ hohe
Laufzeiten besitzen bzw. nur auf bestimmte Klassen von Graphen angewandt werden
ko¨nnen, wird in der vorliegenden Arbeit ein schneller Na¨herungsalgorithmus genutzt,
der Umformungswege fu¨r Untergraphen nutzt. Die dafu¨r genutzten Untergraphen
sind die Nachbarschaftsuntergraphen der Knoten aus G und H. Diese sollen nun
gematcht werden.
Die Grundidee des Na¨herungsalgorithmus ist, keine globale Bedingung zu erfu¨llen
und so einen globalen optimalen Umformungsweg zu bestimmen. Stattdessen werden
iterativ zwei Graphen miteinander verglichen, indem lokal Nachbarschaftsuntergra-
phen miteinander gematcht werden.
Ein Nachbarschaftsuntergraph besteht aus einem Knoten u, allen zu u adjazenten
Knoten und den Kanten zwischen diesen (Definition 2.7.).
Eine Voraussetzung des Na¨herungsalgorithmus ist, das die Knoten der zu betrach-
tenden Graphen zweidimensionale Koordinaten besitzen, die ihre Position im R2
darstellen. Mit den Koordinaten ko¨nnen die Knoten eines Nachbarschaftsunterga-
phen in eine geordnete Folge gebracht werden. Um die Folge zu erhalten, werden
die Nachbarschaftsknoten mit Hilfe der Transformation der euklidischen Koordi-
naten in Polarkoordinaten im mathematisch positiven Sinn angeordnet. Anstatt
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Abb. 4.3: Stringerstellung mit Hilfe der Koordinaten der Knoten aus N(u) im R2
zwei Nachbarschaftsuntergraphen ineinander zu transformieren, wird eine optimale
Angleichung der beiden Knotenfolgen gesucht. Im Gegensatz zum Matching zweier
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Graphen, wird nun nur ein Umformungsweg gesucht, der die Ordnung der Knoten
um den Zentralknoten bewahrt. Dazu wird das zyklische String-Matching genutzt
[4.5].
Das zyklische String-Matching-Problem besitzt eine geringere Komplexita¨t als der A*-
Algorithmus und kann in quadratischer Laufzeit, in Abha¨ngigkeit von der Stringla¨nge
gelo¨st werden. Da bei der Angleichung zweier Knotenfolgen die Wahl des ersten
Zeichens der Folge nicht von Bedeutung sein soll, wird ein zyklisches String-Matching
anstelle eines normalen verwendet.
Die String-Umformungskosten fu¨r Lo¨schen, Einfu¨gen oder Substituieren eines Zei-
u
v
Abb. 4.4: Beispiel fu¨r das Matching zweier Nachbarschaften N(u) und N(v), mit 4
substituierten Knoten, einem gelo¨schten und einem eingefu¨gten Knoten
chens, d.h. Knotens, lassen sich von den zugeho¨rigen Umformungskosten der Knoten-
und Kantenoperationen ableiten. Der aus dem String-Matchingalgorithmus resultie-
rende Umformungsweg mit Minimalkosten liefert den optimalen Weg, um einen Nach-
barschaftsuntergraphen in den anderen zu transformieren. Der Na¨herungsalgorithmus
ist ein sogenannter GREEDY-Algorithmus, d.h. es werden nur Umformungskosten ad-
diert, aber nie wieder abgezogen. Daher ist der aus dem Na¨herungsalgorithmus resultie-
rende Graph Edit-Path p suboptimal. Weiterhin ist die mit dem Na¨herungsalgorithmus
berechnete Graph Edit-Distanz kein metrisches A¨hnlichkeitsmaß, da sie die Bedin-
gung der Symmetrie nicht erfu¨llt.
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Algorithmus 4.3.1: Algorithmus zur Bestimmung der suboptimalen GED
Eingabe: Zwei nichtleere zusammenha¨ngende Graphen G = (V,E), H = (W,F ) mit
V = {v1, ..., v|V |} und W = {w1, ..., w|W |}.
Ausgabe: Die suboptimale GED, samt Umformungsweg p.
Initialisierung der leeren Menge p;
Initialisierung der leeren first-in-first-out Schlange OPEN;
Bestimmung der Graphzentren vi0 und wi0 mit Netzwerkzentralita¨ten;
Hinzufu¨gung der Startsubstitution vi0 → wi0 in p und OPEN;
while OPEN ist nichtleer do
Wahl der na¨chsten Substitution v → w aus OPEN;
Erzeugung des Nachbarschaftsuntergraphen N(v) und N(w) aus G und H;
Erstellung der geordnete Zeichenfolgen von Knoten aus N(v) und N(w);
Matching der beiden Zeichenfolgen mit zyklischem String-Matching;
q sei der daraus resultierende Umformungsweg zwischen N(v) und N(w);
Einfu¨gen aller Umformungsoperationen aus q in p;
Einfu¨gen alle Knotensubstitutionen aus q in OPEN;
end
for alle ungematchten Knoten vj aus G do
Hinzufu¨gen von uj →  in p;
end
for alle ungematchten Knoten wj aus H do
Hinzufu¨gen von → wj in p;
end
4.3.5 Einbettung der Graphen
Um den Na¨herungsalgorithmus fu¨r die Berechnung der GED anwenden zu ko¨nnen,
mu¨ssen die dazu genutzten Graphen in den R2 eingebettet sein. Fu¨r die Einbettung
wurde der Algorithmus von Kamada und Kawai genutzt. Die grundlegende Idee
dieses Algorithmus ist es, dass die Distanz zweier Knoten innerhalb eines Graphen die
gewu¨nschte euklidische Distanz im R2 darstellt. Dazu wird u.a. der Algorithmus von
Dijkstra zur Bestimmung der ku¨rzesten Wege innerhalb eines Graphen und ein spring-
embedding Verfahren genutzt. Dieser nutzt physikalische Gesetzma¨ßigkeiten und das
Verhalten von Federn, um den Graphen einzubetten. Ziel dieser Einbettung ist es
nicht, den Graphen mo¨glichst planar einzubetten, d.h. wenig sich kreuzende Kanten zu
besitzen. Durch die Einbettung sollen a¨hnliche Strukturen a¨hnlich dargestellt werden,
so dass der Nutzer selbst diese a¨hnlichen Strukturen in der Einbettung erkennt.
Der Graph embedder besitzt eine kubische Laufzeit und ist nicht deterministisch.
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Weiterfu¨hrende Informationen zur Einbettung von Graphen in den R2 finden sich in
[KK89].
4.4 Levenshteindistanz
Der Levenshtein-Algorithmus errechnet die Mindestanzahl von Editierungsoperatio-
nen, die notwendig sind, um eine bestimmte Zeichenkette u soweit abzua¨ndern, um
eine andere bestimmte Zeichenkette v zu erhalten. Diese Mindestanzahl wird als
Levenshteindistanz bezeichnet und ist nach dem russischen Wissenschaftler Wladi-
mir Lo¨wenstein benannt, der sie 1965 einfu¨hrte. Die Levenshtein-Distanz ist eine
Metrik auf dem Raum der Zeichenketten, d.h. sie erfu¨llt die Dreiecksungleichung, ist
symmetrisch und reflexiv [Lev65].
Die Berechnung der Levenshtein-Distanz (auch Edit-Distanz genannt) erfolgt durch
den sogenannten Dynamic-Programming-Ansatz. Dabei wird eine Distanzmatrix
Dm×n fu¨r die beiden Zeichenketten u und v rekursiv aufgestellt:
m = |u|, n = |v|
D0,0 = 0
Di,0 = i, 1 ≤ i ≤ m
D0,j = j, 1 ≤ j ≤ n
Di,j = min

Di−1,j−1, +0 falls ui = vj, (E),
Di−1,j−1, +1 (Substitution), (S),
Di,j−1, +1 (Einfu¨gung), (I),
Di−1,j, +1 (Lo¨schung), (D),
wobei 1 ≤ i ≤ m, 1 ≤ j ≤ n. Die Levenshtein-Distanz, d.h. die minimale Anzahl der
Edit-Operationen ist gleich Dm,n.
Wenn nicht nur die Levenshtein-Distanz berechnet werden soll, sondern auch die
Folge der Operationen, die zu dem Ergebnis gefu¨hrt hat, muss ein Backtrace auf
der berechneten Matrix durchgefu¨hrt werden. Beginnend von Di,j−1 werden rekursiv
die Optimierungsentscheidungen zuru¨ckverfolgt. Das Backtrackverfahren wird in
abgea¨nderter Form fu¨r das zyklische String-Matching verwendet.
Folgend soll als Beispiel die Zeichenketten ’Bachelor’ in ’Master’ transformiert
werden (Bachelor→Master). Damit ergibt sich in Tab. 4.1 eine Edit-Distanz von
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M a s t e r
0 1 2 3 4 5 6
B 1 1 2 3 4 5 6
a 2 2 1 2 3 4 5
c 3 3 2 2 3 4 5
h 4 4 3 3 3 4 5
e 5 5 4 4 4 3 4
l 6 6 5 5 5 4 4
o 7 7 6 6 6 5 5
r 8 8 7 7 7 6 5
Tab. 4.1: Levenshteindistanz fu¨r Bachelor→Master
5, der Umformungsweg samt Operationen lassen sich aus Tab. 4.2 entnehmen. Die
S E S S E D D E
B a c h e l o r
M a s t e r
Tab. 4.2: Der Umformungsweg fu¨r Bachelor→Master
Levenshteindistanz la¨sst sich auch auf andere Distanzen u¨berfu¨hren. Sind z.B. nur
Substitutionen bei der Transformation gleichlanger Zeichenketten erlaubt, erha¨lt
man die Hammingdistanz. Diese gibt genau an, an wie vielen Positionen sich zwei
Zeichenketten unterscheiden.
In der Praxis wird die Levenshtein-Distanz zur Bestimmung der A¨hnlichkeit von
Zeichenketten, beispielsweise zur Duplikaterkennung oder bei der Rechtschreibpru¨fung
von Suchmaschinen angewandt.
4.5 Das zyklische String-Matching
Die Levenshteindistanz la¨sst sich mit wenigen A¨nderungen auch auf zyklisch verschobe-
ne Zeichenketten anwenden. Dieses zyklische String-Matching wird zur suboptimalen
Berechnung der GED verwendet. Die folgenden Ausfu¨hrungen sind an [BB93] ange-
lehnt.
Das zyklische String-Matching ist eine Brute Force-Methode, um zu bestimmen, ob
die Zeichenkette x(i) = xi...xnx1...xi−1 eine rotierte Version einer der Prototypen
y = y1...yn bzw. y
(i) = yi...yny1...yi−1 fu¨r i ∈ {1, .., n} ist [BB93]. Dafu¨r wird die
Zeichenkette yr = yy = y1...yny1...yn erzeugt und es wird ein Umformungsweg von x
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in eine Teilzeichenkette von y2 gesucht, unabha¨ngig vom Startpunkt i dieser Teilzei-
chenkette in y2.
Um festzustellen, ob x eine Teilzeichenkette von y2 ist, wird eine modifizierte Version
des Algorithmus von Wagner und Fischer [WF74] genutzt, um eine Distanzmatrix
fu¨r das String-Matching von x in y2 aufzustellen. Die dabei verwendete Distanz ist
die Levenshteindistanz. In der Distanzmatrix D(i, j) wird nun nach dem kleinsten
Element in D(n, j) = n, ..., 2n − 1 gesucht. Ist dieses Element gleich null, so ist
x eine Teilzeichenkette von y2 bzw. ist y eine zyklisch verschobene Version von x.
Normalerweise ist y keine zyklisch verschobene Version von x, y ist zusa¨tzlich durch
Substitutionen, Einfu¨gungen und Lo¨schungen verformt.
Der Algorithmus des zyklischen String-Matching bestimmt fu¨r zwei Zeichenketten
x = x1...xn und y = y1....ym die Edit-Distanz d(x, y
′), wobei y′ = yi...ymy1...yj mit
1 ≤ j ≤ i ≤ m die Teilzeichenkette aus y2 ist, die x am a¨hnlichsten ist.
Die Edit-Distanz ergibt sich aus:
d(x, y′) = min{d(x, z)|z ist Teilzeichenkette von y2}. (4.14)
Die Kosten fu¨r die Umformungsoperationen fu¨r Zeichen werden bei der Berechnung
der suboptimalen GED durch die Kosten der entsprechenden Umformungsoperationen
fu¨r Kanten und Knoten aufgestellt. Der Algorithmus hat eine Laufzeit von O(n ·m),
wobei n die La¨nge der Zeichenkette x und m die La¨nge der Zeichenkette y ist.
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Algorithmus 4.5.1: Algorithmus zyklisches String-Matching
Eingabe: Zwei Zeichenketten x = x1...xn und y = y1...ym und die Kostenfunktion c fu¨r jede
Umformungsoperation o.
Ausgabe: Die zyklische Edit-Distanz, samt Umformungsweg p.
Erstellung von y2 und Initialisierung der leeren Menge p;
Initialisiere die Distanzmatrix D;
D(0, 0) := 0;
for i = 1, ...,m do
D(0, i) := 0;
end
for i = m+ 1, ..., 2m do
D(0, i) :=∞;
end
for i = 1, ..., n do
D(i, 0) := D(i− 1, 0) + c(xi → );
end
Berechnung die restliche Eintra¨ge von D;
for i = 1, ..., n do
for j = 1, ..., 2m do
m1 := D(i− 1, j − 1) + c(xi → yj),;
m2 := D(i− 1, j) + c(xi → ),;
m3 := D(i, j − 1) + c(→ yj),;
D(i, j) = min(m1,m2,m3),;
end
end
Bestimmung von d(x, y) = D(n, k) mit D(n, k) = min{D(n, j)|j = n, ..., 2m};
Ermittlung des Umformungswegs in D u¨ber ein Backtracking der Matrix;
for i = n, ..., 1 do
for j = k, ..., 1 do
if D(i− 1, j − 1) + c(xi → yj) = D(i, j) then
Hinzufu¨gen von c(xi → yj) in p;
else
if D(i− 1, j) + c(xi → ) = D(i, j) then
Hinzufu¨gen von c(xi → ) in p;
else
if D(i, j − 1) + c(→ yj) = D(i, j) then




D(i, 0) := D(i− 1, 0) + c(xi → );
end
end
Ausgabe von p mit den Kosten d(x, y);
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5 Evaluierung der Ergebnisse
Das folgende Kapitel soll einen Einblick auf die Nutzung des Verfahrens geben. Dabei
teilt sich die Anwendung in zwei Teile auf. Zuerst soll der Graph in entsprechend
vergleichbare Prototypen partitioniert werden. Dies geschieht mit Hilfe der spek-
tralen Bisektion bzw. Multisektion aus 4.1 bzw. 4.2. Der zweite Teil umfasst das
Vergleichen der Graphen mit der Graph Edit-Distanz aus 4.3 und der darauf auf-
bauenden Bestimmung der repra¨sentativen Prototypen [3.2]. Die hier untersuchten
Daten stammen von einem Chip, auf dessen Platine 16 Prozessoren miteinander
verdrahtet wurden. Daraus ergab sich ein Graph G mit n = 97937 Knoten, der nun
auf a¨hnliche Grundstrukturen, d.h. repra¨sentative Prototypen, untersucht werden
soll.
5.1 Partitionierung des Graphen
Um entsprechend kleine Prototypen zu erhalten, wird der Graph nun mit dem Algo-
rithmus, welcher in 4.2 beschrieben wird, hierarchisch partitioniert. Heuristisch wurde
hierbei die Gro¨ße der zu betrachtenden Teilgraphen auf 100 bis 150 Knoten gescha¨tzt.
Entsprechend große Blo¨cke Vi wurden mit in den na¨chsten Partitionierungsschritt
u¨bernommen, ohne weiter zerlegt zu werden. Hierfu¨r wurde zuna¨chst die spektrale
Multisektion verwendet. Die Anzahl der dabei zu untersuchenden Cluster wurde mit
Hilfe der Eigengap-Heuristik bestimmt. Allerdings entstanden bei diesem Verfahren
innerhalb der Partitionierungen zu viele isolierte Knoten, d.h. Knoten vom Grade
null. Tab. 5.1 soll bis zum 3. Partitionierungsschritt (PS ) einen Einblick auf die
Anzahl und Beschaffenheit der Blo¨cke und der entstandenen isolierten Knoten geben.
Hierbei sei |n˙(P )| die Anzahl der isolierten Knoten.
Die isolierten Knoten mussten nach jedem Partitionierungsschritt aus den Teilgraphen
entfernt werden, da sie die Eigengap-Heuristik beeinflussen. Fu¨r jeden isolierten Kno-
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PS 1 2 3
|P | 17 125 220∑
Vi∈P,
|Vi|<100
Vi 0 0 11∑
Vi∈P,
|Vi|∈[100,150]




Vi 1 26 66
|n˙(P )| 75 295 562
Tab. 5.1: Verlauf der spektralen Multisektion.
ten, d.h. zusa¨tzliche Komponente eines Teilgraphen, steigt dessen Eigengap um eins.
Dies fu¨hrt anschließend zu schlechten Partitionierungen, da der k-Means-Algorithmus
spha¨risch partitioniert und dem zusa¨tzliche Cluster, der eigentlich nur aus einem
Knoten besteht, werden mehrere Knoten zugeordnet. Dadurch werden auch die
restlichen Cluster und damit die restliche Partitionierung nachteilig beeinflusst.
Die Anwendung der Eigengap-Heuristik sorgt fu¨r weitere Probleme. So ergaben sich
schon in der zweiten Partitionsstufe, unabha¨ngig von der Gro¨ße der Teilgraphen, viele
Eigengaps gleich eins. Diese Teilgraphen, die mehrfach nicht aus den angestrebten 100
bis 200 Knoten bestanden, lassen sich gema¨ß Spektraltheorie nicht weiter zerlegen.
Erst die Verwendung des zweitgro¨ßten Eigengaps machte die weitere Zerlegung dieser
Teilgraphen mo¨glich. Dieser betrug jedoch meist nur ein Achtel des eigentlichen
Eigengaps und resultiert in Partitionen mit isolierten Knoten. Umgekehrt gab es
jedoch relativ kleine Teilgraphen, die gema¨ß ihres Eigengaps in zu viele, zu kleine
Teilgraphen zerlegt worden wa¨ren, deren Gro¨ße sich aber auch noch nicht innerhalb
des angestrebten Intervalls befand. Deshalb wurde die hierarchische Partitionierung
bereits im 4. Schritt abgebrochen und der Algorithmus aus 4.1 eingesetzt. Anzumer-
ken ist hierbei, dass die Eigengap-Heuristik im ersten Schritt fu¨r G bei 17 lag, was
den 16 Prozessoren und einer Hauptleitung entsprechen wu¨rde.
Die spektrale Bisektion sollte mit Hilfe des Median und einer vorgegebenen Partitio-
nierungsstufe den Graphen G in eine bestimmte Anzahl an Teilgraphen vergleichbarer
Gro¨ße zerlegen. Angestrebt ist diesmal eine Teilgraphengro¨ße von 100 bis 200. Der
Median teilt die Blo¨cke einer Partitionierung nicht immer gleich groß, z.B. wenn der
Median als Element innerhalb eines Vektors mehrfach vorkommt. So ergaben sich
fu¨r die 512 Teilgraphen des 10. Partitionierungsschrittes ein Minimum von n = 158
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PS 1 2 3 4 5 6 7 8 9
|P | 2 4 8 16 32 64 128 256 512
|n˙(P )| 1579 4388 4415 5217 5878 14787 21218 25670 28517
Tab. 5.2: Entwicklung der Anzahl isolierter Knoten wa¨hrend der spektralen Bisektion
bzw. ein Maximum von n = 332. Wie in Tab. 5.2 zu erkennen, ergaben sich viele
isolierte Knoten wa¨hrend der einzelnen Partitionierungsschritte, bis im letzten Schritt
28517 Knoten isoliert waren, was ungefa¨hr 29 Prozent der Knoten von G entspricht.
Da diese Knoten nicht zur Erzeugung von Prototypen genutzt werden ko¨nnen, geht
damit ein beachtlicher Teil der strukturellen Information von G verloren. Zusa¨tzlich
zu der großen Anzahl isolierter Knoten sind viele der entstandenen Teilgraphen nicht
zusammenha¨ngend.
Anschließend wurde die spektrale Multisektion mit 2 Clustern verwendet. Dadurch
ging die Kontrolle u¨ber die Anzahl bzw. Gro¨ße der entstehenden Teilgraphen verloren.
Die Bedingung, dass kein Teilgraph mehr als 150 Knoten enthalten soll und die Wahl
von k = 2, soll die hierarchische Partitionierung dabei ein wenig steuern, so dass
Teilgraphen vergleichbarer Gro¨ße entstehen sollen.
Block mit n > s
Block mit n ≤ s
Abb. 5.1: Spektrale Multisektion in zwei Teilgraphen ohne Gro¨ßenvorgabe
Mit Hilfe der spektralen Multisektion mit k = 2 wurde der Graph G solange hier-
archisch partitioniert, bis alle 982 daraus entstandenen Partitionen eine maximale
Gro¨ße von 150 Knoten hatten. Weiterhin sind die entstandenen Teilgraphen zusam-
menha¨ngend, d.h. sie besitzen auch keine isolierten Knoten. Wa¨hrend der Partitionie-
rung konnte kein Einfluss auf die Gro¨ße der entstehenden Blo¨cke genommen werden,
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Testklasse 150 300 500 700
0 < n ≤ 50 32 - - -
50 < n ≤ 100 480 22 4 2
100 < n ≤ 150 470 97 23 8
150 < n ≤ 200 - 150 26 12
200 < n ≤ 250 - 146 47 7
250 < n ≤ 300 - 89 55 13
300 < n ≤ 350 - - 60 24
350 < n ≤ 400 - - 43 17
400 < n ≤ 450 - - 42 29
450 < n ≤ 500 - - 22 16
500 < n ≤ 550 - - - 23
550 < n ≤ 600 - - - 27
600 < n ≤ 650 - - - 17
650 < n ≤ 700 - - - 25∑
982 504 322 220
Tab. 5.3: Gro¨ßenverteilung innerhalb der Testklassen
sodass z.T. relativ kleine Blo¨cke (z.B. mit n = 11) entstanden. Die genauen Gro¨ßen
ko¨nnen Tab. 5.3 fu¨r die Klasse 150 entnommen werden. Da die GED allerdings in
Abha¨ngigkeit einer Kostenfunktion, die Ru¨cksicht auf die Gro¨ße beider Teilgraphen
nimmt, bestimmt wird, ko¨nnen die GED zweier Graphen mit gleicher Knotenanzahl
mit der GED zweier Graphen, fu¨r die gilt n1 << n2, verglichen werden.
Durch die hierarchische Partitionierung entstanden fu¨r die einzelnen Partitionie-
rungsschritte Teilgraphen verschiedener Gro¨ßen, die u.a. weiter zerlegt wurden. Die
Teilgraphen verschiedener Schritte werden nun in Testklassen zusammengefasst, deren
Vereinigung gleich der Knotenmenge von G entspricht. Weiterhin sollen die Teilgra-
phen einer Testklasse disjunkt und mo¨glichst groß sein, ohne dabei eine bestimmte
Anzahl an Knoten zu u¨bersteigen.
Somit ergeben sich die vier Testklassen, deren Teilgraphen aus maximal 150, 300, 500
bzw. 700 Knoten bestehen. Die Idee hinter dieser Einteilung ist es, relativ gleich
große Graphen miteinander zu vergleichen.
Die Testklassen wurden nun auf die tatsa¨chlichen Gro¨ßenverha¨ltnisse untersucht.
Dafu¨r wurden die Teilgraphen ihrer Gro¨ße nach in Tab. 5.3 in Gruppen eingeteilt.
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5.2 Parameter der suboptimalen GED
Bei der Berechnung der suboptimalen GED ko¨nnen mehrere Parameter eingestellt wer-
den, die starken Einfluss auf das resultierende A¨hnlichkeitsmaß haben. Die A¨hnlichkeit
zweier Graphen ha¨ngt teilweise stark von der richtigen Einstellung, z.B. der zugrunde
liegenden Kostenfunktion ab. Da fu¨r die Wahl der Parameter keine Erfahrungen
vorliegen, mu¨ssen diese mehr oder weniger empirisch bestimmt werden.
Zum Vergleich der einzelnen Parametereinstellungen werden die Verfahrensvarianten
wie folgt benannt: GED PC PO PF PS. Hierbei bezeichnet
PC ... die Bestimmung des Zentrums,
PO ... die Anordnung der Nachbarschaften,
PF ... die verwendete Kostenfunktion,
PS ... die Art der A¨hnlichkeitsmatrix.
So ergibt sich fu¨r ein Verfahren, das zur Bestimmung des Zentrums die Eigenwertzen-
tralita¨t nutzt, fu¨r die Ordnung der Nachbarschaft als prima¨res Merkmal ebenfalls die
Eigenwertzentralita¨t und als sekunda¨res Merkmal die Knotenexzentrizita¨ten verwen-
det, die Kosten mit der Standardkostenfunktion berechnet und die A¨hnlichkeitsmatrix
mit den Graph Edit-Distanzen aufstellt die Bezeichnung GED E EM CC1 D. Ein
Verfahren, welches die Graph Edit-Distanz ebenso berechnet, die A¨hnlichkeitsmatrix
aber mit der GEP aufstellt, wird mit GED E EM CC1 P bezeichnet.
5.2.1 Zentrumswahl PC und Ordnung der Nachbarschaft PO
Die Wahl des Zentrums gibt an, in welchem Knoten die Suboptimale GED beginnt
die Graphen miteinander zu vergleichen. Zur Bestimmung des Startpunktes wird der
Knoten gewa¨hlt,
• mit den Knotenexzentrizita¨ten (und dem zugeho¨rigen Zentrum) (M),
• mit gro¨ßtem Knotengrad (D),
• mit der gro¨ßten Eigenwertzentralita¨t (E),
Nach der Wahl des Zentrums ist die Anordnung der Nachbarschaft ein weiterer
Parameter, der das Verhalten des Algorithmus entscheidend steuert. Urspru¨nglich
wurden dafu¨r nur die Koordinaten einer Einbettung der Graphen genutzt (C). Diese
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Var 1 Var 2 Var 3 Var 4
Var 1 0.0000 0.5052 0.0000 0.0000
Var 2 0.5052 0.0000 0.5052 0.5052
Var 3 0.0000 0.5052 0.0000 0.0000
Var 4 0.0000 0.5052 0.0000 0.0000
Tab. 5.4: Vergleich der Einbettungen mit GED E C CC1 D
Einbettungen sind jedoch nicht deterministisch [4.3.5]. Diese nachteilige Eigenschaft
u¨bertra¨gt sich hierbei auf das resultierende A¨hnlichkeitsmaß und kann dieses stark
verzerren.
Um dies zu verdeutlichen, werden fu¨r vier zufa¨llige Einbettungen eines Graphen die
suboptimalen Graph Edit-Distanzen bestimmt.
Abb. 5.2: Vier verschiedene Einbettungen von G
Hier ist in Tab. 5.4 deutlich zu erkennen, dass sich fu¨r den Graphen mit der Einbet-
tungsvariante Var 2 von null verschiedene suboptimale GED ergeben, obwohl alle vier
Graphen genau die gleichen strukturellen Eigenschaften besitzen. Vergleicht man die
4 eingebetteten Graphen mit einer suboptimalen GED, deren Nachbarschaften nicht
u¨ber die Einbettungen geordnet werden, ergibt sich das korrekte A¨hnlichkeitsmaß
von null zwischen allen Graphen.
Um solche Verzerrungen zu vermeiden, wurden nun andere Anordnungsmo¨glichkeiten
fu¨r die Nachbarschaft gesucht. Dafu¨r werden mit Hilfe der Netzwerkzentralita¨ten,
die schon zur Bestimmung des Zentrums verwendet wurden, die Knoten auf- bzw.
absteigend angeordnet. Bei gleichen Zentralita¨ten wird eine von der ersten ver-
schiedene Netzwerkzentralita¨t zur Ordnung genutzt. In der Auswertung werden
folgend nur eine Auswahl an Kombinationen vorgestellt, da die Auswahl des zweiten
Ordnungsmerkmals meist kaum Auswirkungen auf die GEPs haben.
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5.2.2 Wahl der Kostenfunktion PF
Ebenso wichtig fu¨r aussagekra¨ftige A¨hnlichkeitsmaße ist die Wahl einer geeigneten
Kostenfunktion [Bun99], welche die Wichtigkeit bestimmter Operationen darstellen
soll [4.3.3]. Die Kosten fu¨r die einzelnen Graphoperationen werden mit Hilfe der
gewichteten Hilfskonstanten αG1 , αG2 , βG1 , βG2 berechnet. Diese ko¨nnen mit Hilfe der
Kanten- und Knotenmenge der Graphen z.B. wie folgt berechnet werden:










Berechnungen der Hilfskonstanten u¨ber den Vergleich der Gro¨ßen der Graphen sind
ebenfalls mo¨glich, jedoch bei großen Gro¨ßenunterschieden weniger aussagekra¨ftig. Die
Gewichte wn und we geben dabei die Wichtigkeit einer Knoten- bzw. Kantenoperation
wieder. Fu¨r die Gewichte soll gelten:
αG1 + αG2 + 2βG1 + 2βG2 = 1.
Werden alle Knoten und Kanten aus G1 gelo¨scht und alle Knoten und Kanten aus
G2 eingefu¨gt, ergibt sich eine GED = 1, werden keine Operationen ausgefu¨hrt, ist
die GED = 0. Werden Kanten- und Knotenoperationen gleich gewertet, ergeben sich






. Damit ergeben sich fu¨r die Kostenfunktion CC1
fu¨r die Knotenoperationen folgende Kosten:
cnd = αG1 + βG1 × deg(v),
cni = αG2 + βG2 × deg(u),
cst =
βG1 × |deg(v)− deg(u)|, deg(v)− deg(u) ≥ 0βG2 × |deg(v)− deg(u)|, sonst.
Bemerkung:
Da die Knotengrade innerhalb der Nachbarschaftsuntergraphen kleiner sind als in den
Ursprungsgraphen, folgt dass in der suboptimalen GED das Entfernen und Einfu¨gen
von Knoten innerhalb der Nachbarschaftsuntergraphen billiger ist als die Anwendung
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der gleichen Operationen auf die Knoten in G1 bzw. G2 am Ende des Algorithmus.
Da die Berechnung der suboptimale GED kein Geda¨chtnis besitzt, ko¨nnen Knoten
innerhalb mehrerer Nachbarschaftsumwandlungen z.B. gelo¨scht werden, was sich
negativ auf die GED auswirkt. Kleine Graphen, die nur wenige Nachbarschaften
matchen mu¨ssen, besitzen demnach weniger Kosten fu¨r wiederholte Operationen
an einem Knoten, gro¨ßere Graphen entsprechend mehr. Dadurch wird die GED
weniger aussagekra¨ftig. Dem kann jedoch entgegen gewirkt werden, indem die GEPs
betrachtet werden, welche keine mehrfachen Operationen enthalten.
5.2.3 Aufstellen der A¨hnlichkeitsmatrix PS
Eine Una¨hnlichkeitsmatrix fu¨r Graphen entha¨lt die GED zwischen den Graphen als
Eintra¨ge D. Weiterhin gilt fu¨r die Elemente der Una¨hnlichkeitsmatrix S: si,j ∈ [0, 1].
Die Transformation in eine A¨hnlichkeitsmatrix S erfolgt mit Hilfe eines Grenzwertes ε,
der z.B. u¨ber den Durchschnitt oder den Median der Una¨hnlichkeitsmatrix berechnet
werden kann.
si,j =
1− si,j, 1− ε >= si,j,0, sonst. (5.1)
Dadurch wird S zur Adjazenzmatrix eines ε-Nachbarschaftsgraphen, mit den Proto-
typen als Knoten und den gro¨ßten A¨hnlichkeiten als gewichteten Kanten [Lux07].
Diese Kantenreduktion kann iterativ wiederholt werden, um den Graphen besser
partitionieren zu ko¨nnen. Die besten Ergebnisse wurden hierbei bei einer Iterations-
tiefe von 3 bzw. 4 mit Hilfe des Median erreicht. Fu¨r niedrigere Iterationsdichten
ergaben sich im Durchschnitt zu wenige, sehr große Cluster. Fu¨r diese kann kaum
ein repra¨sentativer Prototyp bestimmt werden, da dieser zu vielen Graph Edit-Paths
entsprechen mu¨sste. Fu¨r ho¨here Iterationsdichten ergaben sich allerdings zu viele
Cluster innerhalb einer Partitionierung, die zu großen Teilen nur aus einem oder zwei
Teilgraphen bestanden, die nicht zur Generierung eines Prototypen eingesetzt werden
ko¨nnen. Folgende Tabelle soll dies verdeutlichen, indem die Anzahl der Cluster aus
der Testklasse 150 mit 982 Teilgraphen, die durch verschiedene Verfahrensvarianten
erzeugt wurden, miteinander verglichen werden. Dabei ist zu erkennen, dass die
ho¨heren Reduktionsstufen zu einer Clusteranzahl fu¨hrt, die der Gro¨ße der Testklasse
entspricht, d.h. jeder Cluster besteht nur aus einem Teilgraphen. Deshalb werden
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Abb. 5.3: Verha¨ltnis der Reduktionsstufen zur Clusteranzahl
folgende nur die ersten 5 Reduktionsstufen der A¨hnlichkeitsmatrizen betrachtet, da
diese die vielversprechendsten Partitionierungen enthalten.
Statt der GED kann allerdings auch die GEP zur Aufstellung der A¨hnlichkeitsmatrix
genutzt werden P. Die Matrix entha¨lt statt der GED zwischen zwei Teilgraphen
die Anzahl der Operationen, um einen Graphen in den anderen umzuwandeln. Die
besten Ergebnisse wurden hierbei erzielt, wenn nur die Anzahl der Substitutionen
u¨bernommen werden. Anschließend werden die Matrixelemente wieder mit Hilfe des
Median reduziert. Die dadurch erreichten Partitionierungen sind weitaus kompakter
als die vergleichbaren Partitionierungen mit Hilfe der GED.
5.3 Bestimmung der Prototypen und graphische
Darstellung
Zur Bestimmung des Prototypen P des Clusters C mit n Teilgraphen wird zuna¨chst
der dem Clusterzentrum na¨chstliegende Teilgraph T ausgewa¨hlt. Dazu wird zuna¨chst
eine A¨hnlichkeitsmatrix fu¨r C aufgestellt, die nur Eintra¨ge fu¨r die n Cluster aus C







si,j, j = 1, .., n},
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die k-te Zeile entha¨lt hierbei den Teilgraphen T .
Auf Grundlage der Knoten und Kantenmengen von T wird nun der Prototyp des
Clusters generiert, d.h. es gilt V (P ) ⊆ V (T ) und E(P ) ⊆ E(T ). Der Prototyp P
ist somit ein Teilgraph von T . Zur Bestimmung der Kanten- und Knotenmenge
von P werden die Umformungswege von T zu den restlichen Teilgraphen aus C
bestimmt. Anschließend werden die Operationen bzw. die aus ihnen entstandenen
Kosten aufsummiert. Sollten Knoten aus T dabei eine vorgegebene Kostengrenze
u¨berschreiten, werden sie und alle inzidenten Kanten aus V (P ) bzw. E(P ) gelo¨scht.
Zur Veranschaulichung werden die Prototypen des Clusters eines Graphen anschlie-
ßend gezeichnet. Hierbei werden die Knoten entsprechend ihrer aufsummierten
Kosten eingefa¨rbt, um weiter zu verdeutlichen, welcher Knoten mehr Kosten bei der
Umformung des Prototypen in die restlichen Graphen aus C erzeugt. Knoten mit
geringen Kosten werden hierbei dunkler gezeichnet, als Knoten mit ho¨heren Kosten.
U¨berschreitet ein Knoten die Kostengrenze, wird er samt allen inzidenten Kanten
vom restlichen Graphen entfernt.
Abb. 5.4: Der Graph T und der erzeugte Prototyp P
5.4 Auswertung an den Testklassen
Fu¨r die Auswertung zur Bestimmung a¨hnlicher Teilgraphen sind keine quantitati-
ven Vergleichsmerkmale bekannt. Daher wurde die Auswertung mit Clusterindizes
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durchgefu¨hrt. Da die A¨hnlichkeitsmatrix aber vollbesetzt ist und in Cliquen, d.h.
vollsta¨ndig verbundene Teilgraphen zerlegt wird, ist die Auswertung der einzelnen
Partitionierungen P u¨ber komplizierte Clustering-Indizes nicht mo¨glich. Indizes wie
Performance, Conductance und Density fu¨hren hierbei nur auf triviale Ergebnisse.
Daher kommt nur der Coverage-Index γ(P ) zum Einsatz, der auch die gewichteten







Allgemein kann erwartet werden, dass der Coverage-Index mit steigender Anzahl an
Clustern kleiner wird, da der Schnitt mehr Kanten entha¨lt. Anschließend mu¨ssen die
einzelnen Cluster auf ihre Gu¨te u¨berpru¨ft werden, d.h. ob bestimmte Teilgraphen
zu geringe A¨hnlichkeiten zu den anderen Teilgraphen des Clusters besitzen und
dementsprechend gelo¨scht werden mu¨ssen oder ob Cluster aus einem Teilgraphen
einem anderen Cluster hinzugefu¨gt werden ko¨nnen. Dieses sogenannte Refinement
der Partitionierung ist rechen- und zeitaufwendig.
5.4.1 Vergleich der Parameter an der Testklasse 150
Im folgenden Abschnitt sollen die aus der Anwendung der verschiedenen Verfahrens-
varianten resultierenden Ergebnisse pra¨sentiert werden. Die Verfahren wurden dabei
an den 982 Graphen der Testklasse 150 verwendet.
Vergleich verschiedener Kostenfuntkionen
Fu¨r das Verfahren, das zur Bestimmung des Zentrums die Eigenwertzentralita¨t verwen-
det, fu¨r die Ordnung der Nachbarschaft ebenfalls die Eigenwertzentralita¨t nutzt und als
zweites Merkmal die Knotenexzentrizita¨ten verwendet und die A¨hnlichkeitsmatrix mit
den Graph Edit-Distanzen aufstellt, soll die Tauglichkeit verschiedener Kostenfunk-
tionen getestet werden. Die Kosten werden hierbei mit der Standardkostenfunktion
und einer zweiten Kostenfunktion CC2 berechnet. CC2 nutzt dabei als zusa¨tzliche
Information, außer der Gro¨ße der Graphen, den durchschnittlichen Knotengrad ϑ
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der beiden Graphen. Fu¨r die zweite Kostenfunktion gilt:
αG =
1
4×max{min{n(G), n(H)}, |n(G)− n(H)|} × ϑ(G) ,
αH =
1
4×max{min{n(G), n(H)}, |n(G)− n(H)|} × ϑ(H) ,
βG =
1
8×max{min{m(G), n(H)}, |n(G)− n(H)|} × ϑ(G) ,
βH =
1
8×max{min{m(G), n(H)}, |n(G)− n(H)|} × ϑ(H) .
Damit ergeben sich fu¨r beide Kostenfunktionen und die ersten 5 Reduktionsstu-
fen (RS ) der A¨hnlichkeitsmatrizen, die Werte in Tab. 5.5. Die vielversprechends-
GED E EM CC1 D GED E EM CC2 D
RS Clusteranzahl γ(P ) Clusteranzahl γ(P )
1 1 1 1 1
2 3 0.3107 6 0.2985
3 3 0.3073 28 0.0905
4 24 0.0548 75 0.0452
5 981 0.0000 157 0.0567
Tab. 5.5: Vergleich verschiedener Kostenfuntkionen CC1 und CC2 an der Testklasse
150
ten Partitionierungen ergeben sich fu¨r GED E EM CC1 D bei RS = 4 und fu¨r
GED E EM CC2 D bei RS = 3. Beide Partitionen besitzen einen guten Coverage-
index in Bezug auf die Anzahl an Clustern. Die Partition fu¨r GED E EM CC2 D
besitzt hierbei sogar einen besseren Coverageindex, trotz ho¨herer Anzahl an Clus-
tern. Betrachtet man die einzelnen Blo¨cke der Partition jedoch genauer, ergeben
sich viele kleine Cluster aus ein oder zwei Knoten. Innerhalb der gro¨ßeren Cluster
ist die GED hoch. Die Umformungswege beinhalten jedoch durchschnittlich mehr
Einfu¨ge- und Lo¨schoperationen, als Substitutionen. Dadurch wird die Erzeugung
eines repra¨sentativen Prototypen erschwert.
So ergibt sich fu¨r den Cluster 5 der Prototyp aus Abb. 5.5 und die zugeho¨rige
Operationstabelle in Tab. 5.6. Diese Tabelle entha¨lt die Gro¨ße des Teilgraphen T
und die durchschnittlichen Gro¨ßen der restlichen Teilgraphen des Clusters, sowie
die durchschnittliche Anzahl der Umformungsoperationen von T zu den restlichen
Teilgraphen.
61
5 Evaluierung der Ergebnisse
Abb. 5.5: Prototyp des Clusters 5 aus GED E EM CC2 D mit RS = 3
T (C) ∅C Operationen
|C| Knoten Kanten Knoten Kanten ∅cns ∅cnd ∅cni
34 124 210 115 196 50.42 73.58 80.85
Tab. 5.6: Operationstabelle des Clusters 5 aus GED E EM CC2 D mit RS = 3
In Abb. 5.5 ist zu erkennen, dass bei der Erzeugung des Prototypen aus T Knoten
gelo¨scht werden mu¨ssen, was vermieden werden soll.
Fu¨r GED E EM CC1 D ergeben sich fu¨r RS = 4 ebenfalls viele kleine Cluster,
die nicht zur Erzeugung von Prototypen genutzt werden ko¨nnen. Jedoch ist das
Verha¨ltnis der Umformungsoperationen innerhalb der Cluster im Vergleich besser. Als
Beispiel dient der Cluster 13 (Abb. 5.6 und Tab. 5.7). Wa¨hrend der Erzeugung des
T (C) ∅C Operationen
|C| Knoten Kanten Knoten Kanten ∅cns ∅cnd ∅cni
97 104 136 43 91 51.4 52.61 48.45
Tab. 5.7: Operationstabelle des Clusters 13 aus GED E EM CC1 D mit RS = 4
Prototypen aus dem Teilgraphen T werden keine Knoten wa¨hrend der Generierung
des Prototypen gelo¨scht.
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Abb. 5.6: Prototyp des Clusters 13 aus GED E EM CC1 D mit RS = 4
Vergleich der Zentrumsbestimmung
Nun soll verglichen werden, wie sehr sich die Bestimmung des Zentrums, zu Beginn
der Berechnung der suboptimalen GED, auf die Erzeugung der Prototypen auswirkt.
Dazu werden drei Varianten miteinander verglichen, die das Zentrum jeweils mit der
Eigenwertzentralita¨t, der Knotenexzentrizita¨t und dem Knotengrad bestimmen. Die
Ordnung der Nachbarschaften sowie fu¨r die Kostenberechnung und Aufstellung der
A¨hnlichkeitsmatrix bleiben gleich.
GED E EM CC1 D GED M EM CC1 D GED D EM CC1 D
RS Clusteranzahl γ(P ) Clusteranzahl γ(P ) Clusteranzahl γ(P )
1 1 1 1 1 1 1
2 3 0.3107 2 0.2753 2 0.3833
3 3 0.3073 8 0.0895 8 0.1168
4 24 0.0548 24 0.0393 40 0.0426
5 981 0.0000 78 0.0175 980 0.0000
Tab. 5.8: Vergleich verschiedener Zentrumsbestimumngen an der Testklasse 150
Die vielversprechendste Partition findet sich in Tab. 5.8 diesmal bei RS = 4. Die
Variante GED M EM CC1 D besitzt hierbei im Vergleich zu GED E EM CC1 D
einen geringeren Coverageindex bei gleicher Clusteranzahl. GED D EM CC1 D
besitzt jedoch sogar bei ho¨herer Clusteranzahl einen besseren Coverageindex als
GED M EM CC1 D.
Fu¨r GED M EM CC1 D mit RS = 4 ergeben sich fu¨r den Cluster 12 der Prototyp
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aus Abb. 5.7, samt Operationstabelle Tab. 5.9.
Abb. 5.7: Prototyp des Clusters 12 aus GED D EM CC1 D mit RS = 4
T (C) ∅C Operationen
|C| Knoten Kanten Knoten Kanten ∅cns ∅cnd ∅cni
91 96 115 63 102 32.75 63.26 73.57
Tab. 5.9: Operationstabelle des Clusters 12 aus GED D EM CC1 D mit RS = 4
Auffa¨llig ist dabei, dass der entstandene Prototyp nicht zusammenha¨ngend ist, was ein
Hinweis darauf ist, das die Umformungswege innerhalb des Clusters sehr verschieden
sind. Daraus kann geschlossen werden, dass der Cluster noch weiter partitioniert
werden kann, wenn Informationen der einzelnen Umformungswege genutzt werden
und die Partitionierung gema¨ß den Umformungsoperationen geschieht.
Vergleich der Nachbarschaftsanordnung
Nachdem die Bestimmung des Zentrums verglichen wurde, sollen nun verschiedene
Methoden zur Nachbarschaftsanordnung getestet werden. Dabei wird entweder die
Einbettung in den R2 oder zwei Netzwerkzentralita¨ten verwendet. In letzterem Fall
wird eine Netzwerkzentralita¨t prima¨r und eine sekunda¨r, d.h. nur wenn die prima¨re
nicht mehr ausreicht, genutzt. Dazu werden sechs Varianten miteinander verglichen,
welche auch die Auswirkungen der Auswahl der sekunda¨ren Netzwerkzentralita¨t be-
trachten soll. Die Bestimmung des Zentrums, die Kostenberechnung und Aufstellung
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der A¨hnlichkeitsmatrix bleiben hierbei gleich.
GED E EM CC1 D GED E ED CC1 D GED E C CC1 D
RS Clusteranzahl γ(P ) Clusteranzahl γ(P ) Clusteranzahl γ(P )
1 1 1 1 1 2 0.4479
2 3 0.3107 3 0.3108 3 0.3646
3 3 0.3073 3 0.3072 14 0.0856
4 24 0.0548 25 0.0506 50 0.0391
5 981 0.0000 981 0.0000 146 0.00393
GED E ME CC1 D GED E MD CC1 D GED E DE CC1 D
RS Clusteranzahl γ(P ) Clusteranzahl γ(P ) Clusteranzahl γ(P )
1 1 1 1 1 3 0.34449
2 3 0.3279 3 0.3204 3 0.3585
3 7 0.1462 3 0.3215 12 0.1044
4 41 0.0384 33 0.0441 55 0.0403
5 131 0.0297 981 0.00006 981 0.0000
Tab. 5.10: Vergleich verschiedener Nachbarschaftsanordnungen an der Testklasse 150
In Tab. 5.10 zeigt sich, dass die Wahl der sekunda¨ren Netzwerkzentralita¨t geringen
Einfluss auf den Coverageindex der Partitionierungen hat. GED E EM CC1 D und
GED E ED CC1 D besitzen fu¨r die einzelnen Reduktionsstufen eine a¨hnliche Anzahl
an Clustern und dazugeho¨rigen Coverageindex. Gleiches gilt fu¨r GED E ME CC1 D
und GED E MD CC1 D.
Die Verfahren GED E C CC1 D und GED E DE CC1 D fu¨hren hierbei bei RS = 3
bzw. RS = 4 zu einem, im Vergleich zu den anderen Verfahren, guten Coverage-
index. Fu¨r RS = 3 ergaben sich jedoch aufgrund der geringeren Clusteranzahl ein
schlechtes Operationsverha¨ltnis innerhalb der gro¨ßeren Cluster. So ergibt sich fu¨r
GED E C CC1 D mit RS = 3 der Cluster 3 mit folgender Operationstabelle:
Es werden innerhalb der Umformungswege deutlich mehr Knoten gelo¨scht bzw.
T (C) ∅C Operationen
|C| Knoten Kanten Knoten Kanten ∅cns ∅cnd ∅cni
75 95 103 69 97 22.77 72.23 79.22
Tab. 5.11: Operationstabelle des Clusters 3 aus GED E C CC1 D mit RS = 3
eingefu¨gt, als substituiert. Ein aus einem solchen Cluster erzeugter Prototyp ist wenig
repra¨sentativ.
Fu¨r RS = 4 ergeben sich jedoch die gleichen Probleme bei der Erzeugung der Proto-
typen, wie bei GED D EM CC1 D. Das Verha¨ltnis der Operationen im Cluster ist
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gut (Tab. 5.10 und Tab. 5.11 ), wie Abb. 5.8 jedoch entnommen werden kann, sind
die aus den Clustern der Partitionen erzeugten Prototypen nicht zusammenha¨ngend.
T (C) ∅C Operationen
|C| Knoten Kanten Knoten Kanten ∅cns ∅cnd ∅cni
21 95 147 111 180 50.01 44.92 72.22
Tab. 5.12: Operationstabelle des Clusters 1 aus GED E C CC1 D mit RS = 4
T (C) ∅C Operationen
|C| Knoten Kanten Knoten Kanten ∅cns ∅cnd ∅cni
51 111 199 98 194 54.02 56.98 67.94
Tab. 5.13: Operationstabelle des Clusters 3 aus GED E DE CC1 D mit RS = 4
Abb. 5.8: Prototypen aus GED E C CC1 D bzw. GED E DE CC1 D mit RS = 4
Aufstellen der A¨hnlichkeitsmatrix u¨ber den GEP
Nachdem die die Auswahl der verwendeten Kostenfunktion, der Bestimmung des
Zentrums und der Nachbarschaftsordnung betrachtet wurden, soll nun der letzte
Parameter der suboptimalen GED getestet werden. Dazu werden fu¨r Verfahrensvari-
anten aus [5.4.3] die A¨hnlickeitsmatrizen mit Hilfe der Anzahl der Substitutionen
aufgestellt. In Tab. 5.14 fa¨llt auf, dass alle A¨hnlichkeitsmatrizen bereits bei der ersten
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GED E EM CC1 P GED E C CC1 P
RS Clusteranzahl γ(P ) Clusteranzahl γ(P )
1 9 0.1662 15 0.1104
2 32 0.0712 53 0.0587
3 80 0.0547 112 0.0417
4 140 0.0458 196 0.0366
5 981 0.0000 266 0.0486
GED E ME CC1 P GED E DE CC1 P
RS Clusteranzahl γ(P ) Clusteranzahl γ(P )
1 8 0.1756 17 0.1010
2 40 0.0567 54 0.0745
3 93 0.0366 121 0.0363
4 168 0.0304 981 0.0000
5 252 0.043 265 0.0476
Tab. 5.14: Vergleich verschiedener Nachbarschaftsanordnungen an der Testklasse 150
Reduktionsstufe in mehrere Blo¨cke partitioniert werden ko¨nnen. Jedoch zerfallen die
A¨hnlichkeitsmatrizen bei RS = 3 schon in so viele Cluster, dass der Coverageindex
darunter leidet. Daher werden nur die Partitionen mit RS = 2 betrachtet. Hier
ergeben sich aus Tab. 5.12 die besten Coverageindizes fu¨r GED E DE CC1 P bzw.
GED E EM CC1 P.
Innerhalb der Partitionierungen ergeben sich wieder zu kleine Cluster, deren Teil-
graphen sich nicht a¨hnlich sind. Fu¨r GED E EM CC1 P ergeben sich innerhalb der
gro¨ßeren Cluster gute Verha¨ltnisse der Umformungsoperationen zueinander. Beispiel
hierfu¨r sei der Cluster 30. Aus Abb. 5.9 kann man erkennen, das bei der Erzeugung
T (C) ∅C Operationen
|C| Knoten Kanten Knoten Kanten ∅cns ∅cnd ∅cni
58 95 153 98 165 51.58 43.42 67.19
Tab. 5.15: Operationstabelle des Clusters 30 aus GED E EM CC1 P mit RS = 2
des Prototyps kein Knoten aus T gelo¨scht wird.
Fu¨r GED E DE CC1 P ergibt sich nur ein durchschnittliches Verha¨ltnis der Umfor-
mungsoperationen zueinander, die resultierenden Prototypen sind dennoch zusam-
menha¨ngend und besitzen meist noch alle Knoten aus T , wie Tab. 5.14 und Abb.
5.10 zu entnehmen ist.
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Abb. 5.9: Prototyp des Clusters 30 aus GED E EM CC1 P mit RS = 2
T (C) ∅C Operationen
|C| Knoten Kanten Knoten Kanten ∅cns ∅cnd ∅cni
73 137 186 75 149 47.51 89.59 66.96
Tab. 5.16: Operationstabelle des Clusters 18 aus GED E DE CC1 P mit RS = 2
Schlussfolgerungen aus der Parameterauswertung
Beim Vergleich der verschiedenen Parametereinstellungen hat sich gezeigt, dass nicht
alle Kombinationen zu verwertbaren Ergebnissen fu¨hren. Schon die richtige Aus-
wahl, der zu betrachtenden Reduktionsstufe ist hierbei sehr wichtig. Da man die
verschiedenen Partitionen bzw. die aus ihnen erzeugten Prototypen nicht miteinander
vergleichen kann und alle Partitionierungen betrachtet werden mu¨ssten, wurde der
Coverageindex γ zur Vorauswahl genutzt. Aus der Betrachtung der Partitionen hat
sich ebenfalls gezeigt, dass eine zu geringe Clusteranzahl zu schlechten, teilweise nicht
zusammenha¨ngenden, Prototypen fu¨hrt. Mit einer zu großen Anzahl an Clustern bzw.
Clustern mit wenigen Teilgraphen kann jedoch kein wirklich repra¨sentativer Prototyp
erzeugt werden. Diese Probleme ergeben sich jedoch fu¨r alle Verfahrensvarianten.
Bei der Aufstellung der A¨hnlichkeitsmatrizen mit der GED tritt zusa¨tzlich das Pro-
blem auf, dass der dem Zentrum am na¨chsten gelegene Teilgraph T relativ klein im
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Abb. 5.10: Prototyp des Clusters 18 aus GED E EM CC1 P mit RS = 2
Vergleich zu den restlichen Teilgraphen des Clusters ist. Dies ist auf die geringeren Kos-
ten, die kleine Graphen bei der Berechnung der suboptimalen GED, erzeugen zuru¨ck
zufu¨hren. Da kleine Graphen weniger Knoten besitzen, werden ihre Nachbarschaften
schneller gematcht, bevor die restlichen Knoten gelo¨scht bzw. eingefu¨gt werden. Da-
durch entfallen die teilweise mehrfachen Kosten fu¨r das Lo¨schen/Einfu¨gen innerhalb
der Nachbarschaften fu¨r die Knoten [5.2.2]. Solche Verzerrungen wurden aufgehoben,
indem die A¨hnlichkeitsmatrizen direkt mit der Anzahl der Umformungsoperationen
aufgestellt wurden. Bei den Clustern, die aus solchen A¨hnlichkeitsmatrizen erzeugt
wurden, gab es ebenfalls kaum Teilgraphen mit geringer A¨hnlichkeit innerhalb der
Cluster. Bei diesen Clustern muss kein Refinement mehr angewendet werden, um
schwache Teilgraphen auszusortieren.
Weiterhin hat sich gezeigt, dass die besten Ergebnisse erzielt wurden, wenn die
Eigenwertzentralita¨t zur Bestimmung des Zentrums genutzt wurde. Fu¨r die Nach-
barschaftsanordnung hat sich gezeigt, dass nur wenige brauchbare Kombinationen
existieren bzw. dass das urspru¨ngliche Verfahren, basierend auf der Einbettung im
R2, vernachla¨ssigt werden kann.
Hierbei ergaben sich fu¨r die Testklasse 150 mit den Verfahren GED E EM CC1 D
und GED E DE CC1 D bzw. GED E EM CC1 P und GED E DE CC1 P die besten
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Ergebnisse. Im Folgenden werden nur die vier Varianten an den restlichen Klassen
getestet.
5.4.2 Testklasse 300
Die vielversprechendste Partitionierung fu¨r die 504 Teilgraphen der Testklasse 300
findet sich in Tab. 5.17 fu¨r GED E EM CC1 P mit RS = 2. Diese Partitionierung
entha¨lt wieder kleine Cluster, die aufgrund ihrer Gro¨ße eine geringere Grenze fu¨r
die Anzahl der erlaubten Operationen fu¨r die Erzeugung eines Prototyps haben und
damit nicht fu¨r die Generierung von Prototypen geeignet sind.
Jedoch zeigt sich hier deutlicher, als in der Testklasse 150, dass sich die Umformungs-
GED E EM CC1 D GED E DE CC1 D
RS Clusteranzahl Coverage Clusteranzahl Coverage
1 1 1 1 1
2 1 1 2 0.4530
3 2 0.3920 9 0.1270
4 13 0.0661 24 0.0579
5 33 0.0317 502 0.0000
GED E EM CC1 P GED E DE CC1 P
RS Clusteranzahl Coverage Clusteranzahl Coverage
1 4 0.3056 8 0.2371
2 20 0.0876 38 0.0548
3 48 0.0384 72 0.0333
4 97 0.0351 133 0.0481
5 503 0.0000 503 0.0000
Tab. 5.17: Vergleich der GED fu¨r die Testklasse 300
wege innerhalb eines Clusters sehr unterscheiden ko¨nnen. So entstehen sogar aus
Clustern mit keinen schwachen Teilgraphen, d.h. durchgehend hoher A¨hnlichkeit, un-
zusammenha¨ngende Prototypen, wie am Beispielcluster 10 in Abb. 5.11 zu erkennen
ist.
T (C) ∅C Operationen
|C| Knoten Kanten Knoten Kanten ∅cns ∅cnd ∅cni
45 217 305 163 234 65.86 151.14 120.48
Tab. 5.18: Operationstabelle des Clusters 10 aus GED E EM CC1 P mit RS = 4
der Klasse 300
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Abb. 5.11: Prototyp des Clusters 10 aus GED E EM CC1 P mit RS = 2 der Klasse
300
5.4.3 Testklasse 500
Die vielversprechendste Partitionierung in Tab. 5.19 fu¨r die 322 Teilgraphen der
Testklasse 500 ergibt sich aus GED E EM CC1 P mit RS = 2.
GED E EM CC1 D GED E DE CC1 D
RS Clusteranzahl Coverage Clusteranzahl Coverage
1 1 1 1 1
2 2 0.2701 1 1
3 4 0.1866 7 0.1398
4 10 0.0778 321 0.0000
5 45 0.0283 318 0.0001
GED E EM CC1 P GED E DE CC1 P
RS Clusteranzahl Coverage Clusteranzahl Coverage
1 9 0.1981 18 0.0972
2 21 0.1018 37 0.0580
3 49 0.0401 69 0.0350
4 76 0.0438 320 0.0001
5 122 0.0843 321 0.0000
Tab. 5.19: Vergleich der GED fu¨r die Testklasse 500
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Es ist zu beobachten, dass ab einer bestimmten Gro¨ße der Teilgraphen T , die als
Grundlage zur Erzeugung des Prototypen dienen, sich in bestimmten Prototypen
selbst a¨hnlichen Teilgraphen erkennen lassen. Zur Verdeutlichung soll der Cluster 15
in Abb. 5.12 bzw. Tab. 5.20 dienen, der aus 4 a¨hnlichen Komponenten besteht.
Abb. 5.12: Prototyp des Clusters 15 aus GED E EM CC1 P mit RS = 2 der Test-
klasse 500
T (C) ∅C Operationen
|C| Knoten Kanten Knoten Kanten ∅cns ∅cnd ∅cni
29 340 1510 285 407 137.29 202.71 162.07
Tab. 5.20: Operationstabelle des Clusters 15 aus GED E EM CC1 P mit RS = 2
der Testklasse 500
5.4.4 Testklasse 700
Die vielversprechendste Partitionierung in Tab. 5.21 fu¨r die 220 Teilgraphen der
Testklasse 700 ergibt sich wieder aus GED E EM CC1 P mit RS = 2.
Fu¨r einige Cluster lassen sich selbst bei geringer Anzahl an Teilgraphen relativ gute
Prototypen erzeugen, d.h. Prototypen, aus denen wenige Knoten gelo¨scht wurden.
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GED E EM CC1 D GED E DE CC1 D
RS Clusteranzahl Coverage Clusteranzahl Coverage
1 1 1 1 1
2 1 1 1 1
3 2 0.2621 11 0.0819
4 13 0.0650 43 0.0499
5 216 0.0002 217 0.0001
GED E EM CC1 P GED E DE CC1 P
RS Clusteranzahl Coverage Clusteranzahl Coverage
1 6 0.2351 8 0.1988
2 22 0.0713 33 0.0533
3 40 0.0482 58 0.0445
4 215 0.0003 90 0.0812
5 218 0.0002 115 0.1318
Tab. 5.21: Vergleich der GED fu¨r die Testklasse 700
Als Beispiel soll der Cluster 4 mit nur 7 Teilgraphen in Abb. 5.13 und Tab. 5.22
dienen.
Abb. 5.13: Prototyp des Clusters 4 aus GED E EM CC1 P mit RS = 2 der Klasse
700
T (C) ∅C Operationen
|C| Knoten Kanten Knoten Kanten ∅cns ∅cnd ∅cni
7 581 1282 541 1098 268.5 312.5 268.67
Tab. 5.22: Operationstabelle des Clusters 4 aus GED E EM CC1 P mit RS = 2 der
Klasse 7000
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Die bekannten Beobachtungen aus den Untersuchungen der anderen Testklassen zei-
gen sich fu¨r diese Klasse nun deutlicher. Da sich die Cluster aus gro¨ßeren Teilgraphen
zusammensetzen, enthalten manche Prototypen, aufgrund ihrer Gro¨ße, selbst wieder
a¨hnliche Komponenten (Abb. 5.14 und Tab. 5.23 ) bzw. sind die Teilgraphen und
damit die Umformungswege, innerhalb der Cluster so verschieden, dass keine guten
Prototypen dabei entstehen (Abb. 5.15 und Tab. 5.24 ).
Abb. 5.14: Prototyp des Clusters 5 aus GED E EM CC1 P mit RS = 2 der Klasse
700
T (C) ∅C Operationen
|C| Knoten Kanten Knoten Kanten ∅cns ∅cnd ∅cni
3 381 530 424 570 93 288 353.5
Tab. 5.23: Operationstabelle des Clusters 5 aus GED E EM CC1 P mit RS = 2
T (C) ∅C Operationen
|C| Knoten Kanten Knoten Kanten ∅cns ∅cnd ∅cni
9 568 758 381 578 57.63 510.38 304
Tab. 5.24: Operationstabelle des Clusters 9 aus GED E EM CC1 P mit RS = 2 der
Klasse 700
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Abb. 5.15: Prototyp des Clusters 9 aus GED E EM CC1 P mit RS = 2 der Klasse
700
5.5 Bemerkung zur Implementierung
Da die Adjazenzmatrizen der vorliegenden integrierten Schaltungen du¨nn besetzt
sind, d.h. die Anzahl ihrer Nichtnullelemente signifikant kleiner als n2 ist, wird im
Folgenden das Compressed Row Storage-Format (CRS) eingefu¨hrt, um diese Eigen-
schaft auszunutzen.
Beim CRS-Format werden nur die von Null verschiedenen Eintra¨ge der Adjazenz-
matrix A gespeichert. Dies geschieht in Form von vier Arrays. Der Array obj ptr
entha¨lt die Label der Knoten aus A, val entha¨lt die entsprechenden Werte der Nicht-
nullelemente aus A. In col ind ist zu jedem Eintrag aus val der Index seiner Spalte
gespeichert. Er besitzt die gleiche La¨nge wie val. Der Array row ptr zeigt an, wie
viele Spalteneintra¨ge eine Zeile aus A besitzt.
Um eine Matrix A im CRS-Format darstellen zu ko¨nnen, wird folgender formaler
Zusammenhang genutzt:
Ai,j = val[k]⇔ (col ind[k] = j) ∧ (row ptr[i] ≤ k < row ptr[i+ 1]).
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Beispiel fu¨r das CRS-Format:




0 1 1 0
1 0 1 1
1 1 0 1
0 1 1 0
 im CRS-Format−−−−−−−−−→
obj ptr = {1, 2, 3, 4}
val = {1, 1, 1, 1, 1, 1, 1, 1, 1, 1}
col ind = {2, 3, 1, 3, 4, 1, 2, 4, 2, 3}
row ptr = {0, 2, 5, 8, 10}
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6 Zusammenfassung und Ausblick
Ziel dieser Diplomarbeit war es, integrierte Schaltungen auf gleiche Komponenten zu
u¨berpru¨fen. Dies wurde durch ein mehrstufiges Verfahren realisiert, welches in Java
implementiert wurde. Erster Schritt dieses Verfahrens ist das Zerlegen der Schaltung
in vergleichbare Komponenten. Hierfu¨r wurden spektrale Partitionierungsalgorith-
men vorgestellt und angewandt. Bei der Partitionierung der Schaltung ist jedoch
aufgefallen, dass die spektralen Verfahren nur begrenzt anwendbar sind. Fu¨r große
du¨nnbesetze Matrizen ergeben sich zwar keine hohen Rechenzeiten, aber vor allem die
Eigengap-Heuristik, einer der ausschlaggebenden Gru¨nde bei der Wahl dieses Partitio-
nierungsverfahrens, hat sich als kaum anwendbar fu¨r das hierarchische Partitionieren
eines Graphen herausgestellt. Der Eigengap liegt bei vielen Graphen genau bei k = 1,
d.h. der Graph ist durch den Eigengap nicht weiter zerlegbar. Auch die Verwendung
des zweitgro¨ßten Eigengaps hat sich als praktisch kaum anwendbar herausgestellt.
Hier sollte in Zukunft ein Verfahren angewandt werden, welches bei unbrauchbarem
Eigengap den Graphen iterativ mit spektraler Multisektion bei steigendem k zerlegt,
bis eine verwertbare Partitionierung gefunden wurde.
Das Zerlegen in zwei gleich große Teilgraphen mittels spektraler Bisektion ist prak-
tisch ebenfalls nicht anwendbar, da die daraus entstehenden Teilgraphen teilweise
nicht zusammenha¨ngend sind. Erst die Verwendung der spektralen Multisektion mit
festem k fu¨hrt zu angemessenen Ergebnissen. Hierbei fehlt jedoch die Kontrolle u¨ber
die Gro¨ße und Anzahl der entstehenden Teilgraphen.
Hier sollten in Zukunft andere Partitionierungsverfahren und -strategien angewendet
werden, die fu¨r große Graphen geeignet sind.
Weiterhin wurde innerhalb der Arbeit das A¨hnlichkeitsmaß der Graph Edit-Distanz
eingefu¨hrt, die es ermo¨glicht, Graphen nicht nur auf A¨hnlichkeit miteinander zu
vergleichen, sondern gelichzeitig einen Umformungsweg zwischen Graphen erzeugt.
Ebenfalls wurde ein suboptimaler Algorithmus zur Berechnung der GED vorgestellt,
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der auf der Einbettung der Graphen im R2 beruht. Mit Hilfe der Netzwerkzentralita¨ten
wurden alternative Varianten zur suboptimalen Berechnung der GED aufgezeigt und
anschließend miteinander auf ihre Tauglichkeit verglichen. Die Einbettung in den
R2 und die Berechnung der Netzwerkzentralita¨ten der Graphen ko¨nnen parallelisiert
werden. Die vielversprechendste Berechnungsvariante basiert dabei auf die Nutzung
der Eigenwertzentralita¨t zur Erkennung des Zentrums des Graphen und zur Ordnung
der Zeichenkette, sowie auf der Erzeugung der A¨hnlichkeitsmatrix u¨ber die Anzahl
der Umformungsoperationen.
Weitere Varianten zur Bestimmung der suboptimalen GED ko¨nnten folgende Ansa¨tze
weiterverfolgen:
• Anwendung auf gerichtete Graphen→ mehrmalige Anwendung der Zentrumsfin-
dung, wenn Knoten in beiden Graphen u¨brig sind, welche noch nicht substituiert
wurden und die Anwendung auf gelabelte Graphen. Dadurch soll das Hinter-
grundwissen u¨ber die Zellen der integrierten Schaltungen zur Verbesserung des
A¨hnlichkeitsmaßes genutzt werden. Auch die Nutzung anderer Netzwerkzentra-
lita¨ten ist damit mo¨glich.
• Bei mehreren Durchla¨ufen sollen die Nachbarschaftsknoten des Zentrums als
Startpunkte dienen. Dadurch soll eine Verbesserung der Robustheit des Algo-
rithmus erreicht werden.
• Testen weiterer Kostenfunktionen (z.B. auf Grundlage der Netzwerkzentra-
lita¨ten).
• Entwicklung eines Algorithmus, der weitere strukturelle Eigenschaften (z.B.
Kreise) des Graphen unter Einbezug weiterer Graphenoperationen, z.B. der
Knotenkontraktion und -fusion, beru¨cksichtigt. Auch das Auftauchen a¨hnlicher
Komponenten innerhalb eines Prototyps sollte weiter betrachtet werden.
• Berechnung der suboptimalen GED mit Hilfe spektraler Methoden, welche die
gesamte Adjazenzmatrix in eine Zeichenkette umwandeln [RkH05].
Ebenso zeigt sich, dass Verfahren, welche zur Erstellung der A¨hnlichkeitsmatrizen die
GEP nutzen, zu besseren Ergebnissen fu¨hren, als Verfahren, welche dafu¨r nur die GED
nutzen. Die Partitionierung der A¨hnlichkeitsmatrix mit der spektralen Multisektion
gibt bei entsprechender Reduzierung der Matrixeintra¨ge gute Partitionierungen
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zuru¨ck. Eine raffiniertere Auswertung der A¨hnlichkeitsmatrix, u.a. mit anderen
Clusterverfahren, ko¨nnte weiterhin zur Verbesserung des Verfahrens beitragen.
Auch die Bestimmung der Prototypen aus den Clustern durch die Graph Edit-
Paths sollte nicht nur mit Hilfe der zu lo¨schenden Knoten durchgefu¨hrt werden. Es
sollten auch die einzufu¨genden Knoten bestimmt werden. Dazu muss jedoch eine
Verfahren zum Vergleich mehrerer Graphen entwickelt werden und damit auch zum
Vergleich der GEP mehrerer Graphen. Dies wa¨re jedoch mit hohem Speicher- und
Laufzeitaufwand verbunden. Dadurch ko¨nnten die einzelnen Umformungsoperationen
aber aussagekra¨ftiger zur Erstellung der Prototypen genutzt werden. Basierend auf
der Erzeugung von Prototypen aus a¨hnlichen Grundstrukturen kann eine Datenbank
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