I. Introduction
Detailed knowledge of the diffusion behavior of hydrocarbons in molecular sieves is of importance in many petrochemical processes. Zeolites are nanoporous materials, often used as model structures to study diffusion in confinement, owing to their regular, well-defined crystalline nature. Although there are over 130 different known zeolite topologies, most groups focus on the understanding of the diffusion in silicalite (MFI) because this material is very well characterized and the MFI structure is used in many industrial applications. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] Talu et al. 1 made a comparison of the various techniques used to measure diffusion in confinement. Figure 1 is based on their results. This figure illustrates why, until recently, it was considered common knowledge in zeolite science that diffusion measurements obtained by different techniques rarely correspond to one another and that the differences between different experimental techniques and simulations can be as great as 5 orders of magnitude. However, a closer inspection of the experimental data shows that the compilation in Figure 1 has been made with the assumption (the so-called Darken approximation) that the diffusion coefficient is independent of the loading. 13 For a long time this was considered a very reasonable assumption in MFI, 14 and, in accordance with this view, no corrections have been made for loading effects in plotting the data. However, in recent years, molecular simulations have shown that for MFI, as for other zeolites, there is a significant loading dependence. 15 This observation motivated us to reanalyze the experimental data.
A second motivation lies in the desirability of a comparison between different data sets. Most force fields have been optimized and validated using adsorption data. It is therefore very important to know whether these force fields also give an accurate description of the diffusion behavior. Until now, this question could not be addressed because the large differences between the various data made it impossible to draw any conclusions.
In this letter, we strive to solve the riddle behind the graph: Why is the measured diffusion so high in some methods, while it comes out so low in others? We pick out a simple test case: the diffusion of methane, which differs more than 1 order of magnitude between the lowest and the highest measurement. 
II. Measuring Diffusion
Diffusion can be expressed in a diffusion coefficient in several ways. In practical experiments, such as measurements of the uptake and permeation rate, the diffusion measured is usually the transport diffusion coefficient D t , defined by Fick's law. 14, 16 To obtain a quantity that is independent of concentration gradients, D t can be converted to the corrected diffusivity D c , 17,18 also known as the Maxwell-Stefan, Darken, or collective diffusion coefficient. It is the collective diffusion behavior of all adsorbate particles, and it can be interpreted as the movement of the center of mass of all particles together. Another common measure of diffusivity is the self-diffusion coefficient D s . It is the diffusion of a single tagged particle moving around in a sea of other particles. This is the diffusion coefficient that can be obtained by microscopic methods, such as pulsed field gradient NMR (PFG-NMR). In general, the corrected diffusion is higher than the self-diffusion because the corrected diffusion contains interparticle correlations, which have a positive contribution, or, viewed differently, the self-diffusion is lowered by singleparticle back-correlations (the increased probability of a particle jumping back to its previous position because this position has a higher probability of being empty). Figure 2 shows our recent simulation results for the diffusion of methane in MFI-type silica as a function of the adsorbate loading, 15 together with results obtained by several other groups through simulation 2-6 and experiment. 1, [7] [8] [9] [10] Note that the potential parameters used in the simulations have been fitted to adsorption data, not diffusion data. 19 The experimental data (black symbols) are self-diffusion coefficients, except those obtained by single-crystal membrane (SCM) measurements, which should be corrected diffusivities. The results have been plotted against the loading, as reported in the original papers, wherever possible. Unspecified loadings have been estimated from the reported pressures with the aid of a calculated adsorption isotherm.
III. Results
Although some results show a marked deviationsboth SCM studies, 1, 9 carried out at the zero-loading limit, yielded a diffusion that is much slower than that found by other methodss the overall correlation between different experimental and simulation results is remarkably good, much better than we expected from methods that are often said to be irreconcilable.
Furthermore, we conclude that the one-order difference in methane diffusion found in Figure 1 can be ascribed to the differences in loading at which the different experiments have been carried out. Larger differences are to be expected for longer alkanes.
IV. Concluding Remarks
To compare diffusion measurements obtained by different methods, it is very important to know the loadings at which the measurements were performed. Loadings, if known, or pressures should be mentioned along with the reported diffusivity data. In addition, we can conclude that the methane force field of ref 19 predicts the diffusion coefficient accurately.
The deviation observed between the single-crystal studies and most other studies is probably due to the existence of both internal and external diffusional barriers. The more macroscopic a measurement method, the larger the influence of the internal barriers. 12 As the internal barriers are relatively small for methane in MFI, it is expected that the diffusivities obtained by macroscopic and microscopic methods will be further apart for longer alkanes. 15 together with results obtained by several other groups through simulation 2-6 and experiment. 1, [7] [8] [9] [10] Data were obtained at 300 K, except for the results of Jobic et al., which were obtained at 250 K.
