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2
Abstract
In the event of natural disaster, there is an immense need for disaster response. Although
there are currently many methods used to survey damaged areas and dispatch rescue operations,
there are also many improvements that can be made to make these responses more efficient and
effective. One of the most needed improvements is the need for faster response times to sudden
disasters. More specifically, there needs to be a method of surveying that is able to map a disaster
stricken area quicker and at minimal cost to first responders. Current disaster data and image
collection processes are an overnight process, which significantly delays the abilities of first
responders to take proper and knowledgeable action to assist people who have been affected and
are in need of help.
With the advancements in Unmanned Aerial System (UAS) technology, and the growing
use of drones around the world, there is now an initiative to create a drone system that is capable
of both quick image processing and low-cost. This can be done by focusing on three areas:
design of the drone itself, communication between the drone and a ground system, and then the
final image processing to create an updated map of the disaster-stricken area. By quickly
producing a map of the damaged areas, first responders will be able to survey and identify
potential emergencies in a timely manner.
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Introduction
Natural disasters could happen at any moment, so having an effective method of getting
an extensive view of the affected areas is important for fast first responders. That is where our
project comes in. This project's aim is to be able to use a drone to create a map of disaster
stricken areas in a short amount of time. This requires quick data transmission for sending down
image and quick image processing for stitching the images together. The map that the drone
provides will be able to give a variety of information about the scanned area and which should
give the user a better understanding of a possible disaster situation. A better understanding in a
shorter amount of time will go a long way to improving disaster response.
For this project, we are beginning from the design of the drone and the communications
between it and a ground station which will handle the image processing. Our focus will be on
creating functional software to drive the drone’s communications as well as the following image
processing and stitching of the final map. In addition, we also plan to program the drone’s flight
controls which includes the ability to follow a pre planned flight path as well as allow for manual
control. The final deliverable should give enough functionality to act as a proof of concept for a
low-cost UAS for disaster response.
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Section 1: Team Roles and Communications
As part of the project, our team had to design the drone from scratch while satisfying a
number of requirements that were provided for us. We had to focus on several areas ranging from
communication between our drone and a ground station to image processing on large data sets.
In order to efficiently make progress on the project, our team split up responsibilities so that each
member focused on a different area of the project.
The team is made of four members: Alex McGowan, Dylan Gauch, Grant Darling, and,
myself, Teddy Tran. Our roles for the project are as follows:
Drone Design and Flight Controls - Alex McGowan
Drone Communication and Data Transmission - Dylan Gauch
Team Lead, Project Engineering, and Documentation - Grant Darling
Image Processing/Stitching - Teddy Tran
Although we focused on our assigned roles, there was also overlap between our work.
There were often times where some members helped out with other areas of the project in order
to effectively complete the work.
We maintained team communications over the platform, Discord, where we planned
periodic goals as well as discussed problems we ran into with possible solutions. In addition, we
had weekly meetings through the platform, Zoom, with our project sponsor, Jerry Hendrix and
class instructor, Dr. Buren Wells. Through these meetings, we gave updates on our current
progress on the project as well as requested any assistance that we may need.
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Section 2: Requirements
Before starting on the design of the drone, we needed to understand what requirements
the drone is supposed to satisfy. As part of the project proposal, there were several requirements
that we needed to take into account. As the semester progressed, the requirements were modified
to better fit our time limits and our project focus.
Starting Requirements
The following are some of the more notable requirements that were given to us:
● 5G Data Transmission
● Biodegradable/ Environmentally Conscious
● Hybrid Vertical Take Off with transition to fixed wing flight
● 2.5 hours of data collection over 5+ mile range
● US Built Parts only
The purpose of this project was to create a drone that is able to transmit data from the air
to the ground station fast and effectively, hence the 5G transmission requirement. In addition, the
drone needs to be able to be abandoned once if it is not recoverable. This means it needs to be
low-cost and biodegradable for environmental purposes. One of the tougher requirements to
satisfy was the requirement of using US built parts only. As a result of the Federal UAS
Executive Order 13981, it was necessary that any UAS must be entirely made from parts
manufactured in countries that are not a foreign adversary of the United States. Foreign
adversaries include China, Russia, Cuba, Iran, North Korea, and Venezuela. The difficulty of this
requirement was that US built parts were often found to be more expensive which made it
difficult to balance this requirement with the low-cost requirement.
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Modified Requirements
After a few weeks of research on each of the requirements, we came to the conclusion
that it would not be a realistic expectation to fulfill each requirement completely in the final
product within the time frame we have. After re-evaluation, we have removed or modified a few
of the requirements. Other than the time frame, the main motivation for the change in
requirements is that we felt more comfortable focusing on the Computer Engineering side of the
project since we are all Computer Engineering majors.
For our project, we decided to drop the requirements of biodegradability and hybrid
vertical take off. We felt that these requirements were better suited for other areas of expertise
such as mechanical or aerospace engineers. However, we still kept the biodegradable aspect in
mind when developing the airframe and its components.
As for the requirements we modified, we had to adjust them due to several unexpected
circumstances. First off is the change of 5G transmission to 4G transmission. Over the course of
the semester, we made multiple failed attempts to discover ways to have 5G running on our
system. This was mostly due to roadblocks in getting a 5G service. This will be explained in
more detail in Section 4 about data transmission. Another modification made is the requirement
on the endurance of the drone. Instead of having a 2.5 hour flight time with a 5+ mile range, we
have lowered it to just a one square mile range of data collection and an unspecified flight time.
This is to make it more manageable for us to achieve a proof of concept system that is able to do
what it is supposed to do.
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Section 3: Drone Development
Much of the planning for our drone’s airframe was to fulfill the initial requirements prior
to the modifications. We were aiming for an airframe that would fulfill the low-cost and
biodegradable requirements while also being able to support vertical take off and landing
(VTOL). After modifications to the requirements, we had to make some changes to the plan to
ensure that we could deliver a solid product by the end of the semester.
Initial Design Plan
Before the re-evaluation, the plan was to construct a US built, fixed-wing airframe with a
wingspan of about 3 meters. This was to ensure that the drone would be able to stay in flight for
a sufficient amount of time. In addition to the US-built airframe, we also had to find parts to
drive the airframe. This includes the flight motors, propellers for VTOL, servos, camera, and
batteries. Furthermore, we also had to plan for the parts to control the data transmission between
the drone and our ground station. For this, we needed a flight controller to handle the drone’s
flight controls as well as a Raspberry Pi to interface with it. For the flight controller, we went
with the Pixhawk flight controller. We also needed a 5G module and router for the cellular
connection. After establishing a collective parts list of each component, we calculated the price
to be about $2250 (USD).
Change of the Design Plan
After the re-evaluation, we wanted to shift our focus to software and hardware.
Fortunately, we were able to find that there was an existing airframe that we were allowed to use
that was created as part of a previous design project. The airframe is called the Rascal 110 and it
provided us a pre-built airframe that we could use for testing our software. This saved us a lot of
time and money that we would have used designing and constructing a custom airframe. This
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narrowed down our parts list to just the inner hardware that would be used to drive the drone and
its communications. The switch pushed down our cost from $2250 down to $920, a savings of
over $1000. As for our hardware, it mostly stayed the same, with our Raspberry Pi and the
Pixhawk Flight Controller as the main components for the data transmission.

Image of Rascal 110 airframe
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Section 4: Data Transmission
The data transmission of our project required the most time to implement. The general
plan was for our drone to fly a pre-planned route and take images for one square mile. As the
drone takes its images, it will use a 5G cellular connection to send the images down to our
ground station where they will be processed.
Issue with 5G
5G communication is a fairly new piece of technology which means there are not many
avenues that we could take to apply it. Our plan was to use AT&T Firstnet which is a network
dedicated for first responders. This network supports a 5G network so we felt that this was the
best option for us. However, we ran into problems with the approval process to use the AT&T
Firstnet network. After contacting AT&T, we found out that it would take a long time for them to
give us a SIM card for the network. It would take more than a few months before we were able
to get one. We even attempted to contact them to ask for a speedup of the process, but that ended
up being unsuccessful. So with time being a limiting factor, we decided to leave 5G out of the
project.
Our Solution
As an alternative to sending images from the drone to a ground station through a cellular
network, we came up with the idea of using a cloud solution to store the images that the drone
takes. We would have to use a mobile hotspot with our drone in order to connect to the cloud and
send the images to it. We used Google Drive as our cloud system and implemented a
functionality on the Raspberry Pi to send the images it takes to our Google Drive. By using this
strategy, we would avoid having to implement direct communication between our drone and the
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ground station. Instead, we would just have to access our Google Drive from the ground station
and download our images there before advancing to post-processing.
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Section 5: Image Processing
Image processing will be used to create the aerial map using the images that are sent from
our drone. All images that we take from our drone will have GPS data. This means that each
image file will include the latitude, longitude, and altitude of the image. This will pair with
image stitching to assist in the creation of our final aerial map. There are several possible tools
we could have used to implement image processing: DroneDeploy, Pix4d, and OpenDroneMap.
We ultimately decided to go with OpenDroneMap because it was free and open-source.
Image Stitching
A general overview of the process of image stitching can be described in a few steps:
keypoint detection, plane transformations, and finally the stitching of the image to the final
image. Keypoint detection is important because it is what determines whether a certain image
should be connected to another image. The key points are basically the unique features of an
image and are used to compare images. After determining what images connect together, the
images need to be oriented in the correct angle to fit together with each other. After the
appropriate orientation is found, the images will finally be stitched together. This is repeated for
every image. The implementation of the image stitching algorithm was included in the
OpenDroneMap tool.
OpenDroneMap
OpenDroneMap (ODM) is an open-source drone mapping software that includes many
different mapping tools that can be used to see a variety of maps including elevation, contours,
and even 3D models. This software allows us to use the images that we take from our drone, and
then stitch them together to produce a aerial map of the current landscape.
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ODM includes multiple versions that are used for different purposes. For example,
NodeODM is a lightweight version of ODM, CloudODM is a version that can interface with
aerial imagery processing through the cloud, and LiveODM is a bootable USB version of ODM
which allows you to preinstall the toolkit to a USB drive for quick use on different computers.
For our purposes, we used the more general purpose, user-friendly version called
WebODM. Through WebODM, we can use the provided web interface to access all of ODM’s
features. It provides an easy way to upload an image set, and then process those images into a
map. All of the image resizing and stitching can be done through this tool.
Issues with OpenDroneMap
When it came to satisfying some of our requirements, we ran into a problem when using
ODM. The first of those problems was the inability of doing real time image stitching. One of
our requirements wanted our system to create the aerial map while the drone is surveying the
field. As the drone takes pictures, it should send each picture to our separate ground station. The
ground station should be able to take each image and stitch them to the map one by one. This
should all be happening concurrently so that we can create the aerial map as quickly as possible
with little wasted time.
Unfortunately, we found that this functionality was not currently available in ODM. Since
it is open-source, we hoped that we could implement this into the code, however that turned out
to be very difficult. Not only was the code quite difficult to understand and modify, but through
some research in the github issues, it turns out that ODM’s current method of image stitching
would not work well with real time image stitching implementations. It was suggested that it
would be better to create a separate application for this functionality. But, this would be difficult
to do in the remaining time that we had.
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Final Implementation
What we have decided to do was to go ahead and use ODM to do our image stitching.
However, since we can not do real time image processing, we would have to start the process
after we have all of the images taken and sent to our ground station. In order to implement ODM,
we had to clone ODM’s git repository and then use Docker to run the web application.
After ODM is running in docker, a web browser is used to access the web interface using
the web address ‘localhost:8000’. From here, we can upload the image set and start the image
processing and stitching.

Image of homepage of OpenDroneMap’s web interface
One problem we ran into was that we ran out of memory when we ran an image set of
over 300 images. In order to avoid this we learned that we had to adjust the parameters of the
image process before we run it. There are two parameters that can help with memory
preservation: split and split-overlap. The use of these parameters will create multiple submodels
for a specified set of images. For example, if we had 100 images and specified a split value of 50
images, then 2 submodels will be created with 50 images each. By using multiple submodels,
you can process each submodel individually and sequentially so that you will use your memory
for each smaller, more manageable submodel rather than the whole image set. The split-overlap
parameter will determine the image overlap between each submodel.
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After the image processing is complete, we are able to see the full updated map and we
can see the whole area that the images represented. There are a variety of tools in the map such
as measurement, surface model for elevation, and an opacity setting to compare the new
landscape with what the landscape looked like before.
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Section 6: Final Product
After several months of planning and developing each component of the drone, we now
have the final product. It can not be tested in the air yet, however we were able to test it through
alternative means. In addition, we made sure to leave each area of the project at a stage that can
be easily continued in the case that another team decides to pick up this project.
Current Status
The status of each area of the project is as follows:
Drone Design: As we decided to use the previously built Rascal 110 airframe, most of the
airframe structure was not touched. What we did do was 3D print a cubesat to carry all of our
electronic hardware such as the raspberry pi and the pixhawk flight controller. We placed this
cubseast near the center of the airframe.

Image of our 3D printed Cubesat
Data Transmission: For the data transmission, we tested it by creating a separate unit test
that would test the raspberry pi’s functionality to send images to the cloud. After verifying that
this functionality is functioning, we wrote a script that would upload a set of images, one by one,
to the cloud every 10 seconds. By doing this, we would be simulating what our drone would
actually do if it was taking images in the air.

16
Image Processing: We were able to obtain a test data aerial image set from our mentor,
Casey Calamaio. Using the OpenDroneMap tool, we stitched the image set together to test this
part of the project. To save memory on our computer, we needed to make sure that the split and
split-overlap parameters are set appropriately since this image set was over 1500 images. Once
that is done, the images will then be processed and stitched together. This will produce the final
map of which can be viewed through OpenDroneMap.

Image of test set of aerial images of UAH
Future Improvements and Recommendations
Although we were not able to finish everything we planned on doing, we still were able
to plan for the future of this project.
First off, a new airframe will eventually need to be designed. The Rascal 110 provided us
a template for us to add our software to, but it does not satisfy all of the project requirements
such as the biodegradability and the vertical take off. The 3D printed cubesat that contained our
raspberry pi was created using a biodegradable material, however the frame itself is not.
Therefore we suggest that any future teams consider designing a new airframe from scratch if
possible.
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As for the data transmission portion, we still hope for the drone to support 5G
communications. We were unfortunately unable to implement this functionality this semester
despite considerable effort to obtain access to AT&T firstnet. That being said, we have a parts list
as part of our documentation that lists a possible 5G router and module that can be implemented
with AT&T Firstnet. This router can also be used with 4G as well, so it provides some flexibility.
The image processing is an area that could use some tweaking and possibly a new
program for implementation. The reason for this is the current lack of functionality that
OpenDroneMap provides in the area of “real-time” image stitching. As a main feature of the
project is quick image processing, the need for real-time image stitching is important. With
further research, we discovered that the DroneDeploy’s Live Map tool is able to real-time image
stitching very similar to what we were aiming for. One of the downsides to this is that it requires
a subscription fee and is not open-source. This would go against the low-cost requirement as well
as provide less flexibility. Nonetheless, it is still something that could be considered for what
seems to be a good fit for our project.
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Conclusion
The main goal of this project is to create a low-cost, biodegradable drone that is able to
survey a disaster-stricken area and retrieve data that can be of use to first responders. That being
said, through the course of the semester, we have had to change the scope of our project as a
result of time constraints and limited expertise in certain areas such as the airframe design.
There were many unfortunate circumstances that we encountered which held us back from
getting more tasks done. Nonetheless, we were able to produce a project that can demonstrate the
fundamental functionalities which includes the flight controls, image collection, and image
processing.
What we aimed for was to make a project that any future teams will be able to pick up
and continue with ease. This means that we had to create a solid base product that had the ability
to be upgraded. We also made sure to make sufficient documentation to explain how the drone
and its components worked as well as suggest some possible improvements that could be made
to it.
After spending this past semester working on this project, I was able to experience what
designing a piece of hardware and software entails. From the planning stage and through the
design and development stage, I learned the general process of developing a product as well as
the difficulties that come with it.
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