The expectancy-valence (EV) model is a cognitive decision model developed by Busemeyer and Stout (2002) to decompose performance on the Iowa gambling task (IGT; Bechara, Damasio, Damasio, & Anderson, 1994) . The task is designed to simulate real-life decision making in a complex situation, and performance on the task indicates a person's ability to anticipate negative consequences of disadvantageous choices.
ticipants, a set of three parameter estimates was obtained from each individual (Yechiam et al., 2005) . These authors summarized the distribution of parameter estimates for each population by computing the average and standard deviation for each parameter. To compare two distinct groups of populations, the differences between parameter estimates were computed. A major drawback of this approach is that it ignores the multilevel or hierarchical structure of the IGT data. Clearly, there exist trial-by-trial variations within the same individual, subject-by-subject variations within the same group of individuals, and, finally, between-group differences. Participants in the IGT are random effects because the scope of inference pertains not only to the effects present in those who participated in the study, but also to the effects present in the entire population. On the other hand, the distinct groups of populations are fixed effects. These considerations lead us to propose a mixed-effects EV model that incorporates both subject-specific random-effect parameters and groupspecific fixed-effect parameters, so that parameter estimation and group comparison can be achieved within a single statistical framework. By pooling information from groups of individuals, the mixed-effects EV model gains statistical power for detecting group differences, when such differences exist.
The Mixed-Effects EV Model
The mixed-effects EV model is specified as follows: 
where v t is the valence at trial t. G t and L t indicate gain and loss at trial t. Ev t,k denotes the EV of choosing deck k at trial t. The indicator variable D t,k is 1 if at trial t the deck k is chosen; otherwise, D t,k 0. p t,k denotes the probability of choosing deck k at trial t. Equations 1, 2, and 3 are identical to the original formulation of the EV model (Busemeyer & Stout, 2002) except for w, which is the motivation parameter, indicating a decision maker's attention to gain relative to loss, a, which represents the rate at which EV is updated, and c, which specifies the changes in the sensitivity of the choice probability to expectancy. These are assumed to be subject-specific random effects and are indexed by i, for the ith participant.
In fitting the EV model to IGT data, our experience showed that the estimation cost a lot of time, and that estimates obtained from running the optimization routine were very susceptible to the starting values of the parameters. This might be because the third parameter c in the original formulation of the EV model is the exponent of a power function, which, in turn, is itself exponentiated. participant is required to choose one card out of the four decks. Feedback about gains and losses is provided after a choice is made. Two decks of cards are associated with a large constant gain but a negative expected gain in the long run; the other two decks of cards are associated with a smaller constant gain but a positive expected gain in the long run. Poor performance in the task indicates a failure to anticipate negative consequences of bad choices. Compared with normal individuals, patients with damage to prefrontal cortex selected cards in the IGT in ways that showed insensitivity to future consequences (Bechara et al., 1994) . The task has been widely used to characterize decision-making deficits in different populations, such as individuals with addiction problems (Bechara & Damasio, 2002; Verdejo-Garcia et al., 2007) , aging populations (Isella et al., 2008) , and women with bulimia nervosa (Boeka & Lokken, 2006) .
The EV model, proposed by Busemeyer and Stout (2002) , is designed to measure the different psychological processes that underlie performance on the IGT. The model assumes that the decision maker at any given trial integrates gains and losses of all previous trials to form an expectancy valence for the present trial on which the probability of the next trial depends. More specifically, the valence of the payoffs on a trial is a weighted average of the gains and losses. The expectancy of a deck at a given trial is the expectancy of the deck at a previous trial plus the discrepancy between the valence of the current choice and the expectancy of the deck at a previous trial adjusted by learning. Finally, the choice probability for a particular deck is determined by the strength of that deck relative to the sum of the strengths of all decks. In other words, the underlying decision-making processes in the IGT identified by the EV model are motivational, learning, and response processes. Given an individual participant's choice data, Busemeyer and Stout estimated parameters for each of these three processes via the maximum likelihood method.
Estimated values of these model parameters have been used to compare healthy young adults against other target groups. Yechiam, Busemeyer, Stout, and Bechara (2005) plotted 10 different populations of participants according to their performance on the IGT in reference to a control group, with their locations on the map determined by the differences in estimated values of the learning-rate parameter (the vertical axis) against the differences in estimated values of the motivation parameter (the horizontal axis). The standard errors of the differences of estimates are shown as a cross centered for each population. Huntington patients, for instance, are located in the upper right quadrant of the map, reflecting a greater sensitivity to gains (relative to losses) and more attention to the most recent outcomes as opposed to past outcomes, compared with the control group.
Comparisons of model parameter estimates on such a map reveal differences in decision-making processes among distinct groups. Thus, it is important to be able to accurately and efficiently estimate parameters of the EV model from IGT data. For any given population of par-
Parameter Estimation of the Mixed-Effects EV Model
The extended EV model with subject-specific random effects that we proposed is recognized as a nonlinear mixed-effects model (see, e.g., Pinheiro & Bates, 1995) . Either the nlme package in R (Pinheiro & Bates, 2000) or the NLMIXED procedure (SAS Institute, 2004) can be used to estimate parameters of nonlinear mixed models. For this study, parameters of the mixed-effects EV model were estimated using SAS following Sheu, Chen, Su, and Wang's (2005) discussion on the implementation of nonlinear mixed-effects models in PROC NLMIXED.
The Appendix presents a code example of the implementation. To start with, the DATA step reads a properly arranged data set from an IGT experiment. Each row in the data set represents a participant's trial. Every row consists of the participant's ID, trial, response, number of cards chosen at each deck before this trial, and a covariate. The responses are regressed onto payoffs of previous trials. The sequences of values of the gains and losses of each deck before each trial should also be listed. Because each deck consists of 40 cards in an ordinary IGT, the length of sequence representing values of losses of each deck at previous trials is set to 40, and the unused columns should be filled with zeroes. Given a deck in the IGT, the value of gain is constant; only a single variable is required for the gain of previous trials.
PROC NLMIXED evokes the estimation procedure of parameters of the mixed-effects model. We suggest using the maximum likelihood procedure with conjugategradient optimization and importance sampling (SAS Institute, 2004) . The suggested procedure can be implemented by setting TECH congra and METHOD isamp, respectively. TECH selects the optimization routine for maximizing the log-likelihood function, and METHOD specifies the method for approximating the integral of the likelihood over the random effects. QPOINTS determines the number of quadrature points in the approximation of the integral. ARRAY reads from a previous SAS data set or creates an array to store variables in the mixed-effects EV model, to simplify the code. PARMS sets the starting value of parameters of the model. The following part of the code calculates every trial's valence and EV and then 
We further assume that the random-effect parameters are sampled from independent and identically distributed multivariate normal distributions as shown below in Equation 5, where X is a design matrix with fixed covariates. For example, with only two distinct groups of participants, the group membership is dummy coded by an indicator X, resulting in the between-group difference being represented through model parameters w 1 , a 1 , and c 1 . Variances of parameters of w i , a i , and c 1 are indicated by ww , aa , and c c , respectively. Correlations between pairs of parameters are indicated by their corresponding subscripts.
Parameter Estimation of the EV Model
Busemeyer and Stout (2002) estimated parameters of the EV model by the maximum likelihood method with Nelder-Mead simplex optimization (O'Neill, 1971) . Under reparameterization of the sensitivity parameter in the EV model, three methods we have investigatedsimplex, conjugate-gradient, and double dogleg optimization (SAS Institute, 2004)-all exhibited better converging performance under the reparameterization. The latter two methods appeared to be computationally faster than the simplex routine.
We note that since Equation 2 is recursively defined, the EV model can be reformulated as a single equation, presented below (Equation 6).
The probability of choosing deck k at trial t 1 is clearly a nonlinear function of cumulative gains and losses, as well as the responses of previous trials. In other words, the EV model is a nonlinear regression model. Thus, fitting the EV model to IGT data can readily be implemented with built-in routines, such as PROC NLIN (SAS Institute, 2004) 
rameter estimates obtained using the two-stage analysisthat is, fitting the original EV model to individual data one at a time and following a two-independent-samples t test. In contrast, results of the mixed-effects analysis, shown on the right of Table 1 , made clear that there are statistically significant gender differences for the motivation parameter between the sexes. Results based on the mixed-effects EV model suggested that male college students paid more attention to gain compared with their female counterparts. But there were no significant gender differences in learning or response sensitivity. Bolla, Eldreth, Matochik, and Cadet (2004) found that male adults performed better than female adults in the IGT, and that only male adults showed a significant learning effect. In rodents, van den Bos, Lasthuis, den Heijer, van der Harst, and Spruijt (2006) also found a learning effect in favor of male mice. However, both Bolla et al. and van den Bos et al. used the net score (the number of good decks chosen minus the number of bad decks chosen) in their statistical analyses without evoking the EV model. Therefore, their results and ours cannot be directly compared. Further research is needed to clarify the gender differences in the IGT.
A significant correlation (r .31, p .05) between the motivation parameter and the response-sensitivity parameter was observed from fitting the mixed-effects EV model to data. Although the original EV model does not specify correlations among model parameters, we found similar patterns of correlations among model parameters by calculating the Pearson correlation coefficients based on estimated values of individuals' parameters of the EV model. The value of the correlation coefficient between estimates of the motivation and response-sensitivity parameters was .63 ( p .05).
Simulation
A simulation study was conducted to directly verify the advantage of the analysis by the mixed-effects EV model over the two-stage analysis using the original EV model to detect group differences. We simulated IGT data from an experiment with two groups (a control group and a treatment group). In the first group (n 21), means and standard deviations, respectively, of three parameters, w, a, and c , were set at .70 and .10; .007 and .002; and .40 and .10. In the second group (n 21), the means and standard deviations of those three parameters were set at .78 and .10; .0086 and .002; and .48 and .10. The standardized differences of w i , a i , and c i between the two groups forms the choice probabilities of four decks according to the reformulation of the EV model (i.e., Equation 6). MODEL associates the dependent variable "response" with its probability function setting by the subcommand GENERAL with log-probability, which will sum up to the log-likelihood function, in the bracket. RANDOM specifies the random effects as a multivariate normal distribution. SUBJECT identifies that random effects vary across subjects. The code can also be used to estimate the parameters of the original EV model by leaving out the random effects and modifying the specification of parameters.
Gender Differences in IGT
The data from a sample of 13 male and 15 female Taiwanese college students performing the IGT were analyzed using the original EV model in a two-stage analysis and using the mixed-effects version. (The data came from the third author's larger study on the somatic marker hypothesis.) The ability of the two models to detect gender differences in IGT performance was the focus of comparison. To check the feasibility of the EV model in our IGT data, we calculated differences in 2 log-likelihood of the original EV model contrasted to baseline multinomial model (Busemeyer & Stout, 2002) . The positive difference indicates that the EV model performs better than the baseline model in the data. All participants' differences in 2 log-likelihood were positive. We also checked the feasibility of the mixed-effects EV model by calculating the difference in 2 log-likelihood of the mixed-effects EV model in reference to the original EV model. The difference in 2 log-likelihood between the two model fits to the present data is 293.7, with the original EV model having 72 more parameters. The ratio of 2 log-likelihood to the number of extra parameters is smaller than 5, indicating that the two model fits are comparable (Marsh & Hocevar, 1985) .
Parameter estimates and standard errors obtained from the two approaches are shown in Table 1 . The estimated parameter values are not much different except for the response-sensitivity parameter. The standard errors of the motivation parameter and learning rate parameter for the mixed-effects EV model are only about half of those for the original EV model. Large variation and uncertainty in single-subject estimates were also observed by Wetzels, Vandekerckhove, Tuerlinckx, and Wagenmakers (2008) .
We also calculate the 95% confidence intervals for mean differences across gender based on the two approaches. No gender differences were found among the resulting pa- psychologists by examples. Stockard, O'Brien, and Peters (2007) analyzed a modified IGT and a prisoner's dilemma game using mixed models without explicitly involving the EV model or any other process models. Another approach to applying mixed-effects modeling involves the generalization of the original quantitative model of a cognitive task to include both fixed and random effects. The proposed mixed-effects EV model adds another case study in the latter category. For example, the Deese/ Roediger-McDermott false memory paradigm (Roediger & McDermott, 1995) is usually analyzed in the framework of signal detection theory. Sheu, Lee, and Shih (2008) suggested accounting for participants' variability by introducing random effects into the signal detection model.
The distinction between the two mixed modeling approaches might be blurred, however, in a Bayesian framework (Wetzels et al., 2008) . In a hierarchical approach to modeling response time distributions, Rouder, Lu, Speckman, Sun, and Jiang (2005) demonstrated that their proposed mixed-effects model was better at capturing the effects of experimental manipulations than standard methods of analyzing reaction time in individual or aggregate-level data. Since experiments involving multiple trials by a sample of individuals contain both withinand between-subjects variations, the proposed mixed modeling approach may be preferable to the two-stage approach and should receive serious consideration from experimental psychologists in their data analyses.
were set at .8, a conventional criterion of large effect size (Cohen, 1988) . We set the sample sizes of both groups to 21, which resulted in power equal to .8 if an ordinary independent t test is conducted. The group differences of the three parameters in simulated data were analyzed by two approaches. Percentages of significant results (i.e., power) of w i , a i , and c i in 100 replications using the twostage analysis were .39, .23, and .01, respectively. When the mixed-effects EV model was applied to the same simulated data, proportions of runs finding significant differences of w i , a i , and c i were increased to .66, .40, and .28, respectively. These results suggested that the mixedeffects EV model could outperform the traditional twostage analysis in detecting true group differences.
Discussion
The aim of this article was to extend the EV model to include both fixed and random effects and to show that parameters of the mixed-effects version of the EV model can be efficiently estimated using general-purpose statistical software, such as SAS. Results from the analysis of a small real data set and a simulation study suggested that the extended model was more sensitive at detecting group differences by efficiently pooling information from all individuals. Since parameter estimates of the EV models from IGT data have been used to characterize differences in the decision-making processes among many clinical and nonclinical populations, the proposed mixed-effects EV model can potentially unify diverse empirical findings within a single statistical framework. Extending the EV model to include subject-specific random effects allows important model parameters to be simultaneously estimated for a population.
Although the demonstration presented in this study focuses on testing for group differences in IGT, other aspects of the decision-making processes in IGT can also be investigated using the mixed-effects EV model. For instance, with some minor modifications, the extended model can be applied to account for the relationship between decision-making ability and other continuous covariates, such as personality traits (Davis, Patte, Tweed, & Curtis, 2007) or age and IQ (Stout, Busemeyer, Lin, Grant, & Bonson, 2004) .
The two-stage analysis strategy is often employed in behavioral data analysis. Although a model may describe cognitive processes within an individual, data analysis using the model typically involves more than one individual. The practice of first estimating parameters by fitting the model to each individual and then comparing individual parameter estimates across different groups or conditions has intuitive appeal. Recent advances in multilevel modeling have shown that, despite its intuitive appeal, the twostage analysis suffers from many drawbacks, which can be eliminated by mixed-effects models. However, there are two distinctly different approaches to applying the mixed-effects methodology to account for variations between and within subjects. One approach directly applies the mixed-effects statistical methodology in the analysis of experimental data. For example, Hoffman and Rovine (2007) introduced the multilevel models to experimental
