Differential cross sections of the charge-exchange reaction π − p → π 0 n in the momentum range from 103 to 178 MeV/c Complete angular distributions were obtained by using the Crystal Ball detector at the Alternating Gradient Synchrotron at Brookhaven National Laboratory. Statistical uncertainties of the differential cross sections vary from 3% to 6% in the backward angle region, and from 6% to about 20% in the forward region with the exception of the two most forward angles. The systematic uncertainties are estimated to be about 3% for all momenta.
I. INTRODUCTION
There are three experimentally accessible scattering channels in the πN system: π + p → π + p and π − p → π − p elastic scattering, and the π − p → π 0 n charge-exchange reaction (CEX). Precise data for all three channels are needed to obtain an accurate description of the πN system via a consistent and complete set of scattering amplitudes. In that regard, the least satisfying situation is in the region below 100 MeV π − kinetic energy where the experimental database for CEX is quite limited. On the other hand, the low-energy region is very interesting because isospin symmetry-breaking effects may be visible there. Furthermore, low-energy data have a strong impact on extrapolations of scattering amplitudes to the nonphysical region, and this extrapolation is needed to obtain important physical quantities such as the πN σ term.
Isospin symmetry is one of the key concepts in hadronic physics. Thus, it is very important to measure precisely small symmetry-breaking effects coming from both the up-down quark mass difference and the electromagnetic interaction. In the πN system, one such isospin-breaking effect is a departure from the so-called triangle relation
a relation between the scattering amplitudes for the CEX reaction and the two elastic channels. A surprisingly large 7% violation of the triangle relation was obtained at 40 MeV in an analysis by Gibbs, Ai, and Kaufmann [1] . As input, they used experimental data up to T π = 50 MeV pion kinetic energy. A similar result was reported in independent work by Matsinos [2, 3] based on data up to T π = 100 MeV. Fettes and Meissner [4] investigated isospin breaking in the framework of chiral perturbation theory up to 100 MeV/c pion momentum and obtained only a 0.7% effect. A similarly small effect was also found by the George Washington University (GWU) group, Gridnev et al. [5] . Such a large discrepancy on this important question demands further investigation. From an experimental point of view, the weakest point is the lack of a sizeable set of data for low-energy CEX. Among the quantities extracted from low-energy πN data, the πN σ term is distinguished both by its importance and by the lack of consensus on its precise value. For details, see [6] and references therein. The πN σ term is a measure of chiral symmetry breaking in the strong interaction. It is directly related to the strangeness content of the proton, and is also used in calculations of the mass spectra of hadrons and in searches for Higgs particles and dark matter. It is obtained by the extrapolation of the pion-nucleon scattering amplitudes to a negative energy point by taking advantage of their analytic properties. Charge-exchange data affect the determination of the σ term indirectly, but are important to provide a stable database to determine the amplitudes as close to threshold as possible before extrapolating to the non-physical region.
The first CEX data below 100 MeV come from an experiment that used a single large NaI detector [7] , [8] . The detector was placed at seven angles and collected continuous γ energy spectra that were unfolded into CEX angular distributions, for six energies between 27.4 and 91.7 MeV. Fitzgerald et al. [9] used the Clinton P. Anderson Meson Physics Facility (LAMPF) π 0 spectrometer for coincident detection of the two π 0 decay photons. The experiment was performed at seven beam energies between 32.5 and 63.5 MeV and was restricted to laboratory polar angles smaller than 30
• . Later measurements were made with the same detector at 10, 20, and 40 MeV that covered a larger selection of forward and backward angles, but these results were reported only as incomplete and preliminary [10] . Frlež et al. obtained differential cross sections at 27.5 MeV in an angular range between 0
• and 55
• [11] . A previous experiment by the Crystal Ball Collaboration [12] measured differential cross sections in the region dominated by ∆ resonance. The two lowest energies in that experiment overlap with the two highest energies reported in this work.
The most recent published results are from Jia et al. [13] . They used the TRIUMF RMC spectrometer to obtain differential cross sections at six energies between 34.4 and 59.7 MeV in an angular range from 0
• to 40
• . Their motivation was to check the results of Fitzgerald et al., especially in the context of isospin violation. Serious disagreement between the two experiments was found. Finally, an experiment by Breitschopf et al. [14] should also be mentioned. They did not measure differential cross sections but did provide total CEX cross sections at many energies in the ∆ region, nine of which are below 100 MeV.
The results from the new experiment described in this paper add differential cross sections with full angular coverage (20 different angles) for seven energies from 34 to 87 MeV. Even if questions on the reliability of some of the previous experiments are ignored, these new data almost double the existing CEX data base below 100 MeV. Especially important is our contribution in the backward-angle region where we have small uncertainties and previous measurements are very scarce.
II. EXPERIMENTAL SETUP
The data presented in this work were measured in 2002 on the C6 beam line of the Alternating Gradient Synchrotron (AGS) at Brookhaven National Laboratory (BNL). The experiment (BNL experiment E958) was part of a program of baryon spectroscopy by the Crystal Ball Collaboration that included a long CEX run at higher energies in 1998. The experimental setups of 1998 and 2002 were very similar (with the most important parts such as the Crystal Ball detector, the veto barrel, data acquisition, etc. being identical). The experimental setup of the 1998 experiment is described in more detail in Ref. [15] .
The main part of the experimental setup is the Crystal Ball (CB) detector, illustrated in Fig. 1 . It is an electromagnetic calorimeter and spectrometer in the shape of a ball with a cavity in the center (which housed a target), and openings for beam entrance and exit. The openings reduce the geometric acceptance to 93% of 4π sr. The CB consists of 672 optically isolated NaI(Tl) crystals, each of them viewed by a single photomultiplier tube (PMT). The crystals are truncated triangular pyramids 5 cm on an edge at the inner radius, 13 cm at the outer radius, and 41 cm long.
The target used in the experiment was a cylinder 10 cm in diameter and 1 cm thick, composed of polyethylene (CH2). Its downstream face was positioned in the center of the CB cavity. Data were also taken with a carbon target of the same shape, size, and position in order to subtract the background produced by scattering and interaction of pions on carbon nuclei. Remaining beam related backgrounds were subtracted by using data taken without a target.
A veto barrel (VB) was installed to reject events that had charged particles in the final state. It was constructed of four curved plastic scintillators that formed a cylindrical shell around the beam pipe. The beam pipe was a cylindrical aluminum support element placed through the beam opening of the CB. Each segment of the VB was 5 mm thick and 120 cm long. Each end of the four segments was viewed by a photomultiplier tube. There were five plastic scintillators, a set of drift chambers, and a gasČerenkov counter along the beam line. The first scintillator S1 on the beam line was positioned before the last bending magnet D2. All signals were timed with respect to an ST scintillator that was placed 160 cm upstream from the target. Beam normalization was achieved with a small 5-cm-by-5-cm scintillator, called SB, inserted 30 cm upstream from the target. All three scintillators were viewed by two PMTs (left and right). A coincidence between S1, ST, and SB defined the beam. For time-of-flight (TOF) analysis, another scintillator, designated BVS, was also used. It was positioned 210 cm downstream of the target. TheČerenkov counter was moved upstream from its position in the 1998 experiment and positioned just after the BVS. It was used to measure the electron contamination of the beam. Beam trajectories were measured by the six drift chambers (three for the horizontal coordinate and three for the vertical coordinate). A drift chamber before D2 was used to determine the difference in momentum of the beam particle from the central value set by the beam tune.
Data collected with a pulser trigger (random trigger), a beam trigger, a charged trigger, and a neutral trigger were used in the analysis. The beam trigger was defined as a coincidence between signals from S1, ST, and SB:
Data collected with this trigger were used in beam normalization studies. Both the charged and the neutral trigger included the beam requirement mentioned above. In addition, they required that the total energy in the CB should be above 75 MeV. These triggers differed as to whether they included the existence of a signal from the veto barrel. Thus, the charged trigger was defined as
and the neutral trigger
The charged trigger was needed for calibration of the VB, and the neutral trigger was our primary trigger from which cross sections were calculated. All triggers except the neutral trigger were prescaled.
III. DATA ANALYSIS
The differential cross sections were calculated by using the expression
where the indices CH2, C, and E refer to data taken with the polyethylene target, carbon target, or no target, respectively; Y is the number of detected π 0 s; N π − is the number of beam π − s incident on a target and corrected for live time; r c is the ratio of the numbers of carbon nuclei in the CH2 and C targets; r ǫ is the ratio of acceptances for scattering on carbon nuclei for the CH2 and C targets; F is a small correction factor to compensate for differences between the average π − momenta in the CH2 and carbon targets; ǫ is the acceptance for the CH2 target; t is proton areal density in the CH2 target; and ∆Ω is the size of the solid angle bin.
The proton area density, t, and ratio r c were determined from the target specifications, and the size of the solid angle bin is given by the number of bins.
The CH2 and carbon targets had the same length, but the carbon target was more dense so the average π − momentum in it was lower than the average momentum for the CH2 target by 0.6 MeV/c to 1.3 MeV/c, going from the highest to the lowest momentum. This shift led to a correction factor F :
which is a ratio of differential cross sections for CEX on carbon nuclei at the momenta in the CH2 and carbon targets. The values for F were estimated from the data for the carbon target. They were found to vary from about 1.005 to about 1.05, going from the highest to the lowest momentum. The uncertainty of this estimate was taken to be (F − 1)/2 and was included in the estimate of the systematic uncertainty. Calculation of the remaining quantities in Eq. 5, together with the precise determination of beam momenta, is described in the following sections. As mentioned in the Introduction, our collaboration has already published CEX data, Sadler et al. [12] , in the ∆ region, partially overlapping in energy with the experiment reported here. The analysis here is very similar to that of Sadler et al., and we will refer to it for some aspects of the analysis. Data taken with the carbon target and no target were analyzed in the same way as data with the CH2 target and were subtracted from the CH2 data as given by Eq. 5. In this way, the carbon background and accidental backgrounds were removed. The only other possible source of background would be pion radiative capture, π − p → γn, but Monte Carlo analysis showed that it contributed less then 0.2% and it was thus ignored.
The π − p → π 0 n reaction was identified in the subset of data collected with a neutral trigger by measuring the energy and direction of the two photons from π 0 → γγ decay. Each photon produced an electromagnetic shower in the CB that spread over several neighboring crystals. The first step in the analysis was to find such sets of crystals, called clusters. In a cluster-finding algorithm, a set of crystals with a deposited energy greater then 7 MeV was found. Such crystals, if not neighboring each other, were declared as a central crystal. A cluster was then defined to be the central crystal and its 21 neighbors with the condition that the total energy of the four highest-energy crystals in the cluster should be at least 17.5 MeV. The position of the cluster was the weighted average of positions of the crystals in the cluster, where the weighting factor was the square root of the deposited energy.
Once the energies and positions of all clusters were found, a number of cuts were applied to select the CEX events. Because detection of π 0 s required detection of both photons from the decay, at least two clusters were needed. A third cluster could come from the neutron, so events with three clusters were included but events with more than three clusters were rejected. This cut suppressed accidental backgrounds. The most important cut, the signature of the CEX reaction, is that the invariant mass of only one pair of clusters (for 3-cluster events there are 3 pairs of clusters) be equal, within experimental resolution, to the π 0 mass. A very important cut is one on the missing mass because it strongly suppresses the carbon background. For CEX reactions on a proton target, the missing mass is equal to the neutron mass, while for the background reaction on carbon nuclei it is somewhat higher. Requiring that the missing mass be less than 955 MeV/c 2 reduces the carbon background by about half and thus further reduces statistical and systematic uncertainties. This very strong cut changed the total cross section (due to a small difference between real and Monte Carlo data) by 1% -2%. This change was included in the estimate of systematic uncertainties. Accidental backgrounds, because they were beam related, had the strongest impact on crystals in the region surrounding the beam entrance or exit. In the final analysis, the beam entrance was excluded for clusters reconstructed to come from π 0 . Other cuts designed to suppress backgrounds include one cut on the opening angle between clusters that form a candidate π 0 , a cut on the energy of the CB excluding the tunnel region, and a cut that selects π − from TOF data. These cuts did not have strong impacts on the cross sections. The TOF cut was not only used to suppress backgrounds, but also to improve beam normalization as described in Sec. III C. All tests used in reconstruction of π 0 s are listed in Table I . For events that passed all cuts, the center-of-mass (c.m.) scattering angle of the π 0 was calculated and histogramed into 20 bins of cos θ c.m. .
B. Monte Carlo and acceptance
Two Monte Carlo simulation programs were used in the analysis, both of them based on GEANT 3 [16] . The first program (BEAMLINE) simulated the passage of beam particles along the beam path. It was used for beam normalization studies as described in Section III C. The BEAMLINE program provides a simple simulation with only a few elements along the beam path, and it tracks particles only inside a small tube along the beam axis. Our main simulation program CBALL includes a very detailed description of the experimental setup: all 672 crystals, the CB enclosure, the target assembly, the beam pipe, the veto barrel, and all scintillation counters in the trigger were included in the simulation.
The CBALL simulation played a very important role in the analysis. In addition to the usual purpose of Monte Carlo simulations, to gain insight and confidence in the performance of the experimental setup, it was used to calculate the acceptance and the ratio of acceptances (ǫ and r ǫ from Eq. 5), to evaluate the fraction of events that would trigger the veto system (VB calibration), and to calibrate the beam momentum as discussed in Sec. III D. Included in the input data for CBALL were distributions of CEX interaction points in the target and distributions of energies and directions of π 0 s and neutrons. These input quantities were provided by a separate kinematics program DECKIN. This program selected interaction points randomly from among the measured beam trajectories saved from experimental data. The directions of π 0 s were also selected randomly from a given angular distribution. The polar angular distribution was either flat (for final acceptance calculation) or given by a recent GWU partial-wave analysis (for momentum calibration). The remaining CBALL input, energies of π 0 s and the energies and directions of neutrons, were calculated from two-body kinematics by using as input a distribution of π − momenta. The central value of the π − momentum was input, and the distribution around that central value was obtained from experimental data. Energy loss in the target was included in the above calculations.
The two photons from π 0 decay and the neutron were tracked by CBALL through all elements on which they were incident and the deposited energies were recorded. For crystals, energies recorded with the pulser trigger were randomly added to simulate accidental backgrounds. The Monte Carlo events generated in this way were then analyzed in the same way as the real data with the exception of the TOF cut, see Sec. III A. Distributions of invariant mass and missing mass for real and Monte Carlo data of momentum 130 MeV/c are shown in Fig. 2 . The acceptance for a given bin was the ratio of the number of events that passed all cuts to the number generated. It is shown in Fig.  3 for the momentum 178 MeV/c. The ratio of acceptances for scattering on carbon nuclei in the CH2 and carbon targets, r ǫ , was also calculated from Monte Carlo data. As stated in connection with the correction factor F in Sec. III, average π − momentum in the carbon target was lower than the one in the CH2 target. This difference in average momenta affected r ǫ through the momentum dependence of the missing mass cut, but even if the target thicknesses were chosen such that average π − momentum was the same in both targets, r ǫ would still be needed because photons from the π 0 decay would still travel through the materials of different density. The values for r ǫ ranged from about 0.94 to about 0.99 going from the lowest to the highest momentum.
The two photons could convert to e + e − or the neutrons could interact hadronically before traversing the veto barrel. Such events were rejected by the veto barrel if the energy deposited exceeded the threshold. The veto barrel calibration and a discussion on reliability of Monte Carlo simulations is described in [12] .
C. Beam normalization
The number of beam particles B was known at the position of SB (30 cm upstream from the target) because a coincidence between S1, ST, and SB was a trigger requirement. Not all of these beam particles were pions because the beam was contaminated with muons and electrons. To obtain the number of pions that hit the target (N T π − , T = CH2, C, E from Eq. 5), one needs to find the fraction of pions in the beam at SB and the fraction of pions that survived from SB to the target. The fraction of pions in the beam at SB was determined with the TOF method because electrons, muons, and pions differ in time of flight between S1 and SB. The so-called decay muons cannot be distinguished from pions in this way. Decay muons originate from beam pion decays after the last beam channel magnet and thus fall under the pion S1-SB TOF peak. Contributions of decay muons to the pion TOF peak were determined from Monte Carlo simulations. Monte Carlo simulations were also used to obtain the fraction of pions that survived from SB to the target.
Taking all the above considerations into account, the number of pions that hit the target, corrected for computer live time, was evaluated as
where B is the number of beam particles that hit SB (and S1 and ST), l is computer live-time correction, f T OF is the fraction of particles in the pion peak of the S1-SB TOF spectra, f π is fraction of pions in the pion TOF peak, and s is pion survival rate from SB to target. The computer live-time correction was calculated as the ratio of collected and triggered events, that is l = neutral events neutral triggers .
The TOF analysis was done by fitting the total S1-SB TOF spectrum with TOF spectra that included only electrons, muons, or pions. Samples of electrons, muons, and pions could be obtained by appropriate cuts on TOF spectra from other TDCs, BVS for example. In addition, signals from theČerenkov counter were used as a flag for electrons, and a signature for a CEX reaction was a flag for pions. Various combinations of electron, muon, and pion samples obtained in these ways were used to get a good understanding of systematic uncertainties.
The TOF spectra of the electron, muon, and pion samples were found to be asymmetric peaks with long tails towards increasing mass. This fact means that electrons contributed to the muon peak and both electrons and muons contributed to the pion peak, but that the electron peak consisted almost entirely of electrons. Thus the procedure was defined as follows. The total TOF spectrum was fitted with the electron TOF spectrum in the region of electron dominance. The yield for the fitted electron spectrum divided by yield for the total spectrum represents the fraction of electrons in the beam. The fitted electron spectrum was then subtracted from the total spectrum. The remaining spectrum had only muon and pion peaks, and a region dominated by muons. That region was fitted with the muon TOF spectrum. As for electrons, the yield for the fitted muon spectrum divided by the yield for the total spectrum represents the fraction of muons in the beam. Having the electron and muon fractions gave the pion fraction. The fitted electron and muon TOF spectra for 120 MeV/c are shown in Fig. 4 as shaded and black distributions, respectively, together with the total S1-SB TOF spectrum.
To reduce the systematic uncertainty of f T OF , the pion fraction was determined only in the region dominated by pions. In Fig. 4 , this region is on the right side of the vertical line. Thus f T OF is a product of two factors. The first factor is the ratio of the number of events that had S1-SB TOF in the so-defined pion region to the total number of events. It was easily calculated and it only had a statistical uncertainty. The second factor is the fraction of pions in the defined pion region where the method described above was used to exclude decay muons. Results for this latter number were very stable over different sets of data and for all except the highest momenta, varying between 0.97 and 0.98. For the highest momenta, it was about 0.96. Calculating the pion fraction for only the pion region also means that the same cut had to be applied for the cross-section calculation. The cut eliminated only a small fraction of otherwise good candidates.
As mentioned, the BEAMLINE simulation program was used to determine the contribution of decay muons and the fraction of pions that survived from SB to the target. Input for this program was a beam profile, a value of the average (central) beam momentum, initial position of the beam, and the type of particle. By beam profile we refer to distributions of the positions (in a plane perpendicular to beam path), directions, and momenta (relative to the central momentum) of the beam particles. This information was obtained from the drift chambers for real data. Drift chambers were situated about 280 cm upstream from the target, so that position was chosen to be the initial position of the beam simulation. From there, generated pions were tracked to the target. Because the beam requirement was in the trigger, only events with pion or muon hits both in ST and SB were used in the analysis. To check the influence of the beam profile on the final results, simulations were done separately by using beam profiles from individual runs. All differences found were within statistical uncertainties. Also, for every beam profile, two simulations that had different values of the average beam momentum were done. The average beam momenta at the initial position differed by 3 MeV/c and were chosen to be around momenta obtained by momentum calibration.
Results for f π obtained by averaging simulations with beam profiles from all runs are shown in Fig. 5 as a function of pion momentum at SB. In the same way as for f π , results for s are shown in Fig. 6 . Also in Fig. 6 is shown with a solid curve the theoretical fraction of pions that do not decay from SB to target given by
where c is the speed of light, τ is pion mean life, m is pion mass, d is the distance between SB and target, and p is average pion momentum between SB and target. The difference between curve and survival rate represents scattered pions.
D. Beam momentum calibration
Beam momenta were obtained in three independent ways, which we call the previous calibration, calibration with invariant mass and missing mass (IM-MM calibration), and calibration with time-of-flight (TOF calibration).
The momentum calibration of the C6 beam line was checked extensively in previous experiments including ones by our collaboration [12, 15, 17] . The beam momentum was thus approximately known at the position of the last dipole magnet, D2. A value of beam momentum at the target center can then be calculated by using this value as input for an energy-loss calculation. The main problem with this procedure is that previous beam-line calibrations were performed at higher momenta and then simply extrapolated to the momentum range of the current experiment, which can induce unknown systematic uncertainties.
The IM-MM calibration was based on comparing the invariant-mass and the missing-mass distributions for the real and Monte Carlo data. The average π − momentum at the target center was not known in the raw real data but could be assumed for the analysis. The missing-mass distribution depends on the assumed value of the π − momentum. For small relative changes, the dependence is linear. On the other hand, missing mass for the Monte Carlo data does not depend (or depends very weakly) on the beam momentum. The actual momentum is then equal to the assumed momentum for which real and Monte Carlo missing-mass distributions are equal. For this procedure to be justified, real and Monte Carlo data have to be in good agreement. In particular, they have to have the same distribution in π 0 polar angle and they have to be gain-matched in CB energy. The procedure was as follows. Real distributions for invariant and missing mass were generated with the same cuts and background subtractions that were used for obtaining cross sections. Monte Carlo events, generated with the same cuts, were distributed in polar angle as predicted by the recent GWU analysis. Energy gain-matching was done so that real and Monte Carlo invariant mass peaks match. This match can be done either by adjusting the overall gain of the NaI crystals or the corresponding parameter in the Monte Carlo analysis. After real and Monte Carlo data were matched, the positions of the peaks in the missing-mass spectra were found with Gaussian fits for several different values of beam momentum. The uncertainty of this procedure was found to be
where σ P is the momentum uncertainty in MeV/c and σ M is the uncertainty in the peak position of the mass distributions in MeV/c 2 . The uncertainty of the IM-MM calibration was estimated to be about 1.2 MeV/c. In the TOF calibration, the theoretical and measured differences between pion and electron TOFs were compared. Electrons travel effectively at the speed of light so their TOF between two points on beam path is easily calculated. Pion TOF between the same two points was found for several different pion momenta, taking into account energy loss. In that way, a dependence between beam momentum and the difference in pion and electron TOFs was found. On the other hand, this difference was measured by finding (using Gaussian fitting) positions of pion and electron peaks in TOF spectra. The measured difference in TOF values suffers from two systematic uncertainties. The first source of uncertainty comes from an uncertainty of the precise value of the conversion factor between the time-todigital converter (TDC) value and time. This uncertainty is not a limiting factor because a 1% uncertainty in the conversion factor leads to ≈ 0.8 MeV/c uncertainty in momentum. The second source of uncertainty is a known effect of electronic signal walk and it can be quite large. The uncertainty can be reduced by measuring TOF differences between several pairs of TDCs. The values of the S1 left and right TDCs were subtracted from: ST left and right, SB left and right, and the BVS TDC. The result is ten differences (six independent) in TDCs that were then used to form a weighted average where more weight was given to the differences in TDCs coming from the counters that were further apart. The exact procedure is not important because this method is less reliable than the IM-MM calibration method and it was used only as a consistency check. For the two highest momenta, the uncertainties of the procedure become too large to give useful results.
The average π − momenta at the target center were calculated in these three ways and are shown in the last three columns of Table II . Momenta from the previous calibration are systematically higher than momenta obtained with the TOF analysis, and the TOF momenta are systematically higher then momenta from the IM-MM calibration. The difference between the previous calibration and IM-MM tends to increase with decreasing momentum. The IM-MM calibration was accepted as the most reliable. For the final results, IM-MM values (rounded to the nearest integer) and uncertainty estimate were used.
IV. RESULTS

A. Systematic uncertainties
The following sources of systematic uncertainties were identified: beam normalization, calibration of the veto barrel, difference between the densities of the CH2 and carbon targets, and small differences between real and Monte Carlo data (cut sensitivity).
The uncertainty in beam normalization, as seen from Eq. 7, comes from uncertainties of beam Monte Carlo simulations (0.4% -0.2%), statistical uncertainties of computer live time (0.3% -0.1%), and statistical (0.4% -0.1%) and systematic uncertainties (0.3% -1.0%) in the determination of the pion fraction, f T OF . The overall contribution of beam normalization to the total uncertainty was estimated to be 0.7% -1.8%. In the quoted ranges of uncertainties, the first number refers to the lowest momentum and second to the highest.
The uncertainty of the veto barrel calibration was estimated to be 2% for all momenta.
The difference between densities of the CH2 and carbon targets adds to the total uncertainty through the uncertainty in estimating the correction factor F and the uncertainty of r ǫ . These two factors combined gave a 0.8% -1.3% uncertainty.
Finally, the change in the total cross section with and without the missing-mass cut was a measure of systematic uncertainty coming from small differences between real and Monte Carlo data. For all momenta except the lowest, the uncertainty was about 1%, and for the lowest it was about 2.5%.
The total systematical uncertainty, obtained by adding in quadrature all of the described contributions, was close to 3% for all momenta. The results are summarized in Table III . The obtained values of π − p → π 0 n differential cross sections and their statistical uncertainties are listed in Tables IV  and V. They are also plotted in Figs. 7, 8, and 9 together with the results of the FA08 partial-wave analysis (PWA) of the George Washington group [18] . Statistical uncertainties range from 3% to 6% for the highest momentum, to 6% to 15% for the lowest momenta except for the few most forward-angle points of the lower momenta. Statistically significant differences between our results and PWA predictions are found. These differences vary with momentum and angle. The biggest difference, both in statistical significance and in size, is in the backward-angle region for momentum 139 MeV/c where it is about 10%. The size of the difference and its momentum and angle dependence are very unlikely to be explained by a single error in analysis, if such existed. In particular, note that the beam normalization, usually the strongest source of uncertainty, is very well controlled in this experiment.
The differential cross sections were fitted with an expansion in Legendre polynomials
to obtain the total cross sections, where σ T = 4π A 0 . Only sums up to L max = 2 were needed for all momenta. The total charge-exchange cross sections are listed in Table VI together with statistical and total uncertainties. The Legendre coefficients and their uncertainties are listed in Table VII . The data are fitted very well within their uncertainties by Eq. 11. The statistical and systematic uncertainties were added in quadrature for the total uncertainty. The results are shown in Fig. 10 and compared to the GWU FA08 partial-wave analysis and to the previous data [7, 8, 12, 14, 19] . As expected from the differential cross sections, our results agree with PWA predictions for the momentum 178 MeV/c, and are higher then predictions for the other momenta.
C. Consistency Checks
The results of the analysis were carefully examined to identify any issues that might not already be covered by the known systematic uncertainties. The first one has already been mentioned. Although the GWU partial-wave predictions systematically disagree with the data at the backward angles, as seen in Figs. 7 to 9, the Legendre expansion provides an excellent representation at all momenta with no need for terms beyond P 2 (cos θ), see Fig.  11 for example. Furthermore, as shown in Fig. 12 , the Legendre coefficients each have a smooth dependence on momentum. These data can also be very well represented within the error bars by quadratic or cubic polynomial fits. Such fits, however, are not reliable much outside the momentum range of the data. Partial-wave codes are needed for such extrapolations.
The smooth behavior of the Legendre coefficients gives confidence that there are no significant momentum-dependent concerns in the data. The A 0 coefficient provides values for the total cross sections. As seen in Fig. 10 , the results of our experiment are consistent with those of other experiments, and generally have smaller uncertainties.
A final consistency check is the location of the minimum in the 0 • cross section, which arises from the interference of s and p waves. Although our error bars for these cross sections are larger than those of Jia et al. [13] , we find the minimum cross section to be at 41.8 ± 1.1 MeV (116.0 MeV/c) as compared to 41.9 ± 0.9 MeV for Jia et al.. The GWU FA08 solution yields ≃ 46 MeV.
V. CONCLUSION
Differential cross sections of the charge-exchange reaction π − p → π 0 n are presented for seven momenta in the range from 103 to 178 MeV/c. Complete angular distributions were obtained by using the Crystal Ball detector. The results presented here almost double the existing database in the low-energy region. The obtained cross sections are higher in the backward-angle region than the predictions of the GWU FA08 partial-wave analysis based on earlier experiments. These data could have an important impact on investigations of isospin breaking at low energies. They will also be useful for extracting important physical quantities such as the πN σ term. 
