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Abstract
Active Plasma Resonance Spectroscopy (APRS) denotes a class of diagnostic techniques which
utilize the natural ability of plasmas to resonate on or near the electron plasma frequency ωpe. One
particular class of APRS can be described in an abstract notation based on functional analytic
methods in electrostatic approximation. These methods allow for a general solution of the kinetic
model in arbitrary geometry. This solution is given as the response function of the probe-plasma
system and is defined by the resolvent of an appropriate dynamical operator. The general response
predicts an additional damping due to kinetic effects. This manuscript provides the derivation
of an explicit response function of the kinetic APRS model in a simple geometry. Therefore, the
resolvent is determined by its matrix representation based on an expansion in orthogonal basis
functions. This allows to compute an approximated response function. The resulting spectra show
clearly a stronger damping due to kinetic effects.
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I. INTRODUCTION
During the last two decades Active Plasma Resonance Spectroscopy (APRS) has found
renewed interest in the context of industrial applicable measurement devices. APRS denotes
a diagnostic technique based on the natural ability of plasmas to resonate on or near the
electron plasma frequency ωpe: An electric probe couples a radio frequent signal in the GHz
range into a plasma. The spectral response is recorded and a mathematical model is used
to determine plasma parameters like the electron density or electron temperature.
One particular class of APRS can be described with a model in electrostatic approxi-
mation [5–13]. The corresponding probes excite surface wave modes which vanish at zero
plasma density. Many researchers have made attempts at this task [14–36], using analytical
and/or numerical techniques and plasma models of different complexity.
The cited publications have in common that they all concentrate on specific probe de-
signs. At the Ruhr University Bochum, for example, the Multipole Resonance Probe (MRP),
an optimized variant of APRS in electrostatic approximation was invented, analyzed, and
characterized [12, 37–39]. However, it is also of interest to study generic features of APRS
which are independent of any particular design. Using methods of functional analysis, such
an abstract study of APRS based on the cold plasma model is given in [40]. The main
result of that investigation was that, for any possible probe design, the spectral response
function could be expressed as a matrix element of the resolvent of the dynamical operator.
The correctness and usability of this result was demonstrate in spherical geometry for the
impedance probe and the MRP [41].
In a recent published paper [42], the authors presented a fully kinetic generalization of the
study of [40], i.e., an abstract kinetic model of APRS in electrostatic approximation valid for
all pressures. It was shown that many insights could be directly transferred. In particular,
it still holds that, for any possible probe design, the spectral response of the probe-plasma
system can be expressed as a matrix element of the resolvent of the dynamical operator.
Furthermore, it was shown that the resonances of an APRS probe exhibit a residual damping
in the limit of vanishing pressure, which cannot be explained by Ohmic dissipation but only
by kinetic effects.
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However, the predicted influence of kinetic effects on the damping is not demonstrated
for a spectrum of a probe in an explicit geometry, yet. Within this manuscript we show this
influence on the spectrum of a parallel electrode probe. Such a probe is not used in real
measurements, but serves as a toy model with the simplest available geometry. To show the
kinetic influence, we determine its response function following the same solution strategy
for a functional analytic approach as proposed in [41]. Therefore, the response function is
expanded by a complete set of orthogonal functions. Truncating this expansion yields an
approximated response, which clearly shows additional damping due to kinetic effects.
II. MODEL OF THE PARALLEL ELECTRODE PROBE
In a recent published paper an abstract linearized kinetic model for APRS in electrostatic
approximation was derived [42]. Here, we apply the results of the abstract model to a certain
geometry. It is chosen to be as simple as possible to clearly demonstrate the following
algorithm and the influence of kinetic effects on the damping behavior in APRS.
As depicted in fig. 1 we assume an idealized probe that consists of two plane parallel
electrodes with a distance L. At the electrodes E1/2 located by z = 0 and z = L the radio
frequent voltages U1/2(ω) are applied, respectively, where the frequency ω is smaller than the
electron plasma frequency ωp. This probe is placed into a stationary plasma and perturbs
it. The interface F separates the perturbed and the unperturbed region of the plasma. As
a further simplification we just focus on the perturbed plasma P in between the electrodes.
Such a probe is not used in real measurements. It is meant as a toy model and is called
parallel electrode probe (PEP).
The dynamical behavior of the probe-plasma system can be described by the linearized
and normalized Boltzmann equation in electrostatic approximation. In this simple geometry
the 6 dimensional distribution function reduces to 3 dimensions due to symmetry. It depends
on the distance between the electrodes z ∈ [0, L], the absolute value of the velocity v ∈
[0,∞), and the projection angle χ ∈ [0, π] of v to the z direction and is given by
∂g
∂t
+ v cos(χ)
∂g
∂z
+
∂Φ¯
∂z
(
cos(χ)
∂g
∂v
− sin(χ)
v
∂g
∂χ
)
− v cos(χ)∂Φ
∂z
−
2∑
n=1
Unv cos(χ)
∂ψn
∂z
=
ν0
2
∫ pi
0
g sin(χ) dχ− ν0g . (1)
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FIG. 1: Illustration of the idealized model of the PEP. At the electrodes E1/2 the radio frequent
voltages U1/2(ω) are applied, respectively. The probe perturbs the stationary plasma and the
boarder between the perturbed and unperturbed region is called interface F .
The perturbed distribution function g of the electrons is defined in P with homogeneous
boundary conditions at the electrodes g(0, v, χ, t) = g(L, v, χ, t). Pure elastic collisions with
a constant collision frequency ν0 are taken into account between electrons and the neutral
background.
Φ is called inner potential. It is a linear functional of g and obeys Poisson’s equation
with homogeneous boundary conditions
∂2Φ
∂z2
=
∫ pi
0
∫
∞
0
w g sin(χ) dv dχ . (2)
Here, w is a positive weighting function. It is defined as the negative derivative of the
equilibrium distribution F with respect to the total energy ǫ = 1
2
v2 − Φ¯, where Φ¯ is the
equilibrium potential. Assuming a Maxwellian distribution w is given by
w(z, v) =
1√
2π
e−
v2
2
+Φ¯(z) =
n(z)√
2π
e−
v2
2 . (3)
The radio frequent excitation of the probe is represented by the electrode functions ψn.
They follow Laplace’s equation
∂2ψn
∂z2
= 0 (4)
and fulfill the boundary conditions ψn(0, t) = δ1n and ψn(L, t) = δ2n (δ1n and δ2n are
Kronecker deltas.). Their solutions are easily determined as
ψ1(z) = 1− z
L
and ψ2(z) =
z
L
. (5)
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III. PROBE RESPONSE IN FUNCTIONAL ANALYTIC DESCRIPTION
According to the abstract model presented in [42], the current at one electrode of the
PEP can be written in a Hilbert space notation as
i1 =
2∑
n=1
〈e1| (iω − TV − TS)−1 en〉Un =
2∑
n=1
Y1nUn . (6)
The admittance between two electrodes is represented by the scalar product between two
excitation vectors en = v cos(χ)
∂
∂z
ψn and the resolvent, which consists of the Vlasov operator
TV and the collision operator TS,
Y1n = 〈e1| (iω − TV − TS)−1 en〉 . (7)
These operators, applied to a general state vector g, are defined by
TV g = −v cos(χ)∂g
∂z
− ∂Φ¯
∂z
(
cos(χ)
∂g
∂v
− sin(χ)
v
∂g
∂χ
)
+ v cos(χ)
∂Φ
∂z
, (8)
TSg =
ν0
2
∫ pi
0
g sin(χ) dχ− ν0g . (9)
The corresponding scalar product is motivated by the free energy of the probe-plasma system
and reduces in the geometry of the PEP to
〈g′ | g〉 = 〈g′ | g〉
P
+ 〈g′ | g〉
V
(10)
=
∫ L
0
∫ pi
0
∫
∞
0
g′
∗
w g v2 sin(χ) dv dχ dz +
∫ L
0
∂Φ′∗
∂z
∂Φ
∂z
dz .
Following the functional analytic approach, we have to expand the admittance Y1n by
means of a complete orthonormal basis {l} of the Hilbert space. Introducing the corre-
sponding completeness relation twice into equation (7) yields
Y1n =
∑
l′
〈e1 | l′〉
∑
l
〈l′| (iω − TV − TS)−1 l〉 〈l | en〉 . (11)
This is a vector-matrix-vector product which is determined by the algebraic representation
of the resolvent. In [41] it is shown that the matrix representation of a resolvent (iω−T)−1
is given by the inverse of the matrix representation of the operator iω−T. It allows first to
determine the matrix representation of the operator and than to compute the inverse to get
the matrix representation of the resolvent.
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Now, the strategy to determine the admittance in a certain geometry is obvious. We
choose an appropriate orthonormal basis, determine the matrix representation of iω−TV −
TS, calculate its inverse to get the matrix representation of the resolvent, compute the
scalar products 〈l | en〉 and 〈en | l′〉, to finally get the admittance as a vector-matrix-vector
multiplication.
IV. COMPLETE ORTHOGONAL BASIS IN A SIMPLIFIED GEOMETRY
Before the admittance can explicitly be expanded, we have to find an appropriate set of
basis functions. These basis functions have to fulfill the boundary conditions and should
be orthogonal in the scalar product (10). The first part of the scalar product depends on
the weighting function w, which has a crucial influence on the choice of orthogonal basis
functions. Due to the exponential part the generalized Laguerre polynomials L
λ+ 1
2
κ
(
1
2
v2
)
are
an adequate choice for a complete basis in the absolute value of the velocity. They become
the orthonormal functions Λλκ(v) with an additional factor
Λλκ(v) =
√√√√ κ!
Γ(κ+ λ+ 3
2
)
(
v2
2
)λ
2
L
λ+ 1
2
κ
(
v2
2
)
. (12)
On the interval χ ∈ [0, π] Legendre polynomials Pλ(cos(χ)) yield also a complete orthonormal
set with an additional factor
P¯λ(χ) =
√
2λ+ 1
2
Pλ(cos(χ)) . (13)
λ ∈ N0 is the expansion index for the projection angle and κ ∈ N0 for the absolute value of
the velocity.
In physical space it is difficult to determine an orthogonal function due to the two different
parts of the scalar product. Therefore, we assume P˜k(z) as complete basis function on the
interval [0, L] which fulfills the boundary conditions P˜k(0) = P˜k(L) = 0. Its distribution will
remain undefined, yet. Together with the basis functions Λλκ(v) and P¯λ(χ) we can define the
following complete basis vector, which is orthonormal on the reduced velocity space,
gκλk (z, v, χ) = P˜k(z)Λ
λ
κ(v)P¯λ(χ) . (14)
As constraint the basis functions have to fulfill Poisson’s equation (2). Entering (14)
into (2), it can be simplified by means of the orthogonality relations of the Legendre and
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Laguerre polynomials
∂2Φk
∂z2
=
δλ0 δκ0
π
1
4
P˜k(z)n(z) . (15)
With the boundary conditions Φk(0) = Φk(L) = 0 this differential equation can be solved
by integration
Φk(z) =
1
π
1
4
∫ z
0
∫ z′
0
P˜k(z
′′)n(z′′) dz′′ dz′ δκ0 δλ0 (16)
− z
π
1
4L
∫ L
0
∫ z′
0
P˜k(z
′′)n(z′′) dz′′ dz′ δκ0 δλ0 .
In the scalar product (10) we need just the derivative of the potential which is given by
∂Φk
∂z
=
1
π
1
4
∫ z
0
P˜k(z
′)n(z′) dz′ δκ0 δλ0 (17)
− 1
π
1
4L
∫ L
0
∫ z′
0
P˜k(z
′′)n(z′′) dz′′ dz′ δκ0 δλ0 .
V. BASIS MATRIX
In the previous section we introduced a complete set of basis vectors gκλk . Following the
solution strategy, the scalar product of two basis vectors has to be determined. They are
orthonormal in the velocity space which allows to simplify the first part of the scalar product
by means of the corresponding orthogonality relations
〈
gκ
′λ′
k′ | gκλk
〉
P
= δκκ′ δλλ′ B
(κλ)
kk′ (18)
with
B
(κλ)
kk′ =
1√
π
∫ L
0
nP˜ ∗k′P˜k dz . (19)
The second part of the scalar product is determined by the derivative of the potentials Φk
and Φ∗k′ . Due to the corresponding Kronecker Deltas it reduces with κ = κ
′ = λ = λ′ = 0 to
〈
g00k′ | g00k
〉
V
=
∫ L
0
∂Φk′
∗
∂z
∂Φk
∂z
dz . (20)
For all other combinations of the expansion indices in the velocity space
〈
gκ
′λ′
k′ | gκλk
〉
V
= 0.
Owing to that we split up the complete scalar product into
〈
g00k′ | g00k
〉
= B
(00)
kk′ +
∫ L
0
∂Φk′
∗
∂z
∂Φk
∂z
dz = B
(0)
kk′ , (21)〈
gκ
′λ′
k′ | gκλk
〉
= δκκ′ δλλ′ B
(κλ)
kk′ . (22)
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One can see, that the part 〈g′ | g〉
V
of the complete scalar product, which made it difficult
to find an orthogonal set of basis functions in the physical space, is only given in (21). Due
to the separation of the integrals in physical and velocity space we are able to first determine
the matrices B
(0)
k and B
(κλ)
k for the indices k and k
′ with a non-orthogonal basis. Then these
matrices can be diagonalized with the rotation matrices C(0) and C(κλ) which means a change
of the basis to an orthogonal one. The diagonalized matrices read as follows
D
(0)
k = C
(0)
B
(0)
k C
(0)T , (23)
D
(κλ)
k = δκκ′ δλλ′C
(κλ)
B
(κλ)
k C
(κλ)T. (24)
After that we multiply these diagonal matrices with their inverse to find the corresponding
identity matrix. Finally we arrive at the basis identity matrix I of the complete scalar
product with the indices of the velocity space.
VI. MATRIX OF THE VLASOV AND THE COLLISION OPERATOR
After the basis matrix we want to determine the matrix of the Vlasov operator. To
evaluate its matrix elements we need the derivative of the inner potential Φ(TV ) caused by
the vector TV g. Entering this vector in Poisson’s equation one can find, that the derivative
of Φ(TV ) is given by the electron particle flux. In the geometry of the PEP, we find for a
basis vector
∂Φ
(TV )
k
∂z
= −nP˜k
∫ pi
0
∫
∞
0
e−
1
2
v2
√
2π
ΛλκP¯λ cos(χ) sin(χ)v
3 dv dχ . (25)
Due to that the explicit solution of the potential Φ(TV ) is not needed and the scalar product
of two basis vectors and TV is determined by
〈gκ′λ′k′ |TV gκλk 〉 = V(1)kk′
∫ pi
0
∫
∞
0
e−
1
2
v2
√
2π
Λλ
′
κ′P¯λ′
(
sin(χ)
v
Λλκ
∂P¯λ
∂χ
− cos(χ)P¯λ∂Λ
λ
κ
∂v
)
sin(χ)v2 dv dχ
− V(2)kk′
∫ pi
0
∫
∞
0
e−
1
2
v2
√
2π
Λλ
′
κ′P¯λ′Λ
λ
κP¯λ cos(χ) sin(χ)v
3 dv dχ
+ V
(3)
kk′
∫ pi
0
∫
∞
0
e−
1
2
v2
√
2π
Λλ
′
κ′P¯λ′ cos(χ) sin(χ)v
3 dv dχ
− V(4)kk′
∫ pi
0
∫
∞
0
e−
1
2
v2
√
2π
ΛλκP¯λ cos(χ) sin(χ)v
3 dv dχ (26)
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with
V
(1)
kk′ =
∫ L
0
P˜ ∗k′P˜k
∂n
∂z
dz , (27)
V
(2)
kk′ =
∫ L
0
P˜ ∗k′n
∂P˜k
∂z
dz , (28)
V
(3)
kk′ =
∫ L
0
P˜ ∗k′n
∂Φ
(P)
k
∂z
dz , (29)
V
(4)
kk′ =
∫ L
0
P˜kn
∂Φ
(P) ∗
k′
∂z
dz . (30)
The factorization of the integrals allows for the same evaluation as done for the basis
matrix. We determine the matrices for the physical space V
(i)
k with a non-orthogonal basis
over the indices k and k′ with i = 1, 2, 3, 4. Multiplying them with the rotation matrices
and the inverse diagonal matrices of the previous section leads to the inner block matrices
for the physical space.
As shown in [42] the Vlasov operator is skew self-adjoint. This property transfers to the
matrix representation – called skew hermitian – if the basis vector is orthogonal. In fact the
basis vector is orthonormal in the velocity space and leads to a vanishing scalar product for
κ = κ′ = λ = λ′ = 0. Due to that we only need the rotation matrix C(κλ) and the inverse
diagonal matrix D(κλ)
−1
to determine the inner matrices T
(i)
V k = C
(κλ)
V
(i)
k C
(κλ) T
D
(κλ)−1 for the
physical space. Integration in the velocity space (The integrals can analytically be solved,
but lead to long expressions.) yields block matrices T
(i)
V and their sum builds the complete
matrix of the Vlasov operator
TV = T
(1)
V + T
(2)
V + T
(3)
V + T
(4)
V . (31)
The last matrix to determine is that of the collision operator. Owing to the fact that an
integral in velocity space over the collision operator equals zero, yields also 〈g |TSg〉V = 0.
Therefore, the scalar product of two basis vectors and TS simplifies with the orthogonality
relations of the Legendre and Laguerre polynomials to
〈gκ′λ′k′ |TSgκλk 〉 = 〈gκ
′λ′
k′ |TSgκλk 〉P = ν0 (δλ0 δ0λ′ − δλλ′) δκκ′ Skk′ (32)
with
Skk′ =
1√
π
∫ L
0
nP˜ ∗k′P˜k dz = Bkk′ . (33)
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The matrix elements (32) obviously vanish if λ = λ′ = 0. For all other elements (33)
shows, that they are equal to the elements of the basis matrix. Hence, the multiplication of
S
(κλ) with the rotation matrix C(κλ) and the inverse matrix D(κλ)
−1
leads to identity matrices
in the physical space. By means of the indices of the velocity space we find the final matrix
of the collision operator TS as a diagonal matrix multiplied by the negative factor −ν0.
The elements on the main diagonal are zero if λ = λ′ = 0 otherwise one. Such a matrix
is symmetric and negative semi-definite, like the collision operator itself. Now, the matrix
representation of the complete operator iω−TV −TS is determined and can be inverted to
find the matrix representation of the resolvent.
VII. EXCITATION VECTOR
Before we evaluate the expanded admittance (11), the scalar products between the basis
and the excitation vectors are needed. The latter, with solutions (5), are given by
e1/2 = ∓v cos(χ) 1
L
. (34)
Entering (34) into the scalar product with the basis vector the scalar products are determined
by 〈
zκ
′λ′
k′ | e1/2
〉
=
〈
zκ
′λ′
k′ | e1/2
〉
P
= ∓ π
1
4
2L
∫ L
0
P˜ ∗k′n dz︸ ︷︷ ︸
ek′
δλ′1 δκ′0 . (35)
Multiplying ek′ from the left side with the rotation matrix C
(κλ) and the inverse diagonal
matrix D(κλ)
−
1
2 yields the excitation vectors e1k′ and e2k′. (D
(κλ)−
1
2 is meant as an inverse
diagonal matrix, where the square root of the elements on the main diagonal is evaluated.)
With the expansion indices of the velocity space we find the final excitation vectors e1 = −e2,
which have non-vanishing elements only for κ′ = 0 and λ′ = 1,
e1/2 =
(
0 , ∓D(κλ)−
1
2
C
(01)
ek′ , 0 , . . .
)T
. (36)
VIII. RESONANCE BEHAVIOUR OF THE PEP
Now, we are equipped with all necessary elements to determine the current i1 including
the expanded admittance, which is given as a vector-matrix-vector multiplication,
i1 =
2∑
n=1
e
T
1 · (iωI− TV − TS)−1 · enUn . (37)
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Applying symmetric voltages U1 = −U2 = 12U at the electrodes simplifies the current
i1 = e
T
1 · (iωI− TV − TS)−1 · e1U = Y U (38)
and leads to the complete admittance of the PEP
Y = eT1 · (iωI− T V − TS)−1 · e1 . (39)
It allows to analyse the spectra of the PEP. To determine approximated spectra we have to
evaluate the last integrals in the matrix and vector elements, which are dependent on the
basis functions in physical space and the equilibrium electron density n. As complete set of
basis functions in physical space we choose
P˜k(z) =
1√
L
sin
(
kπz
L
)
with k ∈ N . (40)
They fulfill all conditions claimed in section IV. The equilibrium density of the electrons
has to have a strong increase and decrease in front of the electrodes and a relatively homo-
geneous distribution in the bulk. The following combination of exponential functions is a
simplification compared to a real density, but it fulfills the important requirements
n(z) =
A− e− azL − ea(z−L)L
A− 2e− azL . (41)
The density is symmetric between the electrodes and normalized to the value in the center.
A determines the density value in front of the electrodes and a the strength of the gradient.
We chose the simplified density to allow for analytic solutions of all integrals, because large
matrices are expected for converged spectra.
The presented approximated spectra are computed with the fixed parameters A = 1.05,
a = 10, and L = 100. They are chosen to represent a reasonable equilibrium density. A
typical collision frequency in a low-temperature plasma is about ν0 = 0.02. L and ν0 are
normalized to the Debye length λD and the plasma frequency ωp, respectively. We use the
maximum expansion index kmax = 1000 in physical space to ensure converged spectra for all
chosen parameters.
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FIG. 2: Normalized real part of the admittance of the PEP with different maximal expansion
indices in velocity space: κmax = λmax = 2 (dashed) and κmax = 4, λmax = 2 (bold).
In fig. 2 the real part of the admittance is depicted for the maximum expansion indices
in velocity space κmax = λmax = 2 (dashed). On can observe a clear resonance peak below
the plasma frequency at approximately ωr = 0.3297ωp. Due to the geometry of the PEP
this resonance can be interpreted as the series resonance of the probe. From the well known
formula [43, 44]
ωPSR =
√
2δ
L
ωpe (42)
one can determine a sheath thickness of about δ = 5.435 λD. This sheath thickness represents
a typical value in low-pressure plasmas in planar geometry and demonstrates the physically
reasonable choice of the parameters A, a, and L.
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FIG. 3: Normalized real part of the admittance of the PEP with different maximal expansion
indices in velocity space: κmax = λmax = 2 (dashed) and κmax = 4, λmax = 3 (dotted).
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To show the influence of kinetic effects on the damping of the resonance peak we increase
the maximum expansion indices in velocity space. In fig. 2 only the maximum expansion
index of the velocity’s absolute value is increased to κmax = 4 (bold). The resulting reso-
nance peak is stronger damped than the first peak and slightly shifted to a lower resonance
frequency of about ωr = 0.328ωp. A much stronger damping can be observed by an addi-
tional increase of the maximum expansion index of the projection angle λmax = 3 (dotted) as
depicted in fig. 3. This additional damping leads also to a meaningful shift of the resonance
frequency to ωr = 0.319ωp, which can be explained by an additional kinetic term in the
complete collision frequency ν = ν0 + νkin. Hence, a better resolution within the velocity
space shows a stronger damping and demonstrates clearly the influence of kinetic effects on
the damping of the resonance in the spectrum of APRS.
IX. CONCLUSION
Based on the result that the admittance of a probe-plasma system in a kinetic description
of APRS in arbitrary geometry is given by the resolvent of the dynamical operator TV +
TS, we derived the expanded admittance for the PEP. Therefore, a complete basis in the
particular geometry was chosen to determine the matrix representation of the dynamical
operator. The truncation of the expansion leads to the approximated admittance which
allows to analyse the influence of kinetic effects on the spectrum and in particular on the
damping.
To demonstrate that kinetic effects have a meaningful influence on the damping of an
APRS probe in a low-pressure plasma, we compared three different spectra. They differ in
their maximum expansion indices in velocity space, but they are computed with the same
maximum expansion index in physical space. A large expansion index in physical space is
necessary to ensure converged spectra in all cases.
An increase only of the maximum expansion index of the velocity’s absolute value shows
just a weak influence on the damping. Such an increase is connected to a better resolution
of the electron’s kinetic energy. This energy has an influence on the kinetic free energy,
which escapes through the interface F in the geometry of a realistic probe design, but it
is always limited due to elastic collisions. In case of the PEP the interface F lies in the
outer region of the electrodes, which means, that the spectra do not fully contain this loss
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mechanism. Furthermore, the collision frequency was assumed to be constant. A velocity
dependent collision frequency will have a stronger influence.
An additional increase of the maximum expansion index of the projection angle leads
to a stronger influence on the damping. It is caused by elastic collisions which drive the
perturbed distribution function to an isotropic one. This means to lose information about
the velocity direction. Information loss is equal to an increase of the kinetic entropy and
thus, a decrease of the kinetic free energy.
In summary we have shown that kinetic effects have an influence on the loss of kinetic free
energy which is observed by the probe as damping. On one hand it is caused by the increase
of the kinetic entropy due to elastic collisions and on the other hand by the escaped free
energy to an unobservable distance to the probe. The latter is connected to the collisionless
damping.
As a next step the presented solution strategy of the kinetic model will be applied to a
real probe design. This will lead to a correction of a fluiddynamically determined half-width
of the resonance peak. The kinetically corrected half-width is dependent of the electron
temperature and will allow for a simultaneous measurement of the electron density and
temperature with an APRS probe.
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