Adaptive rank statistics arising in the context of (asymptotically) efficient testing and estimation procedures for a regression (as well as two-sample location) parameter are considered. An orthonormal system based on the Legendre polynomials is incorporated in the adaptive determination of the score function, and the proposed sequential procedure is based on a suitable stopping rule.
INTRODUCTION
Consider n independent random variables (r.v.) Xl"",X n with continuous distribution functions (d.f.) Fl, ••. ,F n , respectively, all defined on the real line E = (-~,~). It is assumed that F is the quantile function corresponding to the d.f. F, <a,b> = J~a(t)b(t)dt, and it is assumed (without any loss of generality) that~= <~,l> = O. Thus, for every~> 0, the asymptotic power in (1.6) is maximized when P(~'~F) = 1, i.e., =~F' so that~F is an aSymptotically optimal score function and Sn(~F) is an asymptotically optimal rank test statistic. The same conclusion holds for the left-hand side (B < 0) and two-sided (B~0) alternatives.
For the estimation of the regression parameter B, we may consider an aligned rank statistic is a robust, translation-invariant and consistent estimator of B, and, under quite general regularity conditions, as n increases, (1.11) Thus, by reference to the Cramer-Rao information limit, we may con-
clude that Bn(~) is an asymptotically efficient estimator of B when P(~'~F) = 1. Therefore,~F is asymptotically optimal for the estimation problem too. 
(2.1)
Note that Po =1, Pl(u) = 13(2u-l), the standardized version of the classical Wilcoxon socre function (and is t in u), P 2 Ghosh and Sen (1972) , Hu~kova and Jure~kova (1981) , Hu~kova (1982 Hu~kova ( , 1983 and others. In the context of asymptotically efficient adaptive R-estimates of location, some alternative procedures are due to Beran (1974) , Eplett (1982) where K (~2) is a prefixed positive integer. Typically, we choose r to be larger than 2. Then, our proposed (adaptive) n estimator of ¢F is (2.17) Also, the adaptive estimator of l(f) is (2.18) Note that by (2.7) and (2.17),
where, by (2.15), as K +r goes to 00 (in probability or almost n n surely (a.s.», the second term on the right hand side converges to o (in probability or a.s.). Hence, the stochastic behaviour of the stopping number {K n } and the mode of convergence of the
Yn,k -Yk (to 0) play the vital role in our study. Theorems 3 and 4 (in Section 3) pertain to this study, while the main results are presented in Theorems 1 and 2 (in Section 3). In the remainder of this section, we present the basic regularity conditions. 00Ñ ote that l(f) < 00 ensures that J-oolf'(x)ldx~1 (f) < 00.
We strengthen this to:
f(x) and flex) are bounded almost everywhere (a.e.) (2.20)
Next, we note that by (2.1), there exists a positive and finite constant D (independent of k), such that for every k~l,
for j = 0,1,2,3,4. Therefore, by (2.7), (2.9) and (2.21), for every m~l, (2.22)
so that whenever the series Ek>lk2lYkl side of (2.22) converges to 0 as m+oo; converges, the right hand 2 however, EY k < 00 does not ñ ecessarily imply that Lk>lk Iykl < 00, itself not a bounded function on (0,1), and, in fact, when~F is this "max-norm" convergence ..
may not hold. For our subsequent analysis, we do not need this stronger mode of convergence (i.e., II~n-~FI 100 + 0 in probability !.; or a.s., as n+oo), and hence, the condition that Lk>lk2lYkl < 00 is also not needed for our study. However, we may note that when- e: "0 and r / 00 with n+oo n n (2.27)
We shall elaborate on this later on (in Section 4).
THE MAIN THEOREMS
For every positive integer a, let We shall make some comments on the choice of {E ,rn,a} later on. n-kX> n a. s., as n-kX> (3. 7)
• If, however, £. (= E>O) and r (=r) are held fixed, then n n (3.7) may not hold.
Theorem 2. For the model (1.1), assume that (2.20) and {H } in n (1.5) hold. Then, under (2.23) , (3.3) and (3.4), ISn(¢n) -Sn(<P F a +r ) I -+ 0 , in probabili ty, as n-kX> , (3.8) , n n and, for <PF,a +r' the asymptotic efficiency results of n n "-Section 1 hold. Thus, ¢n is an asymptotically efficient score function, in probability. K < q + 1 a . s., as n-+09 n- (3.12) In the general case, i f (2.23), (3.2) and (3.4) hold, then From (2.13), (3.16), (3.17) and (3.18), we obtain that for every k<k = 0(n 2/13 (10gn)-2) and n>n , -n -s
The same inequality applies to the Y n k
,
In the sequel, we take s>2. {H }) holds. as by (3.4), (r /£ a )~0 as n~. By (3.2) and (3.4), -2 3 14 n n n -1 7 n (logn) a~0 as n~and n (logn)a~0 as n~. Thus, ! n n .
-1+20 6 choosing 0 (>0) adequately small, we conclude that n an~0 as n~. Hence, the rhs of (3.22) is 0(£) as n~. Since, b.y an+r n 2 n (2.23), as n~, r j =au+ 1Y j = o(rn/a n ) = o(£n)' we have
0.23)
as Sl -1 > 3/7. Hence, (3.13) holds.
The proof of (3.11) is quite analogous. Note that under (2.5), yk=O, V k > q + 1. Thus, in (3.22) for a = q + 1, we have the n n 0.24) Thus, (3.12) follows from (3.24) and (3.23).
To prove (3.9), we define n and r n as in (3.9) we have by (3.19) and P{K >k, for some n~nO} n e: n 5 -2 3 E: n 13
-1+26 6 -2 3 14 . O(n r ) + O(n (logn) r ) + a as n~(by (3.9) and lett1ng n n o (>0) adequately small). Tois completes the proof of (3.10).
For the final part of Theorem 3, i.e., (3.15), note that (3.27) so that by (3.14) and (3.27)
where by (2.23), o r < a , V n > nO. second term on the rhs of (3.28) is bounded by o(n r (r +r ) ) + -1 2 0 6 _1 0 2 nn n o(n (logn) r (r +rn ) ) = o(n~-E a (r +a ) ) + n n -n n n n 0(n-1 (10gn)2£ a (r +a }6) = 0(£), by (3.2) and (3.4). n n n n n Further note that along with the bounds in (3.17) and (3.4). This completes the proof of (3.6). Under (2.27), (2.11) and (3.6) imply (3.7). This completes the proof of Theorem 1, and points the desirahility of letting E and r , dependent on n, so that (3.7) holds. Returning now to the proof of (3.8), we note that by (2.16) and (3.13), K+ r < K + r < a + r a. s., as n-+oo n-n n-n n 0.49)
As such, (3.8) follows from (3.37), (3.42) and 0.49). Also, note that (3.16), (3.17), (3.l8) and (3.8) ensure that as n-+oo• (3.50)
Further, by (1.7), (1.8), (2.7) and (2.11), we conclude that increasing function of (3.33), one also needs to choQse r=r ;f in n. However, in our n main theorems (viz., Theorems 1,2 and 3), we have a variety of conditions on (r,£), and we need to have a closer look on n n these. Ideally, one would like to choose pictures in mind, we may suggest the following. Le., a 2 > a l +a 3 , and al>o, a 3 >0. Further, by (3.4), l3a 2 -a l +a 3 < 2, and by (3.3), 15a2/2 < 1. Such a choice may easily be made, e. g., 0 < a l = a 3 <~2' a 2 < 2/15. In the above discussion, if instead of (3.3), we use (3.2), then 2/15 may be replaced by 1/7 as well. Also, in (2.23), if we make a more restrictive assumption that kiy~+ 0 as k+ oo , for some i>l n n a. In the n extreme case, if we let rri;: r (~2) for every n, then we need 13 -1 2 -4 £ a +00 but (a E: )/(n (logn) ) + 0, as n+oo, and n n a n .~-a we may let a~n (lognfZ, £ '" n where 0 < a_< 2/15, n n and conclude that (3.10) and (3.12) hold. However, as· has heen remarked in Theorem 1, we may not desire to set r = r for every n n, and hence, such a solution will not be of much interest.
We may also remark that for the given model in (1.5), or for the estimation problem, the In the finite case, Le., under (Z.5), using (3.1Z) and the asymptotic (joint) normality of the Y . ,j < q + 1, one may study
n , Jthe asymptotic behaviour of n~ (ep (u) -ep (u», O<u<l; however, n F this becomes quite complicated in the infinite case.
APPENDIX: PROOF OF TIIEOREM 4.
-1
Note that for each k (~1), S (c t,P k ) is expressible as a n n difference of two nonincreasing functions in t (EE .2) and, for j = 1,2,3, are independent bounded r.v., by using the exponential inequality [viz. Theorem 2 of Hoeffding (1963) ], we obtain that • From (A.14) and (A.IS), we obtain on noting that n-~logn;: o(n~}, for every 0>0, that for every s* (> s+l), there exists an n*, such that for every n~n*, t E (-logn, logn), (A.l9)
Finally, we consider the case of T~l,k(t) and T: 2 ,k(t).
We deal only with T~Z,k(t), as the other case follows more simply. 
