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要　旨
科学技術計算を行うための汎用的かつ自由度の高い計算資源は、シミュレーション研究の











































































































CPU：Intel Core i7-8700K（6 cores, 12 
threads, 3.7-4.7GHz）
メモリ：DDR4-2666 32GB
GPU：NVIDIA GeForce GTX 1060 3GB 
GDDR5















































































CentOS ver.7.4。著名なRedHat Enterprise Linuxク
ローンディストリビューションの一つ。
NIS ypserv 2.31, ypbind1.37, yp-tools 2.14 。ク
ラスタ内部のユーザ認証に使用。node0
がNISサーバ。






























































ル作業に入った。CentOS 7.4 は DVDのインス
トール用メディアを用意し、HDD 2 台を Linux
カーネルのソフトウェア RAID機能でミラーリ
ングする設定でインストールした。/bootに



























































































$sudo yum install kernel-devel dkms
$sudo git clone -b release/tn40xx-001 ¥
　https://github.com/acooks/tn40xx-driver.git ¥
　/usr/src/tn40xx-001
$sudo dkms add -m tn40xx -v 001
























































$sudo yum install ntpdate
#!/bin/bash
ntpdate ntp.cc.sojo-u.ac.jp
$sudo chmod a+x /etc/cron.daily/ntptimesync
ntpdate ntp.cc.sojo-u.ac.jp








$sudo yum install rpcbind libnfsidmap



























































$sudo systemctl enable rpcbind.service
$sudo systemctl start rpcbind.service
$sudo systemctl enable nfs.service
$sudo systemctl start nfs.service
$sudo systemctl enable nfs-server.service
$sudo systemctl start nfs-server.service
$sudo yum install ypserv
NISDOMAIN=cluster.sncq.cis.sojo-u.ac.jp  
HOSTNAME=node0.cluster.sncq.cis.sojo-u.ac.jp
$sudo systemctl enable ypserv.service  
$sudo systemctl start ypserv.service
$sudo /usr/lib64/yp/ypinit -m



















































$sudo systemctl enable yppasswdd.service  
$sudo systemctl start yppasswdd.service
$sudo yum install ypbind yp-tools
domain cluster.sncq.cis.sojo-u.ac.jp server ［改行なし
でつづく］ node0.cluster.sncq.cis.sojo-u.ac.jp
passwd: nis files sss
shadow: nis files sss
group: nis files sss
hosts: files dns myhostname
$sudo systemctl enable ypbind.service  
$sudo systemctl start ypbind.service
$sudo nmtui
$sudo systemctl enable firewalld.service  
$sudo systemctl start firewalld.service
$sudo firewall-cmd --zone=trusted ［改行なしでつづく］
--change-interface=10GbpsLocal --permanent  
$sudo firewall-cmd --zone=trusted ［改行なしでつづく］





































$sudo yum install mpich-3.2 mpich-3.2-doc ［改 行な
$sudo firewall-cmd --zone=trusted --list-all
trusted (active)  
　target: ACCEPT  
　icmp-block-inversion: no  
　interfaces: 10GbpsLocal  
　sources: 192.168.201.0/24  
　　　［以下省略］
$sudo systemctl enable sshd.service  
$sudo systemctl start sshd.service
PermitRootLogin no  
PubkeyAuthentication yes
nfsd: all  
rpcbind: all  
mountd: all  
sshd: all
nfsd: localhost  
nfsd: 202.16.yyy.yyy  
nfsd: 192.168.201.  
rpcbind: localhost  
rpcbind: 202.16.yyy.yyy  
rpcbind: 192.168.201.  
mountd: localhost  
mountd: 202.16.yyy.yyy  
mountd: 192.168.201.  
sshd: 192.168.  
sshd: 172.16.0.0/255.240.0.0  
sshd: 202.16.zzz.0/255.255.240.0
$sudo yum install gcc-gfortran gcc-c++  
$sudo yum install gcc-objc gcc-objc++  
$sudo yum install gdb  
$sudo yum install gmp* mpfr* lapack*  
$sudo yum install glibc-static  
$sudo yum install blas* atlas* boost*  
$sudo yum install fftw fftw-devel fftw-static  
$sudo yum install gnuplot  
$sudo yum install valgrind valgrind-devel  

































































alias mpirun=' mpirun -machinefile ［改行なしでつづ
く］　/common/conf/mpi_machinefile'
Host 192.168.201.* node*  
　CheckHostIP no  
　StrictHostKeyChecking no  
　LogLevel=quiet  
　UserKnownHostsFile=/dev/null
$sudo yum install libvdpau
$sudo rpm -Uvh cuda-repo-rhel7-9.1.85-1.x86_64.rpm
$sudo yum install cuda































































$sudo yum install rpcbind libnfsidmap  
$sudo yum install nfs-utils nfs4-acl-tools
node0:/home /home nfs rw 0 0  
node0:/common /common nfs rw 0 0
$sudo systemctl enable rpcbind.service  




































node1 の 2 台だけでクラスタマシンとして動作










複製作業に入る。node1 の HDDを HDD複製機
（CFD販売のKURO-DACHI/CLONE/U3を使用
した）で複製して node2～node6 の HDDを作成






$sudo systemctl enable firewalld.service  
$sudo systemctl start firewalld.service
$sudo firewall-cmd --zone=trusted ［改行なしでつづ
く］--change-interface=10GbpsLocal --permanent  
$sudo firewall-cmd --zone=trusted ［改行なしでつづ
く］--add-source=192.168.201.0/24 --permanent  
$sudo firewall-cmd --zone=trusted ［改行なしでつづ







node0:/common on /common type nfs4 （［右側省略］













































$sudo useradd testuser  
$sudo passwd testuser  
　［プロンプトで初期パスワードを設定する］  




mkdir -p $HOME/.ssh  
chmod 700 $HOME/.ssh  
cd $HOME/.ssh  
ssh-keygen -f $HOME/.ssh/id_rsa -t rsa -N ' '　［注］  
cat id_rsa.pub >> authorized_keys  
chmod 600 authorized_keys  
echo "Your public key has been added to ［改行なし
でつづく］ $HOME/.ssh/authorized_keys."   
echo "Setup of $HOME/.ssh/authorized_keys［改 行
なしでつづく］ has been done."
$sudo chmod a+x /common/bin/cluster_setup_auth_
keys.sh
$cluster_setup_auth_keys.sh
#include <stdio.h>  
#include <mpi.h>  
 
int main （int argc, char *argv[ ]）  
  
　int s, r;  
　MPI_Init(&argc, &argv);  
　MPI_Comm_size(MPI_COMM_WORLD, &s);  
　MPI_Comm_rank(MPI_COMM_WORLD, &r);  
　printf("Process %d / %d processes¥n", r, s);  
　MPI_Finalize();  
　return 0;  
｝
｛

























































Process 5 / 7 processes  
Process 3 / 7 processes  
Process 1 / 7 processes  
Process 0 / 7 processes  
Process 4 / 7 processes  
Process 2 / 7 processes  
Process 6 / 7 processes
$unalias mpirun





$tar xfz zkcm_lib-0.4.3.tar.gz  
$cd zkcm_lib-0.4.3  
$./configure --prefix=/common  
$make  
$sudo make install  
$cd zkcm_cus  










































トを意味し、その後の node0 は、node0 で起動
している iPerfサーバへ通信することを意味す
る。クライアントの出力結果の中に帯域が
“Bandwidth” と し て 表 示 さ れ 、 “sender” 、













いるものに node7 の分を追記し、その後 node1
の HDDを複製して node7用に使うことになる。
より具体的には、
（i） VPNルータの DHCPの固定 IPアドレス設
定にnode7の分を追加する、
（ii） 全ノードの /etc/hostsファイルに node7 の
分を追記する、
（ iii） node0 の /common/conf/mpi_machinefile
ファイルにnode7の分を追記する、






$tar xfz iperf-3.1.3-source.tar.gz  
$cd iperf-3.1.3  
$./configure --prefix=/common  
$make  
$sudo make install
$iperf3 -s -D -f g > iperf3log
$ssh node1  







は、node0 の /etc/exportsファイルに番号 3文字
分のワイルドカード付きの設定を追記してから





































る。すでに開発元の Texas Advanced Computing 

























$cd ［展開場所］  
$tar xfz GotoBLAS2-1.13.tar.gz  
$cd GotoBLAS2
49行目 #define FORCE_NEHALEM
先頭に挿入  FEXTRALIB_MOD = ［改行なしでつづ
く］ ècho $(FEXTRALIB) | sed ' s/-l -l //'  ̀［改行］  














































$tar xfz hpl-2.0_FERMI_v15.tgz  
$cd hpl-2.0_FERMI_v15
104行目 TOPdir = ［展開場所］/ hpl-2.0_FERMI_v15  
119行目 MPdir = /usr/lib64/mpich  
120行目 MPinc = -I/usr/include/mpich-x86_64  
132行目 LAdir = ［GotoBLAS2展開場所］/GotoBLAS2  
133行目 LAinc = -I$(LAdir)  
136行目 LAlib = -L$(TOPdir)/src/cuda -ldgemm ［改行
なしでつづく］ -L/usr/local/cuda/lib64 -lcuda -lcudart 
［改行なしでつづく］ -lcublas -L$（LAdir） -lgoto2  ［改
行なしでつづく］ -lgfortran -lpthread
41行目 DEFINES += -DGOTO
#ifdef GOTO  
　　　［省略］  
#endif  





#ifdef GOTO  
　　　［省略］  
#endif  
#ifndef GOTO  





















は 極 小 値 15.81 秒 、演 算 性 能 は 極 大 値























（0.00, 0.00） 28.33 79.42
（0.10, 0.00） 18.11 124.3
～中略～
（0.51, 0.41） 15.98 140.8
（0.52, 0.42） 15.84 142.1
（0.53, 0.43） 15.89 141.6
（0.54, 0.44） 15.81 142.3
（0.55, 0.45） 15.89 141.6
（0.56, 0.46） 15.93 141.3
（0.57, 0.47） 15.97 140.9
～後略～
傍注＊（CUDA_DGEMM_SPLIT, CUDA_DTRSM_SPLIT）



























下のように与える（［NP］ は 1や 7といった整
数）。
$unalias mpirun
$mpirun -np 1 -hostfile hostfile ./run_linpack
















とし、表 -5 に示していない変数値は表 -3 のま
まとした。
表 -5  演算性能の測定結果
NP P Q N 所要時間［秒］ Gflops
1 1 1  60,000 679.9 211.8
2 1 2  84,853 1,009 403.6
3 1 3 103,923 1,277 585.8
4 2 2 120,000 1,596 721.8
5 1 5 134,164 1,720 936.2
6 2 3 146,969 1,989 1,064








































































で含めて総額 153 万 9 千円であった。仮に各
ノードにおおよそ同等の理論演算性能を持つ市
販の計算ワークステーション、例えばD社のある
製品（Intel Xeon W-2135、32GB DDR4-2666 ECC 
RAM、NVIDIA Quadro P2000 搭載）を使って構















ピ ーク 演 算 性 能1.882Tflopsの GPUで ある
NVIDIA GeForce GTX TITAN BLACKを2ボード
搭 載 し て い る 。（そ の 他 、 CPU：AMD 
Threadripper 1950X、メモリ：64GB DDR4-2400 
ECC RAMを搭載。）演算性能を hpl-2.0_FERMI_
v15で測定した結果、657.3Gflopsを得た（このと
きのパラメータ値はN=72,000､ NB=768､ NP=2､ P=
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