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Abstract
Nowadays, huge amounts of visual data, e.g., videos and images, have
become widely accessible. Therefore, intelligently categorizing the
large and growing collections of data for access convenience has been
a central goal for modern computer vision research. In this thesis, we
describe several newly-developed approaches for visual categorization
upon the single and multiple instance learning cases.
In single-instance learning (SIL), each of the training instances has
been labeled. Here, we focus on a challenging task of facial ex-
pressions recognition where manually labeling each training instance,
i.e., face video, is handy. To get the distinct features of expressions,
we propose a novel feature representation, Histogram Variances Face
(HVF), which integrates dynamic expression information into a static
image being invariant to illumination and in-plane rotation. Through
HVFs, the facial expression recognition can be cast as a facial recog-
nition problem. We have applied our approach on the well-known
Cohn-Kanade AU-Coded Facial Expression database, and then those
extracted HVFs are classified by using facial recognition technology,
i.e., Eigenfaces and Support Vector Machines (SVMs). The recogni-
tion accuracy is very encouraging. We further propose an extension
of HVFs, Hexagonal Histogram Variance Faces (HHVFs), which ap-
plies HVFs on a hexagonal structure. Comparing to HVFs, HHVFs
not only greatly reduce the computation costs but also improve the
recognition accuracy.
In multiple-instance learning (MIL), the training instances are divided
into groups and the instances in the same group share only one label.
MIL arises from many applications where individually labeling train-
ing instances is expensive. In this case, we propose a novel algorithm,
multiple-instance learning with a supervised kernel density estima-
tion (MIL-SKDE), to tackle the labeling ambiguity. Our algorithm
extends the twin technologies, kernel density estimation (SKDE) and
mean shift, to their supervised versions in which the labels of data
points will affect the mode seeking. We apply MIL-SKDE in several
applications of visual categorization, e.g., image and object catego-
rization, and our algorithm performs superiorly comparing to other
state-of-the-art methods. Furthermore, to address the complexity is-
sue of MIL-SKDE, we propose MIL-SS (MIL with speed-up SKDE)
to speed up the training process. Experiments shows that it has com-
parable performances to MIL-SKDE but is much more efficient in
training stage.
Finally, we apply MIL-SS in a “bag-of-words” (BoW) system to learn
the visual codebook for object categorization on a more comprehensive
dataset. Our system consists of four steps: codebook generation,
feature coding, feature pooling and classification. Unlike conventional
BoW methods that learn codebook from the whole image areas, our
method can learn codebook just from the areas of target objects,
which significantly improves classification accuracy.
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