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We construct an updated extended compilation of distinct (but possibly correlated) fσ8(z) redshift
space distortion (RSD) data published between 2006 and 2018. It consists of 63 data points and
is significantly larger than previously used similar data sets. After fiducial model correction we
obtain the best fit Ω0m − σ8 ΛCDM parameters and show that they are at a 5σ tension with
the corresponding Planck15/ΛCDM values. Introducing a nontrivial covariance matrix correlating
randomly 20% of the RSD data points has no significant effect on the above tension level. We
show that the tension disappears (becomes less than 1σ) when a subsample of the 20 most recently
published data is used. A partial cause for this reduced tension is the fact that more recent data tend
to probe higher redshifts (with higher errorbars) where there is degeneracy among different models
due to matter domination. Allowing for a nontrivial evolution of the effective Newton’s constant
as Geff(z)/GN = 1 + ga
(
z
1+z
)2
− ga
(
z
1+z
)4
(ga is a parameter) and fixing a Planck15/ΛCDM
background we find ga = −0.91± 0.17 from the full fσ8 data set while the 20 earliest and 20 latest
data points imply ga = −1.28+0.28−0.26 and ga = −0.43+0.46−0.41 respectively. Thus, the more recent fσ8
data appear to favor GR in contrast to earlier data. Finally, we show that the parametrization
fσ8(z) = λσ8Ω(z)
γ/(1+z)β provides an excellent fit to the solution of the growth equation for both
GR (ga = 0) and modified gravity (ga 6= 0).
I. INTRODUCTION
A wide range of different cosmological observations [1–
10] are converging to the fact that the expansion rate of
the Universe is approximated to high accuracy by the
ΛCDM model [11] as
H(z)2 = H20
[
Ω0m(1 + z)
3 + (1− Ω0m)
]
(1.1)
where H0 is the Hubble parameter, z is the redshift and
Ω0m is the present matter density parameter. The best
fit parameter values for ΛCDM as obtained by Planck
[12] are shown in Table I and in the context of gen-
eral relativity (GR) they describe the current concor-
dance model Planck15/ΛCDM . Despite of the consis-
tency of the model with cosmological observations mea-
suring the background expansion rate(eg. Type Ia Su-
pernovae SnIa [9, 13–15] and baryon acoustic oscillations
[1, 2]), measurements of the growth rate of cosmologi-
cal density perturbations have been shown to favor pa-
rameter values that are in some tension [16–20] with
the Planck15/ΛCDM parameter values of Table I. Such
probes include weak lensing [21–26] and redshift space
distortion observations [16, 27–31]. A simple way to ac-
count for this tension is to allow [27] for the possibility
of extensions of GR in the form of modified theories of
gravity [32–44].
RSD measurements in galaxy redshift surveys [46–50]
measure the peculiar velocities of matter and thus infer
[51] the growth rate of cosmological perturbations on a
range of redshifts and scales.
∗ lkazantzi@cc.uoi.gr
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Since about 2006 most growth rate measurements are
reported as the combination f(a)σ8(a) where a is the
scale factor a = 11+z , f(a) ≡ d ln δ(a)/d ln a is the growth
rate of cosmological perturbations, δ(a) ≡ δρ/ρ is the lin-
ear matter overdensity growth factor and σ8 is the matter
power spectrum normalisation on scales of 8h−1Mpc.
RSDs lead to anisotropies of the power spectrum of
perturbations which may lead to the values of fσ8 by
expanding to Legendre polynomials up to order four and
assuming that the true underlying matter power spec-
trum is isotropic while the anisotropy is due only to the
peculiar velocities of galaxies that distort the galaxy dis-
tribution in redshift space.
In practice however the anisotropy of the power spec-
trum on large scales is not only due to the peculiar galac-
tic velocities but also due to the use of an incorrect fidu-
cial cosmology H(z) assumed in converting the measured
angles and redshifts into comoving coordinates in order to
construct the correlation function and the corresponding
power spectrum [28, 52, 53]. In particular, the comoving
TABLE I: Planck15/ΛCDM parameters from Ref. [12].
The corresponding WMAP7/ΛCDM from Ref. [45] are
also shown for comparison.
Parameter Planck15/ΛCDM [12] WMAP7/ΛCDM [45]
Ωbh
2 0.02225± 0.00016 0.02258± 0.00057
Ωch
2 0.1198± 0.0015 0.1109± 0.0056
ns 0.9645± 0.0049 0.963± 0.014
H0 67.27± 0.66 71.0± 2.5
Ω0m 0.3156± 0.0091 0.266± 0.025
w −1 −1
σ8 0.831± 0.013 0.801± 0.030
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2distance between a pair of galaxies separated by an an-
gle dθ is obtained from the Friedmann Robertson Walker
(FRW) metric as [54–56]
d`⊥ = (1 + z)DA(z) dθ (1.2)
where DA(z) is the angular diameter distance at the red-
shift of the pair. Also the corresponding separation along
the line of sight is
d`‖ =
c dz
H(z)
(1.3)
where H(z) is the true Hubble expansion rate of the true
underlying cosmology. If a different (fiducial) cosmology
H ′(z) is assumed instead, the corresponding separations
become
d`′⊥ = (1 + z)D
′
Adθ =
(
D′A
DA
)
d`⊥ =
d`⊥
f⊥
, (1.4)
d`′‖ =
c dz
H ′
=
(
H
H ′
)
d`‖ =
d`‖
f‖
(1.5)
where F ≡ f‖/f⊥ is the induced anisotropy due to the
use of incorrect fiducial cosmology and has magnitude
[52]
F =
f‖
f⊥
=
(
H ′
H
)(
D′A
DA
)
(1.6)
This induced anisotropy due to the use of incorrect fidu-
cial cosmology is the Alcock-Paczynski (AP) effect [57]
and is degenerate with the RSD anisotropy induced by
the galactic peculiar velocities due to the growth of
structures [56]. Thus if an f σ′8 measurement has been
obtained assuming a fiducial ΛCDM cosmology H ′(z),
the corresponding f σ8 obtained with the true cosmology
H(z) is approximated as [28]
fσ8(z) ' H(z)DA(z)
H ′(z)D′A(z)
fσ′8(z) ≡ q(z,Ω0m,Ω′0m) fσ′8(z)
(1.7)
This equation should be taken as a rough order of magni-
tude estimate of the AP effect as it appears in somewhat
different forms in the literature [54–56]. In Appendix
A we discuss alternative forms of the correction factor
[55, 56].
As discussed in Sec. III, this correction is small (at
most it can be about 2 − 3% at redshifts z ' 1 for rea-
sonable values of Ω0m). However we include it in the
present analysis and we estimate its effect on the best fit
cosmological parameter values.
A compilation of 63 f σ8 measurements published by
various surveys from 2006 to present is shown in Table II
along with the corresponding fiducial cosmology assumed
in each case. Despite of the existence of such a large
sample of published f σ8 data, most previous analyses
[27, 31, 34, 56, 58–68] that use growth data to constrain
cosmological models use less than 20 data points which
are usually selected from the larger data set of Table II
on the basis of subjective criteria that favor more recent
data as well as a qualitative minimization of correlations
among the selected data points. Indeed, since many of
these data points are correlated due to overlap in the
galaxy samples used for their derivation, a large covari-
ance matrix should be used for their combined analysis.
However no full covariance matrix is available in the lit-
erature for the data set of Table II and for almost all of
its subsets. In addition the use of different fiducial mod-
els by different surveys at different times is also a source
of uncertainty when using large f σ8 samples.
Despite these problems, the use of ad hoc subsamples
of the full f σ8 data set of Table II may lead to a waste of
useful information. Therefore, it would be interesting to
perform a more detailed analysis of the full f σ8 sample
to identify possible trends of best fit parameters in the
context of different subsamples, as well as to study the
effects of fiducial cosmology or correlation among data
points.
In particular the following open questions are of inter-
est:
(1) What is a complete data set of the published f σ8
data?
(2) What is the tension level of the best fit ΛCDM
Ω0m−σ8 obtained from the full growth data set with
Planck15/ΛCDM?
(3) What is the effect of a typical covariance matrix on
the level of the above tension?
(4) Is the tension level the same for early and more re-
cently published RSD f σ8 data? Is the consistency
with GR improving with time of publication of data
points?
(5) How is the tension level affected by the f σ8 correction
imposed for the different fiducial cosmologies used in
each survey?
(6) Is the spread of the f σ8 data consistent with the pub-
lished error bars?
A large part of the present analysis is devoted to the
study of these questions. In addition we search for a
proper parametrization of fσ8(z) that can represent the
predictions of a wide range of cosmological models in-
cluding models of modified gravity.
It is well known [69–74] that the growth rate f(z) of
cosmological perturbations in the context of general rel-
ativity is well approximated by a parametrization of the
following form
f(a) = Ωm(a)
γ(a) (1.8)
Ωm(a)≡ Ω0m a
−3
H(a)2/H20
(1.9)
γ(a) =
ln f(a)
ln Ωm(a)
' 0.55 (1.10)
where we have assumed ΛCDM background cosmology.
3TABLE II: A compilation of RSD data that we found published from 2006 since 2018
Index Dataset z fσ8(z) Refs. Year Fiducial Cosmology
1 SDSS-LRG 0.35 0.440± 0.050 [75] 30 October 2006 (Ω0m,ΩK , σ8)= (0.25, 0, 0.756)[76]
2 VVDS 0.77 0.490± 0.18 [75] 6 October 2009 (Ω0m,ΩK , σ8) = (0.25, 0, 0.78)
3 2dFGRS 0.17 0.510± 0.060 [75] 6 October 2009 (Ω0m,ΩK) = (0.3, 0, 0.9)
4 2MRS 0.02 0.314± 0.048 [77], [78] 13 Novemver 2010 (Ω0m,ΩK , σ8) = (0.266, 0, 0.65)
5 SnIa+IRAS 0.02 0.398± 0.065 [79], [78] 20 October 2011 (Ω0m,ΩK , σ8) = (0.3, 0, 0.814)
6 SDSS-LRG-200 0.25 0.3512± 0.0583 [80] 9 December 2011 (Ω0m,ΩK , σ8) = (0.276, 0, 0.8)
7 SDSS-LRG-200 0.37 0.4602± 0.0378 [80] 9 December 2011
8 SDSS-LRG-60 0.25 0.3665± 0.0601 [80] 9 December 2011 (Ω0m,ΩK , σ8) = (0.276, 0, 0.8)
9 SDSS-LRG-60 0.37 0.4031± 0.0586 [80] 9 December 2011
10 WiggleZ 0.44 0.413± 0.080 [46] 12 June 2012 (Ω0m, h, σ8) = (0.27, 0.71, 0.8)
11 WiggleZ 0.60 0.390± 0.063 [46] 12 June 2012 Cij = Eq.(3.3)
12 WiggleZ 0.73 0.437± 0.072 [46] 12 June 2012
13 6dFGS 0.067 0.423± 0.055 [81] 4 July 2012 (Ω0m,ΩK , σ8) = (0.27, 0, 0.76)
14 SDSS-BOSS 0.30 0.407± 0.055 [82] 11 August 2012 (Ω0m,ΩK , σ8) = (0.25, 0, 0.804)
15 SDSS-BOSS 0.40 0.419± 0.041 [82] 11 August 2012
16 SDSS-BOSS 0.50 0.427± 0.043 [82] 11 August 2012
17 SDSS-BOSS 0.60 0.433± 0.067 [82] 11 August 2012
18 Vipers 0.80 0.470± 0.080 [83] 9 July 2013 (Ω0m,ΩK , σ8) = (0.25, 0, 0.82)
19 SDSS-DR7-LRG 0.35 0.429± 0.089 [84] 8 August 2013 (Ω0m,ΩK , σ8)= (0.25, 0, 0.809)[85]
20 GAMA 0.18 0.360± 0.090 [86] 22 September 2013 (Ω0m,ΩK , σ8) = (0.27, 0, 0.8)
21 GAMA 0.38 0.440± 0.060 [86] 22 September 2013
22 BOSS-LOWZ 0.32 0.384± 0.095 [87] 17 December 2013 (Ω0m,ΩK , σ8) = (0.274, 0, 0.8)
23 SDSS DR10 and DR11 0.32 0.48± 0.10 [87] 17 December 2013 (Ω0m,ΩK , σ8)= (0.274, 0, 0.8)[88]
24 SDSS DR10 and DR11 0.57 0.417± 0.045 [87] 17 December 2013
25 SDSS-MGS 0.15 0.490± 0.145 [89] 30 January 2015 (Ω0m, h, σ8) = (0.31, 0.67, 0.83)
26 SDSS-veloc 0.10 0.370± 0.130 [90] 16 June 2015 (Ω0m,ΩK , σ8)= (0.3, 0, 0.89)[91]
27 FastSound 1.40 0.482± 0.116 [92] 25 November 2015 (Ω0m,ΩK , σ8)= (0.27, 0, 0.82)[93]
28 SDSS-CMASS 0.59 0.488± 0.060 [94] 8 July 2016 (Ω0m, h, σ8) = (0.307115, 0.6777, 0.8288)
29 BOSS DR12 0.38 0.497± 0.045 [2] 11 July 2016 (Ω0m,ΩK , σ8) = (0.31, 0, 0.8)
30 BOSS DR12 0.51 0.458± 0.038 [2] 11 July 2016
31 BOSS DR12 0.61 0.436± 0.034 [2] 11 July 2016
32 BOSS DR12 0.38 0.477± 0.051 [95] 11 July 2016 (Ω0m, h, σ8) = (0.31, 0.676, 0.8)
33 BOSS DR12 0.51 0.453± 0.050 [95] 11 July 2016
34 BOSS DR12 0.61 0.410± 0.044 [95] 11 July 2016
35 Vipers v7 0.76 0.440± 0.040 [55] 26 October 2016 (Ω0m, σ8) = (0.308, 0.8149)
36 Vipers v7 1.05 0.280± 0.080 [55] 26 October 2016
37 BOSS LOWZ 0.32 0.427± 0.056 [96] 26 October 2016 (Ω0m,ΩK , σ8) = (0.31, 0, 0.8475)
38 BOSS CMASS 0.57 0.426± 0.029 [96] 26 October 2016
39 Vipers 0.727 0.296± 0.0765 [97] 21 November 2016 (Ω0m,ΩK , σ8) = (0.31, 0, 0.7)
40 6dFGS+SnIa 0.02 0.428± 0.0465 [98] 29 November 2016 (Ω0m, h, σ8) = (0.3, 0.683, 0.8)
41 Vipers 0.6 0.48± 0.12 [99] 16 December 2016 (Ω0m,Ωb, ns, σ8)= (0.3, 0.045, 0.96, 0.831)[12]
42 Vipers 0.86 0.48± 0.10 [99] 16 December 2016
43 Vipers PDR-2 0.60 0.550± 0.120 [100] 16 December 2016 (Ω0m,Ωb, σ8) = (0.3, 0.045, 0.823)
44 Vipers PDR-2 0.86 0.400± 0.110 [100] 16 December 2016
45 SDSS DR13 0.1 0.48± 0.16 [101] 22 December 2016 (Ω0m, σ8)= (0.25, 0.89)[91]
46 2MTF 0.001 0.505± 0.085 [102] 16 June 2017 (Ω0m, σ8) = (0.3121, 0.815)
47 Vipers PDR-2 0.85 0.45± 0.11 [103] 31 July 2017 (Ωb,Ω0m, h) = (0.045, 0.30, 0.8)
48 BOSS DR12 0.31 0.469± 0.098 [49] 15 September 2017 (Ω0m, h, σ8) = (0.307, 0.6777, 0.8288)
49 BOSS DR12 0.36 0.474± 0.097 [49] 15 September 2017
50 BOSS DR12 0.40 0.473± 0.086 [49] 15 September 2017
51 BOSS DR12 0.44 0.481± 0.076 [49] 15 September 2017
52 BOSS DR12 0.48 0.482± 0.067 [49] 15 September 2017
53 BOSS DR12 0.52 0.488± 0.065 [49] 15 September 2017
54 BOSS DR12 0.56 0.482± 0.067 [49] 15 September 2017
55 BOSS DR12 0.59 0.481± 0.066 [49] 15 September 2017
56 BOSS DR12 0.64 0.486± 0.070 [49] 15 September 2017
57 SDSS DR7 0.1 0.376± 0.038 [104] 12 December 2017 (Ω0m,Ωb, σ8) = (0.282, 0.046, 0.817)
58 SDSS-IV 1.52 0.420± 0.076 [105] 8 January 2018 (Ω0m,Ωbh2, σ8) = (0.26479, 0.02258, 0.8)
59 SDSS-IV 1.52 0.396± 0.079 [106] 8 January 2018 (Ω0m,Ωbh2, σ8) = (0.31, 0.022, 0.8225)
60 SDSS-IV 0.978 0.379± 0.176 [107] 9 January 2018 (Ω0m, σ8) = (0.31, 0.8)
61 SDSS-IV 1.23 0.385± 0.099 [107] 9 January 2018
62 SDSS-IV 1.526 0.342± 0.070 [107] 9 January 2018
63 SDSS-IV 1.944 0.364± 0.106 [107] 9 January 2018
4The construction of a corresponding parametrization
that approximates well the theoretically predicted form
of f σ8(z) for a wide range of theoretical models is an
interesting open question that is addressed in the present
analysis.
The structure of this paper is the following: In the
next section we review the equations that determine the
growth of matter perturbations in GR and in modified
gravity theories as parametrized by the effective New-
ton’s constant Geff . We compare the numerical solu-
tion for f σ8(z) in the context of different cosmological
models and present a new parametrization for f σ8(z)
which provides an excellent fit to the numerical solution
of f σ8 for both ΛCDM and modified gravity models. This
parametrization may be viewed as an extension for the
corresponding parametrization Eq. (1.8) for the growth
rate f(a). In Sec. III we present a detailed analysis of
the data set of Table II addressing the questions stated
above using appropriate statistics. Finally in Sec. IV we
summarise and discuss implications and future prospects
of our results.
II. THEORETICAL PREDICTIONS OF fσ8(z)
The Planck15/ΛCDM concordance background model
described by Eq. (1.1) with parameters from Table I can
be reproduced by a wide range of theoretical models in-
cluding models with dynamical and/or clustering dark
energy and modified gravity models. In order to effi-
ciently discriminate among these classes of models, the
evolution of matter density perturbations must be con-
sidered and its theoretically predicted evolution must be
compared with cosmological observations. The equation
that describes the evolution of the linear matter growth
factor δ ≡ δρ/ρ in the context of both GR and most
modified gravity theories is of the form
δ¨ + 2Hδ˙ − 4piGeff ρ δ ≈ 0 (2.1)
where ρ is the background matter density and Geff is the
effective Newton’s constant which in general may depend
on both redshift z and cosmological scale k. Eq. (2.1) in
terms of the redshift z takes the following form
δ′′ +
(
(H2)′
2 H2
− 1
1 + z
)
δ′ ≈ 3
2
(1 + z)
H20
H2
Geff(z, k)
GN
Ω0mδ
(2.2)
The effective Newton’s constant arises from a generalized
Poisson equation of the following form
∇2φ ≈ 4piGeffρ δ, (2.3)
where φ is the perturbed metric potential in the Newto-
nian gauge defined via the perturbed FRW metric
ds2 = −(1 + 2φ)dt2 + a2(1− 2ψ)d~x 2 (2.4)
In GR we have a constant homogeneous Geff(z, k) = GN
(GN is Newton’s constant as measured by local experi-
ments) while in modified gravity theories Geff/GN may
vary in both cosmological times (redshifts) and scales.
In terms of the scale factor instead of redshift, Eq. (2.2)
may be expressed as
δ′′(a)+
(
3
a
+
H ′(a)
H(a)
)
δ′(a)−3
2
Ω0mGeff(a, k)/GN
a5H(a)2/H20
δ(a) = 0
(2.5)
For example in a modified gravity theory with action
of the form
S =
∫
d4x
√−g
(
1
2
f(R,φ,X) + Lm
)
, (2.6)
where X = −gµν∂µφ∂νφ, Geff is expressed as
Geff(a, k)/GN =
1
F
f,X + 4
(
f,X
k2
a2
F,R
F +
F 2,φ
F
)
f,X + 3
(
f,X
k2
a2
F,R
F +
F 2,φ
F
) , (2.7)
where F = F (R,φ,X) = ∂Rf(R,φ,X) and F,φ =
∂φF (R,φ,X). For scalar-tensor theories [38, 108–111]
with Lagrangian density
LScT = F (φ)
2
R+X − U(φ) (2.8)
Geff/GN takes the form
Geff(a, k)/GN =
1
F (φ)
F (φ) + 2F 2,φ
F (φ) + 32F
2
,φ
. (2.9)
Solar system tests impose the following constraint on Geff
[112] ∣∣∣ 1
GN
dGeff(z)
dz
∣∣∣
z=0
∣∣∣ < 10−3h−1 (2.10)
while the second derivative is effectively unconstrained
since [112] ∣∣∣ 1
GN
d2Geff(z)
dz2
∣∣∣
z=0
∣∣∣ < 105h−2 (2.11)
In addition, nucleosynthesis constraints [113] imply that
at 1σ
|Geff/GN − 1| ≤ 0.2 (2.12)
These constraints are respected by a parametrization
of Geff(z) of the form [27]
Geff(a, ga, n)
GN
= 1 + ga(1− a)n − ga(1− a)n+m
= 1 + ga
(
z
1 + z
)n
− ga
(
z
1 + z
)n+m
.(2.13)
where n,m are integer parameters with n ≥ 2 and m > 0.
In what follows we set n = m = 2. For these parameter
values, the parameter ga is constrained by the integrated
Sachs-Wolfe effect from the CMB power spectrum to be
ga < 0.5 [27].
5The observable quantity fσ8(a) can be derived from
the solution δ(a) of Eq. (2.5) using the definitions f(a) ≡
d ln δ(a)/d ln a and σ(a) = σ8
δ(a)
δ1 . Hence [114]
f σ8(a) ≡ f(a) · σ(a) =
σ8
δ(1)
a δ′(a), (2.14)
Therefore the prediction of fσ8(a) [or equivalently
fσ8(z)] is obtained by solving numerically Eq. (2.14)
1
in the range a ∈ [0, 1] with initial conditions assum-
ing GR and matter domination (we set initially δ(a) '
a) and using Eq.(2.14). The fσ8(z) solutions for a
Planck15/ΛCDM and for WMAP7/ΛCDM background
cosmology H(z) are shown in Fig. 1 along with the data
of Table II.
Notice that WMAP7/ΛCDM appears to be more con-
sistent with the full f σ8 data set than Planck15/ΛCDM
which appears to predict a larger f σ8 than favored by the
data. This well known tension will be analysed in detail
in the next section.
Even though there are analytic solutions to Eq. (2.5)
expressed in terms of hypergeometric functions [74, 114–
116] it would be useful to provide a parametrization for
fσ8(z) in analogy with the f(z) parametrization of Eq.
(1.8). In view of the fact that σ8(a) ∼ δ(a) while δ(a) ∼
a = 11+z in a flat matter dominated universe, it is natural
to anticipate a parametrization of the form
fσ8(z) = λσ8
Ωm(z)
γ
(1 + z)β
(2.15)
where
Ωm(z) =
Ω0m(z + 1)
3
Ω0m(z + 1)3 + 1− Ω0m (2.16)
and λ, β, γ are parameters to be determined for given
cosmological model. The parametrization (2.15) provides
an excellent fit to the numerical solution fσ8(z). This is
demonstrated in Fig. 2 where we show the numerical
solution for fσ8(z) (dotted lines) for Planck15/ΛCDM
and WMAP7/ΛCDM (GR is assumed ga = 0) super-
posed with the analytic form (2.16) (continous red lines)
for γ ' 0.78 and β ' 1 (the exact parameter values are
shown on the figure caption for each case).
Similarly, under the assumption of modified gravity
(ga = −1),2 the numerical solution (dotted lines) is
shown in the same figure for the same backgrounds H(z)
superposed with the corresponding analytic parametriza-
tion (continuous green lines).
1 There are analytic solutions of Eq. (2.14) expressed in terms
of hyperheometric functions for specific cosmological models in-
cluding ΛCDM [74, 114–116].
2 This value for ga is motivated from the analysis of Ref. [27] that
indicated that such a value of ga can reduce the tension between
the f σ8 data and a Planck15/ΛCDM H(z) background.
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FIG. 1: Plot of fσ8(z) for the full growth rate data set.
The green dashed line and the red dashed one
correspond to the best fits of WMAP7/ΛCDM and
Planck15/ΛCDM models respectively whereas the blue
one describes the best fit ΛCDM (Ω0m = 0.28± 0.02) to
the full growth data set and the black one to the
Planck15/ΛCDM with ga best fit. The red points
correspond to the 20 earliest published points whereas
the orange ones to the 20 latest published points taking
into account Table II.
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FIG. 2: Parametrization (2.15) for Planck15/ΛCDM
and WMAP7/ΛCDM . The thick blue dots of the upper
(lower) curve correspond to the numerical solution of
f σ8(z) for Planck15/ΛCDM (WMAP7/ΛCDM)
superposed with the analytic form (2.15) (red lines)
assuming GR, whereas the gray ones of the upper
(lower) curve represent the numerical solution of f σ8(z)
for Planck15/ΛCDM (WMAP7/ΛCDM) superposed
with the analytic form (2.15) (green lines) for modified
gravity, i.e. ga = −1.
The parametrization (2.15) continues to provide still
an excellent fit but for somewhat lower values of the pa-
rameters (β ' 0.84, γ ' 0.63). Next, in Fig. 3, we show
the dependence of the parameters λ, β γ on Ω0m for
ga = 0 and ga = −1. The dots are numerically obtained
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FIG. 3: The dependence of the parameters λ (upper curve), β (middle curve) and γ (lower curve) on Ω0m . The
blue dots are the numerically obtained values while the continuous (red) lines correspond to the best fit power laws
for GR (left figure) and modified gravity (right figure), i.e. ga = −1. In the two plots we use the same range for
comparison.
values and the continuous lines are power laws that de-
scribe the dependence of the parameters on Ω0m. In the
range Ω0m ∈ [0.25, 0.35] and assuming GR (ga = 0) we
have γ = 0.78± 0.01, λ = 1.3± 0.1, β = 1.03± 0.01.
III. CONSISTENCY OF RSD DATA WITH
PLANCK15/ΛCDM : TRENDS AND STATISTICS
III.1. Trends and Inhomogeneities in the fσ8 data
The full RSD f σ8 data set of Table II could be used
directly to identify the best fit form of the background
cosmology H(z) and/or the best fit form of Geff(z) using
the numerical solution of Eq. (2.5) to construct the pre-
dicted fσ8(z) with Eq. (2.14) and fitting it to the data
of Table II. The results of such a brute force approach
should be interpreted with care as they are affected by
three factors that may lead to misleading results
(1) Correlations Among Data Points: As mentioned in
the Introduction, the covariance matrix for the data
points of Table II is not known. This is a source
of uncertainty when fitting cosmological models to
either the full set of data or to subsets of it.
(2) Fiducial Model Correction: The different fiducial cos-
mologies for f σ8 data points shown in Table II in-
troduce another source of uncertainty that needs to
be taken into account when estimating the tension
with Planck15/ΛCDM. A proper account of this ef-
fect would require a full reconstruction of the correla-
tion function under a Planck15/ΛCDM fiducial cos-
mology for all data points of Table II. Alternatively,
an approximate correction would be to include an AP
correction factor, i.e. Eq. (1.7).
(3) Survey Systematics: Systematics of surveys that may
vary with time of publication and may lead to data
inhomogeneities.
In this section we estimate the magnitude of these ef-
fects on the tension level of the full f σ8 data set with
Planck15/ΛCDM and on the best fit values of the pa-
rameters Ω0m − σ8.
We use the full f σ8 data set of Table II to obtain the
best fit Ω0m − σ8 parameters in the context of a ΛCDM
background using the maximum likelihood method. Our
method involves the following steps:
(i) Solve Eq. (2.5) numerically and using Eq. (2.14)
obtain fσ8(z,Ω0m, σ8, ga) assuming a ΛCDM back-
dound. In this subsection we consider GR and set
ga = 0 but in the next subsection we consider also
a Geff that is allowed to have a redshift dependence
in accordance with the parametrization (2.13).
(ii) Multiply the f σ8 data of Table II (and their
errorbars) by the fiducial correction factor
q(z,Ω0m,Ω
fid
0m) =
H(z)DA(z)
Hfid(z)DfidA (z)
in accordance
with Eq. (1.7) where the denominator is obtained
from the fiducial ΛCDM model of each survey
and the numerator involves the Ω0m parameter to
be fit. In practice this factor differs from unity
by not more than 2 − 3% and thus as it will be
seen below it does not affect the tension between
Planck15/ΛCDM and the growth best fit ΛCDM
model.
(iii) As a first step for the construction of χ2 to be min-
imized, construct the vector
V i(zi,Ω0m, σ8, ga) ≡ fσ8i − fσ8(zi,Ω0m, σ8, ga)
q(z,Ω0m,Ω
fidi
0m )
(3.1)
70.1 0.2 0.3 0.4 0.5 0.6 0.7
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
Ω0m
σ 8
Best-fit
Planck ΛCDM
0.1 0.2 0.3 0.4 0.5 0.6 0.7
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
Ω0m
σ 8
Early Data Best-fit
Planck ΛCDM
0.1 0.2 0.3 0.4 0.5 0.6 0.7
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
Ω0m
σ 8
Late Data Best-fit
Planck ΛCDM
FIG. 4: The 1σ − 4σ confidence contours in the (Ω0m − σ8) parametric space. The blue contours correspond to the
best fit of the 63 compilation data (left panel), the 20 early data (middle panel) and the 20 late data (right panel).
The light green contours to the Planck15/ΛCDM , while the red and green dots correspond to the Planck15/ΛCDM
best-fit cosmology and the best fit from the growth data respectively.
where we have divided the theoretical prediction
fσ8(zi,Ω0m, σ8, ga) by the correction factor q in-
stead of the equivalent multiplication of the data
point fσ8i (and its errorbar) by the same correc-
tion factor q.
(iv) Construct the χ2 to be minimized as
χ2 = V iC−1ij V
j (3.2)
where C−1ij is the inverse covariance matrix. We as-
sume that the covariance matrix is diagonal except
of the WiggleZ subset of the data (three data points)
where the covariance matrix has been published as
CWiggleZij = 10
−3
 6.400 2.570 0.0002.570 3.969 2.540
0.000 2.540 5.184
 (3.3)
Notice that the Cij nondiagonal element of the
WiggleZ covariance matrix is well approximated as
Cij ' 0.5
√
CiiCjj . We use this approximation in
what follows for the construction of Monte Carlo
correlations among the fσ8 data points in order
to estimate the effects of the ignored correlations
among the other data points. Thus the total co-
variance matrix takes the form
Cgrowth,totalij =
 σ21 0 0 · · ·0 CWiggleZij 0 · · ·
0 0 · · · σ2N
 (3.4)
where N = 63 corresponds to the number of data
points of Table II. Clearly, this covariance matrix is
an oversimplification as it ignores the existing cor-
relations among various data points. Thus, in what
follows we consider random variations with reason-
able values of nondiagonal elements and identify the
effects of these variations on the best fit parameter
values and on the tension between these best fit val-
ues and Planck15/ΛCDM .
Previous studies have indicated a wide range of tension
levels between Planck15/ΛCDM and the growth data de-
pending mainly on the f σ8 subsample they consider from
the data set of Table II. For example Ref. [60] finds
minimal to no tension with Planck15/ΛCDM while Refs.
[27, 31] find about 3σ tension with Planck15/ΛCDM.
Thus a first question we want to address is: “What is
the tension level for the full f σ8 sample and what are the
subsamples that maximize or minimize this tension?”
In Fig. 4 (left panel) we show the Ω0m − σ8, like-
lihood contours obtained from the full data set of Ta-
ble II ignoring correlations but including fiducial model
corrections. The Planck15/ΛCDM contours are also
shown. The tension between the best fit Ω0m − σ8 and
the Planck15/ΛCDM values is at the 5σ level. The
Planck15/ΛCDM parameter values corresponds to higher
values of both Ω0m and σ8 indicating stronger clustering
than the indication of the actual data. This is also ev-
ident in Fig. 1 where the f σ8 curve corresponding to
Planck15/ΛCDM is higher than the majority of the data
points. The curve is lower and in better agreement with
the full data set for the WMAP7/ΛCDM parameter val-
ues that correspond to lower Ω0m and σ8. This weaker
clustering, compared with Planck15/ΛCDM preferred by
the growth data could be achieved in three ways: by de-
creasing the value of Ω0m, by decreasing σ8 or by de-
creasing Geff at low redshifts [27].
The self consistency of the growth data set of Table
II may be tested in several ways. One interesting con-
sistency test is the comparison of the tension level with
Planck15/ΛCDM of the early published with the more
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FIG. 5: Same as Fig. 4 but with no fiducial cosmology correction. The tension level in all three panels remains
approximatelly the same.
recently published data. Thus in Figs. 4 (middle panel)
and 4 (right panel) we show the Ω0m−σ8 likelihood con-
tours obtained using the 20 earliest published data (top
20 points in Table II where the points are ordered in
accordance with time of publication) and the 20 most
recently published data (bottom 20 points in Table II).
As shown in Fig. 4 despite of the increase of the size
of the contours due to the smaller number of data, the
tension level remains at about 4σ when the early data
are considered.
In contrast, when the late data are considered (see
right panel in Fig. 4) the tension level decreases dramat-
ically and the σ-distance between the best fit Ω0m − σ8
parameters and the corresponding Planck15/ΛCDM pa-
rameter values drops below 1σ. This dramatic decrease
could be due to following:
(i) The fiducial models considered in early data points
that were different from the Planck15/ΛCDM fidu-
cial model assumed in more recent studies. In order
to estimate the effects of the assumed fiducial model
we reconstruct the contours of Fig. 4 without im-
plementing the fiducial model correction described
by Eq. (1.7). The new contours are shown in Fig.
5 for the full data set (left panel), for the 20 early
data (middle panel) and for the 20 more recent data
(right panel). The qualitative feature of the reduced
tension for late data remains practically unaffected.
Thus, the choice of the fiducial cosmology is not
important in identifying the level of tension with
Planck15/ΛCDM.
This is also seen by plotting the correction factor
q(z,ΩPlanck150m ,Ω
′
0m) as a function of the redshift
shown in Fig. 6 for various values of Ω′0m. The cos-
mological parameters of WMAP7/ΛCDM are cho-
sen as they represent well the fiducial models used
for the 20 early f σ8 data. Clearly, the difference of
the correction factor from unity remains less than
3% for redshifts less than 1. This is much less
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FIG. 6: The correction factor q(z,ΩPlanck150m ,Ω
′
0m) as a
function of the redshift z.
than the typical level of error bars and explains
the reduced role of the fiducial model in determin-
ing the tension level of the growth data with the
Planck15/ΛCDM parameter values.
(ii) The covariance matrix which has been assumed to
leave most of the data points uncorrelated. The ef-
fects of possible correlations among data points can
be estimated by introducing a number of randomly
selected nondiagonal elements in the covariance ma-
trix while keeping it symmetric. In this approach we
introduce positive correlations in 12 randomly se-
lected pairs of data points (about 20% of the data).
The positions of the non-diagonal elements are cho-
sen randomly and the magnitude of the randomly
selected covariance matrix element Cij is set to
Cij = 0.5σiσj (3.5)
where σiσj are the published 1σ errors of the data
points i, j. The coefficient 0.5 is chosen in anal-
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FIG. 7: Same as Fig. 4 but with a random covariance among 25% of the data points (assumed to be correlated in
pairs). The tension level in all three panels remains approximatelly the same.
ogy with the magnitude of the nondiagonal ele-
ments of the WiggleZ survey covariance matrix.
The Ω0m − σ8 likelihood contours corresponding to
Fig. 4 with the use of a nontrivial covariance matrix
constructed as described above, is shown in Fig. 7.
The qualitative features of Figs. 7 and 4 remain
similar for the full data set as well as the early data
where there is 5σ tension with the Planck15/ΛCDM
parameter values while this tension disappears for
the 20 most recently published data points. Thus
the introduction of a nontrivial covariance matrix
does not change the qualitative conclusions of our
analysis which indicate a significant evolution (de-
crease) of the level of the tension with the time of
publication of the f σ8 data.
(iii) Increased redshifts of more recent data points that
probe redshift regions where different ΛCDM mod-
els make similar predictions as shown in Fig. 8
(bottom panel). This degeneracy is due to mat-
ter domination that appears in all viable models
at early times. Due to the probe of higher red-
shifts the more recent data points also have larger
error bars a fact that also make them less powerful
in distinguishing among different models. The fact
of increased redshifts and errorbars for recent data
points is demonstrated in what follows.
(iv) Improved methods and reduced systematics may
have lead to stronger evidence in favour of the con-
cordance Planck15/ΛCDM cosmological model.
To summarize, the sigma differences for all the cases of
contours can be seen in the following Table III
TABLE III: Sigma differences of the best fit contours
from the Planck15/ΛCDM for Fig. 4, Fig. 5 and Fig. 7.
Full Dataset Early Data Late Data
Fig. 4 Contours 4.97σ 3.89σ 0.94σ
Fig. 5 Contours 5.44σ 4.36σ 0.97σ
Fig. 7 Contours 4.76σ 4.77σ 0.37σ
The trend for reduced tension of the growth data with
Planck15/ΛCDM may be seen more clearly by plotting
the residuals of the data points of Fig. 1 with respect
to the Planck15/ΛCDM f σ8 prediction. These residuals
are defined as
δfσ8(zi) ≡ fσ8(zi)
data − fσ8(zi)Planck15
σi
(3.6)
In Fig. 9 we show these residual data points (with
Planck15/ΛCDM fiducial model corrections) ordered
with respect to time of publication (top panel) and the
corresponding N point moving average (bottom panel)
setting N = 20. The moving average can be defined as
fσ8j ≡
j∑
i=j−N
δfσ8(zi)
N
(3.7)
Clearly the consistency of the growth data with
Planck15/ΛCDM improves steadily with time of publi-
cation. The corresponding moving averages of the error
bars and published data redshifts are shown in Fig. 8 in-
dicating that both the moving average redshift and error
bar increase with time of publication (top panel).
The increase of the average data redshift is to be ex-
pected due to the improvement of sensitivity of surveys.
However, the increased error bars is an unexpected fea-
ture and deserves further investigation in view also of
the fact that previews studies [28] have indicated that
the f σ8 error bars may be overestimated.
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FIG. 8: Top panel: The 20 point moving average of f σ8
error bars dependence on time of publication. Bottom
panel: The 20 point moving average of f σ8 redshifts
dependence on time of publication.
We thus address the following question: “Are the f σ8
error bars of Table II consistent with the spread of the
f σ8 points?” In order to address this question we com-
pare the variance of the real data fσ8 residuals from their
best fit ΛCDM with the variance of 100 Monte Carlo re-
alizations of the corresponding residual data. In each
Monte Carlo realization of the 63 residual data points,
each data point is generated randomly from a Gaussian
distribution with zero mean and standard deviation equal
to the error bar of the real data point. The Monte Carlo
variances are shown in Fig. 10 (100 red dots) along with
the variance of the real data residuals (dotted line). The
variance of the 100 Monte Carlo residual data sets is
σ2MC = 0.0079 ± 0.0015 while the variance of the real
data residuals is σ2RealData = 0.0030± 0.055.
This reduced variance of the real data could be due
to either overestimation of the errors of the f σ8 data of
Table II or due to correlations/double counting in these
data. In order to estimate the effects of correlations we
introduce artificial double counting in the Monte Carlo
data by enforcing 25% of the data points to have an
identical corresponding data point is the Monte Carlo
f σ8 data set. The corresponding results after introduc-
ing artificial double counting in 25% of the Monte Carlo
data can also been seen in Fig. 10 (blue points). In
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FIG. 9: Top panel: The residual of the data points with
Planck15/ΛCDM fiducial model correction based on Eq.
(3.6). Bottom panel: The 20 points moving average
defined by Eq. (3.7) with time of publication.
this case the variance of the Monte Carlo data becomes
σ2MC = 0.0077 ± 0.0023 which is still significantly larger
than the variance of the real data. Thus a moderate level
of double-counting is not enough to explain the reduced
spread of the real data. This implies that either the er-
ror bars of the f σ8 data are indeed overestimated or that
there are systematic effects that prevent the data from
having the anticipated from the error bars spread.
III.2. Implications for modified gravity
The trend for reduced tension of the growth data with
Planck15/ΛCDM with time of publication implies also a
trend for reduced indications for evolution of the effective
Newton’s constant Geff . This trend is well parametrized
by the parameter ga of Eq. (2.13).
Assuming a Planck15/ΛCDM background we fit the
theoretically predicted fσ8(z,Ω
Planck15
0m , σ
Planck15
8 , ga)
obtained from Eqs. (2.2) and (2.14) to the full data set
of Table II as well as to early and recent subsets in order
to identify the evolution of the hints for modified grav-
ity implied by the growth data. In Fig. 11 we show the
1σ range implied for ga from the full f σ8 data set, and
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FIG. 10: The variances of 100 Monte Carlo data sets.
Each red circular point provides the variance of an
Monte Carlo residual data set with uncorrelated data,
while each blue point provides the variance of a residual
data set with 25% double-counted data points (12
identical pairs of data points). The red square point
describes the mean value of the uncorrelated data
variances with the standard deviation whereas the blue
triangular point is the mean value of the correlated data
variances with one standard deviation.
for 20 point f σ8 subsamples starting from the earliest
subsample and ending with the most recent subsample.
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FIG. 11: The 1σ range implied for ga from the full f σ8
data set. Every blue point corresponds to the best fit ga
obtained from a 20 point f σ8 subsample starting from
the earliest subsample (on the left) to the latest (on the
right). The red square point describes the the best fit ga
obtained from the full data set along with the error bar.
The 1σ range for ga using the full data set of Table II
is ga = −0.91±0.17 (red point). The 20 point subsample
best fits start from ga = −1.28+0.28−0.26 (earliest subsample)
which is inconsistent with GR (ga = 0) at about 4.5σ
level and ends with the subsample of the 20 most recent
data points which imply ga = −0.43+0.46−0.41 which is less
than 1σ away from the GR prediction ga = 0.
IV. CONCLUSION-DISCUSSION
We have constructed a large f σ8 growth data set which
includes the vast majority (if not all) of the f σ8 RSD data
published to date by several redshift surveys. The data
set consists of 63 distinct data points published by differ-
ent surveys and/or at different times and to our knowl-
edge is the largest f σ8 compilations that has appeared in
the literature so far. Even though this data set is plagued
by correlations among data points and possible double
counting it is still useful in identifying general trends of
the data as well as the sensitivity of the best fit parame-
ters to the fiducial model corrections and to correlations
among the data points. Taking various subsamples of the
full data set we have demonstrated that the consistency
of the published f σ8 data with Planck15/ΛCDM has im-
proved significantly for the data published during the last
2-3 years. In fact for these data there is currently no ten-
sion with the Planck15/ΛCDM in contrast with earlier
data published before 2016 which are at about 3 − 5σ
tension with Planck15/ΛCDM. A partial cause for this
reduced tension is the fact that more recent data tend
to probe higher redshifts (with higher errorbars) where
there is degeneracy among different models due to mat-
ter domination. Thus probing redshifts less than one may
be a more effective way for distinguishing among different
cosmological models.
In addition we have demonstrated that a parametriza-
tion of the form of Eq. (2.15) provides an excellent fit
to the the product f σ8(z) obtained from the numerical
solution of the Eq. (2.2) with Eq. (2.14) in both GR and
in modified gravity theories.
Alternative data sets that directly probe the linear
growth rate of density perturbations include weak lensing
data (eg. KiDS [22, 117] or the DES data [25, 118–120])
and the Planck Sunyaev-Zeldovich (SZ) cluster counts
[121]. Even though the preferred values of σ8 − Ω0m as
obtained from the KiDS weak lensing data and from the
Planck SZ cluster counts are in tension with the Planck
analysis of primary fluctuations(Planck15/ΛCDM) they
are significantly more consistent with the RSD growth
data. This fact is demonstrated in Table IV where we
show the σ-distance of the KiDS and Planck cluster
σ8 − Ω0m best fits from the RSD data σ8 − Ω0m best
fit.
This Table indicates that the three sets of data that are
probing directly the growth rate of cosmological fluctu-
ations (weak lensing, RSD and Planck clusters) are con-
sistent with each other but they are in some tension with
the Planck analysis of primary fluctuations which is not
as sensitive to the late redshift growth rate of pertur-
bations. This effect could be viewed either as a hint of
systematics in the data that probe directly the growth
rate of density perturbations or as an early hint of new
physics (perhaps of gravitational origin). The detailed in-
vestigation of this effect using both early and late weak
lensing and cluster number counts data is an interesting
extension of this analysis.
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TABLE IV: Sigma distances of the best fit parameter
values of other growth sensitive data sets from the RSD
data σ8 − Ω0m best fits.
Full RSD Early RSD Late RSD
Dataset Data Data Data
KiDs Data [22] 1.17σ 0.42σ 1.50σ
(Ω0m = 0.295
+0.052
−0.087,
σ8 = 0.747
+0.093
−0.125)
Planck Clusters Data [121] 1.21σ 1.52σ 1.23σ
(Ω0m = 0.33± 0.03,
σ8 = 0.76± 0.03)
Other interesting extensions of the present work in-
clude the search for possible tensions between early and
more recently published data in different data sets in-
cluding geometric probes (SnIa and BAO) as well as dy-
namical growth probes such as weak lensing data. For ex-
ample as mentioned above, the KiDs data have indicated
significant tension with Planck15/ΛCDM while this ten-
sion is not as strongly supported by other weak lensing
data such as the DES data [25, 118–120].
Finally, our analysis indicates all the f σ8 subsam-
ples indicate that Geff has higher probability to be
decreasing with redshift at low z than to be constant as
indicated by GR. Thus it would be interesting to identify
those modified gravity models that are consistent with
this indication.
Numerical Analysis Files: The numerical files
for the reproduction of the figures can be found at
http://leandros.physics.uoi.gr/growth-tomography/.
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Appendix A: Fiducial Cosmology Correction
The proper way to homogenize the data set with re-
spect to different fiducial cosmologies would be to recal-
culate all the f σ8 data points using the same fiducial
cosmology in the construction of the correlation func-
tion. This approach is not practical as it would require
a recalculation of f σ8(Ω0m, σ8) for all parameter values
(Ω0m, σ8) for which a value of χ
2 is to be calculated. An
alternative approximate approach is the use of correction
factors like the one of Eq. (1.7) which are obtained in the
context of specific approximations. Such approaches in-
clude the following
• The fiducial correction in Ref. [28], used in our
analysis through Eq. (1.7). This correction factor
tends to slightly increase the value of the f σ8 data
points when transforming from a WMAP7/ΛCDM
fiducial model to a Planck15/ΛCDM model as
shown in Fig. 1 of Ref. [28].
• The fiducial correction described in Ref. [56] where
the transformation of f σ8 from WMAP best fit cos-
mology [93] to the Planck best fit cosmology [122]
is considered. Setting the WMAP7/ΛCDM as the
fiducial model and Planck15/ΛCDM as the true
cosmology, the relations between the correspond-
ing three dimensional correlation functions taking
into account the AP effect is
ξPlanck(d`‖, d`⊥) = ξfid.(f‖d`‖, f⊥d`⊥) (A1)
where f‖ = Hfid./Hplanck, f⊥ = D
planck
A /D
fid
A .
The corresponding relation between the f σ8 under
specific approximations (e.g. the bias is assumed
proportional to σ8) may be shown [56] to be
fσ8Planck = fσ8fid.C
(
f‖
f2⊥
)(3/2)(
σplanck8
σfid.8
)2
(A2)
where C =
∫ k2
k1
dk
√
P fid.m
PPlanckm
=
∫ k2
k1
dk
√
P ′m
Pm
. Sub-
stituting the definitions of f‖ and f⊥, Eq. (1.7)
takes the following form
q(z,Ω0m,Ω
′
0m) = C
(
H ′(z)D′A(z)
2
H(z)DA(z)2
)3/2
·
(
σ8
σ′8
)2
(A3)
Using Eq. (A3) for fiducial model correction in
our analysis (setting C = 1) does not change the
trend of reduced tension with Planck15/ΛCDM for
the more recent f σ8 data. However it does reduce
significantly the overall tension of Planck15/ΛCDM
with the early data. The new tension levels in the
context of the correction factor (A3) are shown in
Table V
TABLE V: Sigma differences of the growth data best fit
parameter values from the Planck15/ΛCDM under the
fiducial correction of Ref. [56].
Full Early Late
Dataset Data Data
Correction factor (A3) 2.15σ 1.49σ 0.86σ
No correction 5.44σ 4.36σ 0.97σ
(A3) with random covariance 2.27σ 1.15σ 0.67σ
• An alternative fiducial correction factor [55] is writ-
ten as
f σ′8 =
(
β +
n
2
(
1− H
′D′A
HDA
))
b σ8 ≡ f σ8 + f σcorr8
(A4)
where b is the bias, n is the logarithmic derivative
of the power spectrum (n = dlnPdlnk ).
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The practical implementation of correction factors (A3)
and (A4) is not as straightforward as the implementation
of Eq. (1.7) as the former require information about the
power spectrum.
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