Abstract. Institutions have been proposed as a means to regulate open interaction systems by introducing a set of norms (involving deontic positions like authorizations, obligation, prohibition and permissions) and to define the ontology of the context in which agents interact. To better clarify the interdependence existing among deontic positions and the ontology defined by each institution, in this paper we propose to model institutions in terms of status functions imposed on agents and defined as aggregates of deontic positions. We present a metamodel which describes the concepts necessary to specify an institution and FIEVeL, a language that can be used to formalize institutions. Finally, we discuss how to automatically translate FIEVeL specifications into the input language of the SPIN model checker and the kind of properties that it is possible to check.
Introduction
Following the ideas presented in [17] , institutions have been put forward as a means for regulating open interaction systems where agents' internal states cannot be accessed or agents are implemented by different parties. Norms play a fundamental role in the design and management of open systems, because they create positive expectations in the outcomes of such systems and make more predictable the behavior of other agents which are assumed to be autonomous. For this reason, in [7, 3, 13, 10] the authors propose to model interaction systems in terms of electronic institutions, a formalism developed to design protocols and which can be used to automatically enforce them as explained in [6] . From a different perspective, but with similar objectives, also in [20, 22] normative systems have been proposed to describe agents behavior in terms of obligations, prohibitions, and permissions when it is not possible to assume that agents will behave according to the expected behavior.
Following the analysis of institutional reality presented in [21] , in [9, 24] we have suggested that institutions not only define norms, but also the ontology of the interaction context. For instance, the institution of the English Auction defines the very concept of winning an auction, which also implies that the winner ought to follow a set of norms. In [9, 24] institutional attributes assigned to entities and norms are combined to describe the interaction context and the protocol as in [4, 20] . Institutions have been essentially applied to define protocols, therefore we will exemplify our approach with examples taken by a widely used interaction protocol, the English Auction, which allows us to exemplify and compare our approach with other attempts to formalize institutions.
While in [4, 9, 20, 24] institutional states are described and are assumed to exist independently of agents' deontic positions (authorizations, obligations, etc.), following Searle [21] we think that, with the exception of institutional facts related with the creation of meaning, institutional facts cannot be described or exist without deontic positions. In fact, when an agent modifies or creates a new institutional fact, it is actually modifying an authorization or creating new obligations for another agent or for itself. For instance, when the auctioneer declares a new current price, participants are authorized only to make higher bids.
Following Searle [21] , institutional facts are built thanks to the ability of agents to collectively impose new statuses, named status functions 1 , on objects, events or agents. When a new status function is imposed on an agent (or an object) by a community of agents, it holds certain positions and performs certain functions independently of its physical features. Moreover, since institutional objects represent the continuous possibility of agents' activities [21] , imposed status functions become manifest only when they are necessary to perform actions. Therefore, when agents impose a new status function, they are actually creating new possibilities of action for agents themselves.
Starting from this point, we propose to model all institutional facts, even those imposed on events and objects, in terms of status functions imposed on agents, which are named agent status functions. In particular, we describe agent status functions in terms of deontic positions, which represent what actions are authorized, obliged, forbidden, or permitted for an agent. In doing so, institutional events can be characterized in terms of what status functions are imposed or revoked, which helps to clarify how each institutional event changes agents' deontic positions.
Once we have formalized an institution, we have also to ensure that our specification is sound and allows agents to reach the desired states of affairs. Furthermore, as soon as institutions become complex, without the aid of an automated techniques it is prohibitive to foresee all possible evolutions and states in which the institution may evolve. For this reason in this paper we also consider how to verify institutions by applying model-checking techniques [2, 19] . Automated formal verification should be considered as an important step in the development of institutions, because it can increase the reliability of institutions by ensuring that agents will be provided with all the needed powers to fulfill their objectives and that they will not be subject to contradictory or undesired norms.
The remainder of this paper is so structured: in Section 2 we define a metamodel of institutional reality based on the concept of status functions. In Section 3 we briefly present the syntax and the semantics of FIEVeL, a language that can be used not only to model artificial institutions, but also also to verify such specifications. In Section 4 we show how FIEVeL specifications can be translated into Promela (Process Meta Language), the input language of the SPIN model checker [12] , while in Section 5 we discuss what kind of properties can be checked in our current implementation. Finally in Section 6 we present an evaluation of our approach and a comparison with other works in the field of institutions and normative systems.
The Institution Metamodel
Many researches on institutions share several common or strongly related notions such as the concepts of role, norms, and authorization [4, 9, 10, 20] . In this section we introduce our institution metamodel to enhance a comparison with other works and to explain what are the key concepts that we perceive as essential to specify an institution, the relationships existing between them and their intended meaning. As shown in Figure 1 , our metamodel is based on the notion of agent status function, that is, a status imposed on an agent and recognized as existing by a set of agents. Typical examples of status functions are not only the concept of auctioneer, participant, or winner of an auction, but also being the owner of a good, being the husband or the wife of somebody. The concept of status function shares several features with the concept of role as it has been discussed in the literature (refer to [1, 16] for an overview). Despite that, we prefer to use the term status function for three reason: (i) the term role has been used with different meanings and it has been characterized in terms of very different concepts such as mental states, tasks, duties, etc; (ii) the term status function better represents the fact that we are concerned with status assigned to agents to perform several functions and whose existence depends on those agents that recognize them as existing; (iii) the concept of status function is broader than the concept of role as used, for example, in [1] . In fact, it seems to be difficult to describe in terms of a "preexisting organization" being the owner of a good or being under age, while it is quite natural to regard them as status functions imposed by a group of agents.
We define status functions as possibly empty aggregates of deontic positions that can be expressed in terms of two main concepts, authorizations (also named institutionalized power [14, 20] ) and obligations. An obligation is characterized by a state and by four expressions (whenever, start, fulfillment, and violation) which are used to specify conditional obligations and when an obligation should be considered fulfilled or violated (more details can be found in [23] ). An obligation is created because a status function is imposed, changes its state when its conditions are satisfied, and eventually reaches a final state (fulfillment, violation, revoked) either because its expressions are evaluated to true or because it is associated to a revoked status function. Obligations can be also used to express prohibitions by specifying suitable violation expression, while we do not define a specific construct to explicitly represent the fact that an agent is permitted to perform an action as in [4, 10, 20] . Instead, as in [24] we consider that every authorized action, if it is not prohibited, is also permitted.
Interdependent status functions are declared within institutional entities which enforce on a group of status functions a set of constraints (e.g. an auctioneer cannot be also a participant). Moreover, institutional entities define cardinality constraints, like "an auction is composed by an auctioneer and a set of participants".
Base-level events reflect changes that are produced in the physical world or that are relative to lower level institutions, like time events and exchange message events. We do not name these kinds of events "physical" because, strictly speaking, most events are somehow dependent on language and therefore institutional [21] . Despite that, in most cases the deontic positions we want to model are not affected by the institutional nature of those events, and therefore we can ignore it. In FIEVeL base-level events are modelled as if they were perceived and analyzed by a centralized institution manager, which manages the state of the system and updates it when an event occurs. Although such an assumption would be unrealistic in the implementation of a distributed system, we introduce it to reduce the complexity of the verified model. Also, it can be noticed that several prototypes of institutions [6, 11] and normative systems [8] consider a single centralized component which makes the institutional (normative) state evolve.
In the literature only agent actions have been considered relevant to describe institutions [4, 9, 20, 22, 24] , and the attention has been focused on a single action type, namely the act of exchanging a message [7] . In our approach we are also interested in modelling the institutional effects of events that are not generated by agents, like for instance time events. In particular, a time event can counts as an institutional event (e.g. in most cultures the 18th birthday imposes new status functions on a person) or can cause the evolution of the state of an obligation. Therefore, it could be the case that an environmental event leads the system from a legal state (where no violations have occurred) to an illegal state, while permitted actions executed in a legal state must lead only to a legal state as described in [22] .
Institutional events are not directly produced by the environment or by an agent thanks to its own capabilities, because their effects need to be recognized by a set of agents. Instead, institutional events happen because agents accept that when certain base-level events occur, if certain contextual conditions are satisfied, they count as institutional events. Therefore, there exists an ontological difference among baselevel events and institutional events: while the former exist because they correspond to certain physical changes, the latter exist because they are recognized as existing by a community of agents.
In [9] we discussed what kind of contextual conditions are relevant to model that an agent action counts as an institutional action. In particular, we single out the following conditions: (i) there must exist a convention, namely a message type, binding the agent action to the institutional action; (ii) the system must satisfy the preconditions associated to the institutional action; (iii) the agent must be authorized to perform the institutional action. In this paper we extend the treatment of the count-as relation by considering institutional events in general. Therefore, the act of exchanging a message cannot be taken as our unique primitive to specify conventions. Instead, any base-level event can be used to define a new convention. As in [9] an ontological precondition must be satisfied, although here preconditions are expressed in terms of the existence of absence of certain status functions. Finally, in the case of institutional actions, the agent must also be authorized. If all these conditions are satisfied, a base-level event counts as an institutional actions and its effects take place, which means that certain status functions will be assigned or revoked. Figure 1 not only depicts our metamodel of institutions, but it actually represents the abstract syntax of FIEVeL (Functions for Institutionalized Environments Verification Language), a language that has been defined to model institutions in terms of the concepts introduced by our metamodel and to verify them by applying model-checking techniques [2, 19] . For this reason, FIEVeL has been designed to limit the state explosion problem [2] and to be translated into Promela, the input language of the SPIN model checker [12] . In the following of this Section we will discuss the formal framework we have developed to define the semantics of FIEVeL and we will exemplify FIEVeL constructs by reporting few fragments extracted by our specification of the English Auction institution. More details about the formal semantics of FIEVeL, its grammar and the full specification of the English Auction can be found in [23] .
FIEVeL
A FIEVeL specification may be composed of several institutions that are concurrently executed, although at the moment FIEVeL does not allow the development of interdependent institutions, that is, institutions whose state and evolution directly depend on the state of another institution. A FIEVeL specification is composed by four main sections:
-basic-domain definition, where a designer can define new basic types by specifying them as subsets of built-in basic types or by enumerating their elements. FIEVeL defines few built-in basic types, like integers (int), agent identifiers (AID), objects identifiers (OID) and date stamps (Date). User defined basic types can then be used to define complex types (status functions, events, etc.). -base-events definitions, where a designer can list all the relevant messages, constituted by a message type and a (possible empty) set of attributes, which can affect the institutions defined in the current specification. At the moment FIEVeL assumes that all messages belong to a single type of communicative acts, namely, declarations [9] . -institution definitions, where for each institution it is possible to specify a set of institutional entities and status functions, a possibly empty set of constraints on them, and a set of conventions binding base-level events to the performance of several institutional-events. In Figure 2 it can be noticed that preconditions of institutional events are specified in terms of the existence or absence of certain status functions, while their effects are expressed by assigning (or revoking) several status functions on agents. As in [15] , an institutional event describes some changes among two consecutive states representing which "variables" have been modified and their new values. -model definition, where elements composing each basic domain and the initial state of the system, described by imposing certain status functions on agents, are defined. Domain elements are specified because SPIN is able to verify only finite models.
In Figure 2 we report a few fragments of our specification of the English Auction institution, showing that an auctioneer that has received at least one offer (represented by OFFERED status function) is not only authorized to declare the current winner if no agent can still make a bid (INROUND), but since then it is also obliged to do so before the next time instant has elapsed. The action currentWinner is conventionally bound to the exchange of a message of type decCurrentWinner and, if the agent indicated as winner of the round is the first which has offered the highest price, therefore that agent is declared current winner and offers relative to the previous round are cancelled.
In FIEVeL time is considered as a component of the system and is explicitly represented with a variable whose value is incremented after each time event and that can be accessed by means of the now function. Two consecutive time events t i and t i+1 may be separated by a sequence (possible empty) of other base level events, which are assumed to occur at time t i . Hence the institutional state may change due, for instance, to message-exchange events even if the time variable does not change. Therefore, time aspects are regarded in two distinct ways: (i) as in classical temporal logic, to define qualitative properties (e.g. it is always the case that an auctioneer cannot win an auction), and (ii) as in RTTL [18] to express quantitative properties (e.g. the auctioneer must open the auction before two minutes since now).
Every FIEVeL specification corresponds to an ideal transition system characterized by a many sorted first-order signature where every transition represents all institutional effects (institutional actions, fulfillment of obligations, etc) associated with a base-level event. Actually, the generation of such transition system is not only computationally expensive, but it would also lead to a huge number of Promela code lines. In fact, due to several limitations of SPIN, for every institution instance we should generate a transition for each possible combination of base-level events, institutional-events, and obligation state change. For this reason, instead of calculating the ideal transition sys- tem, we prefer to derive a computational transition system, such that each transition partially represents the institutional effects of an event, so that summing the effects of a sequence of transitions we can reach the same institutional state.
To demonstrate that we can build a computational transition system which simulates the ideal system, that is, satisfies the same properties we want to verify, let M = (S, S 0 , R, V ) be a Kripke structure over a set AP of atomic propositions such that S is a finite nonempty set of states, S 0 ⊆ S is a finite nonempty set of initial states, R is a total relation on S, and V is a valuation function associating a value in {0, 1} at each atomic proposition p in AP for each state. In the sequel we write π k for the k-th state of path π = s 0 , s 1 , s 2 , . . . and π k for the suffix of π starting at state π k , that is, the sequence s k , s k+1 , s k+2 , . . . Π stands for the set of all paths in M , while Π 0 represents the set of all initialized paths in M , that is, the set of all paths whose first state is an initial state (formally:
Let M be a second Kripke structure defined over a set of atomic proposition AP such that AP ⊆ AP ; we define a relation Z ⊆ Π × Π such that (π, π) ∈ Z if and only if for each proposition p ∈ AP : Let us consider a Kripke structure M characterized by a set AP = {p, q} of atomic propositions and let M be a second Kripke structure defined over AP = {p, q, x, y}. Figure 3 depicts two paths π and π related by the Z relation ((π, π) ∈ Z). The reader can observe that: (i) the valuation of common propositions p and q is the same in the first state; (ii) there exists a segment of length k 0 such that state π k0 has the same valuation of π 1 and all other states of the segment have the same valuation of state π 0 ; the suffix π k0 is related by Z to the suffix of π starting from π 1 . Path π is therefore emulating the behavior of path π by simulating each transition on path π with a finite sequence of transitions, such that it keeps unchanged the truth values of common atomic propositions until it changes them in a single step. Intuitively, we can imagine building a path π by taking path π and inserting between two consecutive states (π i , π i+1 ) a new set of intermediate states which are characterized by the same valuation function of state π i .
It can be demonstrated (see [23] ) that if for each π ∈ Π 0 exists a π ∈ Π 0 such that (π, π) ∈ Z, and for each π ∈ Π 0 exists a π ∈ Π 0 such that (π, π) ∈ Z, for each temporal formula ϕ composed by atomic propositions belonging to AP and which does not contain the next temporal operator, M |= ϕ with respect to initialized paths Π 0 if and only if M |= ϕ with respect to Π 0 . This result can be extended to transition systems (see [23] ) and it means that given an ideal transition system which corresponds to a FIEVeL specification, we can build a computational transition system which preserves all temporal properties of the ideal system. It can be observed that to obtain this result we have to renounce to the next operator, which does not represent a problem considering that not even SPIN supports it for efficiency reasons. Although in [5] the next temporal operator has been used to specify interaction protocols, we think that its use is problematic if we consider as possible events not only message exchanges but also time events, since it is not longer ensured that the next state is due to a message exchange. For this reason, we think that renouncing to the next operator in the specification of an institution is a sensible choice.
Thanks to this result, in [23] we define the semantics of FIEVeL in terms of a computational transition system, although, at a more abstract level, the designer may reason in terms of the ideal transition system. Moreover, it guarantees that FIEVeL specifications can be verified with SPIN and that every property regarding the institutional state holding in the ideal institution also holds in the Promela model, and vice versa.
Translating FIEVeL into Promela
A Promela specification is composed by a set of processes and global variables that can be described by defining new process types and record structures. Essentially a Promela process is constituted by a set of statements, which can be simple statements, like assignments, or compound statements, like selection (if) and repetition (do). Each statement is characterized by an enabling condition and a postcondition. Promela imposes severe restrictions on what can be specified in a precondition, therefore, to overcome such limitations and to increase the expressiveness of FIEVeL without producing an huge number of intermediate states, we chose to use embedded C code to calculate transition preconditions and their effects. The SPIN model checker adopts an interleaving semantics, which means that when several processes have executable statements, it randomly chooses one of them and executes it. When all enabling conditions are evaluated to false, two special preconditions (also named guards), timeout and else are evaluated to true. In particular, else is enabled only if all transitions at the process level cannot be executed, while timeout is evaluated to true only if no process has an enabled transition. In this brief overview we have just introduced a few concepts that are necessary for the sake of the present discussion, while further details can be found in [12] .
To model check FIEVeL specifications we have defined an automatic translation of FIEVeL into Promela which proceeds as follows. First, status functions, institutional entities, obligations, base events and institutional events are translated into a set of type definitions, which are then used to declare a set of variables representing the state of the system. According to the framework discussed in Section 3, in Promela we identify two groups of variables, one representing the current institutional state and another which is exploited to generate the next institutional state.
Each institution contained in a FIEVeL specification is then translated into a new process definition according to the pattern represented in Figure 4 . Each process instance is associated to an identifier to bind the process with an appropriate set of variables representing its state. Every process representing an institution consists of a main loop which is enabled whenever a new base event is generated. For the sake of simplicity, we can imagine that the process contains an inner loop where each option represents an institutional event or an obligation state transition. Actually, to further reduce the number of intermediate transitions and to generate a more compact Promela code, our current implementation introduces several improvements that have not been reported in Figure 4 . As discussed in Sections 2 and 3, institutional states evolve because base-level events happen and they count-as institutional events. To model base level events, we define a new process, named eventGenerator, which generates actions and events as if they were produced by agents or the environment. Actually, since we are concerned with the analysis and verification of institutional reality, at each stage we only consider those events that, according to the institutional state of the system, can count as an institutional event and we randomly generate one of them. The general structure of an eventGenerator is represented in Figure 5 .
Finally we declare an init process to generate the initial state of the system according to the model-definition section of a FIEVeL specification. Essentially, the init process sets the initial values of the variables and for each institution instance creates a process of the corresponding process type.
To intuitively show that our translation respects the framework depicted in Section 3, we can observe that the eventGenerator is executed only when no other processes have an enabled statement, as guaranteed by the timeout guard. Since it is activated, the eventGenerator updates the current state with the values contained in the next state variables, calculates the truth value of a set of propositions representing counts-as conditions (preconditions and authorizations) and finally, if it is possible and if a termination condition has not been reached, generates a new event. Finally, it sets the next base-level event, which also means that analyzed variables are set to false, and since then all other processes can be executed. Therefore, according to the process structures presented in Figure 4 and Figure 5 , we ensure that whenever an eventGenerator is executed, any other process cannot be interleaved. Also, we guarantee that the eventGenerator is executed only when all institutions instances have generated the next institutional state by considering all possible institutional transitions (counts-as, institutional-event effects, and obligation transitions), such that current state variables can be updated with the new calculated values. An important aspect of our translation of FIEVeL into Promela is that we can directly check LTL properties, instead of writing assertions embedded in the Promela code. As a consequence, properties definition results significantly simplified and it can be automated, although at the moment this feature has not been implemented yet in our tool.
Verifying Institutions
Once an institution has been defined with FIEVeL and translated into Promela, we think that there are two main type of properties that must be verified, soundness properties and domain specific properties. Soundness properties represent general desirable properties of institutions which stem from the metamodel: for example, the soundness of an institution specification requires the consistency of the set of deontic-powers associated to a status function (weak consistency) and the consistency of all the obligation of status functions that may be assigned to an agent (strong consistency). Instead, domain specific properties stem from peculiar features of the specified model and regard the functionality of an institution: for instance, we may check if it is possible that a participant is declared to be the winner of an auction. In the following we exemplify our approach by defining several LTL properties that can be checked in our approach and we show how they can be verified in SPIN.
Soundness properties are often defined to guarantee the rationality of an institution. For instance, an institutional event must eventually happen in at least one execution. By checking the satisfiability of the following formula, where we combine FIEVeL expressions with temporal operators, we can verify that an event of type current winner is must happen in least one execution:
Fhappens(current winner is)
Temporal operators and FIEVeL expressions can be combined because we assume that semantics domains are fixed at all states of our system. The SPIN model checker only admits propositional symbols into LTL formulae [12] , hence we must introduce new propositional symbols corresponding to FIEVeL expressions. For instance, the happens expression reported above is translated as follows:
#define happens currentWinner (lastEvent.EAI currentWinner ==true)
If the property does not hold, the model checker returns a counterexample which shows a possible trace that violates it. To optimize the verification process we have encoded several controls into the FIEVeL translator, e.g. the specification defines at least one convention for each institutional event.
To conclude this section we report an example of a domain specific property that allows us to verify that desired institutional states may be reached, which implies that our specification defines all the institutional actions and authorizations needed for the correct evolution of the system. For instance, we may want to check that only a participant can become the winner of an auction. This requirement also means that an auctioneer cannot win an auction and that any participant may eventually become the winner. These properties are formalized as follows:
By verifying if property 1 is valid and if property 2 is satisfiable and by analyzing the generated counterexamples, we discovered and fixed an error in an earlier version of our specification of the English Auction. In fact, the effects of the institutional action current winner is were accidentally specified such that the status function of currentwinner was assigned to the actor of that action, instead of to the agent declared to be the winner (see Section 3). Clearly, given that such action is authorized only for the auctioneer, in that specification only an auctioneer could win an auction.
To provide the reader with a feeling of the computational costs of our approach, we report results obtained during the verification of property 1 on a desktop PC with installed Windows and equipped with a pentium 3.0 GHz and 512 MB of RAM. Clearly, results reported in Table 1 are severely influenced by the small amount of memory we had at our disposal. Despite that, we consider our results interesting, considered the complexity of the specification and compared with our experience in the verification of systems specified in Promela. Table 1 reports our experiments, where "HCm" indicates that we have applied the Hash Compression mode while "*" represents the fact that the verification process requires more than 500 seconds and therefore it has been interrupted. Analyzing results showed in Table 1 , we can observe that the number of agents and prices, but especially the number of possible time events contribute to a very fast growth of time and memory required to verify the property. This is essentially due to two different factors, one relative to our framework and one which depends on the chosen example. The representation of time as an explicit variable of the system somehow introduces an explicit counter, which leads the model checker to consider as different similar states which just differ in the value of the clock. In our formalization of the English Auction the order in which agents make their bids is associated to each OFFERED status function (see Section 3) , so that the auctioneer is able to declare a current winner even if two agents have offered the same price during a round (the first agent that has bid the highest price is declared to be the current winner ). Clearly, keeping trace of the relative order of offers contributes to increasing the number of possible paths that the model checker has to consider, and hence the amount of required memory and time.
Discussion and Conclusions
In this paper we have presented a framework for verifying institutional reality based on the notion of status function, which is regarded as a possibly empty aggregate of authorizations and obligations. Our approach is motivated by the fact that institutional events modify institutional facts and, as a consequence, agents authorizations and obligations are changed. For this reason, we chose to characterize institutional events in terms of imposition and revocation of agent status functions, which are taken as our basic concept. We have also introduced FIEVeL, a language which allows to specify artificial institutions in terms of the concepts of our metamodel. We have also briefly discussed how FIEVeL specifications can be translated into Promela, such that soundness properties can be defined and model-checked with SPIN.
Several attempts have been previously carried out to apply model checking techniques and tools to verify electronic institutions, a formalism proposed in [7] to specify institutions. Roughly speaking, the language defined in [7] describes institutions as finite automata, and starting from this point [13] and [3] focus their attention on properties of finite automata (e.g. "it is always possible to reach a final state"), while they do not take into account norms. Instead, in our approach the attention is essentially focused on verifying properties of institutional states, described in terms of status functions, which are intrinsically related with norms of the system and thereby on checking whether norms and authorizations defined by the designer are consistent. In this respect, our approach is more similar to the one presented in [4] , where answer set programming techniques are applied to represent and analyze institutions. In [4] the authors distinguish among institutional domain facts and normative facts (obligations, institutionalized power, and permissions), while in this paper we proposed a unified view of institutional domain and normative facts. Indeed, we claim that institutional facts are such only because they imply new normative facts for the interacting agents, which also represents a significant difference with respect to our previous attempts to model institutional reality [9, 24] .
As [4, 24] , in [20] several key concepts like authorizations, obligations and prohibition are used to model institutional reality. It can be observed that the formalism used in [20] to specify institutions (named normative systems) does not provide any abstraction to describe that every institutional action must be authorized in order to be successfully executed. Instead, the authors must specify this fact for every single action and for every role defined by the institution. Therefore, the definition of a metamodel provides a significant advantage, especially when many status function (or roles, using the terminology of [20] ) are authorized to perform the same institutional action. Furthermore, the definition of an automatic translation of FIEVeL into Promela allows us to verify our specification, while in [20] the authors must rely on "systematic runs".
At the moment we have started to implement a simulator of specifications written in FIEVeL, which should help the designer to test his own specifications and to understand how they will evolve by interactively determining events that will be processed by the institution. Furthermore, we plan to use the very same simulator to execute the counterexamples generated by SPIN to help the designer to reason in terms of the abstractions provided by FIEVeL and to hide the details related with Promela and its syntax. Finally we will extend our metamodel, and consequently FIEVeL, to model different interdependent institutions like in [24] , which raises, among others, two interesting research problems: first, how to model interdependencies among different contexts, and second, how to design an institution which somehow depends on another institution.
