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Abstract. Coleman’s theory of p-adic integration figures prominently
in several number-theoretic applications, such as finding torsion and ra-
tional points on curves, and computing p-adic regulators in K-theory
(including p-adic heights on elliptic curves). We describe an algorithm
for computing Coleman integrals on hyperelliptic curves, and its imple-
mentation in Sage.
1 Introduction
One of the fundamental difficulties of p-adic analysis is that the totally discon-
nected topology of p-adic spaces makes it hard to introduce a meaningful form
of antidifferentiation. It was originally discovered by Coleman that this problem
can be circumvented using the principle of Frobenius equivariance. Using this
idea, Coleman introduced a p-adic integration theory first on the projective line
[9], then (partly jointly with de Shalit) on curves and abelian varieties [10], [8].
Alternative treatments have been given by Besser [3] using methods of p-adic
cohomology, and by Berkovich [2] using the nonarchimedean Gel’fand transform.
Although Coleman’s construction is in principle quite suitable for machine
computation, this had only been implemented previously in the genus 0 case
[5]. The purpose of this paper is to present an algorithm for computing single
Coleman integrals on hyperelliptic curves of good reduction over Cp for p > 2,
based on the third author’s algorithm for computing the Frobenius action on the
de Rham cohomology of such curves [17]. We also describe an implementation
of this algorithm in the Sage computer algebra system.
For context, we indicate some of the many potential applications of explicit
Coleman integration. Some of these will be treated, with additional numerical
examples, in the first author’s upcoming PhD thesis. (Some of these applications
will require additional refinements of our implementation; see Section 5.)
– Torsion points on curves. Coleman’s original application of p-adic integration
was to find torsion points on curves of genus greater than 1. This could
potentially be made effective and automatic.
– p-adic heights on curves. Investigations into p-adic analogues of the con-
jecture of Birch and Swinnerton-Dyer for Jacobians of hyperelliptic curves
require computation of the Coleman-Gross height pairing [11]. This global
p-adic height pairing can, in turn, be decomposed into a sum of local height
pairings at each prime. In particular, for C a hyperelliptic curve over Qp
with p a prime of good reduction and for D1, D2 ∈ Div
0(C) with disjoint
support, the Coleman-Gross p-adic height pairing at p is given in terms of
the Coleman integral [10]
hp(D1, D2) =
∫
D2
ωD1 ,
for an appropriately constructed differential ωD1 associated to the divisor
D1. This pairing is effectively computable by work of the first author [1].
Using this work, it should be possible (using ideas of Besser [4]) to add in
local heights away from p, and thus compute the Coleman-Gross height pair-
ing on Jacobians of hyperelliptic curves. (In genus 1, one can then compare
to an alternate computation based on work of Mazur-Stein-Tate [22] and
Harvey [16].)
– p-adic regulators. A related topic to the previous one is the computation
of p-adic regulators in higher K-theory of arithmetic schemes, which are
expected to relate to special values of L-functions. Some computations in
genus 0 have been made by Besser and de Jeu [5].
– Rational points on curves: Chabauty’s method. For C a smooth proper curve
over Z[ 1N ], the Chabauty condition on C is that rankJ(C)
(
Z
[
1
N
])
< dim J(C),
where J(C) denotes the Jacobian of the curve. When the Chabauty condi-
tion holds, there exists a 1-form ω on J(C)an with
∫ P
0 ω = 0 for all points
P ∈ J(C)
(
Z
[
1
N
])
. We might be able to compute C(Z[ 1N ]) if we can find all
points P ∈ Can such that
∫ P
0 ω = 0. This method has already been used in
many cases, by Coleman and many others; see [23] for a survey (circa 2007).
To apply Chabauty’s method in a typical case, one needs the integral of ω at
some point in a residue disc, with which one can find all zeroes of the integral
in the residue disc. Several methods are suggested in [23, Remark 8.3] for
doing this, including Coleman integration. However, no serious attempt has
been made to use numerical Coleman integration in Chabauty’s method; it
seems likely that it can handle cases where the other methods suggested in
[23, Remark 8.3] for finding constants of integration prove to be impractical.
– Rational points on curves: nonabelian Chabauty. It may be possible to use
(iterated) Coleman integration to find rational points on curves failing the
Chabauty condition, using Kim’s nonabelian Chabauty method [18]. As a
demonstration of the method, Kim [19] gives an explicit double integral
which vanishes on the integral points of the minimal regular model of a
genus 1 curve over Q of Mordell-Weil rank 1. The erratum to [19] includes a
corrected formula, together with some numerical examples computed using
the methods of this paper.
– p-adic polylogarithms and multiple zeta values. These have been introduced
recently by Furusho [13], but little numerical data exists so far.
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2 Coleman’s theory of p-adic integration
In this section, we recall Coleman’s p-adic integration theory (for single integrals
only) in the case of curves with good reduction. This theory involves some con-
cepts from rigid analytic geometry which it would be hopeless to introduce in
such limited space; some standard references are [6] and [12]. (See also [10, §1].)
Let Cp be a completed algebraic closure of Qp, and let O be the valuation
subring of Cp. Choose once and for all a branch of the p-adic logarithm, i.e., a
homomorphism Log : C×p → Cp whose restriction to the disc {x ∈ Cp : |x− 1| <
1} is given by the logarithm series log(x) =
∑∞
i=1(1−x)
i/i. (The choice of branch
has no effect on the integrals on differentials of the second kind, i.e., everywhere
meromorphic differentials with all residues zero.)
We first introduce integrals on discs and annuli within P1.
Definition 1. Let I be an open subinterval of [0,+∞). Let A(I) denote the
annulus (or disc) {t ∈ A1Cp : |t| ∈ I}. For
∑
i∈Z cit
i dt ∈ Ω1A(I)/Cp and P,Q ∈
A(I), define∫ Q
P
∑
i∈Z
cit
i dt = c−1Log(Q/P ) +
∑
i6=−1
ci
i+ 1
(Qi+1 − P i+1).
This is easily shown not to depend on the choice of the coordinate t.
Remark 2. Note that because of the division by i + 1 in the formula for the
integral, we are unable to integrate on closed discs or annuli.
We next turn to curves of good reduction.
Definition 3. By a curve over O, we will mean a smooth proper connected
scheme X over O of relative dimension 1. Equip the function field K(X) with
the p-adic absolute value, so that the elements of K(X) of norm at most 1
constitute the local ring in X of the generic point of the special fibre X of X.
Let XQ denote the generic fibre of X as a rigid analytic space. There is a
natural specialization map from XQ to X; the inverse image of any point of X is
a subspace of XQ isomorphic to an open unit disc. We call such a disc a residue
disc of X.
Definition 4. Let X be a curve over O. By a wide open subspace of XQ, we
will mean a rigid analytic subspace of XQ of the form {x ∈ XQ : |f(x)| < λ} for
some f ∈ K(X) of absolute value 1 and some λ > 1.
Coleman made the surprising discovery that there is a well-behaved integra-
tion theory on wide open subspaces of curves over O, exhibiting no phenomena
of path dependence. (Note that one needs to consider wide open subspaces even
to integrate differentials which are holomorphic or meromorphic on the entire
curve.) In the case of hyperelliptic curves, Coleman’s construction of these inte-
grals using Frobenius lifts will be reflected in our technique for computing the
integrals. For the general case, see [10, §2], [3, §4], or [2, Theorem 1.6.1].
Theorem 5 (Coleman). We may assign to each curve X over O and each
wide open subspace W of XQ a map µW : Div
0(W ) × Ω1W/Cp → Cp, subject to
the following conditions. (Here Div(W ) denotes the free group on the elements
of W , and Div0(W ) denotes the kernel of the degree map deg : Div(W ) → Z
taking each element of W to 1.)
(a) (Linearity) The map µW is linear on Div
0(W ) and Cp-linear on Ω
1
W/Cp
.
(b) (Compatibility) For any residue disc D of X and any isomorphism ψ : W ∩
D → A(I) for some interval I, the restriction of µW to Div
0(W∩D)×Ω1W/Cp
is compatible with Definition 1 via ψ.
(c) (Change of variables) Let X ′ be another curve over O, let W ′ be a wide open
subspace of X ′, and let ψ :W →W ′ be any morphism of rigid spaces relative
to an automorphism of Cp. Then
µW ′(ψ(·), ·) = µW (·, ψ
∗(·)). (1)
(d) (Fundamental theorem of calculus) For any Q =
∑
i ci(Pi) ∈ Div
0(W ) and
any f ∈ O(W ), µW (Q, df) =
∑
i cif(Pi).
Remark 6. One cannot expect path independence in the case of bad reduction.
For instance, an elliptic curve over Cp with bad reduction admits a Tate uni-
formization, so its logarithm map has nonzero periods in general. In Berkovich’s
theory of integration, this occurs because the nonarchimedean analytic space
associated to this curve X has nontrivial first homology.
3 Explicit integrals for hyperelliptic curves
We now specialize to the situation where p > 2 and X is a genus g hyperelliptic
curve over an unramified extension K of Qp having good reduction. We will
assume in addition that we have been given a model of X of the form y2 = f(x)
such that deg f(x) = 2g+1 and f has no repeated roots modulo p. (This restric-
tion is inherited from [17], where it is used to simplify the reduction procedure.
One could reduce to this case after possibly replacing K by a larger unramified
extension of Qp, by performing a linear fractional transformation in x to put
one root at infinity, thus reducing the degree from 2g + 2 to 2g + 1.) We will
distinguish between Weierstrass and non-Weierstrass residue discs of X , which
respectively correspond to Weierstrass and non-Weierstrass points of X.
To discuss the differentials we will be integrating, we review a core definition
from [17]. Let X ′ be the affine curve obtained by deleting the Weierstrass points
from X , and let A = K[x, y, z]/(y2− f(x), yz − 1) be the coordinate ring of X ′.
Definition 7. The Monsky-Washnitzer (MW) weak completion of A is the ring
A† consisting of infinite sums of the form{
∞∑
i=−∞
Bi(x)
yi
, Bi(x) ∈ K[x], degBi ≤ 2g
}
,
further subject to the condition that vp(Bi(x)) grows faster than a linear function
of i as i→ ±∞. We make a ring out of these using the relation y2 = f(x).
These functions are holomorphic on wide opens, so we will integrate 1-forms
ω = g(x, y)
dx
2y
, g(x, y) ∈ A†. (2)
Note that we only consider 1-forms which are odd, i.e., which are negated by
the hyperelliptic involution. Even 1-forms can be written in terms of x alone,
and so can be integrated directly as in Definition 1. (This last statement would
fail if we had taken A† to be the full p-adic completion of A, rather than the
weak completion. This observation is the basis for Monsky-Washnitzer’s formal
cohomology, which is used in [17].)
Note that the class of allowed forms includes those meromorphic differentials
on X whose poles all belong to Weierstrass residue discs. For some applications
(e.g., p-adic canonical heights), it is necessary to integrate meromorphic differ-
entials with poles in non-Weierstrass residue discs. These will be discussed in
[1].
Note also that for ease of exposition, we describe all of our algorithms as if it
were possible to compute exactly in A†. This is not possible for two reasons: the
elements of A† correspond to infinite series, and the coefficients of these series
are polynomials with p-adic coefficients. In practice, each computation will be
made with suitable p-adic approximations of the truly desired quantities, so one
must keep track of how much p-adic precision is needed in these estimates in
order for the answers to bear a certain level of p-adic accuracy. We postpone
this discussion to § 4.1.
3.1 A basis for de Rham cohomology
We first note that any odd differential ω as in (2) can be written uniquely as
ω = df + c0ω0 + · · ·+ c2g−1ω2g−1 (3)
with f ∈ A†, ci ∈ K, and
ωi =
xi dx
2y
(i = 0, . . . , 2g − 1). (4)
That is, the ωi form a basis of the odd part of the de Rham cohomology of A
†.
The process of putting ω in the form (3), using the relations
y2 = f(x),
d(xiyj) =
(
2ixi−1yj+1 + jxif ′(x)yj−1
) dx
2y
,
can be made algorithmic; see [17, §3]. (Briefly, one uses the first relation to
reduce high powers of x, and the second to reduce large positive and negative
powers of y.) Using properties from Theorem 5 (linearity and the fundamental
theorem of calculus), the integration of ω reduces effectively to the integration
of the ωi.
It may be convenient for some purposes to use a different basis of de Rham
cohomology. For instance, the basis xi dx/2y3 (i = 0, . . . , 2g − 1) is crystalline
(see the erratum to [17]), so Frobenius will act via a matrix with p-adically
integral entries.
3.2 Tiny integrals
We refer to any Coleman integral of the form
∫ Q
P
ω in which P,Q lie in the same
residue disc (Weierstrass or not) as a tiny integral. As an easy first case, we give
an algorithm to compute tiny integrals of basis differentials.
Algorithm 8 (Tiny Coleman integrals).
Input: Points P,Q ∈ X(Cp) in the same residue disc (neither equal to the point
at infinity) and a basis differential ωi.
Output: The integral
∫ Q
P
ωi.
1. Construct a linear interpolation from P to Q. For instance, in a non-Weierstrass
residue disc, we may take
x(t) = (1− t)x(P ) + tx(Q)
y(t) =
√
f(x(t)),
where y(t) is expanded as a formal power series in t.
2. Formally integrate the power series in t:∫ Q
P
ωi =
∫ Q
P
xi
dx
2y
=
∫ 1
0
x(t)i
2y(t)
dx(t)
dt
dt.
Remark 9. One can similarly integrate any ω holomorphic in the residue disc
containing P and Q. If ω is only meromorphic in the disc, but has no pole at
P or Q, we can first make a polar decomposition, i.e., wrie ω as a holomorphic
differential on the disc plus some terms of the form c/(t − r)i, and integrate
the latter terms directly. (If ω is everywhere meromorphic, this is achieved by a
partial fractions decomposition.)
3.3 Non-Weierstrass discs
We next compute integrals of the form
∫ Q
P
ωi in which P,Q ∈ X(Cp) lie in dis-
tinct non-Weierstrass residue discs. The method of tiny integrals is not available;
we instead employ Dwork’s principle of analytic continuation along Frobenius,
in the form of Kedlaya’s algorithm [17] for calculating the action of Frobenius
on de Rham cohomology. Note that we calculate the integrals
∫ Q
P
ωi for all i
simultaneously. (We modify the presentation in [17] by keeping track of exact
differentials, which are irrelevant for computing zeta functions.)
Algorithm 10 (Kedlaya’s algorithm).
Input: The basis differentials {ωi}
2g−1
i=0 .
Output: Functions fi ∈ A
† and a 2g× 2g matrix M over K such that φ∗(ωi) =
dfi +
∑2g−1
j=0 Mijωj for a p-power lift of Frobenius φ.
1. Since K is an unramified extension of Qp, it carries a unique automorphism
φK lifting the Frobenius automorphism x 7→ x
p on its residue field. Extend
φK to a Frobenius lift on A
† by setting
φ(x) = xp,
φ(y) = yp
(
1 +
φK(f)(x
p)− f(x)p
f(x)p
)1/2
= yp
∞∑
i=0
(
1/2
i
)
(φK(f)(x
p)− f(x)p)i
y2pi
,
noting the series converges in A† because φK(f)(x
p) − f(x)p has positive
valuation. (This choice of φ(y) ensures that φ(y)2 = φ(f(x)), so that the
action on A† is well-defined.
2. Use a Newton iteration to compute y/φ(y). Then for i = 0, . . . , 2g−1, proceed
as in § 3.1 to write
φ∗(ωi) = px
pi+p−1 y
φ(y)
dx
2y
= dfi +
2g−1∑
j=0
Mijωj (5)
for some fi ∈ A
† and some 2g × 2g matrix M over K.
We may use Algorithm 10 to compute Coleman integrals between endpoints
in non-Weierstrass residue discs, as follows. (Note that our recipe is essentially
Coleman’s construction of the integrals in this case.)
Algorithm 11 (Coleman integration in non-Weierstrass discs).
Input: The basis differentials {ωi}
2g−1
i=0 , points P,Q ∈ X(Cp) in non-Weierstrass
residue discs, and a positive integer m such that the residue fields of P,Q are
contained in Fpm .
Output: The integrals {
∫ Q
P
ωi}
2g−1
i=0 .
1. Calculate the action of the m-th power of Frobenius on each basis element
(see Remark 12):
(φm)∗ωi = dfi +
2g−1∑
j=0
Mijωj. (6)
2. By change of variables (see Remark 13), we obtain
2g−1∑
j=0
(M − I)ij
∫ Q
P
ωj = fi(P )− fi(Q)−
∫ φm(P )
P
ωi −
∫ Q
φm(Q)
ωi (7)
(the fundamental linear system). As the eigenvalues of the matrix M are
algebraic integers of Cp-norm p
m/2 6= 1 (see [17, §2]), the matrix M − I is
invertible, and we may solve (7) to obtain the integrals
∫ Q
P
ωi.
Remark 12. To compute the action of φm, first perform Algorithm 10 to write
φ∗ωi = dgi +
2g−1∑
j=0
Bijωj.
If we view f, g as column vectors and M,B as matrices, we then have
f = φm−1(g) +Bφm−2(g) + · · ·+BφK(B) · · · φ
m−2
K (B)g
M = BφK(B) · · ·φ
m−1
K (B).
Remark 13. We obtain (7) as follows. By change of variables,∫ φm(Q)
φm(P )
ωi =
∫ Q
P
(φm)∗ωi
=
∫ Q
P
(dfi +
2g−1∑
j=0
Mijωj)
= fi(Q)− fi(P ) +
2g−1∑
j=0
Mij
∫ Q
P
ωj .
Adding
∫ φm(P )
P
ωi +
∫ Q
φm(Q)
ωi to both sides of this equation yields
∫ Q
P
ωi =
∫ φm(P )
P
ωi +
∫ Q
φm(Q)
ωi + fi(Q)− fi(P ) +
2g−1∑
j=0
Mij
∫ Q
P
ωj,
which is equivalent to (7).
Definition 14. A Teichmu¨ller point of XQ is a point fixed by some power of
φ. Each non-Weierstrass residue disc contains a unique such point: if (x, y) ∈
X is a non-Weierstrass point, the Teichmu¨ller point in its residue disc has x-
coordinate equal to the usual Teichmu¨ller lift of x. This leaves two choices for
the y-coordinate, exactly one of which has the correct reduction modulo p. Note
that Teichmu¨ller points are always defined over finite unramified extensions of
Qp.
Remark 15. A variant of Algorithm 11 is to first find the Teichmu¨ller points
P ′, Q′ in the residue discs of P,Q, then note that from the fundamental linear
system (7), we have
2g−1∑
j=0
(M − I)ij
∫ Q′
P ′
ωj = fi(P
′)− fi(Q
′). (8)
From (8), we obtain the integrals
∫ Q′
P ′ ωi. Finally, write
∫ Q
P ωi −
∫ Q′
P ′ ωi as the
sum
∫ P ′
P ωi +
∫ Q
Q′ ωi of tiny integrals.
3.4 Weierstrass endpoints of integration
Suppose now that P,Q lie in different residue discs, at least one of which is Weier-
strass. Since a differential ω of the form (2) is not meromorphic over Weierstrass
residue discs, we cannot always even define
∫ Q
P ω, let alone compute it. We will
thus assume (to cover most cases arising in applications) that ω is everywhere
meromorphic, with no pole at either P or Q. We then make the following obser-
vation.
Lemma 16. Let ω be an odd, everywhere meromorphic differential on X. Choose
P,Q ∈ X(Cp) which are not poles of ω, with P Weierstrass. Then for ι the hy-
perelliptic involution,
∫ Q
P
ω = 12
∫ Q
ι(Q)
ω. In particular, if Q is also a Weierstrass
point, then
∫ Q
P ω = 0.
Proof. Let I :=
∫ Q
P
ω =
∫ ι(Q)
P
(−ω) =
∫ P
ι(Q)
ω. Then by additivity in the end-
points, we have
∫ Q
ι(Q) ω = 2I, from which the result follows.
If P belongs to a Weierstrass residue disc while Q does not, we find the
Weierstrass point P ′ in the disc of P , then apply Lemma 16 to write∫ Q
P
ω =
∫ P ′
P
ω +
1
2
∫ Q
ι(Q)
ω. (9)
The first integral on the right side of (9) is tiny, while the second integral involves
two points in non-Weierstrass residue discs, and so may be computed as in the
previous section. The situation is even better if P,Q both belong to residue discs
containing respective Weierstrass points P ′, Q′: in this case, by Lemma 16,
∫ Q
P
ω
equals the sum
∫ P ′
P
ω +
∫ Q
Q′
ω of tiny integrals.
Remark 17. Beware that Lemma 16 does not generalize to iterated integrals. For
instance, for double integrals, if both integrands are odd, the total integrand is
even, so the argument of Lemma 16 tells us nothing. It is thus worth considering
alternate approaches for dealing with Weierstrass discs, which may generalize
better to the iterated case. We concentrate on the case where P lies in a Weier-
strass residue disc but Q does not, as we may reduce to this case by splitting∫ Q
P ω =
∫ R
P ω +
∫ Q
R ω for some auxiliary point R in a non-Weierstrass residue
disc.
In Algorithm 11, the form fi belongs to A
† and so need not converge at P .
However, it does converge at any point R near the boundary of the disc, i.e., in
the complement of a certain smaller disc which can be bounded explicitly. We
may thus write
∫ Q
P
ωi =
∫ R
P
ωi +
∫ Q
R
ωi for suitable R in the disc of P , to obtain
an analogue of the fundamental linear system (7). Similarly, when we write ω as
in (3), we can find R close enough to the boundary of the disc of P so that f
converges at R, use (3) to evaluate
∫ Q
R
ω, then compute
∫ R
P
ω as a tiny integral.
One defect of this approach is that forcing R to be close to the boundary of the
residue disc of P forces R to be defined over a highly ramified extension of Qp,
over which computations are more expensive.
An alternate approach exploits the fact that for P in the infinite residue
disc but distinct from the point at infinity, we may compute
∫ Q
P
ω directly using
Algorithm 11. This works because both the Frobenius lift and the reduction
process respect the subring of A† consisting of functions which are meromorphic
at infinity. When P lies in a finite Weierstrass residue disc, we may reduce to
the previous case using a change of variables on the x-line to move P to the
infinite disc. However, one still must use the approach of the previous paragraph
to reduce evaluation of
∫ Q
P
ω to evaluation of the
∫ Q
P
ωi.
4 Implementation notes and precision
We have implemented the above algorithms in Sage [24] for curves defined over
Qp. In doing so, we made the following observations.
4.1 Precision estimates
For a tiny integral, the precision of the result depends on the truncation of
the power series computed. Here is the analysis for a non-Weierstrass disc; the
analysis for a Weierstrass disc, using a different local interpolation, is similar.
(For points over ramified extensions, one must also account for the ramification
index in the bound, but it should be clear from the proof how this is done.)
Proposition 18. Let
∫ Q
P ω be a tiny integral in a non-Weierstrass residue disc,
with P,Q defined over an unramified extension of K and accurate to n digits of
precision. Let (x(t), y(t)) be the local interpolation between P and Q defined by
x(t) = x(P )(1 − t) + x(Q)t = x(P ) + t(x(Q) − x(P ))
y(t) =
√
f(x(t)).
Let ω = g(x, y)dx be a differential of the second kind such that h(t) = g(x(t), y(t))
belongs to O[[t]]. If we truncate h(t) modulo tm, then the computed value of the
integral
∫ Q
P
ω will be correct to min{n,m+1−⌊logp(m+1)⌋} digits of (absolute)
precision.
Proof. Let t′ = t(x(Q) − x(P )). As P,Q are in the same residue disc and are
defined over an unramified extension of K, we have vp(x(Q)− x(P )) ≥ 1. If we
expand g(x(t′), y(t′)) =
∑∞
i=0 ci(t
′)i, then by hypothesis ci ∈ O. Thus∫ Q
P
ω =
∫ Q
P
g(x, y)dx
=
∫ 1
0
g(x(t), y(t))dx(t)
=
∫ x(Q)−x(P )
0
g(x(t′), y(t′))dt′
=
∫ x(Q)−x(P )
0
∞∑
i=0
ci(t
′)idt′
=
∞∑
i=0
ci
i+ 1
(x(Q) − x(P ))i+1.
The effect of omitting ci(t
′)i from the expansion of g(x(t′), y(t′)) for some i ≥ m
is to change the final sum by a quantity of valuation at least i+1−⌊logp(i+1)⌋ ≥
m+1−⌊logp(m+1)⌋. The effect of the ambiguity in P and Q is that the computed
value of (x(Q)− x(P ))i+1 differs from the true value by a quantity of valuation
at least i+ 1− ⌊logp(i + 1)⌋+ n− 1 ≥ n.
For Coleman integrals between different residue discs, which we may assume
are non-Weierstrass thanks to § 3.4, one must first account for the precision loss
in Algorithm 10. According to [17, Lemmas 2,3] and the erratum to [17] (or
[15]), working to precision pN in Algorithm 10 produces the fi,Mij accurately
modulo pN−n for n = 1 + ⌊logpmax{N, 2g + 1}⌋.
We must then take into account the objects involved in the linear system (7),
as follows.
Proposition 19. Let
∫ Q
P
ω be a Coleman integral, with ω a differential of the
second kind and with P,Q in non-Weierstrass residue discs, defined over an
unramified extension of Qp, and accurate to n digits of precision. Let Frob be
the matrix of the action of Frobenius on the basis differentials. Set B = Frobt−I,
and let m = vp(det(B)). Then the computed value of the integral
∫ Q
P ω will be
accurate to n−max{m, ⌊logp n⌋} digits of precision.
Proof. By the linear system (7), the Coleman integral is expressed in terms
of tiny integrals, integrals of exact forms evaluated at points, and a matrix
inversion. Suppose that the entries of B = Frobt−I are computed to precision
n. Then taking B−1, we have to divide by det(B), which lowers the precision by
m = vp(det(B)). By Proposition 18, computing tiny integrals (with the series
expansions truncated modulo tn−1) gives a result precise up to n−⌊logp n⌋ digits.
Thus the value of the integral
∫ Q
P ω will be correct to n−max{m, ⌊logp n⌋} digits
of precision.
4.2 Complexity analysis
We assume that asymptotically fast integer and polynomial multiplication al-
gorithms are used; specifically addition, subtraction, multiplication, and divi-
sion take O˜(logN) bit operations in Z/NZ and O˜(n) basering operations in
R[x]/xnR[x]. In particular, this allows arithmetic operations in Qp to n (rela-
tive) digits of precision, hereafter called field operations, in time O˜(n log p). Using
Newton iteration, both square roots and the Teichmu¨ller character can be com-
puted to n digits of precision using O˜(logn) arithmetic operations. (We again
consider only points in non-Weierstrass discs defined over unramified fields.)
Proposition 20. Let
∫ Q
P
ω be a Coleman integral on a curve of genus g over Qp,
with ω = dfω+
∑2g−i
i=1 ciωi a differential of the second kind and with P,Q in non-
Weierstrass residue discs, defined over Qp, and accurate to n digits of precision.
Let Frob be the matrix of the action of Frobenius on the basis differentials, and
let m = vp(det(Frob
t−I)). Let F (n) be the running time of evaluating fω at P
and Q to n digits of precision. The value of the integral
∫ Q
P
ω can be computed
to n−max{m, ⌊logp n⌋} digits of precision in time F (n) + O˜(pn
2g2+ g3n log p).
(Over a degree N unramified extension of Qp, the analysis is the same with the
runtime multiplied by a factor of N .)
Proof. An essential input to the algorithm is the matrix of the action of Frobe-
nius, which can be computed by Kedlaya’s algorithm to n digits of precision
in running time O˜(pn2g2). Inverting the resulting matrix can be (na¨ıvely) done
with O(g3) arithmetic operations in Qp. It remains to be shown that no other
step exceeds these running times. For the tiny integral on the first basis differen-
tial, the power series x(t)/y(t) = x(t)f(x(t))−1/2 can be computed modulo tn−1
using Newton iteration, requiring O˜(n logn) field operations. Each other basis
differential can be computed from the first by multiplication by the linear poly-
nomial x(t) and the definite integral evaluated with O˜(n) field operations, for a
total of O˜(gn2) bit operations. Computing φ(P ) and φ(Q) to n digits of preci-
sion is cheap; directly using the formula in Algorithm 10 uses O˜(g + log p) field
operations. The last potentially significant step is computing and evaluating the
fi at each P and/or Q. The coefficients of the fi can be read off in the reduction
phase of Kedlaya’s algorithm, and have O(png) terms each. Evaluating (or even
recording) all g of these forms takes O˜(png2) field operations, or O˜(pn2g2) bit
operations, which is proportional to the cost of doing the reduction.
4.3 Numerical examples
Here are some sample computations made using our Sage implementation. Ad-
ditional examples will appear in the first author’s upcoming PhD thesis.
Example 21. Lepre´vost [21] showed that the divisor (1,−1)−∞+ on the genus
2 curve y2 = (2x − 1)(2x5 − x4 − 4x2 + 8x − 4) over Q is torsion of order 29.
Consequently, the integrals of holomorphic differentials against this divisor must
vanish. We may observe this vanishing numerically, as follows. Let
C : y2 = x5 +
33
16
x4 +
3
4
x3 +
3
8
x2 −
1
4
x+
1
16
be the pullback of Leprevost’s curve by the linear fractional transformation x 7→
(1 − 2x)/(2x) taking ∞ to 1/2. The original points (1,−1),∞+ correspond to
the points P = (−1, 1), Q = (0, 14 ) on C. The curve C has good reduction at
p = 11, and we compute∫ Q
P
ω0 =
∫ Q
P
ω1 = O(11
6),
∫ Q
P
ω2 = 7·11+6 ·11
2+3·113+114+5·115+O(116),
consistent with the fact that Q − P is torsion and ω0, ω1 are holomorphic but
ω2 is not.
Example 22. We give an example arising from the Chabauty method, taken from
[23, § 8.1]. Let X be the curve
y2 = x(x− 1)(x− 2)(x− 5)(x− 6),
whose Jacobian has Mordell-Weil rank 1. The curve X has good reduction at 7,
and
X(F7) = {(0, 0), (1, 0), (2, 0), (5, 0), (6, 0), (3, 6), (3,−6),∞}.
By [23, Theorem 5.3(2)], we know |X(Q)| ≤ 10. However, we can find 10 rational
points onX : the six rationalWeierstrass points, and the points (3,±6), (10,±120).
Hence |X(Q)| = 10.
Since the Chabauty condition holds, there must exist a holomorphic differ-
ential ω for which
∫ Q
∞
ω = 0 for all Q ∈ X(Q). We can find such a differential
by taking Q to be one of the rational non-Weierstrass points, then computing
a :=
∫ Q
∞
ω0, b :=
∫ Q
∞
ω1 and setting ω = bω0 − aω1. For Q = (3, 6), we obtain
a = 6 · 7 + 6 · 72 + 3 · 73 + 3 · 74 + 2 · 75 +O(76)
b = 4 · 7 + 2 · 72 + 6 · 73 + 4 · 75 +O(76).
We then verify that
∫ R
Q ω vanishes for each of the other rational points R.
Remark 23. It is worth pointing out some facts not exposed by Example 22. For
instance, since ω is already determined by a single rational non-Weierstrass point,
we could have used it instead of a brute-force seach to find other rational points.
More seriously, in other examples, the integral ω may vanish at a point defined
over a number field which has a rational multiple in the Jacobian. Such points
may be difficult to find by brute-force search; it may be easier to reconstruct
them from p-adic approximations, obtained by writing
∫ ∗
∞
ω as a function of a
linear parameter of a residue disc, then finding the zeroes of that function.
5 Future directions
Here are some potential extensions of our computation of Coleman integrals.
5.1 Iterated integrals
Coleman’s theory of integration is not limited to single integrals; it gives rise
to an entire class of locally analytic functions, the Coleman functions, on which
antidifferentiation is well-defined. In other words, one can define integrals∫ Q
P
ωn · · ·ω1
which behave formally like iterated path integrals∫ 1
0
∫ t1
0
· · ·
∫ tn−1
0
fn(tn) · · · f1(t1) dtn · · · dt1.
These appear in several applications of Coleman integration, e.g., p-adic regula-
tors in K-theory, and the nonabelian Chabauty method.
As in the case of a single integral, one can use Frobenius equivariance to
compute iterated Coleman integrals on hyperelliptic curves. One obtains a linear
system expressing all n-fold integrals of basis differentials in terms of lower order
integrals. Note that the number of such n-fold integrals is (2g)n, so this is only
feasible for small n. The cases n ≤ 4 are already useful for applications, but
ideas for reducing the combinatorial explosion for larger n would also be of
interest. (One must be slightly careful in dealing with Weierstrass residue discs;
see Remark 17.)
We have made some limited experiments with double Coleman integrals in
Sage. The Fubini identity∫ Q
P
ω2ω1 +
∫ Q
P
ω1ω2 =
(∫ Q
P
ω1
)(∫ Q
P
ω2
)
turns out to be a useful consistency check for both single and double integrals.
5.2 Beyond hyperelliptic curves
It should be possible to convert other algorithms for computing Frobenius ac-
tions on de Rham cohomology, for various classes of curves, into algorithms for
computing Coleman integrals on such curves. Candidate algorithms include the
adaptation of Kedlaya’s algorithm to superelliptic curves by Gaudry and Gu¨rel
[14], or the general algorithm for nondegenerate curves due to Castryck, Denef,
and Vercauteren [7]. It should also be possible to compute Coleman integrals us-
ing Frobenius structures on Picard-Fuchs (Gauss-Manin) connections, extending
Lauder’s deformation method for computing Frobenius matrices [20].
5.3 Heights after Harvey
We noted earlier that our algorithms for Coleman integration over Qp have linear
runtime dependence on the prime p, arising from the corresponding dependence
in Kedlaya’s algorithm. In [15], Harvey gives a variant of Kedlaya’s algorithm
with only square-root dependence on p (but somewhat worse dependence on
other parameters), by reorganizing the computation so that the dominant step
is finding the p-th term of a linear matrix recurrence whose coefficients are
polynomials in the sequence index. Harvey demonstrates the practicality of his
algorithm for primes greater than 250, which may have some relevance in cryp-
tography for finding curves of low genus with nearly prime Jacobian orders.
It should be possible to use similar ideas to obtain square-root dependence
on p for Coleman integration, by constructing a recurrence that computes not
just the entries of the Frobenius matrix but also the values fi(P ) and fi(Q).
However, this is presently a purely theoretical question, as we do not know of
any applications of Coleman integration for very large p.
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