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2. Modelo teórico, hipótesis y objetivos 12
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2.2. Modelo teórico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1. Esquema general del funcionamiento . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2. Diagrama de bloques especı́fico . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
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Introducción
El problema del seguimiento de manos o hand tracking puede definirse como la capacidad de un sistema
computacional de poder reconocer las manos de un individuo (usuario) y hacerles un seguimiento en todo
momento. El interés por el estudio del movimiento de las manos se debe a dos particularidades. En primer
lugar, se debe a que las manos son protagonistas en la realización de varias tareas diarias del ser humano,
pues las manos son un distintivo de las diferentes actividades humanas. Las manos permite la manipula-
ción de objetos; de lo cual se basa una gran dimensión de la interactividad del hombre con sus diferentes
herramientas de trabajo [1]. No es de sorprender que, con el reconocimiento del movimiento de las manos,
se puedan reconocer varias actividades de las personas: comer, saludar, martillar, apuñar, señalar, etc. En
segundo lugar, las manos, junto con el rostro, son los dos mayores indicadores gestuales dentro de la co-
municación no verbal; lo cual indica que en las manos hay un gran despliegue de diferentes gestos, seas y
apariencias, y por tanto, tengan una gran riqueza de significado comunicativo.
En las dos razones de la importancia del estudio del seguimiento de manos expuestas anteriormente,
es posible ver que las manos poseen una mayor libertad de movimientos y posturas posibles a tomar con
respecto a las otras partes del cuerpo. Esto supone, entre otras cosas, que el seguimiento de manos tiene
que lidiar con una serie de particularidades intrı́nsecas a estos miembros: oclusiones entre ambas manos,
cambios violentos y aparentes de su forma, cambios rápidos en su desplazamiento, etc. En consecuencia,
esta libertad de las manos les otorga una mayor capacidad expresiva e importancia comunicativa, descriptiva
e indicativa que han motivado distintas investigaciones respecto a su seguimiento y reconocimiento para
aplicaciones de interacción de las personas con las computadoras [2].
Las implementaciones del seguimiento de manos varı́an en cuanto a su complejidad y velocidad de
seguimiento, con lo cual requieren distintos esfuerzos computacionales e incluso el uso adicional de indu-
mentaria por parte de la persona a quien se desea seguir el movimiento de las manos (usuario) [3]. Gran
parte de estas implementaciones no solo concluyen con la obtención de la posición de las manos en un eter-
minado momento, sino que adicionalmente pueden inclusive reconocer gestos especı́ficos formados [4]. Por
otro lado, estas distintas implementaciones suponen el poder contar con un computador capaz de cubrir las
demandas necesarias de procesamiento y recurso que demanda la tarea, en lo cual se ha encontrado que la
gran mayorı́a supone el uso de una computadora personal o desktop. Si el procesamiento requiere un menor
tiempo, más tiempo se tiene luego para realizar algún otro procesamiento posterior. Especial interés tam-
bién se tiene en la implementación sobre sistemas con recursos y capacidad computacional limitados, pues
requieren un crı́tico equilibrio entre precisión, robustez y velocidad del seguimiento. Entre estos, tenemos
implementaciones hechas en dispositivos móviles y computadoras embebidas [5].
La tesis presente pretende implementar un sistema de seguimiento de manos. El aporte de la tesis re-
caerá tanto en el algoritmo a implementar para el seguimiento, como en las caracterı́sticas y comparaciones
de su implementación en una computadora personal y una computadora embebida de bajo costo. Este aporte
representa un reto porque requiere mantener un equitativo equilibrio entre velocidad de seguimiento, robus-
tez y complejidad del seguimiento.
Capı́tulo 1
Marco de estudio y problemática del estudio
1.1. Estado del Arte
1.1.1. Presentación del Asunto de Estudio
La importancia del seguimiento de manos radica en el protagonismo de las manos dentro de los queha-
ceres cotidianos de las personas y su gran riqueza de connotación simbólica comunicativa. Esto ha permitido
utilizarla en diversas aplicaciones: enviar señas al computador para establecer una interacción comunicativa,
manipular objetos virtuales, y el poder vigilar el movimiento de las manos de algún individuo con el objetivo
de encontrar comportamientos de interés.
Los avances en la disciplina del seguimiento de manos tienen una larga trayectoria de décadas de inves-
tigación, con una variedad de caracterı́sticas distintas en sus métodos, algoritmos e implementaciones. Por
ejemplo, existen métodos ”intrusos” para el usuario que requiere el uso de indumentaria adicional especial
que facilite el seguimiento: guantes, sensores, etc. (ver [3] para una recopilación de desarrollos existentes
hasta hace dos décadas). Por otro lado, están los métodos menos intrusos, donde destaca el seguimiento
basado solamente en visión monocular sin el uso de indumentaria adicional.
Por otro lado, también están los factores relacionados con el costo o carga computacional que los algorit-
mos del seguimiento de manos suponen para la computadora. Por ejemplo, el empleo del filtro de partı́culas
puede suponer una elevada carga computacional que no la hace apto para entornos con menor capacidad
computacional [6], lo cual no sucede con otras técnicas de filtrado temporal [7]. Es importante conocer el
grado de exactitud que se requiere en la aplicación del seguimiento de la mano porque, dependiendo del
algoritmo, un seguimiento menos preciso podra reducir la carga computacional asociada.
Un factor importante relacionado a la implementación del seguimiento de manos es la plataforma hard-
ware de implementación, porque ella tiene asociada una serie de restricciones computacionales que influyen
crı́ticamente sobre la velocidad y precisión del seguimiento, aspectos importantes si el algoritmo se destina
a aplicaciones en tiempo real. Por ejemplo, observar el contraste que existe, en cuanto velocidad y presición,
en la implementación del reciente sistema desarrollado por la compañı́a OMRON para dispositivos móviles
[8], con respecto al desarrollado por la empresa GestureTek hace una década [9].
La presente tesis tiene dos implementaciones finales: el uso de una computadora personal (desktop) y de
la mini-computadora ”MK802” [6]. Además, la implementación de seguimiento no es intrusa (el usuario no
requiere ninguna indumentaria o dispositivo adicional) y solo utiliza una cámara de adquisición.
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1.1.2. El estado de la investigación
1.1.2.1. Aplicaciones y desarrollos generales
El seguimiento de manos es una aplicación importante dentro de la disciplina de Visión por Compu-
tadora [10, 11], con una gran importancia en el campo de Human-Computer Interaction (HCI) [12] para
la implementación de sistemas computacionales interactivos para el uso humano [13]. Se resalta que en las
aplicaciones del seguimiento de manos, ella se perfila como una importante etapa previa a posteriores pro-
cesamientos complejos como son el reconocimiento de gestos [14], la reconstrucción tridimensional de las
manos [15], entre otros.
Dentro del HCI, el seguimiento de manos se usa en aplicaciones de Realidad Aumentada (AR) y Reali-
dad Virtual (VR). En la Realidad Aumentada, es deseable que el usuario pueda interactuar con los elementos
virtuales dentro de ella (seleccionarlos, moverlos y posicionarlos) [10], lo cual comúnmente se realiza por
medio de un marcador fı́sico especial, como en el caso de la aplicación ”Augment” para smartphones [16].
Sin embargo, otra posibilidad es usar las manos del usuario como los dispositivos de interacción por medio
de su seguimiento, como es el caso del sistema ”Handy AR” [5]. Otro ejemplo de interacción en tiempo real
es ”SixthSense” [17], en el cual el usuario puede navegar por medio de las manos a través de programas o
archivos dentro de algún dispositivo móvil proyectados en el mundo fı́sico.
Figura 1.1: Ejemplo de realidad aumentada: secuencia de imágenes donde el sistema Handy AR realiza un seguimiento
de manos para ubicar un objeto virtual sobre la mano del usuario [5].
En el caso de la Realidad Virtual, la interacción con el computador puede darse por mecanimos que
pueden involucrar a más de un sentido del cuerpo, pero que a su vez puede requerir indumentaria y equipos
complejos y costosos [18]. Por ejemplo, para mecanismos de interacción por movimiento que detecten
alguna postura del usuario, existen distintos sensores trackers que pueden permitir un seguimiento de manos:
mecánicos, magnéticos, ultrasónicos y ópticos [18].En particular, los ópticos incluyen a las cámaras de
video, las cuales permiten un seguimiento menos intruso para el usuario que puede reducirse al único uso
de ellas. Tal es el trabajo [15], donde con una cámara y un guante se localiza y reconstruye la pose de una
mano para la realización de alguna acción dentro del mundo virtual en tiempo real.
Una empresa que brinda servicios de tracking en general (incluidos el caso de las manos) y que ofrece
implementaciones de seguimiento y reconocimiento para sistemas de AR o VR, es Advanced Realtime Trac-
king [19]. Por ejemplo, se ofrecen soluciones de seguimiento de manos orientadas a aplicaciones médicas,
como es la captura de movimiento para mediciones de la ergonomı́a humana.
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• Aplicaciones importantes relacionadas al seguimiento de manos
Se explican algunas aplicaciones con el objetivo de resaltar la importancia en ellas que podrı́an
desprenderse del tema de estudio de la presente tesis.
Lúdico:
Dentro de las aplicaciones lúdicas existen dos ejemplos comerciales relacionados a las consolas de juego
PlayStation y XBOX, donde se hace uso de la visión por computadora gracias a los sensores”Playstation
Eye” [20] y ”Microsoft Kinect” [21] respectivamente. Por ejemplo, el Microsoft Kinect permite el uso de
videojuegos interactivos por medio del seguimiento de diferentes extremidades del cuerpo, incluidas las
manos, gracias a que contiene una cámara a color y otros sensores de profundidad [22]. Estas caracterı́sticas
también han permitido su uso en aplicaciones de seguimiento de manos fuera de lo lúdico e inclusive usando
computadoras personales [23], como es el caso de [24].
Otro ejemplo es el sistema ”Leap Motion” [25], el cual tiene aplicaciones lúdicas y otras más generales
que impliquen una comunicación del usuario con la computadora por movimiento de las manos y gestos
denotados por ellas. El sistema requiere la instalación de un periférico de adquisición adicional conectado
al computador [26].
Museos:
La aplicación del seguimiento de manos en los ”museos interactivos” consiste en que el espectador del
museo, por medio del movimiento de las manos y proyecciones de Realidad Aumentada, pueda navegar a
través de cualquier información o facilidad multimedia ofrecida por el museo de una manera más intuitiva.
De esta manera, se reemplazan las tradicionales formas de navegación como pantallas táctiles y teclados. En
[27] se encuentra un avance de hace casi una década que permitı́a el poder seleccionar ventanas o regiones
de algún display con simplemente sealar hacia un punto de interés. Actualmente la empresa ”lm3labs” co-
mercializa una avanzada plataforma para sistemas interactivos por seguimiento de manos y reconocimiento
de gestos destinados exclusivamente a museos [28].
Seguridad:
Otra aplicación es la vigilancia de las actividades en las cajas o puntos de venta de algún centro comer-
cial o supermercado. Esta vigilancia responde a casos existentes en supermercados donde el cliente puede
robarse un producto sin registrarlo en la caja, y en varias ocasiones en complicidad con el cajero. Existen
empresas que ofrecen soluciones a estos problemas por medio de una distribución estratégica de cámaras
y/o la realización de una completa auditorı́a acerca de la seguridad en la empresa [29]. Sin embargo, la com-
pañı́a ”StopLift” ofrece una solución [30] en el cual, por medio de técnicas de visión por computadora y una
cámara de video, se realiza un seguimiento de manos que permite interpretar el comportamiento del cajero y
el cliente en búsqueda de algún movimiento sospechoso de robo por parte de ambos de forma automatizada.
Por ejemplo, puede detectar si el cajero realizó un robo al no escanear el producto antes de entregarlo al
cliente como puede verse en la figura 1.2 [31], o si el cliente escondió algún producto sin conocimiento
del cajero. Otros estudios realizan estas tareas por medio de la detección de actividades manuales que estén
fuera del patrón rutinario ejercido por el cajero y que por tanto sean sospechosos de un robo [2, 32].
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Figura 1.2: Funcionamiento del sistema ”StopLift Checkout Vision Systems”[31], una aplicación del seguimiento de
manos en vigilancia y seguridad.
Reconocimiento del Lenguaje de señas:
El reconocimiento del lenguaje de señas [33] tiene como objetivo extraer el significado que connota
alguna seña hecha por una mano dentro del video, para lo cual necesita saber primero la ubicación de la
mano en cada cuadro por medio de su seguimiento [34] (un seguimiento erróneo, genera un reconocimiento
erróneo [35]). En el trabajo [14] se encuentra una recopilación de casi dos décadas hecha en el 2005 en el
desarrollo de esta aplicación. Un ejemplo de desarrollo que ha sido ampliamente probado es ”CopyCAT”,
un módulo de videojuego que permite el aprendizaje del lenguaje de señas para niños sordos, que inclusive
cuenta con una versión usando MS Kinect [36, 37].
1.1.2.2. Enfoques generales del seguimiento de manos
El seguimiento de manos tiene como resultado la obtención de la coordenada 2D de las manos en el
cuadro actual, y que visualmente se aprecia por medio de una ventana centrada en dicha coordenada y que
debe encerrar la mayor cantidad de pı́xeles pertenecientes a la mano [7]. De mamera común, la mano se ubica
por medio del uso de distintivos o caracterı́sticas (cues) que permitan identificar alguna propiedad de ella
en el cuadro actual, los cuales generalmente caracterizan el color o el movimiento que tienen en el cuadro.
A continuación se presenta una clasificación general y común de los distintos enfoques del seguimiento de
manos encontrados en los trabajos consultados [2, 4, 12, 26, 38, 39, 40, 41, 42, 43, 44, 15, 45].
• Enfoques del seguimiento según la realización del reconocimiento de las manos
Basado en el modelo de la mano: [42, 45]
Es el seguimiento que consiste en la directa comparación de la imagen adquirida de la mano con algún
modelo morfológico o anatómico de la mano pre-establecido en memoria [44] de manera online u off-line
[42, 43]. La tarea del seguimiento es identificar qué parámetros que definen a este modelo son identificadas
Pontificia Universidad Católica del Perú
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en las posibles posiciones de las manos en el cuadro actual, de este modo, se da una estimación de la pose de
la mano de forma paralela con su detección. Por lo general, la mano ocupa un mayor tamaño entre todos los
objetos presentes en el cuadro, ubicándose como el único ”objeto” importante en un primer plano delante de
la cámara (protagonismo en primer plano) y ası́ disminuir el riesgo de que otros objetos con caracterı́sticas
similares a la mano puedan dificultar el seguimiento.
Basado en la apariencia de la mano: [2, 45]
Enfoque del seguimiento de manos que no incluye algún proceso de comparación con algún modelo
establecido, por lo cual, se opta por usar una serie de descriptores de cómo posiblemente se podrı́a identificar
a la mano dentro del cuadro. Sin embargo, los descriptores pueden tener redundancia y generar una mayor
cantidad de hipótesis, como también generar falsos positivos. La reducción de hipótesis se resuelve de dos
formas: con la inclusión de un método adecuado de discriminación dentro del algoritmo, o con la búsqueda
de caracterı́sticas muy particulares para identificar a las manos. Esto último se puede lograr mediante el uso
adicional de algún tipo de rotulador o guante que tenga un rasgo visual distintivo respecto a acualquier otro
objeto de la imagen, de manera que se facilita la identificación de la mano.
Debido a que generalmente las manos no son el único objeto protagónico en el cuadro, pueden estar
rodeadas dentro de un ambiente cambiante y con objetos ”muy similares” a él. Por ejemplo, las manos
pueden tener un tamaño relativamente pequeño con respecto al cuadro, y confundirse con el movimiento
de otras partes del cuerpo (brazos, hombros y cabeza) o tal vez de algún elemento de color similar en el
ambiente.
Este es el enfoque en el cual se basa la presente tesis.
• Enfoques del seguimiento según el procesamiento de las hipótesis
En cada cuadro existen posibles regiones o hipótesis donde la mano puede estar ubicada y cuyo es-
pacio de búsqueda puede inclusive abarcar a todo el cuadro. La cantidad de hipótesis guarda relación directa
con los distintivos usados para identificar la mano y de la existencia adicional de mecanismos auxiliares,
como es el uso de indumentaria por parte del usuario.
Basado en rótulos o guantes: [3, 15, 4]
Requiere el uso de indumentaria o algún medio de distinción fı́sico por parte del usuario que rotulan a
la mano y ayudan a identificarla mediante los distintivos. Sin embargo, es intruso al usuario por significarle
el uso de artefactos adicionales. Estas distinciones fı́sicas pueden restringir la búsqueda de las manos en
espacios más reducidos del cuadro, debido a que ellas generalmente involucran caracterı́sticas que son ex-
clusivas a las manos y que no se presenta en ningún otro elemento del entorno. Esto reduce la multiplicidad
de regiones con caracterı́sticas similares a la de las manos, el número de hipótesis, y el número de distinti-
vos para caracterizar a la mano. Ejemplos de indumentaria son el uso de capuchas en los dedos, el uso de
guantes, el montaje de espejos o sensores sobre algún guante, etc.
Barehand tracking o seguimiento de mano desnuda: [38, 46]
No requiere el uso de ningún tipo de indumentaria adicional para la mano, simplemente se la captura
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”desnuda y natural”, y es muy usada en la detección de ambas manos del usuario sin protagonismo en pri-
mer plano. Esta forma de abordar el seguimiento es lo menos intruso al usuario, pero que a la vez supone
al algoritmo el tener que lidiar con una mayor cantidad de hipótesis, pues existe mayor posibilidad de te-
ner regiones del cuadro con caracterı́sticas similares a las de las manos según los distintivos usados. Una
opción para reducir el número de hipótesis es el uso de una mayor cantidad de diferentes tipos de distinti-
vos, de manera que en conjunto permitan caracterizar mejor a la mano. El lidiar con más hipótesis o usar
más distintivos involucra mayor procesamiento y por tanto, una mayor carga computacional por parte del
seguimiento.
Este es el enfoque en el cual se basa la presente tesis.
1.1.2.3. Problemas y soluciones generales
• Problemas generales:
Se exponen tres problemas generales que pueden ocurrir en el caso del barehand tracking y que
afectan en mayor o menor medida la detección de las manos de acuerdo al contexto en el cual esta se realiza.
Esta clasificación se basa en los trabajos consultados [12, 47, 26, 48, 7, 38, 39, 40, 41, 49, 50].
1. Problemas relacionados al movimiento y aspecto de la mano: Las manos pueden considerarse co-
mo elementos amorfos, no rı́gidos y cuya apariencia es capaz de cambiar repentinamente entre pocos
cuadros sucesivos. Como consecuencia, existen problemas relacionados con la baja resolución o pe-
queño tamaño que la mano puede presentar respecto a las dimensiones del cuadro, como otros ligados
a sus cambios continuos de perspectiva e iluminación. Estos problemas inhiben la identificación de
las manos por medio de su forma, textura particular o cambios de iluminación promedio predecibles
[51]. Entre otros problemas diversos se presentan:
Movimientos fuera de plano: Las manos se ubican fuera del campo visual de la cámara.
Cambios de escala y perspectiva: Las manos se acercan o alejan de la cámara, de modo que
cambian continuamente de tamaño y dimensión aparente.
Poca diferenciación en color y forma con elementos del entorno.
2. Problemas relacionados a la interacción entre ambas manos: La oclusión puede darse al antepone-
re una mano respecto a la otra frente a la visión que la cámara tiene de ellas. Como resultado, existe el
riesgo de identificar a ambas manos como si fuera una sola (por compartir ambas la misma posición);
y posteriormente, cuando acabe la oclusión, solo se siga a una de ellas.
3. Problemas en el entorno de las manos: El entorno que rodea a las manos puede tener elementos con
formas de movimiento (entorno dinámico) y aspectos (entorno complejo) muy similares a las manos,
los cuales pueden ser falsamente identificados como si fuesen las manos.
• Solución mediante el uso de distintivos claves de color y movimiento
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Los distintivos son fuentes de caracterización de las manos que permitan resolver los tres proble-
mas generales del seguimiento mencionados, y se basan en dos primitivos básicos: el uso de información
de color (color cues) y de movimiento (motion cues) [44, 11]. La manera cómo se usan ambos cues varı́a
en cada algoritmo y son los responsables de generar las hipótesis o posibles posiciones de las manos. Los
distintivos de color se analizan sobre el cuadro actual, pero los de movimiento implican también un historial
de cuadros.
El uso del color permite delimitar las regiones donde exista un color similar a la de la piel y por tanto una
alta probabilidad de encontrar las manos. Una colección de enfoques distintos sobre el uso de este distintivo
se encuentra en la recopilación [52]. Por ejemplo, se tiene el uso de modelos y métricas estadı́sticas del color
[53, 54], el uso de diferentes representaciones cromáticas según lo requiera la aplicación [55], la integración
comparativa de distintas segmentaciones basadas en niveles de color [56], etc.
Por otro lado, el movimiento se refiere a los cambios de valores que pueden presentar los pı́xeles perte-
necientes a algún objeto o región de interés de una imagen a lo largo de los cuadros del video. El análisis
del movimiento es útil si se consideran a las manos como los objetos más movibles dentro del cuadro. Por
ejemplo, se tiene a la diferenciación de imágenes por alguna función o métrica, el uso de optical flow [57],
el análisis de cambios en las degradaciones de color que sugieran un movimiento [10], etc.
• Solución mediante el conocimiento a priori, temporal y de interactividad de las manos
El uso de los distintivos de color y movimiento es mandatorio para el seguimiento de las manos;
sin embargo, se pueden usar otras informaciones adicionales para mejorarla :
1. El conocimiento a priori de un entorno poco dinámico que rodea a la mano puede usarse para buscar
caracterı́sticas de elementos estáticos que sirvan como puntos de referencia para caracterizar al entorno
y ası́ resaltar a los elementos más movibles, que son las manos [5].
2. La información de la posición de la mano en el cuadro anterior puede servir para limitar su búsqueda
dentro del cuadro actual, resultando en una aceleraración en la detección de la mano. Sin embargo,
la desventaja es que un error de localización en el cuadro actual puede convertirse en un problema
de difı́cil recuperación porque el seguimiento posterior se basa en información errada. Una solución
es considerar un mayor historial o intervalo de cuadros pasados para definir la detección del cuadro
actual: si ocurre un error entre el cuadro anterior y el actual, se posee información previa que pueda
corregirla [44, 50].
3. Se pueden modelar las interacciones entre ambas manos para ası́ usar la sincronización e interdepen-
dencia existentes entre sus movimientos y mejorar la tolerancia frente a oclusiones mutuas [48].
4. Para mejorar la exactitud del seguimiento temporal de las manos, se puede emplear un entorno de
actualización de predicciones. Ejemplos tı́picos encontrados en la literatura son el filtro de Kalman
y el filtro de partı́culas [10]. El uso de estos métodos puede mejorar las consistencias temporales de
las posiciones de las manos detectadas e inclusive introducir robustez frente a cambios en el ambiente
o elementos distractores [46]. Un requisito importante es la modelación previa de la dinámica del
movimiento de la mano.
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Figura 1.3: Secuencia de ejemplo de seguimiento usando solamente distintivos de color en el trabajo [46]. Notar que
existe un problema en el tercer y cuarto cuadro mostrado en la derecha, pues el rostro, al tener un color muy similar al
de la mano, es detectado como posición de ella.
1.1.2.4. Ejemplos de estudio y soluciones
Se presentan seis casos de estudio y solución al seguimiento de manos, con el objetivo de entender el
uso y función particular que se les da a los distintivos de movimiento y color.
Conviene solamente mencionar que varios estudios encontrados durante el desarrollo de la tesis usan
métodos conocidos en la literatura del seguimiento, tales como: Condensation [58], Kalman filtering [26,
59, 60, 61, 48], Meanshift tracking [15, 46, 62, 26], Camshift tracking [63, 60], Particle filtering [12, 46,
47, 64, 45, 65] y Principal Component Pursuit [66].
• Soluciones que emplean solamente distintivos de color
Real Time American Sign Language Recognition Using Desk and Wearable Computer Based Video
[34]
Se presenta un barehand tracking con la finalidad de servir para una posterior aplicación de reconoci-
miento del lenguaje de señas. La mano es el elemento de mayor tamaño en el cuadro, y el usuario debe
portar un casco con la cámara de video.
Durante una etapa de inicialización, la posición de cada mano es conocida y en cada una se extrae el co-
lor del pı́xel asociado. Este pı́xel es etiquetado como perteneciente a la mano, y se identifica en sus 8 vecinos
cuales tienen un color similar al de él, para luego también etiquetados. Este proceso se realiza iterativamente
por cada pı́xel etiquetado hasta llegar a formar una región al cual se le aplica una dilación morfológica para
obtener un blob por cada mano. Se calcula el centroide del blob, y este valor representa la posición de la
mano en el cuadro actual, y servirá también para iniciar nuevamente una etiquetación en el siguiente cuadro.
La detección de oclusión es inmediata: el blob formado durante una oclusión en el cuadro actual es mayor
que el obtenido por cualquier blob de cada mano en cuadros anteriores. Terminada la oclusión, la posición
de cada mano se obtiene mediante el uso de un historial de los centroides en cuadros anteriores.
Hand Tracking by Binary Quadratic Programming and Its Application to Retail Activity Recogni-
tion [48]
Se pretende un seguimiento de ambas manos enfocado a videos de baja resolución para aplicaciones de
vigilancia en puntos de venta dentro de supermercados. El seguimiento se resuelve mediante un problema de
optimización denominado Binary Quadratic Programming (BQP), cuya función costo modela tres situacio-
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nes. La primera es la dificultad de que una posible ubicación de la mano pertenezca a la posición verdadera
en función de su posición actual y un historial de posiciones anteriores. La segunda es modelar la dinámica
del movimiento de la mano. Y la tercera es modelar las interacciones los movimientos de ambas manos para
resolver casos de oclusión mutua y pérdidas temporales de las manos fuera de la visión de la cámara.
Se requiere una etapa de entrenamiento previo offline basado en diferentes imágenes de manos para
modelar el color RGB de la mano de acuerdo a una distribución gaussiana, el cual luego se adapta continua-
mente online según los cambios de iluminación en la piel de las manos del usuario. Por cada pı́xel dentro
del cuadro se genera una probabilidad de tener color de piel al computar la distancia Mahalanobis [11] con
respecto al modelo de color de piel, para luego segmentar aquellos px́eles que tengan mayor probabilidad
de pertenecer a la mano. Estos resultados sirven para corroborar los estimados iniciales de la posición de
cada mano que son obtenidos mediante un filtro de Kalman [67], lo cual se realiza dentro del problema de
optimización descrito incialmente.
• Soluciones que emplean solamente distintivos de movimiento
Hybrid Feature Tracking and User Interaction for Markerless Augmented Reality [5]
Se presenta un barehand tracking en donde la mano es el elemento de mayor tamaño; destinado a
aplicaciones de HCI para un sistema de Realidad Aumentada en la cual la mano ubique a los elementos
virtuales por medio de su movimiento.
Luego de ser ubicada durante la inicialización, la mano es seguida mediante una combinación de carac-
terı́sticas distintivas estáticas, que corresponden al entorno de la mano, y dinámicas, que corresponden a la
misma mano. Las caracterı́sticas dinámicas son distintivos ubicados por optical flow [10]. El seguimiento de
distintivos estáticos es posible gracias al conocimiento de que el contexto que rodea a las manos no es cam-
biante, por lo cual se usan caracterı́sticas SIFT (Scale invariant feature transform) [10]. Las caracterı́sticas
SIFT se usan para corregir aquellas caracterı́sticas obtenidas por optical flow que hayan sufrido algún drift
o que falsamente aparecieron por cambios de iluminación aparente en el cuadro. Por último, la velocidad de
detección de cada caracterı́stica es dispareja y para evitar que la detección de una retrase a la otra, estas se
realizan sobre distintos hilos sincronizados.
Automatic 2D Hand Tracking in Video Sequences [7]
Se presenta un barehand tracking de ambas manos. No se utilizan caracterı́sticas de color para evitar
problemas resultantes por cambios de luminosidad en el entorno.
El distintivo de movimiento utilizado es llamado motion residue. Este se aplica sobre dos cuadros conse-
cutivos, y lo que hace es dividir al primero en secciones de bloques, donde a cada uno se le trata de encontrar
su mejor pareja (match) en el siguiente cuadro por simple traslación, dando como resultado a una imagen
de flujo de bloques que estima el movimiento de cada bloque en el siguiente cuadro. Luego, se calcula el
promedio de la diferencia absoluta entre el nivel de intensidad de cada bloque y su pareja encontrada en
el siguiente cuadro. Los bloques con mayor valor asociado son los identificados como pertenecientes a re-
giones de las manos. Concluido todo este proceso, se tiene identificado a un conjunto de candidatos de las
manos en el cuadro actual. Luego, el algoritmo selecciona el candidato que mejor se aproxime a la posible
ubicación de las manos mediante la aplicación de un filtrado temporal que remueve a los falsos candidatos
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restantes dentro del cuadro. Finalmente, si ocurre un problema de oclusión mutua, el seguimiento se diseña
de modo que pueda detectarlo y reinicie la búsqueda de candidatos en el siguiente cuadro hasta encontrar un
cuadro en donde no ocurra dicho problema.
• Soluciones que emplean distintivos de color y movimiento
Real-time hand tracking using a mean shift embedded particle filter [34]
Se plantea el barehand tracking de una mano mediante el uso principal del color de la piel como carac-
terı́stica distintiva de la mano por ser invariante a escala y rotación. La imagen de cada cuadro es transfor-
mado en un mapa de probabilidad de poder encontrar en cada pı́xel el color de la piel, y se segmentan las
regiones con mayor probabilidad. La referencia del color de la piel es actualizada durante el seguimiento
para evitar problemas derivados por cambios de iluminación.
Por otro lado, con el objetivo de aumentar la robustez del seguimiento, también se usan distintivos de
movimiento para diferenciar las regiones en movimiento de la mano de otras posibles regiones estáticas de
color similar a la de la piel dentro del entorno. Por cada pı́xel se calcula una suma local de las diferencias
absolutas entre el cuadro actual y el anterior, para luego segmentar los pı́xeles con mayor valor y definirlas
como regiones en movimiento. La nueva imagen resultante sirve como máscara para el mapa de probabili-
dad de color y ası́ formar una imagen que indica qué regiones están en movimiento y a la vez tienen un color
similar a la de la piel. Estas regiones definen un valor de bondad que se asignan a un número de candidatos
manejados por un filtro de partı́culas, y que por medio del método Meanshift [10], permiten obtener la mejor
posición para la mano.
Fast 2D Hand Tracking with Flocks of Features and Multi-Cue Integration [57]
El trabajo realiza un barehand tracking de una sola mano. Se introduce el concepto de Flocks of Fea-
tures, el cual consiste en mantener un número fijo de pequeas regiones de imágenes o caracterı́sticas cuya
naturaleza y trayectorias a lo largo del video se determinan por optical flow (caracterı́sticas Kanade Lucas
Tomasi (KLT) [68]), y que constituyen el distintivo de movimiento de la mano. Cada caracterı́stica está res-
tringida a mantener una distancia mı́nima respecto a las otras para evitar su amontonamiento, como tampoco
exceder una distancia máxima con respecto a la mediana de la posición de todas las caracterı́sticas para evi-
tar su alejamiento excesivo. Si una caracterı́stica incumple alguna de las dos condiciones, se la posiciona al
lugar con mayor probabilidad de color de piel y movimiento, a fin de evitar su posicionamiento en elementos
estáticos del entorno con color similar a la piel o elementos en movimiento con color distinto a la piel. El
distintivo de color es la probabilidad de color de piel obtenido de la evaluación de cada pı́xel en un histo-
grama RGB normalizado del color de la piel obtenido durante la inicialización. Estas distancias mı́nimas y
máximas de alejamiento se calibran para poder obtener un balance entre la importancia de los distintivos de
color y movimiento. Este método evita la pérdida de caracterı́sticas entre cuadros sucesivos y permite que
todas siempre permanezcan sobre la mano.
En cada cuadro, la posición de la mano es representada por la mediana de las posiciones de las carac-
terı́sticas KLT. Como resultado, el seguimiento es robusto frente a cambios en el entorno y/o posición de la
cámara.
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1.2. Sı́ntesis sobre el Asunto de Estudio
El seguimiento de manos tiene gran importancia en aplicaciones en donde se requiera el reconocimiento
de algún gesto o movimiento manual del usuario. Generalmente se lo encuentra como una etapa preliminar
necesaria para posteriores procesamientos de mayor nivel (post-processing), que son requeridos para distin-
tas tareas que no serı́an posibles de no contar primero con la posición adecuada de la mano en un determinado
instante. Por ejemplo, una vez identificadas las posiciones de la manos, se pueden aplicar un post-processing
para saber qué gesto o signo la mano está denotando, determinar a qué elementos del entorno pueda estar
apuntando, si hay algún objeto o herramienta sostenida por ellas, etc.
Por otro lado, es posible observar que en distintas implementaciones, el seguimiento no siempre se
realiza con el uso exclusivo de una cámara, sino también con ayuda de otros mecanismos adicionales, los
cuales básicamente actúan de dos formas distintas:
Proveer información sensorial adicional que complemente la información directa obtenida de la cáma-
ra. Este caso supone una mayor complejidad o especialización del hardware y por tanto un costo
adicional; como por ejemplo, el uso de sensores de profundidad o el uso de reflectores infrarrojos.
El uso de indumentaria adicional por parte del usuario que mejore y refuerce la detección de las
manos, que abarcan desde el simple uso de capuchitas de colores en los dedos hasta el uso de guantes
de color y textura especialmente diseñados.
Además, por lo general, para que estos mecanismos adicionales realmente sean útiles y se explote la
información que proporcionan, suponen la existencia de una configuración especial del entorno que rodea
a la mano. Esta restricción en el entorno puede convertir al algoritmo de seguimiento muy especı́fico y
particular a las aplicaciones para los cuales estuvo diseñado.
Por último, es importante destacar que existe una gran variedad de distintas técnicas para el procesa-
miento del seguimiento, y cuya heterogeneidad depende de cómo se lleva a cabo el procesamiento de los
distinivos o cues obtenidos en los cuadros, los cuales tienen como común denominador estar dentro de las
caracterı́sticas básicas de color y/o movimiento de la mano. Sobre estas caracterı́sticas se construyen los
algoritmos más diversos en cuanto enfoque y complejidad.
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Modelo teórico, hipótesis y objetivos
En la tesis se desarrolla un barehand tracking y un seguimiento basado en la apariencia de la mano, en
donde ella no es necesariamente el elemento de mayor tamaño en el cuadro (ver sección 1.1.2.2. ).
2.1. Marco poblemático
El seguimiento de manos se realiza a través de los cuadros del video y el resultado final por cada cuadro
es la posición de un indicador visual (ventana rectangular indicadora) centrado en las coordenadas bidimen-
sionales que represente a cada mano y el cual debe identificar a la región en donde se contenga la mayor
cantidad de la mano en dicho cuadro [7]. El problema que se desea evitar es la pérdida de seguimiento:
la pronta incapacidad temporal de continuar identificando a la mano en los cuadros sucesivos. Las manos
son ubicadas e identificadas gracias al uso de distintivos que caracterizan a las manos por medio de al-
guna configuración o particularidad asociada. Estos distintivos son extraı́dos por medio de alguna métrica
de comparación o procesamiento diverso sobre dos cualidades básicas comunes: el color (color cues) y el
movimiento (motion cues) [26].
Una mejor extracción de los distintivos está asociada a un mejor seguimiento, y esto es posible en
condiciones adecuadas de resolución e iluminación que mejoren la visibilidad de los elementos dentro del
cuadro. La resolución es importante porque define la cantidad de pı́xeles pertenecientes a la región de la
mano y por tanto también define la cantidad de información presente para caracterizarla (a mayor tamaño,
existe mayor información sobre la mano). Asimismo, la iluminación importa porque define el contraste que
existe entre el foreground (plano o región en donde se ubica la mano dentro del cuadro) del background
o entorno (regiones o planos que rodean a la mano): si el contraste es menor, mayor es la dificultad de
diferenciar ambas regiones y separar a la mano de cualquier otro elemento del entorno [10]. En la sección
1.1.2.3 se han descrito los problemas generales del seguimiento de manos; sin embargo, ahora se los presenta
enfatizando su relación directa con el uso de los distintivos :
Alteración de las caracterı́sticas que identifican a las manos: La alteración o cambio repentino
de alguna de las cualidades del foreground puede originar una mala caracterización de la mano y la
pérdida de su identificación, lo cual trae como consecuencia una posible pérdida de seguimiento en el
cuadro actual. Entre las cualidades del foreground que pueden modificarse, se encuentran:
• La presencia de algún movimiento repentino de la mano brusco o violento.
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• Cambios de escala y perspectiva de las manos frente a la cámara.
• Tonalidad variante de la piel a lo largo del video por cambios de iluminación y poca textura.
• Oclusiones entre ambas manos.
• Posiciones fuera del campo visual de la cámara.
• Deformidad y no-rigidez de la mano, que la vuelve ”amorfa” y justifica la gran cantidad de poses
y ubicaciones que puede tomar a lo largo de la secuencia del video.
Presencia de caracterı́sticas de las manos similares en el background: Genera la pérdida del segui-
miento porque introducen falsos positivos originados por la pronta aparición de distintivos similares
a la de la mano en alguna región ajena a ella dentro del background, y sobre las cuales errónea-
mente se pueden ubicar a las manos. De manera general, los falsos positivos ocurren con cambios
de iluminación drásticos; sin embargo, de manera particular, ocurren en entornos dinámicos cuando
los distintivos usados son de movimiento, o entornos recargados con diversos elementos de colores
cuando los distintivos son de color.
Por otro lado, la implementaciń del seguimiento de manos implica considerar factores adicionales a los
algorı́tmicos anteriormente descritos, porque el algoritmo de seguimiento puede estar funcionando correc-
tamente pero sin ser factible de implementarse en la aplicación o contexto en el cual se le desea usar [5].
Por ejemplo, es importante considerar qué recursos o facilidades adicionales brinda el sistema sobre el cual
se está implementando el algoritmo: recursos computacionales, funciones del sistema operativo, soporte de
instrucciones especiales en el procesador, etc. Entre estos factores adicionales tenemos [69]:
Tiempo de procesamiento adecuado: Dependiendo de cunto tiempo el procesamiento demore por
cuadro, se tiene una equivalencia a cuantos cuadros por segundo (fps) se es posible mostrar las imge-
nes con las regiones de las manos identificadas. A mayor tasa de fps, más rápido es el procesamiento,
se rechaza una menor cantidad de cuadros entrantes del video, y la implementación es más adecuada
para aplicacionesonline o en tiempo real. Por ejemplo, la cmara puede adquirir a 30fps, pero el pro-
cesamiento puede tomar un tiempo tal que solo pueda procesar y mostrar las manos identificadas en
pantalla a 10 fps.
Máxima velocidad y/o desplazamiento por cuadro de la mano: Es la velocidad cm/s o distancia
máxima cm con la cual pueden moverse las manos del usuario entre dos cuadros consecutivos para
poder ser correctamente seguidas.
Resolución: Los algoritmos de seguimiento pueden varı́ar su tiempo de procesamiento en relación
con las dimensiones de la resolución del cuadro de entrada: a mayor resolución, mayor es el tiempo
de procesamiento por existir más datos de entrada; y viceversa. Esta relación depende del orden de
complejidad de las etapas que conforman al algoritmo (logarı́tmico, polinomial, exponencial).
Ubicación con error tolerable: La ubicación de la mano debe estar dentro de los márgenes de to-
lerancia de inexactitud considerados en el algoritmo. Por ejemplo, la ventana indicadora puede no
calzar exactamente sobre el área perteneciente a la mano en todo el video, sino que al menos asegurar
el cubrimiento constante de un porcentaje adecuado de esta área.
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Inicialización sencilla e intuitiva: Es una condición deseada, pues la inicialiación debe ser fácil de
configurar para el usuario; de lo contrario, aumenta la posibilidad de que el usuario cometa un error
de ubicación inicial en las manos y se dificulte el seguimiento posterior.
En conclusión, la problemática del seguimiento de manos se puede resumir en la realización de un
seguimiento con un grado favorable de exactitud, velocidad y carga de procesamiento; a la vez de resolver
problemas relacionados a la oclusión y pérdidas de seguimiento.
2.2. Modelo teórico
2.2.1. Esquema general del funcionamiento
La primera etapa del algoritmo es la inicialización que permite ubicar cada mano en una posición co-
nocida inicial y también inicializar todas las variables necesarias para el algoritmo. Terminada la iniciali-
zación, se empieza el seguimiento cuadro a cuadro de las manos, el cual puede incluir una etapa de pre-
procesamiento que acondicione la imágen de entrada en cada cuadro para el posterior procesamiento del
mismo, como puede ser la aplicación de una etapa de filtrado.
La posición de la mano en el siguiente cuadro puede tener diferentes niveles de incertidumbre que de-
penden de qué condiciones de movimiento se espera de ella y que también definen las posibles posiciones
o hipótesis de su ubicación. Por ejemplo, se puede esperar que la mano se desplace como máximo a una
distancia radial respecto a la posición ubicada en el cuadro anterior. Otro tipo de hipótesis es suponer que
solo las regiones con una probabilidad mayor al 0.7 de tener un color similar a la de la mano, sea posi-
blemente una de ellas. La extracción de distintivos para la generación de hipótesis viene dada por uno o
más mecanismos cuantitativos. Ejemplos de estos mecanismos cuantitativos son: la evaluación sobre alguna
función de similitud o métrica, la obtención de la probabilidad de hallar una caracterı́stica particular, seg-
mentaciones, etc. Los mecanismos permiten interpretar los distintivos para ubicar las regiones con mayor
probabilidad de pertenecer a una posible posición de la mano. Por ejemplo, un distintivo de color es el ge-
nerar un modelo del color de la mano basado en una mezcla de gaussianas, y el mecanismo para usarlo es la
simple evaluación de un pı́xel RGB sobre el modelo, la obtención del valor de probabilidad de pertenencia
al color, y luego aplicarle un valor umbral que determina si es válido o inválido de pertenecer a la mano. En
la sección 1.1.2.3se aprecia que los mecanismos cuantitativos pueden aplicarse también sobre otros recur-
sos como algún historial variable de cuadros pasados o conocimiento explı́cito del background que brinde
información que mejore el seguimiento.
La obtención final de la posición de las manos resulta de la aplicación de un mecanismo de discrimina-
ción sobre las hipótesis (resultantes de los mecanismos cuantitativos), el cual realiza un discernimiento sobre
la posición más óptima para ubicar la mano dentro de todas las hipótesis. Esta es la parte del algoritmo de
mayor ”inteligencia”, pues puede incluir modelos dinámicos de la mano y técnicas predictivas, la formula-
ción de problemas de optimización, manejo de oclusiones, algoritmos para la recuperación del seguimiento
luego de su pérdida, el aprendizaje de trayectorias anteriores de las manos, etc.
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Figura 2.1: Diagrama de bloques especı́fico.
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2.2.2. Diagrama de bloques especı́fico
El diagrama 2.1 compacta el esquema general de funcionamiento y permite articular mejor la funcio-
nalidad a cada etapa. Los recuadros en amarillo representan una entrada para el algoritmo, el de celeste la
salida y el resto son etapas de procesamiento.
Por otro lado, el diagrama 2.2 permite observar el esquema de funcionamiento del seguimiento de manos
de manera muy resumida y en relación con tres problemas o requerimientos importantes en su implementa-
ción mencionados anteriormente en el marco problemático.
Inicio
Inicialización
Obtención de la 




Análisis sobre el 
cuadro actual





3)Ubicación con  
error tolerable
Figura 2.2: Esquema de funcionamiento y requerimientos de implementación.
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2.3. Hipótesis
2.3.1. Hipótesis principal
Desarrollar un algoritmo de seguimiento de manos práctico, que requiera menor complejidad compu-
tacional, y por tanto que sea más rápida su ejecución sobre computadores estándares en el mercado y también
mini-computadores, pero que que a la vez mantenga una robustez y exactitud tolerable.
2.3.2. Hipótesis secundatias
Se podrá implementar un algoritmo cache aware de seguimiento de manos [70], de modo que se
acelere su procesamiento y sea potencialmente adecuado para el uso de instrucciones SIMD u otras
mejoras que le den una aceleracón aún mayor para alguna implementación futura.
La implementación del algoritmo en un computador personal de caracterı́sticas estándares en el mer-
cado será apto para aplicaciones en tiempo real que superen los 10 fps; asimismo, se espera que
también lo sea para el mini-computador MK802.
El algoritmo desarrollado tendrá un grado de robustez adecuado frente a cambios de iluminación.
2.4. Objetivos
2.4.1. Objetivo principal
Implementar un algoritmo de seguimiento de manos en una computadora personal de caracterı́sticas
estándares en el mercado y la mini-computadora MK802, tolerante a cambios de iluminación en el ambiente
de la detección, con un error aceptable de detección y eficiente en cuanto al uso de recursos de memoria y
procesamiento.
2.4.2. Objetivos secundarios
En [34] se menciona que 10 fps es lo necesario para el reconocimiento humano visible de señas, por
lo tanto, se plantea en esta tesis tener dicha tasa como cota inferior a alcanzar y superar de ser posible
para tener una aplicación en tiempo real.
Realizar un algoritmo cache aware [70] que potencialmente podrá hacer uso de extensiones tales
como SIMD entre otras para acelerar su procesamiento.
Realizar un algoritmo capaz de resolver situaciones de oclusión y recuperarse continuamente de pérdi-
das de seguimiento.
Hacer un uso exclusivo de los distintivos de movimiento en el video, por ser más robusto frente a
cambios de iluminación general y aprovechar las cualidades de movimiento no rı́gido de las manos.
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Capı́tulo 3
Desarrollo de la solución: Procesamiento
3.1. Consideraciones y concepción del seguimiento de manos propuesto
El algoritmo desarrollado realiza un seguimiento de ambas manos del usuario por simple visión mono-
cular, en el cual el usuario no necesita usar indumentaria adicional y sus manos no necesariamente deben ser
los elementos de mayor tamaño o protagonismo en el cuadro (ver sección 1.1.2.2. ). Cada mano es seguida
de manera independiente, a excepción cuando entra en condición de oclusión.
A continuación se definen cuáles son las condiciones requeridas para la correcta aplicación del algoritmo
desarrollado, para luego definir su concepción de solución e implementación.
3.1.1. Condiciones y restricciones
Es muy importante definir cuáles son las supuestas condiciones del contexto y las restricciones de la apli-
cación del seguimiento porque estas influyen directamente en el diseño del algoritmo y su grado de compleji-
dad operacional: dependiendo del grado de restricción, se puede alterar la complejidad de su procesamiento.
Estas son las condiciones o supuestos considerados para el seguimiento [46, 2, 7, 65, 60, 61, 47, 45, 12, 64]:
1. El usuario mueve las manos aproximadamente sobre un conjunto cercano de planos paralelos frente
a la cámara, de modo que no existan problemas de perspectiva o cambios aparentes del tamaño de la
mano captada por la cámara.
2. La cámara permanece inmóvil en toda la secuencia de video.
3. El usuario procura no realizar movimientos inválidos que coloquen a sus manos fuera del campo de
visión de la cámara, es decir, que ambas manos siempre deben estar visibles.
4. Solo existe una persona frente a la cámara.
5. Las manos son los elementos en constante y con mayor movimiento dentro del cuadro: no existen
otros elementos distractores en el entorno que compitan en movimiento con las manos. Sin embargo,
se considera inevitable el movimiento de codos, brazos y la cabeza del usuario.
6. El movimiento de las manos es natural, flexible y evita ser violento, brusco o raudo.
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Estas seis condiciones o restricciones se cumplen naturalmente en distintas situaciones dentro de las acti-
vidades humanas; por ejemplo, cuando un ponente está exponiendo algún tema frente a una audiencia por
medio de movimientos manuales naturales [7]. Por otro lado, estas seis condiciones son comunes y adecua-
das en aplicaciones de Human-computer interaction que tengan a las manos como los elementos principales
de comunicación con el computador, y por tanto, se espera de ellos un mayor movimiento protagónico dentro
del video [35].
Estas seis restricciones deben tenerse presente durante todo del desarrollo de la tesis, y es en conside-
ración a ellas que se ha optado por el desarrollo de un algoritmo que haga uso exclusivo de distintivos de
movimiento (motion cues) para la caracterización de las manos. Esta particularidad también permite alcanzar
los objetivos de un seguimiento con mayor independencia del color de la mano y robustez frente a cambios
de iluminación general.
3.1.2. Concepción del algoritmo
Además del desarrollo de un algoritmo que cumpla con las seis restricciones anteriores y que realice un
seguimiento con una exactitud y tasa de fps adecuadas, se conciben las siguientes cualidades:
1. Parametrizable: El algoritmo recibe tres parámetros como entrada: la resolución actual de los cuadros
del video, la posición inicial de las manos y el tamaño de las manos proporcional a dicha resolución
(en pixeles). Por lo tanto, el seguimiento se adapta a distintas resoluciones de video y se puede ejecutar
sobre distintos entornos hardware. A menor resolución, mayor velocidad tiene el procesamiento y es
más adecuado para aplicaciones online.
2. Sin necesidad de entrenamiento previo: No se requiere una etapa de aprendizaje o entrenamiento
previo para modelar alguna caracterı́stica o distintivo presente en la mano o en su entorno.
3. Sin necesidad de alguna calibración previa: No es necesario calibrar algún parámetro, constante de
proporcionalidad o valor umbral para mejorar el seguimiento. Todo parámetro se redefine internamen-
te dependiendo de los tres parámetros de entrada.
4. Modularidad y posibilidad de inclusión de nuevas soluciones: El algoritmo desarrollado tiene una
implementación modular, claramente diferenciada en etapas en las cuales se usan distintos métodos
cuantitativos y distintivos. Esto facilita el mantenimiento y la modificación del código, pero también
la inclusión de nuevos métodos y distintivos dentro de los módulos.
5. Manejo de oclusión: Se considera la solución a posibles casos momentáneos o prolongados de oclu-
sión mutua o juntura en las manos.
6. Solución a pérdidas de seguimiento: El algoritmo es capaz de volver a recuperar el correcto se-
guimiento luego de una pérdida del mismo, por lo cual este problema se convierte en una simple
ocurrencia temporal recuperable.
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20 3.2. EXTRACCIÓN Y PROCESAMIENTO DE DISTINTIVOS
3.2. Extracción y procesamiento de distintivos
La extracción y procesamiento de distintivos es el proceso por el cual se caracterizan a las manos de
acuerdo a sus cualidades de movimiento con el objetivo de poder utilizarlas en distintos mecanismos cuan-
titativos que permitan encontrar las ubicaciones de las manos dentro del cuadro. La premisa para emplear
distintivos de movimiento o motion cues es que las manos son los elementos con mayor cantidad de mo-
vimiento en el cuadro. El concepto de cantidad de movimiento se refiere a un valor, mesurado por medio
de algún mecanismo cuantitativo, que indique de manera proporcional o semántica si es que hubo algún
elemento en movimiento dentro de alguna región particular entre el cuadro anterior y el actual. Entonces,
se postula que aquellas regiones del cuadro con mayor cantidad de movimiento corresponden a las regiones
donde posiblemente se ubiquen las manos en el cuadro actual. En el algoritmo se desarrollan dos clases de
distintivos: el Mapa global de movimiento y el Mapa local de similitud.
Los distintivos de movimiento empleados requieren la división de la imagen en regiones menores con-
sistentes en bloques cuadrados de dimensión de lado fija llamados bloques estándares. El lado de un bloque
estándar es proporcional a las dimensiones de la mano y el desplazamiento máximo deseado de la mano
entre dos cuadros sucesivos, y esta proporcionalidad se define por una constante de proporcionalidad de
región.
Los distintivos de movimiento se basan en mecanismos de diferenciación entre el cuadro actual y el
anterior en escala de grises, porque lo que interesa como indicio de movimiento son los fuertes cambios
de valores de intensidad de los pı́xeles dentro de una región en particular entre dos cuadros sucesivos.
Como consecuencia, si ocurren cambios de iluminación global en todo el cuadro actual, debido a que la
diferencia de intensidad está en misma proporción para todo pı́xel, esta no es interpretada como un cambio
de movimiento ocurrente en alguna región particular. Esto significa que el algoritmo es robusto frente a este
tipo de cambios, lo cual no es posible si se dependiese exclusivamente de distintivos de color.
A continuación se describen los dos procesos importantes dentro de la extracción y procesamiento de
caracterı́sticas: la etapa de filtrado o acondicionamiento, y el análisis de distintivos. Como anotación, el uso
del sı́mbolo ROWS se refiere al ancho de la imagen del cuadro en pixeles, y COLS se refiere al largo.
3.2.1. Filtrado y acondicionamiento
El primer problema que debe resolverse para la extracción de distintivos es disminuir el efecto negativo
de dos fenómenos que dificultan la extracción de información de movimiento en el cuadro:
1. El nivel de ruido y sus asociados cambios de intensidad local dispersos dentro del cuadro.
2. La existencia de elementos de gran textura o de considerable variación de frecuencia local, como
puede ser la ropa del usuario. Estas elementos tienen el efecto de poder incrementar la cantidad de
movimiento extraı́do por las caracterı́sticas de manera considerable al mı́nimo movimiento, pues ge-
neran altos cambios de intensidad local.
La solución para los efectos negativos de ambos fenómenos es la implementación de una etapa de pre-
procesamiento de filtrado y acondicionamiento. Esta etapa consiste en convertir el cuadro actual en escala
de grises y aplicarle un filtro pasa-bajos con el efecto de reducir los niveles presentes de ruido y textura:
reducir el importe de las altas frecuencias presentes en la imagen.
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La descripción formal de esta etapa es:
1) Entradas:
(It)RGB: Cuadro actual a color RGB
2) Salidas:




t = RGBtoGRAY((It)RGB) (3.1)
It = I
′
t ∗ h, h = 111x11 (3.2)
4) Costo computacional:
O(2 ROWS COLS) (3.3)
Existen dos ahorros de costo computacional dentro de la implementación de esta etapa. El primero es el
almacenar el cuadro filtrado en un búfer, debido a que será usado también en el procesamiento del siguiente
cuadro entrante y ası́ evitar realizar el acondicionamiento nuevamente.
El segundo ahorro computacional es en la implementación de la convolución bidimensional empleada.
Sucede que para el empleo de un kernel cuadrado de k pı́xeles por lado, el orden de la convolución es
O(ROWS COLS k2) si es un filtro no separable, y O(4 ROWS COLS k) si es separable. Ahora, en la
presente etapa se usa un filtro promedio separable k = 11, que en teorı́a tiene un costo computacional por
pı́xel: O(4 ROWS COLS k)ROWS COLS = O(4 k). Sin embargo, esta etapa ha sido implementada de un modo eficiente tal
que el orden se reduce a O(2ROWSCOLS),y el costo computacional por pı́xel a O(2). Este es un orden
constante: solo se requieren dos operaciones por pı́xel independientemente del tamaño del kernel, y por tanto
el speed-up alcanzado tiene un factor de 2 k.
3.2.2. Análisis de distintivos
Las ventajas del uso exclusivo de distintivos de movimiento respecto a los de color en las restricciones
de la presente tesis son:
1. Aprovecha las cualidades de movimiento no rı́gido y deformaciones continuas de las manos para ca-
racterizarlas mejor. Debido a que los distintivos empleados no dependen de la forma, ni estrictamente
del color de la mano; la mano es libre de cambiar su apariencia, siempre y cuando se mantenga un
contraste suficiente de iluminación con su entorno.
2. Permite una inicialización sencilla en la cual el usuario debe agitar sus manos constantemente durante
un tiempo hasta que el sistema las reconozca. No se requiere ninguna configuración o entrenamiento
previo para la extracción del color de las manos del usuario, ni de las caracterı́sticas de iluminación
global del entorno. Por otro lado, un mayor rango de usuarios son aptos para usar el sistema porque
existe una mayor independencia al color de la piel.
3. Permite una mayor tolerancia a cambios iluminación global en todo el cuadro.
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4. Los mismos ditintivos empleados permiten simultáneamente resolver problemas de oclusión mutuas
entre las manos y la recuperación continua de pérdidas de seguimiento.
5. Permite un mejor seguimiento dentro de ambientes estáticos recargados con elementos que pueden
tener colores similares a la de piel, siempre que exista un contraste relativo de intensidad entre estos
elementos y las manos.
Los distintivos de movimiento tienen dos clasificaciones según usen o no información de la posición de
la mano en el cuadro anterior, que a la vez está muy relacionado a las dimensiones de las regiones de trabajo
que se deben analizar. La primera clasificación es el Análisis sin información a priori, el cual requiere como
entrada un análisis sobre todo el cuadro actual y anterior para extraer la información de movimiento. El
distintivo asociado a este análisis es el Mapa global de movimiento, el cual pretende obtener un valor que
identifique a las regiones dentro de todo el cuadro con mayor cantidad de movimiento en donde posiblemente
se encuentre la mano. Este puede ser de dos tipos: el Mapa global de movimiento individual y el Mapa global
de movimiento en bloques.
La segunda clasificación es el Análisis de movimiento con información a priori, el cual requiere como
entrada el análisis sobre un vecindario local alrededor de la posición de la mano en el cuadro anterior dentro
del cuadro actual para la extracción de movimiento. El distintivo asociado a este análisis es el Mapa local de
similitud, el cual pretende extraer un valor que identifica la región donde posiblemente se ha desplazado la
mano con respecto a su ubicación en el cuadro anterior.
El Mapa global de movimiento y el Mapa local de similitud se basan en la asignación de cantidad de
movimiento en todo el cuadro o parte de ella mediante la división de las regiones analizadas en secciones
de bloques (llamados anteriormente bloques estándares).Estas ideas son comúnmente encontradas en la
literatura de Visión por Computadora [10], y son usadas en aplicaciones de compresión y reconstrucción de
video [71, 72, 73]. En el contexto del seguimiento de manos, estas ideas están basadas en los trabajos de
[7, 26].
3.2.2.1. Análisis de movimiento sin información a priori: Mapa global de movimiento
Este análisis se basa en la premisa de que las manos son los elementos con mayor movimiento dentro
del área de visión de la cámara de video captada en el cuadro actual, y esto puede ser suficiente para ubicar
a las manos sin la necesidad de conocer donde se ubicaron anteriormente.
El análisis de movimiento se realiza sobre todo el cuadro porque, al no existir información a priori de la
posición de la mano, esta podrı́a estar en cualquier parte del cuadro. Otra razón es el hecho de que la integra-
ción de áreas más grandes en el análisis dentro del Mapa global de movimiento permite una mayor robustez
y eliminación de movimientos menores presentes debido a que las regiones de las manos, al tener mayor
cantidad de movimiento en todo el cuadro, tienen una ganancia de protagonismo frente a estos. El fenómeno
de ganancia de protagonismo se encuentra explicado en la figura 3.1. El Mapa global de movimiento indi-
vidual es el distintivo que segmenta los pı́xeles de las regiones con mayor cantidad de movimiento presente
dentro de todo el cuadro. Conviene resaltar que la etapa de filtrado anterior no elimina las cantidades de
movimiento presentes en las zonas de alta textura, sino que reduce sus efectos en la cuantificación que se
realice sobre él en los distintivos.
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(a) Región de análisis de cantidad de movimiento <.
(b) Región de análisis de cantidad de movimiento M.
Figura 3.1: En estas figuras se representa el fenómeno de ganancia de protagonismo. Cada región de análisis tiene
segmentados los pı́xeles de mayor cantidad de movimiento. Se observa que cuando se analiza la región M, la mano
cobra mayor importancia de movimiento sobre otros elementos que aparecı́an tenerlo en <.
En conclusión, la integración de todo el cuadro permite un análisis en el cual solo importan aquellas
regiones con mayor protagonismo de movimiento, que en teorı́a deberı́an ser solamente las manos. Sin
embargo, un problema que ocurre es que junto al movimiento de las manos también está el movimiento
de otras partes del cuerpo, como los brazos, codos, hombros, el cuello, la cabeza, etc. Todas estas partes
también aportan una cantidad de movimiento en el análisis, y en ocasiones particulares pueden equipararse
al aportado por las mismas manos; lo cual se traduce en la aparición de falsos positivos, es decir, de regiones
que erradamente podrı́an considerarse como pertenecientes a la manos. Para reducir estos falsos positivos,
se formula el Mapa global de movimiento en bloques.
La cadena de caracterización es el proceso por el cual se extrae el distintivo del Mapa global de mo-
vimiento individual (MGMI), y consiste en tres etapas consecutivas: Diferencia Absoluta temporal-local,
Varianza local y Segmentación unimodal natural. A continuación, se describen estas etapas con mayor de-
talle. Cuando se referencie dim(I), se refiere a las dimensiones del la imagen I del cuadro actual.
1. Diferencia absoluta temporal-local
La descripción formal de esta etapa es:
1) Entradas:
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It: Cuadro actual filtrado resultante de la etapa de filtrado y acondicionamiento.
It−1: Cuadro anterior filtrado resultante de la etapa de filtrado y acondicionamiento (extraı́do del
búfer).
2) Salidas:
A: Imagen resultante de la aplicación de la Diferencia Absoluta temporal-local.
3) Proceso:
A = |It − It−1| ∗ h, h = 17x7 (3.4)
4) Costo computacional:
O(4 ROWS COLS) (3.5)
En primer lugar, se calcula la diferencia absoluta pı́xel por pı́xel entre el cuadro filtrado actual y el
anterior, para ası́ generar una imagen de diferencias absolutas [34]. Luego, por cada pı́xel (i,j) de la imagen
de diferencias absolutas, se realiza una sumatoria sobre un vecindario local de dimensiones de 7 x 7 pı́xeles
centrada en (i,j), y el resultado es almacenado en dicha posición dentro de la imagen resultante A.
Todo valor no nulo dentro de la imagen de diferencias absolutas indica una variación de intensidad en el
tiempo comprendido entre dos cuadros consecutivos (como la variación es relativa, se aplica la función valor
absoluto). A mayor valor de diferencia, mayor probabilidad de que la variación haya sido producida por el
movimiento de algún elemento en dicha región, pues existen cambios resultantes del ruido y cambios de
iluminación. Sin embargo, con el propósito de atenuar los efectos del ruido remanente, se aplica nuevamen-
te un filtro promedio (sumador). Por otro lado, el filtrado también permite esparcir los valores de variación
de intensidad que se encuentren acumulados en pequeñas regiones del cuadro, es decir, permite un esparci-
miento de la información concentrada de movimiento hacia sus regiones vecinas, lo cual es aprovechado en
las siguientes etapas consecutivas.
2. Varianza local
La descripción formal de esta etapa es:
1) Entradas:
A: Imagen resultante de la etapa anterior.
2) Salidas:







Akl, S = N
sym






(Akl − µ)2, dim(B) = dim(A) (3.7)
4) Costo computacional:
O(75 ROWS COLS) (3.8)
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Sobre la imagen resultante de la etapa anterior, se aplica un proceso de extracción de la varianza local
sobre una ventana de análisis de 5x5 pı́xeles. La varianza local tiene la propiedad de generar un elevado valor
numérico en la posición (i,j) de B si esta corresponde a un pı́xel de A cuyos pı́xeles a su alrededor presenten
una gran variedad de cambios de valor, es decir, que pertenezcan a una región cercana a las fronteras donde
ocurrió algún movimiento en el cuadro. De lo contrario, se genera un valor bajo si los pı́xeles que rodean
a (i,j) mantienen un bajo o nulo cambio de valor entre ellos. En conclusión, la varianza local presenta un
valor alto en aquellos pı́xeles que se encuentren sobre alguna región que presente una situación de frontera
(variabilidad o gradiente considerable) entre zonas de alta y baja cantidad de movimiento, mejorando la
delimitación entre ellas.
3. Segmentación unimodal natural
La descripción formal de esta etapa es:
1) Entradas:
B: Imagen resultante de la etapa anterior.
2) Salidas:
IMGMI: El Mapa global de movimiento individual.
3) Proceso:
tr’ = umbral natural(B) (3.9)
tr = (max(B)− tr’) ∗ 0,1 + tr’ (3.10)
(IMGMI)ij =
{
1, Bij ≥ tr
0, en otro caso
, dim(IMGMI) = dim(B) (3.11)
Esta es la última etapa dentro de la cadena de caracterización y culmina con la generación del Mapa
global de movimiento individual o MGMI. El MGMI es el resultado de aplicar una segmentación binaria
sobre B, en la cual el valor de ”1” en el pı́xel (i,j) significa que este pı́xel pertenece a una región de cantidad
de movimiento considerable, y el valor ”0” lo contrario. Experimentalmente se encuentra que B contiene
mayoritariamente elementos nulos o de bajo valor numérico, debido a que existen pocas regiones con mo-
vimiento considerable dentro del cuadro. De este modo, se encuentra experimentalmente que un histograma
de la distribución de valores de B es unimodal, con la moda en el extremo de menores valores de cantidad de
movimiento. Esta condición es ideal para aplicar la segmentación unimodal descrita en [74], cuya ventaja
reside en el uso de un valor umbral generado de manera particular para cada cuadro del video (a diferencia
de los umbrales hard-coded, el cual es denominado umbral natural. Este umbral natural es aumentado en
un valor de 10 % respecto a la diferencia entre este valor y el máximo valor encontrado en B, para luego
proceder a la segmentación respectiva.
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Finalmente, conviene realizar un análisis sobre la importancia de cada etapa dentro de la cadena de
caracterización sobre el MGMI: se analiza qué sucederı́a si se omite ciertos procesos dentro de ella. Este
análisis puede ser apreciado gráficamente en la figura 3.2. En primer lugar, si se omite la etapa de Varianza
local, sucede que dentro del MGMI se forman clusters relativamente gruesos y toscos de pı́xeles etiquetados
con ”1”, debido a que la etapa de Varianza local se encargaba de limitar las regiones en movimiento. Un
primer problema que puede ocurrir es que los clusters pueden formarse en zonas como codos o brazos, y
ser lo suficientemente grandes como para fusionarse con el cluster de la mano y formar uno solo: la mano
serı́a indistinguible del brazo, y su ubicación podrı́a ser errónea. Un segundo problema puede ser que los
mismos clusters identificados para cada mano lleguen a ser tan grandes de modo que resulten juntándose y
fusionándose en uno solo, a pesar de que no exista oclusión observable en el cuadro actual (lo ideal es tener
ambos clusters separados para que cada una identifique a una mano independiente de la otra).
Si se omite el filtrado posterior al cálculo de la imagen de diferencias absolutas dentro de la etapa de
Diferencia absoluta temporal-local, se fomenta la acumulación o focalización de información de movimiento
en zonas dispersas del cuadro. Esto resulta en la formación y aumento de regiones fragmentadas que no
pueden formar un cluster compacto dentro del MGMI, y por lo tanto, la cantidad de movimiento detectado
en las manos pueden perder área y protagonismo de movimiento (por contraste, elementos ajenos a las
manos podrı́an ganar mayor protagonismo).
En la etapa del filtrado y dentro de las etapas de la cadena de caracterización se ha mostrado el costo
computacional. Es importante resaltar la observación de que todas las operaciones que están relacionados
con convoluciones se implementan de manera muy eficiente. Por otro lado, la etapa de mayor demanda
computacional teórica encontrada es la Varianza local, por lo cual ella debe ocupar gran parte del tiempo de
procesamiento del algoritmo; sin embargo, no es lo suficientemente complejo para evitar una implementa-
ción total eficiente del algoritmo descrito en la tesis.
• Generación del Mapa de movimiento global en bloques (MGMB)
La descripción formal de esta etapa es:
1) Entradas:
IMGMI : El Mapa global de movimiento individual.
2) Salidas:
IMGMB: El Mapa global de movimiento en bloques.
3) Proceso:
lado bloque estandar = dimension x mano ∗ constante de proporcionalidad (3.12)
m1 = floor(ROWS/lado bloque estandar) (3.13)
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(a) Imagen del cuadro. (b) MGMI.
(c) MGMI sin la etapa de filtrado dentro de la Diferencia
absoluta temporal-local.
(d) MGMI sin la etapa de Varianza local.
Figura 3.2: Efectos de las modificaciones dentro de la cadena de caracterización.
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El Mapa global de movimiento en bloques o MGMB es una imagen que representa las distintas regiones
del cuadro divididas en bloques que tienen asignados valores numéricos en relación con la cantidad de
movimiento detectada dentro de ellos. El MGMB es el segundo distintivo generado a partir del análisis sin
información a priori y se construye a partir del MGMI.
El MGMB se forma como una imagen de dimensiones m1 x n1, resultado de dividir al MGMI en una
cuadrı́cula de m1 x n1 bloques estándares, los cuales son cuadrados con un tamaño de lado dependiente de
la constante de proporcionalidad y las dimensiones de la mano. Luego, por cada bloque Bl(i,j), se obtiene
un valor consistente en la suma de todos los pı́xeles que esta región abarque sobre el MGMI. Este valor es
ubicado en la posición (i,j) del MGMB.
Anteriormente se menciona que la utilidad usar este distintivo es la ganancia de protagonismo de las
regiones con mayor movimiento. Debido a que la cantidad de movimiento se encuentra cuantificada en
bloques que representan a regiones particulares del cuadro, las regiones con pı́xeles segmentados dispersos
tendrán un menor valor asociado, y pierden importancia frente a otra regiones con pı́xeles segmentados
más concentrados de movimiento. Por este motivo, este distintivo se complementa con el MGMI y permite
reducir los falsos positivos originados por la mayor cantidad de hipótesis de los datos de entrada. De este
modo, los bloques que pertenezcan a las regiones de las manos, tienen un valor numérico mayor dentro del
Mapa global de movimiento en bloques en relación con su cantidad de movimiento.
• Uso del Mapa global de movimiento individual: El Análisis de movimiento subyacente
El Análisis de movimiento subyacente es el proceso por el cual se analiza si un pı́xel o conjuntos de
pı́xeles asociados a la ubicación de alguna posición de interés (como puede ser la mano) tienen el valor ”1”
dentro del MGMI y saber si pertenecen a una región con cantidad de movimiento considerable. Se realiza
de dos maneras distintas:
1. Análisis de movimiento subyacente individual: Determina si el pı́xel que identifica a la posición de
la mano tiene el valor ”1”. Esta manera es usada cuando se desea analizar si existe una pérdida de
seguimiento.
2. Análisis de movimiento subyacente vecino: Se analiza a un conjunto de pı́xeles dentro de una ven-
tana alrededor de alguna posición de interés en búsqueda de la existencia de al menos un pı́xel que
tenga el valor ”1” dentro de ella. Este proceso se usa para resolver problemas de oclusión.
• Uso del Mapa global de movimiento en bloques: El Desplazamiento global
Debido a los valores numéricos en el MGMB, este puede ser usado para desplazar la ubicación de
las manos hacia alguna nueva posición en función de la cantidad de movimiento asociados a las regiones
de bloques a las que fue dividido el cuadro. Este procedimiento de ubicación de las manos es llamado
desplazamiento global porque las manos pueden posicionarse en cualquier región dentro del cuadro.
Se puede definir la posición (k,l) como el centro del bloque (i,j) sobre la imagen del cuadro actual:
k = i ∗ lado bloque estandar + floor(lado bloque estandar/2)
Pontificia Universidad Católica del Perú
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Figura 3.3: Mapa global de movimiento en bloques asociado al cuadro de la figura 3.2a.
l = j ∗ lado bloque estandar + floor(lado bloque estandar/2)
El algoritmo de desplazamiento global es el presentado en la figura 3.4. El desplazamiento global puede
servir para ubicar ambas manos o una de ellas en particular, lo cual solo es posible cuando las manos no
presentan oclusión mutua, porque es necesario que dentro del MGMB se tengan diferenciados dos clusters
de valores no nulos según un vecindario 8-neighborhood (ver figura 3.5). Cada uno de estos dos clusters, al
corresponder a las regiones con mayor cantidad de movimiento, tendrá ubicado a una mano distinta.
Los clusters se ubican de manera secuencial. En el caso del desplazamiento global de ambas manos,
primero se ubica el bloque (i,j) de mayor valor numérico en el MGMB y luego se ubica a la mano en su
posición (k,l) asociada. Después, se enmascara el cluster al cual el bloque (i,j) pertenece por medio de una
eliminación propagativa de los bloques 8-neighborhoodd de valores no nulos, asignándoles un valor nulo a
los bloques eliminados (la forma de anular los bloques del cluster se implementa mediante un backtracking
recursivo). Finalizado este proceso, queda en teorı́a un cluster adicional dentro del MGMB, razón por la
cual se ubica nuevamente el bloque (i,j) de mayor valor numérico en el MGMB y en l se ubica la posición de
la segunda mano. Conviene resaltar que en el caso del desplazamiento global de solamente una mano, sim-
plemente se procede a la eliminación propagativa del cluster asociado a la mano que no se desea desplazar
y se continúa el resto del procedimiento del mismo modo a cómo se ha descrito anteriormente.
Puede ocurrir que se tengan más de dos clusters aislados, en cuyo caso, se puede afirmar que por las
condiciones del seguimiento vistas en la sección 3.1.1. , este tercer cluster tendrá valores relativamente
menores comparados los otros dos principales porque posiblemente se ha originado por algún movimiento
indeseado colado durante la etapa de segmentación unimodal del MGMI. Esta es otra ventaja del fenómeno
de ganancia de protagonismo presente en el MGMB.
Por último, puede ocurrir la indeseada posibilidad de que exista un solo cluster pese a no existir una
oclusión aparente entre las manos. Esto puede suceder porque ambos clusters hipotéticos relacionados a
cada mano no están separados por bloques de valores nulos, sino que lo están por bloques con valores no
nulos muy pequeños debido a algún elemento de movimiento indeseado. Como resultado, en el proceso de
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Figura 3.4: Algoritmo de desplazamiento global.
eliminación propagativa, se elimina a todo este único cluster y la posición de la segunda mano no es alterada.
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Figura 3.5: MGMB de la figura 3.3 con dos clusters de valores no nulos diferenciados según un vecindario 8-
neighborhood.
3.2.2.2. Análisis con información a priori: Mapa local de similitud (MLS)
El análisis de movimiento con información a priori es posible gracias a que el algoritmo conoce el des-
plazamiento máximo permitido para las manos respecto al cuadro anterior. Por tal motivo, la mano se ubica
en el cuadro actual mediante un análisis del movimiento dentro de un vecindario de posiciones alrededor de
la ubicación que la mano tenı́a en el cuadro anterior, y el cual se define en función del desplazamiento máxi-
mo permitido. El Mapa local de similitud o MLS es el distintivo que expresa numéricamente la cantidad de
movimiento analizada dentro de este vecindario, y cuando se ubican a las manos mediante su uso, se refiere
a que hubo un desplazamiento local.
La ventaja del uso de información a priori por medio del desplazamiento local es que permite un análisis
dentro de un menor espacio de hipótesis porque hay un rango menor de posibles posiciones de la mano
comparado a lo que ocurre en un desplazamiento global, y por lo tanto, se infiere que el error de ubicación
debe ser menor.
Las limitaciones en el análisis con información a priori se relacionan con la oclusión o movimientos
muy raudos de la mano que originen una pérdida de seguimiento e inhiban al desplazamiento local de poder
seguirla.
• Generación del Mapa local de similitud (MLS)
La descripción formal de esta etapa es:
1) Entradas:
It: Cuadro actual luego de la etapa de filtrado y acondicionamiento.
It−1: Cuadro anterior luego de la etapa de filtrado y acondicionamiento.
xt−1: Coordenada abscisa x de la posición de la mano en el cuadro anterior.
yt−1: Coordenada abscisa y de la posición de la mano en el cuadro anterior.
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(a) Ubicación de la primera mano. (b) Ubicación de la segunda mano.
Figura 3.6: Ubicación de ambas manos usando el MGMB. El cuadro es el mismo de la figura 3.2a. Se resalta de color
amarillo el bloque en cuyo centro se ubicará la posición de cada mano.
d max: Distancia máxima de la ventana exploratoria para el matching de cada sección del
MLS, relacionado al valor máximo que puede desplazarse una mano entre cuadros sucesivos.
lado bloque: Dimensión del lado del bloque estándar.
2) Salidas:
IMLS : El Mapa local de similitud.
3) Proceso:
(IMLS)ij = min{ξab},
(IMLS)ij ∈ S, dim(S) = 3x3, S = N sym,sep=lado bloquec(xt−1,yt−1)





((It)mn − (It−1)mn)2, dim(S2) = (lado bloque)2, S2 = N symc(ξab) (3.18)
4) Costo computacional:
O(18 d max[ROWS,COLS]2 lado bloque[ROWS,COLS]2) (3.19)
El primer paso dentro del análisis es ubicar la posición de la mano en el cuadro anterior como el centro
de una región de bloque estándar en el cuadro actual. Luego, se ubican las regiones asociadas a ocho bloques
adicionales dentro del 8-neighborhood del bloque ubicado inicialmente. Cada uno de estos nueve bloques
está asociado a una entrada del IMLS y en conjunto constituyen la región de análisis (hipótesis) para la
ubicación de la mano por desplazamiento local: el MLS es una matriz de 3x3 elementos. Por cada bloque (i,j)
asociado a la entrada (i,j) del IMLS , se ubica un vecindario de d max posiciones simétricamente alrededor
de la posición del centro del bloque (i,j) en el cuadro anterior. Por cada posición (a,b) de este vecindario, se
centra un bloque y se calcula la suma de diferencias al cuadrado (SSD) entre cada pı́xel del bloque (i,j) y el
de (a,b) que acaba de ubicarse. Este valor resultante es llamado ξab y es almacenado dentro de un arreglo en
memoria. El SSD es un proceso diferencial que permite obtener un valor de similitud: a menor valor, mayor
es la similitud del bloque (i,j) del cuadro actual con respecto al (a,b) ubicado en el cuadro anterior. Por tal
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Figura 3.7: Figura en el cual es posible apreciar como a partir del MLS formado en la posición anterior de la mano
dentro del cuadro actual ”t”, en cada una de sus celdas (con su centro identificado por una cruz de color distinto) se
ubica la región con mayor similitud (matching) en el cuadro anterior ”t-1”.
motivo, luego se realiza un matching: se ubica el mı́nimo valor ξab dentro del arreglo en memoria y lo asigna
como el valor de similitud para la posición (i,j). Este proceso se realiza para cada uno de los nueve bloques
constituyentes de la región de análisis y ası́ completar los valores dentro de la matriz IMLS . Otro trabajo que
usa el SSD en el contexto de aplicaciones de seguimiento es [26], aunque también es usualmente usado en
diversas aplicaciones de matching [10].
En conclusión, el MLS captura cuantitativamente la cantidad de movimiento en base a qué tan similar
en apariencia es una región en particular del cuadro actual con su posición más probable dentro de un
vecindario en el cuadro anterior. Sin embargo, también puede analizarse como un mapa de disimilitud: un
mayor valor en alguna entrada del MLS indica que la región asociada a ella tiene un menor parecido (o una
mayor variación) a cómo fue en el cuadro anterior, y por lo tanto, una mayor probabilidad de pertenecer a
una región que ha sufrido el movimiento de alguún elemento en él respecto al cuadro anterior. La bondad
de usar el SSD es que eleva cuadráticamente las diferencias de intensidades durante el matching, con el
propósito de amplificar sus disimilitudes.
• Desplazamiento local: Ponderación local de movimiento
La descripción formal de esta etapa es:
1) Entradas:
IMLS : El Mapa local de similitud.
lado bloque: Dimensión del lado del bloque estándar.
xt−1: Coordenada abscisa x de la posición de la mano en el cuadro anterior.
yt−1: Coordenada abscisa y de la posición de la mano en el cuadro anterior.
2) Salidas:
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x localt: Abscisa de la nueva posición de la mano en el cuadro actual.
y localt: Ordenada de la nueva posición de la mano en el cuadro actual.
3) Proceso:
pos xi = coordenada x del centro de posición ij del MLS (3.20)









, dim(S) = 3x3, S = N symc(xt−1,yt−1)
(3.22)
4) Costo computacional de la implementación:
O(1) (3.23)
La ponderación local de movimiento es el mecanismo cuantitativo que permita desplazar la mano en
función a los valores de disimilitud asociado a las nueve regiones de bloques estándares del MLS y las posi-
ciones centrales de cada una de ellas. La ponderación ubica la nueva posición de la mano como el cálculo del
centroide de toda la región explorada en el MLS según los pesos que se contengan en los valores asociados
a cada uno de sus bloques que la conforman. Cada centro de bloque se considera como una posición en el
cálculo del centroide, donde cada peso de ponderación viene dado por el valor de disimilitud asociado a
dicho bloque. El centroide tiene las importantes ventajas de poderse mover virtualmente en cualquier direc-
ción y magnitud menor al desplazamiento máximo para poder ubicarse sobre el punto donde exista mayor
disimilitud o equilibro de cantidad de movimiento presente en el área de análisis. Este método es entonces
ideal para el seguimiento de cuerpos no rı́gidos como las manos, cuyos movimientos particularmente no
están limitados en cuanto dirección.
El Mapa local de similitud tolera y es robusto frente a cambios de iluminación global en todo el cua-
dro, porque este fenómeno solo introduce una variación de intensidades similar sobre todos los valores
resultantes del SSD asignado en el MLS. Como resultado, aquellas celdas que hubiesen obtenido un ma-
yor protagonismo dentro del cálculo de ponderación sin que ocurra un cambio de iluminación global, lo
seguirán manteniendo pese a que este cambio sı́ ocurriese. Conviene resaltar que solo se refiere a cambios
de iluminación no drásticos: aquellos que no cambian ningún signo de la diferencia entre cualquier par de
pı́xeles analizados entre el cuadro anterior y actual; de lo contrario, no existe certeza en poder predecir un
comportamiento correcto del desplazamiento local.
Por otro lado, existe un problema con la ponderación local de movimiento: el tamaño de la región de
análisis asociado al MLS permite la existencia del problema de drifting. Si la ventana aumenta de tamaño,
habrı́a una mayor posibilidad de direcciones y tamaños de posibles desplazamientos locales; sin embargo,
también se introducirı́a mayor información de movimiento de regiones que anteriormente no se considera-
ban. Como consecuencia, este aumento de análisis también influye en la ponderación y puede generar un
drift o arrastre del desplazamiento hacia regiones que no sean las de interés. Existen dos ejemplos noto-
rios de drifting. El primer ejemplo se presenta cuando ocurre bastante acercamiento entre ambas manos sin
ocluirse, pero que son suficientes como para que la región de análisis del MLS considere a regiones de la otra
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Figura 3.8: En esta figura se muestra gráficamente la ubicación de la mano en el cuadro actual (derecha) resultante de
ubicar el centroide por ponderación del MLS asociado (izquierda) para la situación descrita en 3.7.
mano como parte de su hipótesis y generar un drift hacia la región de la otra mano. El segundo ejemplo es
que la región de análisis podrı́a abarcar otras partes del cuerpo del usuario que también están en movimiento
y que se desean evitar, como son los brazos o codos, pero que también pueden originar un importe de drift
hacia su ubicación.
En la presente tesis, el tamaño de la región de análisis del MLS se define por el propio algoritmo en
relación con el tamaño de la mano y su máximo desplazamiento, y por lo tanto, se reduce la presencia del
fenómeno de drifting.
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Desarrollo de la solución: Algoritmo
4.1. Descripción del algoritmo
4.1.1. Diagrama de flujo
En la figura 4.1 se presenta el diagrama de flujo general de la solución de la tesis, en el cual conviene
precisar lo siguiente:
1. Existen dos recuadros de color verde, los cuales pertenecen a una etapa general de Extracción de
distintivos, en la cual se generan en paralelo el distintivo Mapa global de movimiento y, por cada
mano, el Mapa local de similitud.
2. Los recuadros de color amarillo y rojo engloban procesos que pertenecen a la etapa de Procesamiento
de distintivos. Los recuadros amarillos engloban a distintas etapas que procesan al Mapa gobal de mo-
vimiento individual (MGMI) y al Mapa global de movimiento global en bloques (MGMB), mientras
que el rojo engloba a una etapa que procesa al Mapa local de similitud (MLS).
3. La mayorı́a de etapas son de color celeste e indican un único proceso. Sin embargo, las de color
naranja indican que dentro de ellas existen más procesos, por lo cual pueden tener más de una flecha
como salida. Las etapas de color naranja se exponen posteriormente en los diagramas de flujo Manejo
de oclusión (figura 4.2) y Análisis de movimiento circundante (figura 4.3); dentro de los cuales, los
rectángulos de color violeta representan etapas mostradas en el diagrama de flujo general de la figura
4.1.
4. Todas las etapas que poseen un asterisco (*) son realizadas en cada mano de manera independiente,
es decir, que todos los procesos dentro de dichas etapas se repiten por cada mano. Caso contrario, los
procesos se realizan una sola vez para ambas manos conjuntas.
Se explica el funcionamiento del algoritmo en base a lo presentado en los diagramas de flujo. En el
primer comienzo del seguimiento se encuentra la etapa de inicialización, en la cual el algoritmo conoce la
ubicación inicial y las dimensiones constantes de las manos dentro del cuadro. El resto del seguimiento es la
tarea repetitiva de localizar las posiciones de ambas manos del usuario en los cuadros sucesivos, y en cada
uno de estos cuadros, el seguimiento finaliza cuando se halla y muestra la posición de la mano en la pantalla
del computador, y espera volver a empezar el seguimiento con la entrada del siguiente cuadro.
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Figura 4.1: Diagrama de flujo general de la solución al seguimiento de manos presentado en la presente tesis.
Los efectos negativos para los distintivos de movimiento originados por el nivel de ruido o regiones de
alta textura presentes en el cuadro, son reducidos con la etapa de acondicionamiento o filtrado de la imagen.
Luego, se procede a la etapa de Extracción de distintivos, en la cual se extraen simultáneamente el MGMI y
MGMB sin el uso información a priori, y del MLS con el uso de información a prori.
El MLS se obtiene independientemente por cada mano y con ella se obtiene una primera ubicación de
la mano por desplazamiento local en base a la posición que tuvo en el cuadro anterior. Esta nueva ubicación
es llamada posición de referencia local o prl. La prl no es la nueva ubicación definitiva con la cual finaliza
el seguimiento, sino que es una primera aproximación de posible desplazamiento, la cual es alterada o
reafirmada de acuerdo a tres eventos que pueden ocurrir luego de este desplazamiento:
1. La mano puede haber estado en una situación de pérdida de seguimiento desde el cuadro anterior, por
lo tanto, el desplazamiento local ha ubicado la mano en una zona errónea y la mano simplemente se
desplazó por efectos del ruido o drift.
2. Luego del desplazamiento local, se encuentra que las manos están lo suficientemente cercanas para
considerarlas en oclusión.
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Figura 4.2: Diagrama de flujo especf́ico de Manejo de Oclusión.
3. Si no ocurre ninguna de las dos posibilidades anteriores, se considera al desplazamiento local como
correcto para representar la ubicación de la mano y se finaliza el seguimiento.
En el caso que ocurra la primera posibilidad, la pérdida de seguimiento no es detectada con el simple
análisis de dos cuadros consecutivos, sino que es detectada luego de transcurrir una cantidad de cuadros
presentes en un intervalo de tiempo llamado tiempo de tolerancia. El tiempo de tolerancia se inicia cuando
por medio del análisis de movimiento subyacente individual (ver sección 3.2.2.1 ) sobre la mano se detecta
un valor de ”0”, y sigue transcurriendo en los siguientes cuadros siempre y cuando se continúe con este
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Figura 4.3: Diagrama de flujo especı́fico de Análisis de movimiento circundante.
valor detectado; de lo contrario, se lo reinicia. Durante el tiempo de tolerancia, el desplazamiento local se
considera correcto, siempre y cuando no ocurra alguna oclusión. Cuando se finaliza el tiempo de tolerancia,
se afirma que la detección de la mano está posiblemente sobre una región sin una cantidad de movimiento
considerable dentro del cuadro y en una situación de posible pérdida de seguimiento. Entonces, se utiliza
al MGMB para realizar un análisis de movimiento circundante que consiste en determinar si existe una
cantidad de movimiento considerable dentro de alguna de las regiones vecinas a la ubicación de la mano
posiblemente perdida. Si el análisis de movimiento circundante afirma la presencia de movimiento vecino,
se finaliza el seguimiento con la posición obtenida inicialmente por el desplazamiento global; caso contrario,
se reafirma la existencia de una pérdida de seguimiento y se finaliza el seguimiento con un desplazamiento
global que ubique a la mano en alguna región con mayor cantidad de movimiento dentro del cuadro. De este
modo, el análisis de movimiento subyacente dentro del tiempo de tolerancia permite cumplir con el objetivo
de que el algoritmo desarrollado está continuamente recuperándose de las pérdidas de seguimiento.
Por otro lado, en el caso que ocurra la segunda posibilidad, el desplazamiento local no puede actualizarse
como ubicación de las manos, sino que se fijan dos posiciones de referencia en oclusión o pro’s por cada
mano, para que ellas representan a las manos durante todo el tiempo que ocurra la oclusión. Esta fijación
permite separar la identificación de ambas manos durante la oclusión, evitando que las posiciones de ambas
manos detectadas converjan a una sola y sea más difı́cil diferenciarlas en la continuación del seguimiento.
La oclusión puede terminar de tres formas distintas. La primera es que las manos puedan separarse por
simple desplazamiento local a partir de las pros y finalizar ası́ el seguimiento. La segunda es que se detecte
la salida de las manos fuera de un vecindario alrededor de las pros por medio de un análisis de movimiento
subyacente vecino (ver sección 3.2.2.1 ). Y la tercera forma de salir es por el vencimiento de un tiempo
máximo de tolerancia a la oclusión. Luego de terminar la oclusión por la segunda o tercera forma, se realiza
un análisis de movimiento circundante y su posible desplazamiento global para finalizar el seguimiento. En
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caso de que la oclusión no se finalice en el cuadro actual, simplemente se finaliza el seguimiento mostrando
los pros como ubicaciones de las manos.
En conclusión, el algoritmo trata de finalizar el seguimiento del cuadro actual con la correcta ubicación
de la mano dentro de la región que mejor la caracterice en base a los distintivos de movimiento presentes.
Pueden ocurrir problemas de pérdida de seguimiento, pero las posiciones son recuperadas siempre después
de un tiempo de tolerancia. Por último, el algoritmo permite modelar la situación de oclusión y continuar el
seguimiento después de que ella termine.
4.1.2. Procesos o etapas principales
Se describen los procesos principales observados en el diagrama de flujo en términos de su utilidad y
funcionalidad dentro del seguimiento de manos.
4.1.2.1. Inicialización
La inicialización es la primera etapa del algoritmo y es la responsable de recibir la información inicial
necesaria para comenzar el seguimiento de manos. Es la etapa responsable de la cualidad parametrizable
del algoritmo desarrollado, puesto que el usuario requiere ingresar los parámetros de la resolución actual de
los cuadros y el tamaño de las manos (largo y ancho) dentro de ella: todo esto permite que el seguimiento
pueda darse sobre cuadros de distintas resoluciones y exista una mayor independencia de la plataforma de
implementación. Además, el usuario solo requiere agitar las manos para que el sistema automáticamente
inicialice las posiciones de las manos. Todas estas caracterı́sticas permiten que la inicialización sea sencilla
e intuitiva de configurar, a la vez que reduce el ingreso de datos iniciales errados al procesamiento del
algoritmo. Además, el usuario no necesita ingresar ningún factor o procedimiento de calibración inicial,
ni realizar algún entrenamiento previo al algoritmo. En este punto conviene recordar las restricciones y
condiciones de aplicación del seguimiento descritas en la sección 3.1.1. .
4.1.2.2. Extracción de distintivos
Este es el proceso por el cual se extraen los distintivos de movimiento necesarias para caracterizar las
manos por medio de su movimiento. La premisa es que aquellas regiones con mayor cantidad de movimiento
corresponden a las regiones donde posiblemente se ubique la mano en el cuadro actual según las condiciones
y restricciones necesarias para el seguimiento correcto en la presente tesis. En la figura 4.4 se presenta un
diagrama resumen en donde se relaciona la etapa de Extracción de distintivos con el resto de etapas o
procesos realizados en el seguimiento.
4.1.2.3. Procesamiento de distintivos
El procesamiento de distintivos es la etapa por la cual se interpreta la información de cantidad de mo-
vimiento presente en regiones del cuadro y en base a ellas se obtiene un resultado para poder ubicar las
posiciones de las manos.
• Complementariedad del análisis sin y con información a priori
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Figura 4.4: Relación de la etapa de Extracción de caracterı́sticas con las otras etapas relacionadas al seguimiento.
Anteriormente se puede observar que el desplazamiento global es solamente usado para remediar las
dos situaciones problemáticas resultantes del desplazamiento local: oclusión y pérdida de seguimiento. Se
observa que el uso de ambos tipos de desplazamientos, diferenciados por el uso o no de información a priori,
recae en una relación de complementariedad mutua que presentan dentro del seguimiento. La premisa básica
de esta complementariedad es: ”solo cuando el desplazamiento local no sea suficiente para ubicar la mano,
utilizar el desplazamiento global”. Dicho de otro modo: ”solo ubicar la mano mediante el uso de información
a priori de la posición de la mano en el cuadro anterior, cuando dicha información sea confiable”.
El desplazamiento global no puede tener preferencia sobre el desplazamiento local para la ubicación de
las manos debido a que la primera requiere de un mayor espacio de análisis de hipótesis (todo el cuadro).
Empı́ricamente se pudo establecer que esta mayor cantidad de hipótesis, al implicar la existencia de un ma-
yor espacio de búsqueda para encontrar a la mano, también implica la posible existencia de un mayor error
de precisión en la ubicación correcta de la mano. Este problema obliga a restringir el uso del desplazamiento
global solamente cuando sea estrictamente necesaria, con prioridad al desplazamiento local que considera
un menor espacio de búsqueda o hipótesis. Recordar que el espacio de búsqueda del desplazamiento local no
puede exceder cierto desplazamiento máximo teórico respecto a la posición de la mano en el cuadro anterior.
Sin embargo, el desplazamiento real obtenido por el MLS nunca llegue a este valor máximo teórico debido
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a dos problemas limitantes:
1. Cambio de intensidad aparente y degradación de la forma: Para el análisis de los distintivos de
movimiento solo importan los valores de intensidad (escala de grises) de las manos; sin embargo,
existe una correspondencia entre color e intensidad: cuando la mano pierde la información de color
que le permite contrastarse y delinearse con el entorno que la rodea, también le sucede lo mismo con
sus valores de intensidad. La delineación es importante porque brinda una mayor compacidad a la
región correspondiente a la mano, de lo contrario, serı́a más difusa, se degrada su forma y parte de su
área podrı́a mezclarse y difuminarse con el entorno. Este problema ocurre cuando la mano se mueve lo
suficientemente rápido para perder su delineación, lo cual tiene el efecto de generar una falsa cantidad
menor de movimiento dentro de los distintivos usados, de modo que se degrada la caracterización de
las manos y su correcta detección. Observar la figura 4.5, en la cual hay un ejemplo de movimiento
lento de la mano en la figura 4.5a y uno más rápido en 4.5b.
(a) Movimiento lento de la mano.
(b) Movimiento más rápido de la mano.
Figura 4.5: Ejemplos de movimientos de la mano. En la figura superior, de movimiento más lento, es posible observar
que se mantiene la forma y la intensidad del color de la mano de forma más distinguible e ı́ntegra comparada con la
figura inferior, en donde los bordes de la mano y el color se encuentran difuminados.
2. Cambio del área de la mano aparente frente a la cámara: La degradación de la forma de la mano
introduce también un cambio de su área aparente u observable frente a la cámara. Por otro lado, este
cambio del área también sucede cuando la mano toma ciertas poses relativas frente a la cámara, como
por ejemplo, pasar de mostrar la palma a mostrar su perfil. Sucede que, mientras la mano tenga una
mayor región visible frente a la cámara, existe mayor información expuesta a ser detectada, como
cuando la mano muestra la palma o su contraparte. Lo contrario sucede cuando la mano está de
perfil o apuntando directamente a la cámara, debido a que el área o región que abarca disminuye.
A mayor información expuesta, mejor es la caracterización de la cantidad de movimiento detectada
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(a) Poses de la mano con mayor área frente a la cámara.
(b) Poses de la mano con menor área frente a la cámara.
Figura 4.6: Ejemplos de distintas poses de la manos.
porque si la mano tiene menor área, es como si se hubiese encogido y producirá menor cantidad de
movimiento comparado a otros elementos movibles como los brazos, codos o cabeza: la mano puede
perder protagonismo de movimiento. Observar la figura 4.6 para ver ejemplos de distintas poses de
las manos frente a la cámara.
El resultado de la reducción del máximo desplazamiento teórico es el consecutivo aumento de la tasa de
pérdidas de seguimiento debido a que la mano podrı́a estar desplazándose en una mayor cantidad a lo
que realmente puede tolerarse debido a los dos problemas expuestos anteriormente. Además, recordar que
existe otro problema que puede acompañarlo: el drift presente en el MLS. Como resultado, se genera una
desconfianza en el desplazamiento local y se requiere del uso de información de movimiento de regiones
más lejanas a las inmediaciones de la posición errada detectada de la mano: se necesita explorar el cuadro
actual en búsqueda de una mejor posición para la mano, es decir, ubicar a la mano sin el uso de información
a priori.
En conclusión, se ha descrito con mayor detalle la complementariedad entre el análisis sin y con infor-
mación a priori: el desplazamiento global corrige los posicionamientos dados por el desplazamiento local
cuando es necesario; y el desplazamiento local trata de ser suficiente en la mayor cantidad de veces para
poder disminuir los errores de preción posibles a presentarse en el desplazamiento global. Este estilo de arti-
culación entre distitivos que varı́an respecto a la dimensión de sus hipótesis, es suficiente para la naturaleza
determinı́stica del seguimiento presentado en la tesis.
• Manejo de oclusión
En el diagrama de flujo se observa una etapa dedicada al manejo de oclusión entre ambas manos
dentro del seguimiento. El estado de oclusión ocurre luego de verificar que las posiciones obtenidas por
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desplazamiento local para cada mano están lo suficientemente cercanas para considerarse en oclusión, más
precisamente, tienen una distancia de cercanı́a menor a un cuarto de la longitud máxima de la mano.
Anteriormente se menciona que durante todo el tiempo que ocurre la oclusión, la detección de cada mano
se ubica sobre la posición de referencia en oclusión o pro, con el objetivo de evitar que eventualmente las
dos posiciones distintas de las manos se junten como una sola luego de algún desplazamiento local posterior.
Este procedimiento de ubicación se observa en la figura 4.7, el cual se explica a continuación. Las aspas rojas
indican la posición de cada mano en el cuadro anterior y las aspas celestes son el resultado de aplicarles el
desplazamiento local en el presente cuadro. Luego, se ubica la posición media de estas dos posiciones, la
cual es denotada por el aspa amarillo. Finalmente, por cada posición de la mano en el cuadro anterior y el
aspa amreillo, se ubica su punto medio: esta es la pro y está denotado por el aspa verde para cada mano.
Figura 4.7: Establecimiento de la posición de referencia en oclusión.
El algoritmo cuenta con tres mecanismos de salida para poder finalizar el estado de oclusión. Dos me-
canismos están relacionados a un análisis del movimiento de las manos, y son la condición de movimiento
externo y el análisis de ventana estacionaria. El tercer mecanismo depende del vencimiento de un tiempo
llamado tiempo máximo de tolerancia, el cual, comienza desde el instante en que se está en estado de oclu-
sión y que una vez concluido, se realiza un análisis de movimiento circundante muy particular. Este análisis
especial consiste en determinar si existe un solo cluster de movimiento dentro del MGMB, y si tal es el
caso, se supone que las manos siguen en oclusión y por tanto permanece en dicho estado; de lo contrario, se
procede a un desplazamiento global.
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1.- Condición de movimiento externo
Es el mecanismo de salida de preferencia. Luego de entrar por primera vez al estado de oclusión, se
analiza en lo sucesivo si es que luego de un desplazamiento local respecto a las posiciones de referencia en
oclusión, las manos estarán separadas a una distancia mayor a un cuarto de la longitud mayor de la mano. Si
este es el caso, se concluye la oclusión y se actualizan las posiciones de las manos según el desplazamiento
para finalizar el seguimiento, de lo contrario, se mantienen las posiciones de referencia en oclusión y se
procede a analizar los otros dos mecanismos de salida restantes.
2.- Análisis de ventana estacionaria
Si es que luego del análisis de la condición de movimiento externo no se finaliza la oclusión, convie-
ne realizar otro análisis de movimiento que valide la situación de oclusión actual. El análisis anterior tiene
una deficiencia: si es que las manos se han desplazado lo suficientemente rápido para no ser debidamen-
te seguidas por desplazamiento local, los pros seguirán siendo considerados como las posiciones actuales
a pesar que las manos pueden estar lo suficientemente lejanas para no estar en oclusión. Esta deficiencia
origina pérdidas de seguimiento, y lógicamente por el fenómeno de complementariedad mutua, deberá ser
recuperada por algún posible desplazamiento global posterior.
Este mecanismo se basa en la formulación de una ventana cuadrada que tiene un lado de longitud del
doble de un lado del bloque estándar, la cual es llamada ventana estacionaria. Se comprueba que si las ma-
nos están ubicadas en lados opuestos y fuera de esta ventana, se mantiene entre ellas una distancia suficiente
para no estar en oclusión. Entonces, se realiza un análisis de movimiento subyacente vecino (ver sección
3.2.2.1. ) respecto a la posición media entre las pro’s que determine si existe algún ”1” dentro de la ventana
estacionaria. En el caso sea afirmativo, es porque ambas manos posiblemente sigan en oclusión y se procede
a analizar el tercer mecanismo de salida restante para descartar la posibilidad de que la cantidad de movi-
miento detectada sea resultado de elementos de textura o ajenos a las manos. De lo contrario, si no existe
movimiento considerable dentro de la ventana estacionaria, es porque se terminó la oclusión y se repite el
proceso análisis de movimiento circundante y desplazamiento global.
3.- Tiempo máximo de tolerancia
Existe una situación para la cual el mecanismo de salida del análisis de ventana estacionaria falla. Esta
situación es cuando una mano puede permanecer dentro de la ventana estacionaria moviéndose e intro-
duciéndole una cantidad de movimiento considerable, mientras que la otra se desplaza rápidamente hacia
alguna región lo suficientemente lejana para no estar en oclusión. Para solucionar este defecto, es que se
cuenta con el tercer mecanismo de salida: si se vence el tiempo máximo de tolerancia y en el MGMB se
encuentran dos clusters diferenciados, es posible terminar con la situación de oclusión.
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Experimentación y Resultados
El algoritmo realiza un seguimiento determinı́stico mediante el uso exlusivo de distintivos de movimien-
to con el objetivo de ubicar las manos dentro del cuadro actual con una precisión y un tiempo de procesa-
miento adecuados para las implementaciones en computadores y mini-computadores. En [34] se encuentra
que 10 fps es lo necesario para el reconocimiento humano visible de señas, por lo tanto, se plantea en esta
tesis tener dicha tasa como cota inferior a alcanzar y superar en lo posible.
La primera implementación preliminar del algoritmo se hizo en el paquete cientı́fico de Matlab, con
el objetivo de servir como una etapa de prueba de conceptos en la cual se pudiese verificar directamen-
te el desarrollo algorı́tmico del seguimiento de manos desarrollado. Esta implementación se desarrolló en
una computadora personal o desktop cuyas caracterı́sticas se encuentran en el cuadro 5.1. El algoritmo se
probó con con tres videos de prueba de 37 segundos de duración en la resolución de 640x480 pı́xeles, e
identificados como 3078, 3083 y 3114. En la figura 5.1 se puede apreciar un cuadro representativo por cada
uno de estos videos. En cada video se contiene al usuario con un polo o camisa de textura considerable,
mostrando completamente el torso, cabeza y extremidades superiores; dentro de un contexto de movimiento
libre de manos, brazos y cabeza en un entorno de conversación gestual. En las pruebas de video, el usuario
no usa ropa de mangas largas, lo cual es problemático si se usaran distintivos de color, pues los brazos son
elementos distractores. Se obtuvo un tiempo de procesamiento promedio por cuadro de 7.60 segundos, un
tiempo no apto para aplicaciones en tiempo real. Por este motivo, en la continuación de esta sección, el
algoritmo es implementado bajo el lenguaje C y usando la librerá gratuita ”ffmpeg” [75].
5.1. Evaluación de la velocidad de procesamiento
En primer lugar, se presentan los resultados de las implementaciones del algoritmo sobre los tres videos
de prueba en términos del tiempo de procesamiento por cuadro, para las resoluciones de 640x480 y 320x240
pı́xeles en una computadora personal estándar en el mercado y la mini-computadora MK802. El tiempo de
procesamiento por cuadro permite obtener la tasa de cuadros por segundo o fps promedio que sirve para
caracterizar la velocidad de procesamiento del algoritmo. En el cuadro 5.1 se muestra una comparación
técnica entre el computador y el mini-computador utilizados en la presente tesis según las especificaciones
de sus procesadores y capacidades computacionales.
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(a) Video 3078. (b) Video 3083.
(c) Video 3114.
Figura 5.1: Videos de prueba.
Desktop MK802
Procesador AMD Athlon II P320 Dual-Core ARMv7 (Cortex-A8)
Reloj (GHz) 2.1 1.0
Memoria Caché
2x64KB I-caché 32KB I-caché
2x64KB D-caché 32KB D-caché
2x512KB L2 caché 256KB L2 caché
FLOPS promedio 1.10G 16.05M
Cuadro 5.1: Comparación técnica entre la computadora personal (desktop) y la mini-computadora MK802 según las
especificaciones de sus procesadores y capacidades computacionales.
Respecto a la computadora personal, esta se basa en un procesador AMD AthlonTM Dual Core de
2.1Ghz, 2GB de memoria RAM, en un S.O Linux Ubuntu 12.04 de 64 bits. Por otro lado, respecto a la
mini-computadora MK802, esta se basa en un procesador Allwinner A10 1.0GHz Cortex-A8 (arquitectura
ARM), 1GB de memoria RAM, en un S.O Linux Linaro 12.07.
Dentro del tiempo de procesamiento total del seguimiento por cuadro, es necesario saber cuál o cuáles
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etapas toman mayor tiempo de procesamiento porque si se desea mejorar la velocidad del procesamiento,
se debe empezar por modificar la implementación de dichas etapas: haciéndolas más eficientes o inclusive
cambiando la naturaleza del procesamiento dentro de ellas. Con el objetivo de facilitar la exposición de los
resultados obtenidos, se decidió dividir las etapas del algoritmo en dos conjuntos: se denota por ”P1” a la
etapa de extracción del Mapa global de movimiento individual y el Mapa global de movimiento en bloques,
y se denota por ”P2” al resto de etapas restantes del algoritmo (ver sección 3.2.2. ).
5.1.1. Implementaciones para las resoluciones de 640x480 y 320x240 pı́xeles
Los estadı́sticas obtenidas de las mediciones realizadas de los tiempos de procesamiento por cuadro y
el cálculo resultante de la tasa de fps asociado se observan en el cuadro 5.2 para ambas implementaciones
hardware en ambas resoluciones de prueba.
Plataforma Desktop MK804
Tiempo mı́nimo (ms) 404.3 3.2e+003
Tiempo máximo (ms) 462.9 3.9e+003
Tiempo promedio (ms) 455.2 3.3e+003
Desviación estándar 3.2 79.0
fps promedio 2.2 0.3
(a) Resolución de 640x480 pı́xeles.
Plataforma Desktop MK804
Tiempo mı́nimo (ms) 75.8 521.8
Tiempo máximo (ms) 86.0 642.1
Tiempo promedio (ms) 76.1 531.9
Desviación estándar 0.5 15.0
fps promedio 13.1 1.9
(b) Resolución de 320x240 pı́xeles.
Cuadro 5.2: Resultados de las distintas estadı́sticas obtenidas de los tiempos medidos de procesamiento por cuadro
en las resoluciones de 640x480 y 320x240 pı́xeles, y los valores de la tasa de cuadros por segundo (fps) promedio
asociada. La implementación desktop en la resolución de 320x240 px es la única en obtener una tasa de fps apta para
aplicaciones en tiempo real.
Se concluye que para una resolución de 640x480 pı́xeles no es posible poder realizar un seguimiento de
manos en tiempo real para ninguna de las implementaciones realizadas en ambas plataformas hardware, pues
no se alcanza la cota inferior de 10 fps planteada en la tesis. Sin embargo, para la resolución de 320x240
pı́xeles, se alcanza una tasa de 13.1 fps en la implementación sobre la computadora personal, la cual es
apta para aplicaciones en tiempo real. Más aún, el hecho de tener una desviación estándar de 0.5 en los
valores de fps, indica que se tiene una velocidad de procesamiento prácticamente constante por cuadro. La
implementación en la mini-computadora MK802 no resultó apta para aplicaciones en tiempo real en ninguna
resolución implementada.
Observar la figura 5.2 que muestra el tiempo promedio que ocupa P1 comparado a P2 en las secuencias
de video para ambas resoluciones. La proporción promedio que ocupa P1 y P2 en relación con el tiempo total
por cuadro es prácticamente idéntica entre las implementaciones de la computadora personal y el MK802.
En la resolución de 640x480 pı́xeles, el tiempo tomado por P1 y P2 son prácticamente de igual valor: la
mitad del tiempo de procesamiento total tomado por el algoritmo. En la resolución de 320x240 pı́xeles, el
tiempo promedio que ocupa P1 es tres veces mayor al tomado por P2. Respecto a los distintivos usados
(sección 3.2.2.), se puede analizar cuales de ellos demandan mayor complejidad computacional, y que por
tanto necesitan una implementación más eficiente pare reducir el tiempo total de procesamiento tomado por
el algoritmo. En el caso de P1, se puede identificar que la etapa de varianza local es la más notoria. En el
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caso de P2, la etapa de generación del Mapa local de similitud tiene un orden de complejidad que depende
de dos términos cuadráticos dependientes de la resolución del cuadro analizado (ver sección 3.2.2.2. ). Por
este motivo, P2 toma un mayor protagonismo en el tiempo tomado por el algoritmo al trabajar con mayor
resolución, llegando a ocupar la mitad del tiempo en la resolución de 640x480 px, y tal vez sea inclusive
necesario modificar algorı́tmicamente su naturaleza de procesamiento para reducir su costoso orden compu-
tacional. En conclusión, a menor resolución, la mejora sobre P1 es más crı́tica para alcanzar una mayor tasa
de procesamiento, mientras que P2 será más importante al trabajar con mayor resolución de video.
(a) Diagrama para la resolución de 640x480 px. (b) Diagrama para la resolución de 320x240 px.
Figura 5.2: Porcentaje del tiempo de procesamiento que ocupa P1 (extracción del Mapa global de movimiento indivi-
dual y el Mapa global de movimiento en bloques) respecto al resto de etapas del algorimo P2 para ambas resoluciones
implementadas (ver sección 5.1. ).
5.1.2. Comparación con otros trabajos
En el cuadro 5.3 se presenta una comparación respecto a la tasa de fps (velocidad de procesamiento)
de la tesis propuesta respecto a otros trabajos actuales [65, 48, 46]. Sin embargo, en el análisis de estos
resultados es importante considerar las caracterśticas del procesador sobre el cual se implementa el algoritmo
de seguimiento: un procesador más moderno y de mayor reloj procesará la información con mayor rapidez.
Por este motivo, en el cuadro 5.3 se especifican el modelo del procesador y la frecuencia del reloj del sistema
usado. Todos los procesadores con los cuales se compara la presente tesis tienen mayor velocidad de reloj
y dos de ellos son más modernos. De este modo, se observa que los trabajos [65, 48] tienen una mayor tasa
de fps respecto al trabajo propuesto, con el trabajo [48] en un valor cercano al de la presente tesis. Por otro
lado, el trabajo [46] muestra una tasa de fps elevado dentro de una resolución menor, pero el seguimiento
está diseñado para una sola mano. Por último, es importante resaltar que se ha podido implementar un
seguimiento en tiempo real en una computadora de menor capacidad de procesamiento, y es de esperar que
al implementarse en un procesador más moderno como el de los trabajos comparados, se puedan obtener
mejores valores respecto a ellos.
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Propuesto Trabajo [65] Trabajo [48] Trabajo [46]
fps @ 240x180 px – – – 35.71
fps @ 320x240 px 13.10 – 14.20 –
fps @ 640x480 px 2.20 (15.00 – 25.00) – –
Procesador AMD Athlon II P320 Intel Core i5 Pentium Quadcore Pentium
Reloj (GHz) 2.1 3.1 2.53 2.4
RAM (GB) 3.6 8 – –
Año de publicación 2013 2012 2012 2006
Ambas manos Sı́ Sı́ Sı́ No
Color/Movimiento M C/M C C/M
Cuadro 5.3: Comparación respecto a la tasa de procesamiento (fps). Resaltar la penúltima fila del cuadro que se refiere
a si el algoritmo del trabajo analizado realiza un seguimiento sobre ambas manos del usuario, y la última fila que se
refiere a si se usan distintivos de color (C) y/o movimiento (M)
5.2. Evaluación de la precisión o exactitud del seguimiento
Los algoritmos de seguimiento de manos cuentan con dos métodos principales para medir la precisión
de la ubicación de la mano a lo largo de un video, las cuales necesitan del establecimiento manual a priori
del ground truth de la posición de la mano en cada uno de sus cuadros. Ambos métodos requieren medir la
distancia euclidiana entre la posición detectada y la posición verdadera de la mano, la cual es denominada
error en pı́xeles por cuadro [12, 48].
El primer método consiste en contar todos los cuadros del video cuyo error en pı́xeles por cuadro sea
menor a un valor establecido según los requerimientos de aplicación del seguimiento, y luego dividirlo entre
el número de cuadros total del video para obtener un porcentaje o ratio del video con detección adecuada
[12].
El segundo método consiste en usar una métrica que mida el error de detección de la mano por todo
el video analizado, y que por lo tanto, se exprese en pı́xeles. Se usa la medida de error RMS [48], la cual
consiste en promediar el error en pı́xeles de todos los cuadros del video analizado. Mientras menor sea el
error RMS, más preciso es el seguimiento en promedio. Este es el método de evaluación que se usa en la
presente tesis.
5.2.1. Implementación en base de datos de prueba
Para evaluar la precisión o exactitud del seguimiento se hizo uso de la base de datos gratuita llamada
”Intelligent Biometric Group Hand Tracking Database” [76], en la cual se usaron 35 videos de seguimiento
de diferentes movimientos y condiciones de iluminación (entorno), como también con distintos usuarios que
pueden variar en color de piel, ropa y poses frente a la cámara. Solo se utilizaron los videos que cumplen
con las restricciones y condiciones para el uso del algoritmo de seguimiento de manos propuesto en la
presente tesis (ver sección 3.1.1. ). Realmente no interesa en qué plataforma, computadora personal o mini-
computadora, se implementen estas pruebas, pues lo único que se desea evaluar es la precisión del algoritmo:
se decidió implementarlo en la computadora personal.
Las ventajas de usar una base de datos de prueba es que brinda la cualidad de imparcialidad a la evalua-
ción, además de brindar situaciones de evaluación que no están en exclusivas condiciones de laboratorio. Por
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último, esta base de datos provee al investigador de información del ground truth de la verdadera posición
de la mano en los cuadros de todos los videos.
5.2.2. Comparación con otros trabajos
En el cuadro 5.4 se presenta una comparación de la precisión o exactitud del seguimiento de la tesis
propuesta respecto a otros trabajos actuales [65, 46, 48, 77]. En el caso de los trabajos [65, 46], se presentan
dos implementaciones: el propuesto por los mismos autores y otro adicional que ellos presentan en la misma
publicación . El error RMS es una cantidad que tiene sentido si se la relaciona con el tamaño de la mano:
un algoritmo puede tener un error RMS mayor respecto a otro trabajo, pero tal vez el tamaño del cuadro y
de la mano tienen dimensiones mayores que justifiquen un mayor error. Entonces, debido a que no existen
al menos dos trabajos presentados que usen los mismos videos de prueba, se coloca en el cuadro 5.4 la
resolución de los videos de prueba y el largo promedio de la mano dentro de los videos. Ası́, en la quinta
fila del cuadro 5.4 se obtiene un ratio de error resultante de dividir el error RMS entre el largo promedio de
la mano, y este valor sirve para comparar la precisión del seguimiento entre los distintos trabajos. Mientras
menor sea este valor, más precisa es la detección. Por ejemplo, un error menor al 50 % significa que la
distancia promedio entre la posición detectada y la verdadera posición de la mano es menor a la mitad de
su longitud. Lamentablemente, no existe ningún consenso con respecto a que tan exacto o preciso debe ser
el seguimiento de manos. Por lo tanto, se deberı́a evaluar en aplicaciones especı́ficas si el desempeño del
algoritmo desarrollado es suficiente o no. Sin embargo, esto escapa del alcance de los análisis en la presente
tesis, y las comparaciones expuestas se limitan a hacerse en base al ratio de error para todos los trabajos por
igual.
Los trabajos [65, 46] obtienen un mejor desempeño medido por el ratio de error, llegando a tener una
mejora en un factor de un poco más que dos con respecto al algoritmo propuesto. En principio, es esperable
que métodos que emplean mayor cantidad de información, como lo es el uso de ambos tipos de caracterı́sti-
cas de color y movimiento, tengan un mejor desempeño que técnicas que emplean un solo subconjunto de
la misma. Por tal motivo, es apreciable que los trabajos [65, 46] tengan un mejor performance en términos
de exactitud que la presente tesis y el resto de trabajos [48, 77]. Sin embargo, cabe resaltar que los trabajos
[65, 46] son los únicos en no emplear una bases de datos públicamente disponible en sus evaluaciones, y
por lo tanto la comparabilidad de los resultados listados en el cuadro 5.4 es limitada. Además, este pro-
blema hace difı́cil el reportar qué situaciones complejas se presentaron en las pruebas de sus algoritmos de
seguimiento. Para obtener una comparación más relevante, se deberı́a realizar una evaluación de todos los
algoritmos empleando la misma base de datos, o al menos bases de datos con caracterı́sticas similares. Notar
que el presente trabajo tiene un mejor seguimiento comparado a los trabajos [48, 77] y un ratio de error de
exactitud menor al 50 %, con lo cual se cumple con el objetivo de haber desarrollado un algoritmo con una
precisión de seguimiento tolerable. Por último, es importante resaltar que se obtuvo una desviación estándar
de 4.38 con respecto al error RMS promedio de 19.21. Esto indica cierta robustez en el seguimiento, pues
existe poca variación en los errores RMS determinados en cada cuadro respecto al valor medio.
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Propuesto Trabajo [65] Trabajo [46] Trabajo [48] Trabajo [77]
Propuesto OpenNI Propuesto Filtro de párticulas
Resolución (px) 352x288 640x480 240x180 320x240 320x240
RMS (px) 19.21 8.70 21.00 5.8 8.7 14.1 21.22
Desviación estándar 4.38 4.90 12.20 – – –
Largo de la mano (px) 46 49 35 15.00 38
Ratio de error 41.45 19.18 52.44 16.57 24.86 94.00 55.84
fps 13.10 (15.00 – 25.00) – 35.71 15.87 14.20 –
Año de publicación 2013 2012 2006 2012 2012
Ambas manos Sı́ Sı́ No Sı́ No
Color/Movimiento M C/M C/M C M
Cuadro 5.4: Comparación respecto al error RMS. Resaltar la penúltima fila del cuadro que se refiere a si el algoritmo
analizado realiza un seguimiento sobre ambas manos del usuario, y la última fila que se refiere a si se usan distintivos
de color (C) y/o movimiento (M)
5.3. Problemas y posibles modificaciones al sistema
Las implementaciones realizadas del algoritmo ha permitido identificar de manera más precisa a las
causas de los problemas que originan una mala ubicación de las manos o pérdidas de seguimiento, muy rela-
cionados a los movimientos raudos de las manos y la ganancia de protagonismo de movimiento que pueden
alcanzar otros elementos como la ropa, codos, brazos y cabeza del usuario. Si bien es posible recuperarse de
una pérdida de seguimiento en las condiciones de operación adecuadas, se trata de disminuir su frecuencia
de incidencia. El análisis de estos problemas y el planteamiento de sus soluciones ayudan a entender mejor
el alcance y limitaciones del algoritmo. Toda modificación y/o mejora planteada debe mantener la cualidad
de no requerir ninguna etapa de entrenamiento previo offline, ni la calibración de algún parámetro adicional
por parte del usuario en la inicialización, como tambieén el mantener una carga de procesamiento adecuada
para una implementación online.
El algoritmo posee un estilo de orden y codificación modular que permite una adecuada expansión de
cada una de sus partes, y por tanto, la fácil implementación de mejoras dentro de ella. De este modo, el
algoritmo se comporta como una plantilla de diseño, en donde lo invariante dentro de ella es la complemen-
tariedad del análisis sin y con información a priori, junto con el manejo de la oclusión y la recuperación de
pérdidas de seguimiento. Por otro lado, lo mutable dentro del algoritmo es el contenido de dichas etapas:
los distintivos usados y la articulación que puede existir entre ellos para dar soporte a las distintas etapas del
algoritmo.
Una posible mejora general es la inclusión de un framework predictivo (probabilı́stico) dentro del segui-
miento que permita obtener la ubicación de las manos en base a estimaciones y a un modelamiento dinámico
de ellas, pero que además utilice a los distintivos descritos en la tesis u otros adicionales. Por ejemplo, se
pueden emplear filtros de Kalman o filtros de partı́culas. Sin embargo, es importante que estas mejoras
mantengan un tiempo de procesamiento adecuado para aplicaciones online [46], especialmente crı́tico para
sistemas de entornos computacionales limitados que son de interés en la presente tesis.
En la presente sección se exponen los problemas encontrados en las partes inmutables del algoritmo, y
cómo posiblemente solucionarlos mediante mejoras dentro del contenido de ellas. Estas mejoras son resu-
midas posteriormente en la sección de recomendaciones en la presente tesis. Finalmente, los resultados del
cuadro 5.4 sugieren que la inclusión del uso de distintivos de color pueda mejorar el seguimiento, lo cual es
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de esperar, puesto que brindan mayor información acerca de las manos. Por este motivo, su uso es incluido
en varias de las mejoras propuestas; sin embargo, entender que su uso está basado en algún modelo del color
actual de la mano del usuario establecido debidamente durante la inicialización y con la posibilidad abierta
de poder ir actualizándose adaptativamente durante el transcurso del seguimiento. La inclusión de distintivos
de color debe ser de carácter adicional y accesorio, pues lo principal como caracterización de la mano deben
ser los distintivos de movimiento por las ventajas expuestas a lo largo de la tesis.
5.3.0.1. Con respecto al desplazamiento global
• Errores de ubicación sobre elementos en movimiento
El desplazamiento global puede fallar al detectar las regiones pertenecientes a los codos, brazos o la
cabeza del usuario como si fueran las manos debido a que presentaron una cantidad de movimiento consi-
derable dentro del Mapa global de movimiento en bloques. Inclusive puede ubicarse sobre regiones que no
tengan color de piel, como puede ser la ropa del usuario.
Modificación y posible solución
Se plantea usar información temporal con la implementación de algún mecanismo temporal de recha-
zo. Este mecanismo divide al cuadro en secciones de bloques estándares (similar al MGMB) y por
cada región dividida se realiza un conteo estadı́stico según cuantas veces se han detectado las manos
dentro de ella durante algún determinado intervalo de tiempo previo. De acuerdo a este conteo, se
asigna un valor proporcional de probabilidad a cada una de estas regiones que sirve como referencia
para saber cuáles de ellas han tenido mayor presencia de las manos anteriormente y formar ası́ un Ma-
pa global de conteo estadı́stico (MGCE). De este modo, cuando se realice un desplazamiento global,
cada posición del MGCE puede servir como factor de peso multiplicador o máscara del MGMB, de
modo que puedan rechazarse zonas con baja probabilidad de encontrar a las manos, pero que ocasio-
nalmente obtuvieron una cantidad de movimiento considerable por el movimiento de algún elemento
indeseado.
Mediante el uso de caracterı́sticas de color se plantea el formular un Mapa global de color de piel
individual (MGCPI), en el cual se segmenten aquellos pı́xeles dentro del cuadro actual cuyo color
tenga una considerable similitud respecto al color de la piel; y en base a este formular también un
Mapa global de color de piel en bloques (MGCPB) análogo a como se hizo con el MGMI. Esto puede
servir de dos formas distintas:
• En el momento del desplazamiento global, cada posición del MGCPB puede servir como un
factor de peso multiplicador o máscara hacia el MGMB, de modo que solo se pueda ubicar a la
mano en las regiones que tengan simultáneamente movimiento y gran similitud de color de piel.
Esto evita el desplazamiento global hacia zonas con movimiento de elementos con color distinto
al de la piel.
• El MGCPB puede utilizarse conjuntamente con el mecanismo temporal de rechazo descrito ante-
riormente, de modo que permita detectar qué regiones de color de piel en los cuadros anteriores
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(a) Cuadro del video de prueba 3114. Un recuadro se
ubica incorrectamente sobre la axila del usuario de-
bido a que este presenta un elemento de gran textura
gracias a la ropa del usuario.
(b) Cuadro del video de prueba 3078. Un recuadro se
ubica incorrectamente cerca al codo del usuario debi-
do al gran contraste de intensidad que existe entre su
sombra respecto al entorno y la ropa del usuario.
Figura 5.3: Dos cuadros de distintos videos de prueba en donde se aprecia problemas con el desplazamiento global
relacionado a errores de ubicación sobre elementos en movimiento debido a algún elemento ajeno a las manos que ha
generado una cantidad de movimiento considerable en el cuadro.
no han presentado cantidades de movimiento considerables. Esto permite detectar, por ejem-
plo, la cabeza del usuario y usar esta información para su posible rechazo de ubicación en el
desplazamiento global.
Se puede reducir la búsqueda de la posible ubicación de la mano dentro del desplazamiento global,
a favor de una región de análisis limitada por ciertas restricciones antropomorfas relacionadas a las
posiciones anteriores de la mano. De este modo, se evitan ubicaciones lejanas que puedan resultar
inverosı́miles para ubicar la mano, bajo la premisa de que luego de detectarse una pérdida de se-
guimiento, la posición verdadera de la mano no puede ser más lejana a lo que el brazo pudo haber
desplazado a la mano.
Se puede incluir etapas de operaciones morfológicas sobre el MGMI. Estas operaciones pueden unir
pı́xeles con cantidad de movimiento considerable para que formen clusters más grandes o elementos
cerrados de mayor área. Como resultado, se refuerza aún más el protagonismo de movimiento sobre
aquellas regiones que ya la tenı́an desde antes de dichas operaciones.
• No se identifican a ambas manos luego de un desplazamiento global
En el desplazamiento global de ambas manos puede ocurrir que la primera de ellas es ubicada correc-
tamente, mientras la posición de la otra mano no es alterada. Conforme se analizado en la sección 3.2.2.1.
, esto se debe a que en el MGMB no se observan dos clusters diferenciados, sino que en realidad, puedan
haber dos existentes por cada mano pero que están desafortunadamente unidos por al menos un bloque de
valor no nulo.
Modificación y posible solución
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Una posible solución es la aplicación de una etapa adicional de segmentación sobre el MGMB, con la
particularidad de que los bloques que estén por debajo del valor umbral tengan valor nulo, y aquellos que no,
mantengan su valor sin alteración. Como resultado, los clusters se vuelven más compactos y se eliminan de
aquellos bloques de valores despreciables. Esta misma solución se puede emplear sobre el MGCE y MGCPB
expuestos anteriormente.
5.3.0.2. Con respecto al desplazamiento local
• Errores por drift en la ubicación local de la mano
En el desplazamiento local existen casos en el cual se origina una drift de la ubicación de la mano
hacia posiciones localmente cercanas que no correspondan a la mano misma, pero a cualquier otro elemento
ajeno con movimiento dentro del MLS (ver sección 3.2.2.2. ).
Modificación y posible solución
Luego de obtener las posición de la mano por desplazamiento local, se puede analizar dentro de una
ventana cuadrada alrededor de ella, cual es la posición cuyo vecindario tenga un color con mayor
similitud al de la piel para ubicar en ella la nueva posición de la mano. De este modo, los distintivos
de color sirven para refinar la ubicación obtenida por desplazamiento local. Una mejora adicional es
definir que el tamaño del lado de la ventana sea proporcional a la magnitud del desplazamiento local:
recordar que un mayor movimiento, implica una mayor pérdida de la calidad del color en la mano y
por lo tanto es menos confiable. De este modo, si hubo un mayor desplazamiento local, el tamaño del
lado de la ventana se reduce porque se confı́a menos en el color; de lo contrario, aumentar el lado de
la ventana si el desplazamiento fue menor. Por último, considerar que esta solución puede limitar el
alcance del desplazamiento máximo permitido entre cuadros consecutivos.
En el momento de generar el MLS, puede además generarse un mapa que cuente la cantidad de ”1’s”
subyacentes en las posiciones del MGCPI dentro de cada bloque del MLS. Esta cantidad contada
puede procesarse para ser usada como peso o factor multiplicador en el cálculo del centroide del MLS
para dar mayor protagonismo a aquellas regiones de bloques que tengan además un color más similar
al de la mano.
NOTA: En el caso del desplazamiento local, es importante que el uso de distintivos de color deba ser ac-
cesorio y complementario porque también pueden ocurrir problemas de drift o desviaciones en la detección
hacia otras regiones con color similar al de la piel (brazos, cabeza, etc.).
5.3.0.3. Con respecto al seguimiento en general
• Problema con movimientos dentro de la ventana estacionaria durante la oclusión
Durante la oclusión, el mecanismo de salida del tiempo máximo de tolerancia permite resolver los casos
problemáticos en los cuales alguna mano introduce cierta cantidad de movimiento considerable dentro de la
ventana estacionaria, a pesar de que estas podrı́an no seguir en oclusión (ver sección 4.1.2.3. ). Sin embargo,
Pontificia Universidad Católica del Perú
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para obtener un seguimiento más fluido y menos erróneo, es importante el considerar reducir el ı́ndice de
incidencia de este problema.
Modificación y posible solución
Se puede modificar el modo de ubicar las posiciones de referencia en oclusión (pro’s). Por ejemplo,
el uso de algún método de extrapolación de posiciones que permita definir una pro más adecuada para
casos en los que posiblemente las manos salgan de la oclusión en la misma trayectoria por la cual
entraron en ella.
Mejorar los mecanismos de salida con información del color de la mano. Por ejemplo, cuando se
detecte que dentro de la ventana estacionaria exista una disminución considerable de pı́xeles de gran
similitud al color de la piel (usando el MGCPI), se pueda entender que tal vez haya terminado la
condición de oclusión.
Un posible mecanismo de salida es almacenar la información de color que existe inicialmente dentro
de la ventana estacionaria en algún modelo, e irla comparando en cada cuadro sucesivo con el mode-
lo obtenido de la información contenida dentro de la ventana estacionaria en dicho cuadro posterior.
Entonces, se debe terminar la condición de oclusión cuando exista una gran diferencia en la compara-
ción, porque esto tal vez se debió a que las manos se retiraron de la ventana estacionaria y no siguen
en oclusión. En este caso no es necesario conocer el color de las manos.
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(a) Frame 202. (b) Frame 208.
(c) Frame 214. (d) Frame 220.
Figura 5.4: Secuencia de frames del video de prueba 3082 con las manos detectadas.
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Conclusiones
De manera general, se ha logrado desarrollar e implementar una solución al seguimiento de manos capaz
de ubicar a las manos en un tiempo de procesamiento y precisión adecuadas para aplicaciones en tiempo
real dentro de una computadora personal bajo la hipótesis de que las manos son los elementos presentes con
mayor movimiento, y con la potencialidad de también serlo en entornos con recursos computacionales más
limitados. Además, la solución es paramatrizable para poder funcionar con distintas resoluciones de video; y
también es sencilla de usar, pues tiene una inicialización intuitiva y no requiere alguna calibración adicional
por parte del usuario.
Por otro lado, se pueden concluir los siguientes aspectos y objetivos más particulares:
Bajo las condiciones en que las manos son los elementos de mayor movimiento en el video (ver
sección 3.1.1. ), se ha podido realizar un seguimiento de naturaleza determinı́stica. Al mismo tiempo,
estas condiciones han permitido resolver los problemas de oclusión mutua y pérdidas de seguimiento
sin la necesidad de implementar un modelo dinámico previo de la mano o métodos de seguimiento
probabilı́sticos más complejos.
El seguimiento de manos se basa completamente en el uso de distintivos de movimiento para caracte-
rizar a las manos y poderlas ubicar en el cuadro actual. Esto ha permitido que el seguimiento pueda
realizarse sobre entornos con distintas condiciones de iluminación global y tonalidades de color en las
manos.
El algoritmo de seguimiento de manos desarrollado también constituye una plantilla modular. Lo
inalterable dentro de esta plantilla es la forma cómo se relaciona el desplazamiento local con el global,
es decir, el modo cómo se decide confiar o desconfiar del uso de la información a priori de la posición
de la mano en el cuadro anterior. También es inalterable cómo se relacionan las etapas de detección
de oclusión y recuperación de las pérdidas de seguimiento dentro del algoritmo. Sin embargo, los
módulos modificables son los distintivos o cualquier tipo de información que permita caracterizar a
las manos y que sean usados en cualquiera de las partes inalterables de la plantilla.
Respecto a la velocidad del procesamiento, se concluye lo siguiente:
• En la implementación sobre la computadora personal, se obtuvo una tasa promedio de 13.1404
fps para la resolución de 320x240 y 2.1970 fps para la resolución de 640x480. Esto significa
un procesamiento en tiempo real para la resolución de 320x240, y que es posible incluir etapas
posteriores de procesamiento para alguna otra aplicación particular, sin ocasionar que el video
sea ilegible para el usuario en cuanto identificación visual de las seas representadas por sus
manos por superarse la cota inferior de 10 fps [34].
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• En la implementación sobre el mini-computador MK802, se obtuvo una tasa promedio de 1.8798
fps para la resolución de 320x240 y 0.3067 fps para la resolución de 640x480. Este resultado
restringe su uso para aplicaciones off-line.
Respecto a la precisión o exactitud del seguimiento, se obtuvo un error RMS de 19.21 px para la
resolución de 320x240 px, para un largo de la mano de 46.34 px y dentro de videos con distintas si-
tuaciones de iluminación y movimiento. Esto significa, que en promedio, existe un error de ubicación
menor a la mitad del largo de la mano. Este es un valor aceptable de precisión, además que, al compa-
rarlo con otros cuatro trabajos actuales [65, 46, 48, 77], se ha logrado un mejor resultado comparado
a dos de ellos.
Ciertas partes demandantes computacionalmente del algoritmo, como son las convoluciones, tienen
un diseño que las vuelve cache aware y que potencialmente podrán hacer uso de extensiones tales
como SIMD entre otras para acelerar su procesamiento. En particular, la etapa de Varianza local, que
según los experimentos tiene una demanda computacional y tiempo de procesamiento considerable
dentro del algoritmo, se presta para una implementación más eficiente mediante el uso de instrucciones
SIMD. Por otro lado, la etapa de generación del MLS, que tiene un orden de complejidad considerable,
también tiene la posibilidad de modificarse para una mayor eficiencia. Como resultado, el algoritmo
presentado tiene la posibilidad de ser más adecuada para entornos computacionales de recursos más
limitados.
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Recomendaciones
La inclusión de distintivos de color dentro de la caracterización de la mano, y analizando cuanta carga
computacional adicional involucrarı́a su uso. Una posible opción es usarlos de manera auxiliar y
solamente en situaciones puntuales donde resuelvan problemas presentes en el algoritmo desarrollado
actualmente, pero siempre de forma que los distintivos de movimiento sigan siendo los principales a
usar:
• Se pueden resolver los problemas relacionados a situaciones donde exista poco o nulo movi-
miento de las manos, en la cual temporalmente se de preferencia a los distintivos de color para la
ubicación de las manos sobre los distintivos de movimiento y ası́ evitar pérdidas de seguimiento.
• Se puede detectar la zona que corresponda a la cabeza del usuario (la cual tiene poco movimiento
relativo comparado a las manos) y usar esta información como ayuda para ubicar a las manos
por medio de alguna restricción de naturaleza anátomica o espacial.
Incluir las siguientes mejoras para generar una implementación más robusta del algoritmo frente a los
problemas que actualmente posee:
• Implementar un mecanismo que permita adecuar al seguimiento frente a situaciones en donde
la mano pueda haber cambiado de tamaño aparente frente a la cámara, además de adaptar el
tamaño de la ventana de detección a las nuevas dimensiones de la mano.
• Implementar un mecanismo que permita considerar mayor información temporal o un historial
pasado de posiciones de las manos para generar alguna decisión respecto a la validez de la
posición determinada de la mano en el cuadro actual o predecir algún estimado de la posición
actual que sirva para corregir alguna pérdida de seguimiento o situación problemática diversa.
• Acotar la búsqueda de la posible ubicación de la mano dentro del desplazamiento global, a favor
de una región de exploración limitada por ciertas restricciones antropomorfas relacionadas a las
posición anterior de la mano. Esto permite una aceleración del algoritmo.
Realizar una implementación usando extensiones como SIMD u otras que permitan implementar más
eficientemente las etapas del algoritmo relacionadas a la extracción de distintivos, aprovechando la
caracterśtica cache aware que se posee. Si se desea aumentar etapas de procesamiento relacionados a
distintivos adicionales, procurar que sigan manteniendo este tipo de diseño eficiente.
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[26] R. V. Babu, P. Pérez, and P. Bouthemy, “Robust tracking with motion estimation and local kernel-
based color modeling,” in Proceedings of the 2005 International Conference on Image Processing, ser.
ICIP’05, vol. 1, no. 8. IEEE, 2005, pp. 717–720.
[27] C. Malerczyk, “Interactive museum exhibit using pointing gesture recognition,” in Proceedings of the
12th International Conference in Central Europe on Computer Graphics, Visualization and Computer
Vision’2004, ser. WSCG’04, 2004, pp. 165–172.
[28] LM3LABS Corp., “Interactive museum technologies,” 2013, página de la empresa LM3LABS que
brinda servicios de implementación de sistemas interactivos para museos, los cuales están basados
en teconologás de Visión por Computadora. [Online]. Available: http://www.lm3labs.com/museum/
technologies
[29] Agilence Inc., “Agilence auditories solutions,” 2013, página de la empresa Agilence que ofrece
servicios de auditorı́a y capacitación sobre seguridad en los establecimientos de trabajo. [Online].
Available: http://www.agilenceinc.com
[30] StopLift Checkout Vision Systems Co., “StopLift Checkout Vision Systems: ScanItAll,” 2013, página
de la empresa Stoplift en la cual se expone su producto estrella ScanItAll para la detección de distinas
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66 BIBLIOGRAFÍA
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