We present a new spectrum of the quasar HS 1603+3820 taken 1.28 years (0.36 years in the quasar rest frame) after a previous observation with Subaru+HDS. The new spectrum enables us to search for time variability as an identifier of intrinsic narrow absorption lines (NALs). This quasar shows a rich complex of C iv NALs within 60,000 km s −1 of the emission redshift. Based on covering factor analysis, Misawa et al. found that the C iv NAL system at z abs = 2.42-2.45 (System A, at a shift velocity of v sh = 8,300-10,600 km s −1 relative to the quasar) was intrinsic to the quasar. With our new spectrum, we perform time variability analysis as well as covering factor analysis to separate intrinsic NALs from intervening NALs for 8 C iv systems. Only System A, which was identified as an intrinsic system in the earlier paper by Misawa et al., shows a strong variation in line strength (W obs ≈ 10.4Å → 19.1Å). We speculate that a broad absorption line (BAL) could be forming in this quasar (i.e., many narrower lines will blend together to make a BAL profile). We illustrate the plausibility of this suggestion with the help of a simulation in which we vary the column densities and covering factors of the NAL complex. Under the assumption that a change of ionization state causes the variability, a lower limit can be placed on the electron density (n e > ∼ 3 × 10 4 cm −3 ) and an upper limit on the distance from the continuum source (r ≤ 6 kpc). On the other hand, if the motion of clumpy gas causes the variability (a more likely scenario), the crossing velocity and the distance from the continuum source are estimated to be v cross > 8, 000 km s −1 and r < 3 pc. In this case, the absorber does not intercept any flux from the broad emission line region, but only flux from the UV continuum source. If we adopt the dynamical model of Murray et al., we can obtain a much more strict constraint on the distance of the gas parcel from the continuum source, r < 0.2 pc.
introduction
QSO absorption lines are usually classified by the width of their profiles: broad absorption lines (BALs; FWHM > 2,000 km s −1 ), narrow absorption lines (NALs; FWHM < 200-300 km s −1 ), and mini-BALs (intermediate class between BALs and NALs) (Hamann & Sabra 2003) . Because of their large blueshifts and their wide and smooth line profiles, BALs are plausibly associated with accretiondisk winds (e.g., Arav et al. 1995; Proga, Stone & Kallman 2000) . But BALs appear in only ∼ 10 % of optically selected quasars (Weymann et al. 1991) .
On the other hand, NALs can arise from both intervening absorbers (e.g., cosmologically intervening galaxies, IGM, and quasar host galaxies) and intrinsic absorbers (i.e., clouds that are physically associated with the quasars). A significant fraction of NALs are thought to be intrinsic to the quasars and may arise in gas that is outflowing from the central region, based on a statistical analysis (Richards et al. 1999; Richards 2001) . In the spectra of radio-quiet and flat radio spectrum quasars, intrinsic NALs can appear at a large shift velocities up to 30,000 km s −1 (Richards et al. 1999) . Because NALs are often not saturated, they give a powerful diagnostic of the physical conditions of the gas clouds that are physically associated with the quasars.
In order to understand the quasar central region using NALs, we must determine which ones are intrinsic to the quasars. We can use several criteria to separate intrinsic NALs from intervening NALs; e.g., time variability, high electron density, partial coverage, polarization, line profile, high ionization state, and high metallicity (Barlow & Sargent 1997; Hamann et al. 1997b , and references therein). Among them, two methods, (i) time variability analysis and (ii) covering factor analysis, are the most reliable and most frequently applied (e.g., Barlow et al. 1992; Hamann, Barlow, & Junkkarinen 1997a; Barlow & Sargent 1997; Hamann et al. 1997b; Goodrich & Miller 1995; Ganguly et al. 1999 Ganguly et al. ,2003 Misawa et al. 2003; Narayanan et al. 2004; Wise et al. 2004) .
In this paper, we apply the above tests to the absorption lines of the bright quasar HS 1603+3820 (z em =2.542, B=15.9). First discovered in the Hamburg/CfA Bright Quasar Survey (Hagen et al. 1995; Dobrzycki et al. 1996) , this quasar shows a large number of metal NALs in the vicinity of the emission redshift. Dobrzycki, Engels, & Hagen (1999;  hereafter D99) detected 13 C iv NALs at 1.965 < z abs < 2.554 in their intermediate resolution spectrum (R ∼ 3000). The number density of C iv Poisson-systems 1 ∼ 12 at z abs ∼ 2.38 in the spectrum of HS 1603+3820 (Misawa et al. 2003; M03 hereafter) , while the global average value is dN/dz = 2.5 +0.6 −0.5 at z abs = 2.40 (Sargent, Boksenberg, & Steidel 1988; Steidel 1990; Misawa et al. 2002) . Even though the same trends have already been noted statistically for the class of radio-loud quasars , such an extreme clustering is significant and probably related to the environment around the quasar (e.g., intrinsic material, a cluster of galaxies around the quasar, or a proximity effect due to the UV flux from the quasar).
M03 presented a high-resolution (R∼45,000) spectrum of the quasar that covered 9 of the 13 C iv NALs at z abs > 2.29, although one of them was apparently not real since it was not detected in that higher quality spectrum. Using only covering factor analysis, they concluded that the C iv NALs at 2.42 < z abs < 2.45 (System A in M03) are intrinsic to the quasar, at velocity shifts 5 from the quasar, v sh = 8,300-10,600 km s −1 . On the other hand, Systems B, C, and D at z abs = 2.48-2.55 could not be demonstrated to be intrinsic, although Systems C and D are close (within 1,000 km s −1 ) to the quasar emission redshift. In fact, one of them (System D) is redshifted from the quasar. These absorbers (especially the redshifted system) could still be intrinsic, but with clouds that happened to cover the emission source entirely at the time of observation. Partial coverage is a sufficient, but not a necessary, condition to demonstrate the intrinsic nature of an absorber.
In this paper, we present a new spectrum of the quasar taken with the same instrument configuration as our previous spectrum, 1.28 years after the previous observation (0.36 years in the quasar rest frame) with the High Dispersion Spectrograph (HDS; Noguchi et al. 2002) on the Subaru Telescope. Our additional spectrum enables us to search for time variability of absorption lines as an identifier of intrinsic NALs, which will not only strengthen our classification results, but also constrain several parameters of the intrinsic NAL absorbers.
In §2, we describe the observations and data reduction. The methods of line identification and line classification are outlined in §3 and §4. In §5, the properties of 8 C iv systems, including 4 new systems, are examined in detail, and the possible origins of the time variability are discussed in §6. We summarize our results in §7. In this paper, we use a cosmology with H 0 =72 km s −1 Mpc −1 , Ω m =0.3, and Ω Λ =0.7.
observation and data reduction
We obtained a spectrum of HS 1603+3820 with Subaru+HDS on 2003 July 7 (UT). We adopt z em = 2.542 as the systemic redshift of the quasar, which was estimated by matching the spectrum of D99 to the SDSS composite spectrum by using the O i λ1304, Si ii λ1307, and C ii λ1335 emission lines (M03). We used a 0.
′′ 8 slit width (R ∼ 45,000) and adopted 2 pixel binning along the slit. The red grating with a central wavelength of 4900Å was chosen, which covers the range 3530-4800Å on the blue CCD and 4980-6180Å on the red CCD. This configuration covers all C iv NALs identified in D99. We took three spectra with exposure times of 3,600 s, 3,600 s, and 2,400 s, respectively. Since the weather conditions were not good at the beginning of the observation, we used only the last two exposures to produce the final spectrum. We reduced the data in a standard manner with the IRAF software 6 . Wavelength calibration was carried out using the spectrum of a Th-Ar lamp. Because the blaze profile function of each echelle order is changing with time, we cannot perform flux calibration using the spectrum of a standard star. Therefore we directly fitted the continuum, which also includes substantial contributions from broad emission lines, with a third-order cubic spline function. Around heavily absorbed regions, in which direct continuum fitting is difficult, we use the interpolation technique introduced in M03. We have already confirmed the validity of this technique by applying it to a stellar spectrum in M03; the continuum model is good to 3.3% or better. After binning every 3 pixels, the signal-to-noise ratio (hereafter, S/N ) in our 6,000 s exposure is ∼ 70 per resolution element around λ = 5450Å. In Figure 1 , we show the normalized spectrum of the region redward of the Lyα emission line of the quasar. Echelle order gaps and bad pixels in the detector cause the defects seen in the spectrum. The spectrum in the region of the Lyα forest is not presented because of low-reliability of continuum fitting, although some strong metal lines were identified by fitting the continuum locally.
line detection and fitting
For the present work, we used the line fitting software package minfit (Churchill, 1997; Churchill, Vogt, & Charlton, 2003) , while we used VPFIT Carswell et al. 1987) in M03. The minfit code can fit absorption profiles using not only redshift (z), column density (log N in cm −2 ), and Doppler parameter (b), but also covering factor (C f , described below) as a free parameter.
D99 detected 13 C iv NALs at 1.88 < z abs < 2.55 in their intermediate resolution spectrum. In our new spectrum, we identified 11 of the 13 C iv NALs in that range. We also found a new C iv NAL at z abs = 2.2653. We, did not detect two C iv NALs found in D99, at z abs = 2.1762 and 2.5114; the former is unfortunately in the echelle order gap in our new spectrum, and the latter seems to be a false detection because it was noted as uncertain in D99 and it is not detected in either the spectrum of M03 ("the 1st spectrum", hereafter) or in the spectrum of this paper ("the 2nd spectrum", hereafter). In total, 12 C iv NALs were detected in our new spectrum.
Following the method of M03, we divided these C iv NALs into 8 systems (Systems A-H in Figure 1 ). System A contains 5 C iv NALs, while the other systems have only one NAL, as identified in D99. These NALs are resolved into multiple components in our high resolution spectrum (we refer to these as "doublets" in the case of C iv, N v, and Si iv lines and "lines" for other single metal lines). The first four systems (Systems A-D) had already been identified in M03. An additional four systems, at z abs = 1.88-2.26 (Systems E-H), are blueshifted from the other systems and were not covered by the 1st spectrum. After careful fitting trials with minfit, we found 47 C iv, 14 Si iv, 6 N v doublets, and 54 other single metal lines The quasar emission lines of Lyα, Si iv λ1394, and C iv λ1548 are marked with downward arrows. The region blueward of Lyα emission line is not shown, because the spectrum normalization by continuum fitting is not reliable in the Lyα forest. The lower line is the 1σ error spectrum. The regions affected by either data defects or echelle order gaps are masked. associated with the 8 C iv systems. We also fitted four systems in the 1st spectrum again, using minfit, and confirmed that the results with VPFIT in M03 are consistent with the results of minfit.
The fit parameters of these systems are summarized in Table 1 for NALs already identified in the 1st spectrum and in Table 2 for NALs detected in only the 2nd spectrum. Column (1) is the metal line identification (ID) number. Columns (2) and (3) give the observed wavelength and redshift. Column (4) gives the velocity shift from the quasar systemic redshift, and column (5), the Doppler parameter. Columns (6) and (7) give the covering factors and column densities with 1σ Poisson error bars (see discussion in §4.1). Columns (2)- (7) in Table  1 are the parameters of the components detected in the 1st spectrum. The corresponding parameters for the 2nd spectrum are presented in columns (8)-(13). The same parameters for newly identified NALs are listed in Table  2 . Results of a fit for the C iv doublets in System A, carried out manually (as described in §4.1, below), are given in Table 1 . Manual fitting was necessary because these doublets are so heavily blended with each other and with other lines that line fitting with minfit cannot be applied. For the same reason, the fit parameters for the Si ii λ1526 lines in System B are evaluated in the same manner, with fitting errors evaluated with the help of the χ 2 test. For all other doublets, C f is a free parameter.
identification of intrinsic nals
We describe here two methods of determining that a given NAL is intrinsic: (a) covering factor analysis and (b) time variability analysis.
Covering Factor Analysis
The covering factor, C f , is the line-of-sight coverage fraction of the absorber over the continuum source and the emission line region. The effective covering factor is evaluated by considering the fraction of photons from the background source(s) intercepted by the absorbing gas. The normalized flux at wavelength λ is given by,
where τ (λ) is the optical depth at λ. For a resonant doublet such as C iv λλ1548,1551, the ratio of the oscillator strengths of blue and red members is 2, as dictated by atomic physics. Therefore we can evaluate the covering factors as a function of velocity for doublets using the following equation:
where R b (v) and R r (v) are the residual fluxes of the blue and red members of the doublets in the normalized spectrum (Hamann et al. 1997b; Barlow & Sargent 1997; Crenshaw et al. 1999) . In general, the emission line region and continuum source could have different covering factors, as discussed by Ganguly et al. (1999) . To strengthen our results, we evaluate the covering factor using the following methods: (i) the pixel-by-pixel method -evaluating C f for each pixel [using equation (2); e.g., Ganguly et al. 1999] , and (ii) the automatic fitting method -fitting absorption profiles using C f as well as log N , b, and z abs as free parameters in minfit (e.g., Ganguly et al. 2003) . Unfortunately, neither of these two methods is applicable to System A because of heavy selfblending (i.e., blending of the blue members of some doublets with the red members of other doublets). Therefore we adopt a third method for this system, manual fitting, which we apply only to components 1 and 2, where blending is not severe (see Figures 2 and 3) . In the manual fitting method we construct a simple model for the absorber with the same free parameters as in the minfit models. We then vary the free parameters over a wide range of values in small steps, assessing the goodness of the fit first by eye, and then by the χ 2 test. The best-fitting model, with fixed C f = 1.0, of the region around components 1 and 2 of System A in the secondepoch spectrum. Model profiles of each C iv doublet and Si ii lines in System B are also plotted separately (light solid, dashed, and dotted lines respectively). The final model is made to fit the blue member of the C iv doublet. The fit of the red doublet member is poor, illustrating that a model with full coverage is not acceptable. Second: The model that provides the best fit to the second-epoch spectrum with C f treated as a free parameter. This fit is acceptable, yielding C f = 0.45. Third: The model providing the best fit to the first-epoch spectrum with the covering factor fixed to C f = 0.45, the value required by the second-epoch spectrum (all other parameters were left free). The model parameters were adjusted so as to fit the blue member of the C iv doublet. The fit to the red doublet member is poor, however, indicating that the covering factor must have varied between the two epochs. Additional details are given in §4.1 of the text. Fourth: The model that provides the best fit to the first-epoch spectrum with C f treated as a free parameter. This fit is acceptable, yielding C f = 0.3. The C f values with their 1σ "Poisson" errors, evaluated by the automatic fitting method, except for the C iv doublets in System A, are listed in Tables 1 and 2 . The Poisson errors are uncertainties in the model parameters resulting from only Poisson noise in the spectra. There are additional sources of uncertainty, of course, which we discuss in detail below. In §5 we present the spectra and discuss the properties of the 8 C iv systems to which we have applied our analysis. In the case of System A, we had to fit the profiles of components 1 and 2 manually. We estimated the Poisson uncertainties for components 1 and 2 by scanning a range of values about the best fit for all interesting parameters and looking for a significant increase in χ 2 (see Lampton, Margon, & Bowyer 1976) . The uncertainties, which are included in Table 1 , are negligible compared to uncertainties resulting from continuum placement errors or line blending, which we discuss further below. The ultimate reason for the small Poisson uncertainties in these two components is that the S/N is high and the lines are relatively broad, spanning many pixels.
Our derived C f values are subject to a number of additional uncertainties. One such uncertainty results from line blending. If two or more components are blended together, a direct estimation of the C f value by the pixelby-pixel method [eqn (2)] is not reliable. On the other hand, the results from the automatic fitting method are still reliable, especially for strong doublets, as long as they are not affected by self-blending. To evaluate the systematic uncertainty in the latter method, we performed a line-deblending test in which we synthesized three artificial C iv doublets [log(N/cm −2 ) = 13.5, 14.0, 14.5; b = 35 km s −1 ; C f = 0.5] separated by 100 km s −1 from each other, introduced them into an artificial spectrum with a S/N similar to what we obtain in practice, and determined their line parameters with minfit. We repeated this test 500 times. The distribution of resulting covering factors for the stronger lines is very narrow and centered very close to the input values; C f = 0.51±0.06 and 0.51±0.02 for doublets with log(N/cm −2 ) = 14.0 and 14.5. However, the spread in the measured value of C f is very large for weak doublets with log(N/cm −2 ) = 13.5. The outcome does not change significantly if we change the input C f values. Thus, the result from the automatic fitting method is still reliable, at least for strong doublets with log(N/cm −2 ) ≥ 14.0, even if there is line blending (but not self-blending). However, one must still attach a systematic error of < ∼ 10% to C f . Continuum fitting also introduces an uncertainty in the derived values of C f because it affects the residual flux in the absorbed spectral regions. We estimated an upper limit to the uncertainty in C f resulting from continuum fitting errors through the following simulation: we shifted the normalized continuum level around the red member of the C iv doublet by the average noise level of the observed spectrum [σ(f ) ≈ 0.015] while keeping the continuum level around the blue doublet member fixed and we investigated what the new value of C f turns out to be, under the assumption that C f was originally equal to 1. From this exercise we found that we obtain C f values 0.98, 0.93, 0.82, 0.56, and 0.13 (instead of 1) for normalized residual fluxes at the center of blue doublet member of 0.1, 0.3, 0.5, 0.7, and 0.9, respectively. Thus, we conclude that the C f values for strong doublets (those with a normalized residual flux of ≤ 0.5) are uncertain by < ∼ 20%. We regard this as an upper limit to the uncertainty because the effect of shifting the continuum on the value of C f is smaller if (a) we perturb the continuum around both doublet members, or (b) we assume that the original value of C f is less than unity. In Table 3 , we summarize upper and lower 1σ errors on C f values in the case that C f is less than unity. These were computed by shifting the continuum level only around the red member. Column (1) gives the C f value and columns (2) -(6) are the residual flux of the blue member of the doublet. We leave the entries blank for unphysical combinations of C f and R b . These tabulated values are the ones we adopt in our assessment of uncertainties.
We also considered the uncertainty resulting from the convolution of the spectrum with the line spread function (LSF) of the spectrograph. This effect applies only to the pixel-by-pixel method (since automatic fitting convolves with the LSF) and was originally explored in the case of narrow doublets (widths comparable to the LSF width) by Ganguly et al. (1999) . We performed the same analysis as Ganguly et al. but for broader doublets, because most doublets in our sample are much broader than the LSF. We found that for isolated lines that are much broader than the LSF, the C f values are evaluated correctly within a window around the line center whose width is twice the Gaussian broadening parameter (2b). This conclusion depends slightly on the line strength and width and is not valid if the doublet members are blended with each other ("self-blending"). Outside of this window, the C f values are underestimated, and can reach 0 in the far wings of the line. In these regions both the numerator and the denominator of equation (2) are very close to zero, therefore, the C f values obtained with the pixel-by-pixel method are sensitive to the pixel width, the noise, and the resampling and interpolation schemes used in the calculation.
Considering all of the sources of error discussed above, the pixel-by-pixel method yields reliable results for our data in only very few cases. In the figures presented below, we plot the values of C f from the pixel-by-pixel method only in the rare cases where their uncertainties are reasonably small. Otherwise, we rely solely on the value of C f derived by fitting the line profiles (either manually or using minfit).
Time Variability Analysis
The detection of time variability of absorption line properties such as strengths, profiles, and shift velocities is another reliable method for identifying intrinsic NALs. Variability of absorption lines has been reported for a few Seyfert galaxies (e.g., Kraemer et al. 2002) and quasars (e.g., Gallagher et al. 2004; Hamann et al. 1997a ). Recently, larger surveys looking for time variable NALs have been carried out at z ∼ 2 (Narayanan et al. 2004 ) and at z ≤ 1.5 (Wise et al. 2004) , and they detected variable NALs in 2 of 8 (25%) and 4 of 15 (27%) quasars respectively. These fractions, however, are lower limits, since these studies used low-to medium-resolution spectra and are thus sensitive only to large variations.
To search for spectral variability in HS 1603+3820, we overplotted selected regions of the spectra from the two epochs and inspected them by eye (cf, Hamann et al. 1997a) . This simple method is quite adequate because our spectra have a fairly high resolution and S/N so that even small changes are obvious to the eye. In summary, we found substantial variations in System A (Figure 4 ) but not in any other absorption system ( Figure 5 ). We describe these changes along with other results in the following section. Possible causes of variability are: (a) a change of ionization state, and (b) a motion of the absorbing gas across the line of sight. We discuss these possibilities further in §6. -Normalized spectrum around C iv doublets in System A, in the 1st spectrum (thin histogram) and in the second spectrum (thick histogram). There is an obvious change in the absorption-line strength between the two epochs. Open and filled stars denote the covering factors for the first and second epoch respectively (from manual fitting) with 1σ errors based on the uncertainty from the line blending only (see discussion of additional uncertainties in §4.1 and §5 of the text; Poisson errors are negligible in comparison).
results: notes on 8 C iv systems
We found 47 C iv, 14 Si iv, and 6 N v doublets, as well as another 54 single metal lines, such as Al ii, Fe ii, and Si ii, between z abs = 1.88 (v sh = 60,400 km s −1 ) and z abs = 2.55 (v sh = −950 km s −1 ). For simplicity, we grouped the 121 components into 8 absorption systems, which are discussed below. For the first four systems, which have already been discussed in M03, we performed both covering factor analysis and time variability analysis. For the other systems, we applied only covering factor analysis.
System A (z abs = 2.4185 − 2.4455; v sh = 8,300-10,600 km s −1 ) This system has many broad C iv doublets and some of them are self-blended, which makes the line profile very difficult to decompose into kinematic components. In this case, the results from both the pixel-by-pixel and the automatic fitting methods are unreliable. Therefore, we concentrate on the wavelength region at 5290-5315Å which can be decomposed relatively simply into two kinematic components of C iv plus several narrow Si ii lines, and employ the manual fitting method described in §4.1. If we assume full coverage, the best-fit model for the red (or blue) doublet member cannot reproduce the observed spectrum around the blue (or red) doublet member, as we illustrate in the top panel of Figure 2 using the 2nd epoch spectrum as an example. Thus, we resort to models with partial coverage and we find coverage factors of 0.30 ± 0.02 and 0.45 ± 0.02 for the first and second epoch spectra respectively (all sources of error included), i.e., we find a 5.3σ change in C f . The uncertainties here are dominated by errors from line blending as estimated by the line blending analysis in § 4.1; uncertainties due to continuum fitting (since C f = 0.5 and R b ≈ 0.5; see Table 3 ) and Poisson noise are negligible in comparison (see §4.1 and Table 1 ).
In the above analysis we assumed the same covering factors for the two components. We were led to make this assumption for the following reason: we first fitted the velocity region between −300 and +250 km s −1 with a broad C iv component only and found that the required covering factor was the same as that obtained for the narrow component after fitting a 2-component (broad+narrow) model. After obtaining the best fit with the composite model we went back and relaxed the assumption that the two components had the same covering factors. We explored the consequences by perturbing the covering factors of the two components about the best fit and adjusting the column density to compensate. From this exercise we found that, if the covering factors are not forced to be the same, they can deviate from the best fit by ±0.015 in the first epoch spectrum and by ±0.03 in the second epoch spectrum. If we treat these deviations as an additional error on C f , we find that the change in C f between the two epochs is 3.4σ, which is still fairly significant.
To illustrate the change in C f we plot the observed line profiles from the two epochs in the second and third panels on Figure 2 with the best fitting models for a fixed value of C f =0.45 superposed (all other parameters are free). It is clear from this figure that the first-epoch profile cannot be fitted adequately using the same value of C f as the second-epoch profile.
We also plot the best fitting model to the first-epoch spectrum with C f = 0.3 in the bottom panel.
In Figure 3 we present a fit to the entire System A, including the heavily blended region around 5315-5345Å, for which we used the manual fitting method and assumed a fixed value of C f =1. The parameters obtained from this fit are listed in Table 1 , although they should be regarded as tentative because of their large uncertainties. Deriving the uncertainties for these model parameters would have been extremely tedious and is not central to the point of this paper.
We identified 14 C iv doublets in this system, while D99 and M03 found 5 and 7 doublets, respectively. Lyα, N v, and Si iv lines are also tentatively detected in our new spectrum. However, we cannot fit those profiles with minfit, because they are very broad and strong. The continuum fits in these regions are not reliable. We cannot even apply the interpolation technique described in §2, because echelle orders next to a given order are also affected by Lyα forest.
For comparison of line profiles between the 1st and 2nd spectra, we also superimpose the two spectra in Figure 4 . The strength of all doublets, including three narrow doublets, changes dramatically within 1.28 years (0.36 years in the quasar rest frame). We also found that both the shift velocity and the line width of the broad component has changed, while such a change was not noted for component 1. More specifically, the shift velocity of the broad component changed by ∼ 210 km s −1 (the uncertainty in the shift velocity is ±5 km s −1 ), while the b parameter changed by ∼ 170 km s −1 (the uncertainty in b is ±8 km s −1 ). Unfortunately, we cannot study these parameters for the other components because of heavy line blending. The Si ii λ 1527 lines in System B at 5306-5314Å do not change between the two observations, which suggests our interpolation fitting method, described in §2 and in M03, is effective. Although M03 suggested that the narrow C iv doublets could be independent of the other lines in System A based only on the result of the covering factor analysis, we find here that all 14 doublets change synchronously, and thus they are probably produced in the same intrinsic system. These C iv doublets show a sudden increase of their total equivalent width (W obs ≈ 10.4Å → 19.1Å), which could mean that, in a later stage of evolution, many narrower components may blend with each other to make what resembles a BAL profile (Morris et al. 1986; Richards et al. 2002; M03) . Weymann et al. (1991) defined BALs as systems with continuous absorption, spanning more than 2,000 km s −1 , within which at least 10% of flux must be absorbed. The velocity width of System A, ∆v ∼ 2,300 km s −1 , satisfies this definition, although the normalized residual flux is more than 0.9 in some regions at the time of observation. Some examples of BALs are known to have different covering factors at different regions in the same system (Arav et al. 1999; Hutsemékers, Hall, & Brinkmann 2004) . BAL systems also sometimes have multiple-components, which are analogous to the components of System A (Korista et al. 1993; Arav et al. 1999) . These results support the hypothesis that the NAL cluster in System A could become a BAL, although additional observations will be necessary to confirm this. In §6.3 we use simula- tions to illustrate the plausibility of the suggestion that this system could be evolving into a BAL.
System B (z abs = 2.4785; v sh = 5, 400 km s −1 ) This strong C iv system consists of 15 narrow doublets with b ≤ 26 km s −1 . Some of them can be explained by pure thermal broadening (i.e., b ≤ 7.4 km s −1 at T gas = 40,000 K). We present the velocity plots of 12 metal line transitions, including the C iv and N v doublets, in Figure 6 . In cases that minfit gives unphysical C f values (i.e., C f < 0 or > 1), which happens for some components, probably because of heavy line blending, we assume C f = 1 to estimate fit parameters. The covering factors of all doublets except for the component at z abs = 2.4804 (ID 18) are consistent with full coverage as determined both by profile fitting and the pixel-by-pixel method. For the latter method, we do not plot C f values if their error values are larger than 1.0. Component 18 of C iv λ1551 is likely to be influenced by the unidentified blend apparent between components 17 and 18, thus the low C f measured for component 18 of C iv λ1551 is discounted. Component 5 of N v λ1243 may also be affected by a blend, since we were unable to obtain a physical solution in this region for any reasonable continuum fit. System C (z abs = 2.5370; v sh = 420 km s −1 ) This is one of two systems within 1,000 km s −1 of the quasar. Besides the C iv doublet, there are no other metal lines detected in the 2nd spectrum. We find neither partial coverage (Figure 7 ) nor time variability (see Figure 5 ) in spite of the very small velocity shift from the quasar.
System D (z abs = 2.5532; v sh = −950 km s −1 ) This is another system within 1,000 km s −1 of the quasar, but redshifted relative to the quasar. This system was resolved into 4 narrow doublets in M03. We are able to analyze only three doublets in the 2nd spectrum, because the bluest component of C iv λ1548 is affected by a detector defect. Although Si iv, as well as C iv, is identified in the system, neither shows partial coverage, if we consider the error in the continuum fit (Figure 8 ). The C f value of C iv component 1 in the 1st spectrum is small, but the upper 1σ error would approach 1.0 once we consider continuum level error, σ(C f ) = 0.5 from Table 3 . We also do not find time variability of the C iv doublets (see Figure 5) . These results suggest that the absorber covers the background source entirely in the direction of this line of sight. Nevertheless, we still cannot rule out an intrinsic origin for Systems C and D in the vicinity of the quasar (within 1,000 km s −1 ), especially because a number of intrinsic NALs have been detected at small velocities from quasars (e.g., Ganguly et al. 1999; Narayanan et al. 2004; Wise et al. 2004 ). We discuss these systems in §6. System E (z abs = 1.8875; v sh = 60, 400 km s −1 ) Two C iv doublets with line widths of b = 16 and 27 km s −1 are identified in the lowest redshift system in this study, which corresponds to v sh ∼ 60,500 km s −1 from the quasar (Figure 9) . One of the two doublets (component 2) has a small covering factor, C f = 0.5±0.2, and the errors from continuum level uncertainty (σ(C f ) = 0.1) and line blending (σ(C f ) ∼ 0.06) are also very small (in § 4.1). Despite its large shift velocity, this system could be classified as an intrinsic system. To confirm this possibility, additional evidence such as time variability is necessary. System F (z abs = 1.9644; v sh = 52, 800 km s −1 ) Out of eight C iv doublets in this system, five show full coverage ( Figure 10 ). The other three doublets (components 1, 4, and 7) have small C f values. One of them (component 4) remain a candidate for an intrinsic doublet, even if we consider both the error sources from continuum level uncertainty (σ(C f ) < 0.1) and line blending (σ(C f ) < 0.02) (see discussion in §4.1). System G (z abs = 2.0701; v sh = 42, 600 km s −1 ) This system must also cover the quasar entirely, because the line centers of the C iv λ1548 transition are black (zero flux) which cannot happen in the case of partial coverage (Figure 11 ). The covering factors of components 1 and 2 are consistent with unity. Corresponding Si iv absorption is apparently detected at ∆v = −30 and 0 km s −1 (see Figure  11) , though the components at ∆v > 50 km s are N v doublets from System B. The components at ∆v ≤ −50 km s −1 for Si iv are also likely to arise from another system, because no corresponding C iv doublets are detected. Unfortunately, we cannot evaluate the covering factor of the Si iv doublet, because the Si iv λ1394 line is blended with the Lyα forest. System H (z abs = 2.2653; v sh = 24, 300 km s −1 ) A simple C iv system with two components, which was not detected in D99, is identified along with Si iii λ1207 (see Figure 12 ). The line center of Si iii λ1207 is well aligned with C iv doublet. Although the covering factor determined by minfit is smaller than unity (C f = 0.5 ± 0.3) for component 1, we cannot rule out full coverage once we consider the uncertainties associated with setting the continuum level, σ(C f ) = 0.2, and with line blending (see discussion in §4.1). This component, whose line width is comparable to the LSF, is affected by the convolution error. Therefore the C f values from the pixel-by-pixel method are not reliable. There is a large discrepancy between the model fit and the data in component 2 of the C iv λ1551 line. This suggests that the component 2 of the C iv λ1548 line could have been misidentified as C iv or could be affected by continuum fitting uncertainty. 
discussion: origin of time variability
Our main observational result is that System A shows a change of line strength within 0.36 years in the quasar restframe. No other system appears to be variable. The fact that System A is variable is compatible with the fact that it shows the signature of partial coverage and strengthens the case that the absorber is intrinsic to the quasar central engine.
There are at least two possible origins of time variability, (a) a change of the ionization state in the gas clouds, and (b) motion of the absorbers across the line of sight to the background source(s). We discuss each of these possibilities below. Neither situation could arise if the absorbers are intervening clouds, unless they have high densities or sharp edges (Narayanan et al. 2004 ).
Change of the Ionization State
Supposing that the time variability is caused by a change in ionization state, we can place constraints on the electron density and the distance from the continuum source, following Hamann et al. (1997b) and Narayanan et al. (2004) . These limits should be regarded with some caution because of the assumptions involved in obtaining them. We outline these assumptions below. Changes in the ionization state of the absorber can be caused by (a) a decrease in the ionizing flux causing recombination from the observed ionization state to the next lower state (C iv → C iii) or from the next higher state to the observed state (C v → C iv), or (b) increase in the ionizing flux and subsequent photoionizations (C iii → C iv and C iv → C v). Unfortunately, with the available data we cannot assess whether the ionization state of the absorber of System A has changed or not. In order to do so we would have to resort to photoionization models, which would need to be constrained by absorption lines from a wide range of ionic species, which are not included in our spectra. Moreover, we cannot detect any changes in the observed continuum because the flux scale of our spectra is not calibrated. Therefore, we adopt the simplifying assumptions of Hamann et al. (1997b) and Narayanan et al. (2004) , namely: (1) the gas is very close to ionization equilibrium, (2) changes in the ionizing flux are small, and (3) C iv is dominant ionization state of C. Under these assumptions we can use the recombination time scale as a means of estimating the electron density [eqn. (1) in Hamann et al. 1997b; eqn. (1) in Narayanan et al. 2004 ; the recombination coefficient corresponds to a nominal gas temperature of 20,000 K, after Hamann et al. (1995) ]. Using the rest-frame variability time scale (t var = 0.36 years) as an upper limit to the recombination time, we estimate the minimum electron density to be n e > ∼ 3 × 10 4 cm −3 . We can also evaluate the maximum distance of the absorber from the continuum source by adopting the continuum shape of Narayanan et al. (2004) , and using their equation (3) to connect the ionization parameter to the bolometric luminosity [the bolometric luminosity of HS 1603+3820, based on the prescription of Narayanan et al. (2004) is L bol = 2.5 × 10 48 erg s −1 ]. Finally, we must also assume an ionization parameter of 0.02, which is the optimal value for C iv to be the dominant ionization state of C (Hamann et al. 1995; 1997a) . This yields r < ∼ 6 kpc. These limits on the electron density and the distance from the central source are very similar to the results for C iv and N v systems seen in the four quasars (n e ≥ 3,400-40,000 cm −3 and r ≤ 1.8-7 kpc) studied by Narayanan et al. (2004) .
In conclusion, we note that regardless of changes in ionization state, however, we can conclude with reasonable confidence that the absorber is moving across the line of sight because the covering factor of the background source(s) is changing. In the next section we consider the implications of the variable covering factor in detail.
Motion of the Absorber
In the case of motion of the absorbers, the variability time scale could correspond to (i) the crossing time of clumpy gas across the background source or (ii) the time scale on which the internal motion of the gas cloud changes the column density along the line of sight (e.g., Hamann et al. 1997a; Wise et al. 2004) .
The variability time scale of System A is very short (∼ 130 days), suggesting that the observed changes could not be produced by internal motions of the gas cloud, as we will illustrate later in this section. Some intrinsic NALs detected in Narayanan et al. (2004) and Hamann et al. (1997a) also show very short variability time scales (t var = 0.28-0.40 years) in the quasar rest frame. In these systems, the clumpy clouds could be moving across the line of sight to the continuum source. If this is the case for System A, we can derive some constraints on the size, crossing velocity, and distance of the absorber from the UV-emitting source using a simplified model as follows.
At first, we assume that both the continuum source and BLR are background sources (e.g., Ganguly et al. 1999) . In this case, we can estimate the size of the BLR to be R BLR ∼ 3 pc by using the empirical relation between BLR size and the quasar luminosity that was found through reverberation mapping analysis [eqn (A3) in Vestergaard 2002] . To apply this relation, we used the monochromatic continuum luminosity derived from the B magnitude of HS 1603+3820, measured by D99. This luminosity is strictly an upper limit because at the redshift of the quasar the B filter includes a contribution from the Lyα and N V emission lines; nevertheless, the luminosity is overestimated only by a factor of a few.
Supposing that the absorbers have sharp edges, we estimate the crossing velocities as follows:
where v cross is the crossing velocity perpendicular to our line of sight (in the context of a disk-wind model this is parallel to the surface of the accretion disk), C f (1) and C f (2) are covering factors in the 1st and 2nd spectra, and t var is the time interval between the two observations. Since t var is really an upper limit to the variability time scale, equation (3) gives a lower limit to the crossing velocity. The crossing velocities of the two C iv components in System A (components 1 and 3 in the 1st spectrum, or components 1 and 2 in the 2nd spectrum), for which we can evaluate reliable C f values in both spectra, would be v cross > 10 6 km s −1 . This model is implausible, because the estimated speeds are much larger than the speed of light. Thus, we must conclude that the absorber covers primarily the UV continuum source and only a small part of the BLR. In fact, since the intensity of the broad C iv emission line at the location of System A is only about 10% of the continuum, the absorber giving rise to System A need not cover the BLR at all. Therefore, we estimate the velocities by assuming that only the continuum source lies behind the absorbing clouds (e.g., Wise et al. 2004 ). We take 5 R S = 10 GM BH /c 2 (where R S and M BH are the Schwarzschild radius and the mass of black hole) as the continuum source size within which most of the UV continuum radiation is expected to originate. The central black hole mass is estimated by using an empirical relation that connects it to the UV luminosity and the width of the C IV emission line [eqn (8) in Vestergaard (2002) ]. The UV luminosity was estimated as described above, and the FWHM of the C IV emission line (7,500 km s −1 ) was measured from the spectrum of D99. The resulting black hole mass is 4 × 10 10 M ⊙ , but we note that this value should be regarded with some caution because (a) the scatter about the empirical relation we have used can be as high as an order of magnitude, and (b) the luminosity we have adopted is strictly an upper limit to the true value. Therefore, we believe that the black hole mass can be as low as a few ×10 9 M ⊙ . This model produces reasonable values of the crossing velocities, namely v cross > 8, 000 km s −1 , using the higher black hole mass. We may also use the black hole mass to estimate an upper limit to the distance of the absorber from the background source, by requiring that the observed shift velocity does not exceed the escape velocity at that radius. From this consideration we obtain r < ∼ 3 pc. The above estimate of the crossing velocity can be used to argue against internal motions of the absorber as the origin of the change in the covering factor. Assuming that the speed of internal motions is comparable to the speed of sound, c s ≈ 10 T 1/2 4 km s −1 (where T 4 is the temperature in units of 10 4 K), the gas must be very hot to allow such fast internal motions. In particular, by setting v cross = c s we obtain T gas ∼ 6 × 10 8 K, which is incompatible with the observed ionic species. We note, in conclusion, that using the size of the UV continuum source from the previous paragraph and the speed of sound for a 10 4 K gas, a typical variability time scale due to internal gas motions would be of order 100 years.
We can derive more stringent, albeit more speculative, constraints on the location of the absorber, if we adopt the dynamical model of for the radial and azimuthal motion of parcels of gas in an accretion-disk wind. Following this model, we assume that the velocity of the gas in the radial direction follows v r (r) ≃ v ∞ (r f )(1 − r f /r), where r f is the launch radius of a specific gas parcel and v ∞ (r f ) is its terminal speed. Combining this with conservation of angular momentum and the expression for the terminal speed given in Chiang & Murray (1996) we obtain the following relation for the radius of the gas parcel relative to its launch radius:
where v ϕ (r) is the azimuthal speed of the parcel. To connect this expression to the observations, we identify the azimuthal velocity with the crossing velocity of the continuum source inferred from observations, i.e. v ϕ (r) = v cross . Moreover, we can take the velocity of System A to be the projection of the radial velocity along the line of sight, i.e., v r (r) sin i = v Sys A . If the inclination of the accretion disk is not very small (sin i > 0.2), we can use equation (4) to obtain an upper limit on r/r f . This limit will depend directly on the adopted mass of the black hole, since that determines the inferred crossing velocity. In view of the caveats associated with the estimated black hole mass, we choose to use the lowest plausible value, namely 10 9 M ⊙ , which yields the most generous upper limit on the radius of the absorber, namely r/r f < ∼ 10. The launch radius of the wind is expected to be within the inner, radiation-pressure supported part of the accretion disk, which for our inferred black hole mass and assuming an accretion rate close to the Eddington limit, is 5 × 10 16 cm (Shakura & Sunyaev 1973 ; this is rather insensitive to the black hole mass). Thus the constraint on the radius translates to r < ∼ 0.2 pc. We also note that the conclusion that r/r f < 10 is in good agreement with the simulations of Proga et al. (2000) , which show the wind fragmenting into filaments fairly close to its launch radius. 
Evolution to a BAL
The total equivalent width of System A has doubled within 0.36 years in the quasar rest frame. This surprising growth is probably caused by (i) increase of column densities, and/or (ii) increase of the covering factors of the C iv doublets in the system, although the Doppler parameters could also be partially responsible. If the equivalent width continues to increase steadily, System A would satisfy all the requirements for a BAL classification.
In order to predict future profiles, we synthesize spectra by changing the column densities or the covering factors of the C iv doublets in the system. Unfortunately, we cannot evaluate the column density and covering factor of each doublet exactly in the observed spectrum, since the C iv doublets are heavily blended with each other or with Si ii lines from System B. Therefore, we convert the column densities of the C iv doublets in the 2nd spectrum in Table  1 (evaluated assuming C f = 0.45 or 1.0) to values assuming C f = 0.7 (corresponding to the depth of the deepest C iv component; we adopt this value for all components for simplicity), and use them below. We present simulated line profiles which are synthesized by multiplying the column densities by 0.5, 1.0, 2.0, and 5.0 (Figure 13 ; here, covering factors are fixed), or by changing the covering factors, C f = 0.3, 0.5, 0.7, and 0.9 (Figure 14 ; here, column densities are fixed). Thick lines are the observed profiles, while thin lines are synthesized models. For three models (i.e., N 2 /N 1 = 2.0, 5.0, or C f = 0.9), the continuum flux is absorbed by at least 10% over a velocity range of > 2,000 km s −1 , which satisfies the definition of a BAL. If the Doppler parameters increase simultaneously, the blended C iv components make a smoother profile, whose appearance would be similar to those of BALs. With additional spectra taken at regular intervals, we could probe the origin of time variability further (i.e., distinguish between a change of column density and a change in covering factor) by comparing the observed line profiles with our simulations. . The original column densities were estimated, assuming that C f = 0.7 for all C iv doublets in the observed spectrum (except for the Si ii lines in System B). The thick line corresponds to the original (observed) profile, while thin lines are model profiles for different column densities. The total velocity width of the system is about 2,300 km s −1 . Therefore, the model profile is classified as a BAL, if its normalized flux is weaker than 0.9 (horizontal dotted line) throughout the system. Two of the models (N 2 /N 1 = 2.0 and 5.0) satisfy all the BAL criteria. Figure 13 , but synthesized by changing covering factors, C f = 0.3, 0.5, 0.7, and 0.9 (top to bottom). Column densities are fixed. One of these models (C f = 0.9) satisfies the criteria for a BAL.
Physical States of System C and D
In Systems C and D, we detect neither time variability nor partial coverage with our spectra taken over a 1.28-year interval of observation, even though these would appear to be promising candidates for intrinsic systems because of their small shift velocities.
There are at least three candidates for the origin of these systems. They can be produced in either (i) the quasar host galaxy, (ii) intervening galaxies in the vicinity of the quasar that are members of the same cluster (or group) of galaxies, or (iii) gas clouds intrinsically associated with the quasar that appear to be ejected (System C) or infalling (System D); these gas parcels can be part of a high altitude stream in an accretion disk wind (which may be circulating) as simulated by Proga et al. (2000) .
However, since we do not see the hallmarks of intrinsic absorption in either of these two systems (e.g., partial coverage or time variability), we cannot prove that they are intrinsic, nor can we rule this out. We find it unlikely that System D is made up of undisturbed gas in the host galaxy because of its large velocity shift. The fact that the absorption troughs in System D are black, suggests that this absorber covers both the continuum source and the broad-emission line region almost completely, i.e., its transverse size could be a few pc (cf, §6.2). This large size could also be responsible for the lack of variability, if this system is intrinsic.
Other Potentially Intrinsic Systems
Among the 8 C iv systems, four (Systems E -H) have been studied based on only covering factor analysis. In cases where the measured C f value is small, the errors of C f from continuum level uncertainty, as listed in Table 3, are small, and such components can be classified as intrinsic doublets: component 2 in System E (C f = 0.5±0.2) and component 4 in System F (C f = 0.1 with σ(C f ) smaller than 0.1) (here errors from the line blending are negligible). These systems are potentially interesting because of their high velocities relative to the quasar: v sh ∼ 60,400 km s −1 (System E) and 52,800 km s −1 (System F). Therefore, it is very important to monitor them further for time variability. We already know of several examples of high-velocity systems, which are variable. These include the systems in Q0151+048 with v sh ∼ 28,000 km s −1 , in PG0935+417 with v sh ∼ 52,000 km s −1 (Narayanan et al. 2004) , in Q2343+125 with v sh ∼ 24,000 km s −1 (Hamann et al. 1997a) , and in PG2302+029 with v sh ∼ 56,000 km s −1 (Jannuzi 2002 ).
conclusions and future work
We observed the quasar HS 1603+3820 for a second time with Subaru+HDS after an interval of 1.28 years from the previous observation, in order to perform time variability analysis for the C iv systems at v sh = −950 km s −1 -10,600 km s −1 from the quasar. We also applied covering factor analysis using two methods, the pixel-by-pixel method and Voigt profile fitting. Our main results are:
(1) Only System A (v sh ∼ 8,300-10,600 km s −1 ), which was identified as an intrinsic system by covering factor analysis in M03, shows strong time variability of the line strength and covering factor.
(2) If a change of the ionization state causes the variability in System A, we can place constraints on the electron density (n e > ∼ 3 × 10 4 cm −3 ) and the absorber's distance from the continuum source (r < 6 kpc).
(3) If gas motion across the background UV source causes the variability in System A, the crossing velocity and the distance from the continuum source are estimated to be v cross > 8, 000 km s −1 and r < 3 pc, respectively. In this case, the BLR cannot contribute significantly to the background UV flux (in fact, it need not contribute at all). If we adopt the dynamical model of , we obtain an additional relation for the radius of the gas parcel relative to its launch radius, which gives a more strict, although model-dependent, constraint of r < 0.2 pc.
(4) We argue that the appearance of System A would be fairly similar to that of a BAL system, if either the column densities of the C iv lines increase by factors of ≥ 2, or if their covering factors become larger than 0.9.
(5) Systems C and D (v sh ∼ 420 km s −1 and −950 km s −1 ) do not show any time variability, in spite of their small velocity distance from the quasar. They could still be intrinsic systems but a more stringent test will have to await future observations (6) Two systems (System E and F; v sh = 60,400 and 52,800 km s −1 ) show suggestive evidence of an intrinsic origin based on only covering factor analysis. To confirm this, we would need other evidence for intrinsic NALs, such as time variability.
In order to investigate the nature of System C further, there are at least two possible future observations. If we observe this quasar repeatedly at the appropriate time intervals (e.g., once a year), we may detect time variability in System C. This observation would have the additional benefit that we could detect the formation of a BAL in System A as we have speculated. Since the equivalent width of System A has doubled in only ∼ 1.3 years, a few more observations may show dramatic evolution. We could also diagnose variations in the ionization state of the absorber by comparing observed spectra with our simulations. Spectropolarimetric observations would also be worthwhile because the degree of polarization in the troughs of intrinsic NALs could be much larger than those in intervening NALs, indicating scattering around the absorber. We believe that HS 1603+3820, one of the best laboratories for the investigation of intrinsic NALs, is an excellent target to monitor over a long period of time. a Parameters are obtained by automatic fitting, assuming C f = 1.0.
b Component 5 could not be fit for a continuum that gives physical solution for the other components. N v λ1243 could be contaminated by a blend or affected by correlated noise in this region.
c It appears that component 2 of C iv λ1548 is affected by a poor continuum fit of by contamination since C iv λ1551 is not detected at the same velocity, so no physical solution can be obtained. b R b is the normalized residual intensity of the blue member of the doublet, relative to the effective continuum
