Abstract. In this paper, we present a generalization to nonlinear models of the four dimensional variational dual method, the 4D-PSAS algorithm. The idea of 4D-PSAS (Physical Space Analysis System) is to perform the minimization in the space of the observations, rather than in the model space as in the primal 4D-VAR scheme. Despite the formal equivalence between 4D-VAR and 4D-PSAS in a linear situation (both for model equations and observation operators), the dual method has several important advantages: in oceanographic cases, the observation space is smaller than the model space, which should improve the minimization process; for no additional cost, it provides an estimation of the model error; and finally, it does not have any singularities when the covariance error matrices tends to zero.
Introduction
It is now well established that the quality of ocean (and atmosphere) circulation forecasts is highly dependent on the quality of the initial conditions. Oceanic processes are governed by the general equations of fluid dynamics, and are nonlinear. Such nonlinearities are source of a huge sensitivity to the initial conditions, and then an ultimate theoretical limit to deterministic prediction. This limit is still far from being reached, and substantial gain can still be obtained in the quality of forecasts. This can be obtained through improvement of the observing system itself, but also through improvement of the geophysical models used to modelize the geophysical processes. For example, a major problem comes from the fact that sub-scales processes are associated with extremely large fluxes of properties, in particular energy. Seeking a numerical solution to the equations requires discretizing the equations, and therefore cutting off in the scales. It will be crucial to represent the fluxes associated to sub-grid processes by some additional terms in the equations [22, 36] .
Over the past twenty years, observations of ocean circulation have become much more readily available, as a result of new satellite techniques and, at a lower level, large field programs. The use of altimeter measurements has provided extremely valuable information about the sea-surface height, and has allowed the oceanographic community to study more precisely both the general circulation of the ocean and the local dynamics of some particular regions (the Gulf Stream area, the Kuroshio extension, the Antarctic circumpolar current for example). Recently, the increasing amount of lagrangian float data (e.g. Argo is a set of nearly 3000 free-drifting profiling floats [2] ) has greatly improved the collection of observations inside the ocean. Oceanographic data are currently extremely heterogeneous, both in nature, density and quality, but their number is still much smaller than the degree of freedom of the models. The growth of the available computing ressources indeed allows refinements of the grid size of general circulation models.
Environmental scientists are increasingly turning to inverse methods for combining in an optimal manner all the sources of information coming from theory, numerical models and data. The aim of data assimilation is precisely to combine the observations and models, in order to retrieve a coherent and precise state of the system from a set of discrete space-time data. Data assimilation covers all the mathematical and numerical techniques in which the observed information is accumulated into the model state by taking advantage of consistency constraints with laws of time evolution and physical properties, and which allow us to blend as optimally as possible all the sources of information coming from theory, models, and other types of data.
There are two main categories of data assimilation techniques [43] , variational methods based on the optimal control theory [28] and statistical methods based on the theory of optimal statistical estimation (see, for example, [8, 23] for an overview of inverse methods, both for oceanography and meteorology). The first class of methods (3D-VAR, 4D-VAR, 4D-PSAS, . . . ) was first introduced in meteorology ( [27, 25, 42] for the 3D-and 4D-VAR, [1, 4, 13] for the 4D-PSAS) and more recently for oceanic data (4D-VAR: [44, 41, 34, 40, 35, 32] , 4D-PSAS: [30, 31, 8, 3] ). The statistical methods (optimal interpolation, Kalman filter, particle methods, SEEK filter, . . . ) were introduced in oceanography roughly fifteen years ago [18, 19] .
All these techniques have first required linearized models and operators, and have been then generalized to fully nonlinear cases, except the 4D-PSAS algorithm. The Kalman filter [24, 17] has been extended to nonlinear cases through the ensemble Kalman filter (EnKF) and SEEK (singular evolutive extended Kalman) filter, and applied in oceanography to quasi-linear situations in tropical oceans [21, 15, 16, 12, 48] and to mid-latitude circulations [14, 37, 10] . In the same class of sequential algorithms, the particle methods have been recently studied in nonlinear situations [38] . The 4D-VAR algorithm has also been extended to nonlinear situations with its incremental scheme (see e.g. [39, 8] ). But the 4D-PSAS algorithm has only been studied in situations in which the model equations and observation operators are linear or linearized around a reference trajectory [30, 31] .
In practice, all data assimilation techniques encounter major difficulties due to computational reasons. The full Kalman filter would, in principle, require the manipulation of matrices with a dimension of typically 10 7 or 10 8 in an oceanic problem. The optimal control adjoint method often requires several hundred iterations of the minimization process to converge, thus implying an equivalent number of model runs. In this context, it is important to find new data assimilation algorithms allowing in particular a reduction of the problem dimension.
The 4D-PSAS (Physical Space Analysis System) scheme has been partly introduced and studied for this purpose and can be seen as a dual or weak formulation of the 4D-VAR algorithm. We refer to [1, 4, 13, 30, 31, 8] for a general description and study of this algorithm, and more specifically to [30, 31] for numerical studies on a primitive equation model. The idea is that the model can be seen as a weak constraint, the adjoint state being interpreted as the Lagrange multiplier of the model equations. Bennett [4, 8] introduced the so-called representers' method in linearized situations, consisting in solving iteratively and alternately some direct and adjoint equations. This approach has been applied to several ocean models, such as quasi-geostrophic and primitive equations ocean models, involving most of the time a local linearization of the state equations [5, 6, 7, 45] . In linearized situations, some weak-constraint approaches might not be convergent from a theoretical point of view, but a nonlinear situation is most of the time much less ill posed than its linearization, although this is usually difficult to prove theoretically.
From a different point of view, although it is mathematically equivalent in linear cases, it is possible to consider an optimization problem in the space of the observations, rather than in the model space as in the primal 4D-VAR scheme [1, 13] . The dual method has several important advantages in comparison to the primal method. First, in oceanographic cases, even if the number of available observations is constantly increasing, the observation space is still clearly smaller than the model space, which speeds up the optimization process. Then, for no additional cost, it is possible to control and estimate the model error, whereas it is not possible in the 4D-VAR approach for a reasonable cost and without any reduction. Finally, the 4D-PSAS scheme requires the error covariance matrices, whereas the 4D-VAR needs their inverse and it is then not possible to theoretically have the different errors tend to zero. The 4D-PSAS has no singularities when the covariance error matrices tend to zero, and it allows us to always consider the model error, whether it is zero or not.
In this paper, we introduce an extension of the 4D-PSAS algorithm to a fully nonlinear situation. We have noticed that the presence of nonlinearities in the process could be taken into account in this scheme. For this purpose, we consider a nonlinear multi-layer quasi-geostrophic ocean model. Even if it is a simplified model, it is known to reproduce quite well the dynamics of the mid-latitude ocean circulation, at least in the statistical sense. Using this particular situation, we propose an extension of the dual algorithm that does not assume the model and operators to be linear, and in which we solve the fully nonlinear model equations. Moreover, in a linear situation, it is strictly equivalent to the 4D-PSAS algorithm.
We focus our interest on the reconstruction of a simple ocean system from altimetric surface observations. We first recall the variational adjoint method, using a strong constraint hypothesis (the ocean circulation model is assumed to be exact). The use of a cost function, measuring the mean-square difference between the observations and the corresponding model variables, allows us to carry out the assimilation process by an identification of the initial state of the ocean which minimizes the cost function [32] . It is then possible to consider the model as a weak constraint, the adjoint state being interpreted as the Lagrange multiplier of the model equations. The linear theory of duality, extended to a nonlinear case, allows us to consider the minimization problem in a dual way. The minimization of the dual cost function is then performed in the observation space, which is smaller than the state space. Moreover, there is no more need to assume that the ocean model is exact.
In this paper, this approach is shown to be able to consider nonlinearities in a more efficient way than the 4D-VAR. Moreover, some numerical experiments suggest that this extended algorithm is less sensitive to various perturbations of the process: presence of nonlinearities, number of available observations, presence of an unknown term in the assimilation model. . . It is numerically shown that the main advantages of the dual approach have also been preserved in the nonlinear extension (e.g. more efficient minimization process, detection of the model error).
The organization of this paper is as follows. In section 2, we introduce the equations of a nonlinear layered quasi-geostropic ocean model used for the theorical and numerical results. The primal method applied to our ocean model is given in section 3, and the extended dual scheme is introduced in section 4 for this particular nonlinear model. The results of extensive numerical simulations are given in section 5, and finally section 6 contains some concluding remarks.
Quasi-geostrophic ocean model
We consider here a layered quasi-geostrophic ocean model [22] . The behavior of most large scale geophysical flows is mostly due to the geostrophic equilibrium between the rotational effect and the pressure gradient. This model arises from the primitive equations (conservation laws of mass, momentum, temperature and salinity), assuming first that the rotational effect (Coriolis force) is much stronger than the inertial effects. The Rossby number, ratio between the characteristic time of the earth rotation and the inertial time, must then be small compared to 1. Secondly, the thermodynamic effects are completely neglected in this model. Quasi-geostrophy assumes that the horizontal dimension of the ocean is small compared to the size of Earth, with a ratio of the order of the Rossby number. We finally assume that the depth of the basin is small compared to its width. In the case of the Atlantic ocean, all these assumptions are not valid, notably the horizontal extension of the ocean. But it has been shown that the quasi-geostrophic approximation is fairly robust in practice, and that this approximate model reproduces quite well the ocean circulations at midlatitudes, such as the jet stream (e.g. Gulf stream in the case of the North Atlantic ocean) and ocean boundary currents [47, 9] . We finally assume that the forcing is due to the wind stress applied to the ocean surface, and that the dissipation of energy is essentially due to bottom and lateral friction.
The quasi-geostrophic model can be obtained by making a first order expansion of the Navier-Stokes equation with respect to the Rossby number. The zeroth-order development simply provides geostrophy but does not tell us anything about its time evolution, unlike the first order development which provides the time evolution of the geostrophic flow. The ocean is supposed to be stratified in n layers, each of them having a constant fluid density. The model system is then composed of n coupled equations resulting from the conservation law of the potential vorticity. The equations can be written as :
at the surface layer (k = 1);
at the intermediate layers
at the bottom layer (k = n).
The notations are as follows :
• Ω ⊂ R 2 is the circulation basin and ]0, T [ is the time interval,
• n is the number of layers,
• θ k is the sum of the dynamical and thermal vorticities at layer k :
• f is the Coriolis force (f 0 is the Coriolis force at the reference latitude of the ocean).
In the β-plane approximation, the Coriolis force varies linearly with respect to the latitude.
• g represents the constant of gravity, ρ k the fluid density at layer k (and ρ the average fluid density), and H k the depth of layer k,
where J is the Jacobian operator J(f, g) = ∂f ∂x ∂g ∂y − ∂f ∂y ∂g ∂x ,
• ∆Ψ n represents the bottom friction dissipation, ∇ 6 Ψ k represents the lateral friction (of biharmonic type) dissipation, and A 1 and A 4 are respectively the bottom and lateral friction dissipation coefficients,
• and F 1 is the forcing term, the wind stress applied to the ocean surface.
The initial conditions Ψ k (0) and some boundary conditions resulting from the mass conservation law [22, 3] complete the equations of the direct model.
Primal data assimilation method

Assumptions
We suppose that the data we want to assimilate come from satellite measurements of the sea-surface height, which is directly related to the upper layer stream function Ψ 1
Thus, we assume that we have an observational stream function Ψ obs 1 . These observations are only available at times t i , i = 1 . . . N , over the data assimilation period [0, T ], and are also discrete in space. We consider then that the vector Ψ obs 1 (t i ) represents the observations of the ocean surface available at time t i .
The control vector (which has to be determined) is the initial state of the stream functions at all layers Ψ(0) = (Ψ k (0)) k=1...n .
Cost function
We can define a cost function
where P 0 and R i are error covariance matrices for the background and observations respectively, H i are (linear) observation operators connecting observations Ψ obs 1 and model solutions Ψ 1 , and . , . is the canonical real scalar product. The background vector Ψ e (0) = (Ψ e k (0)) k=1...n is an a priori estimation of Ψ(0), usually resulting from a data assimilation prevision on a previous period.
The first part of the cost function quantifies the difference between the observations and the state function, and the second part is a regularisation term (from the mathematical point of view) or a penalty term for deviations from the first-guess initial conditions (from a physical point of view). The inverse problem which consists in the minimization of J is then well-posed.
Gradient computation and adjoint model
In order to minimize the cost function, we need its gradient ∇J . Because of the large dimension of the model state vector (more than 10 6 ), it is not possible to compute directly the gradient by using finite difference methods. The gradient vector of the functional is then obtained by solving backwards in time the adjoint model [25] . The quasi-geostrophic adjoint equations are :
at the surface layer,
at the intermediate layers, and
at the bottom layer, in Ω×]0, T ], where
k is the vorticity corresponding to the adjoint state,
• and E 1 is the derivative of J with respect to Ψ 1 :
The coupling matrix W (see definition of the vorticity θ k (Ψ) in section 2) can be diagonalized in R, and we denote by P the corresponding similarity transformation matrix. The layer-mode transformation is required by the formulation of the boundary conditions, in addition to natural physical considerations [22] . We can then define the following modal adjoint vector χ = (χ 1 , . . . , χ n ) T :
and the space boundary conditions satisfied by the adjoint state Λ are then :
and
The gradient of the first part of J is obtained by solving equations (5-9) with a final condition of nullity of the adjoint state. The gradient of the second part of J is obtained directly by deriving it with respect to the control vector Ψ(0), and we obtain :
where H is the diagonal matrix with the layers' depths H k on the diagonal. The numerical minimization of J is then realized using a limited memory version of the BFGS quasi-Newton algorithm [11, 29, 3] .
Dual method
Description of the method
The primal method has many disadvantages. First, the minimization process is often stopped before convergence to the minimum, because of the size of the state vector. Both from a theoretical and numerical point of view, as the dimension of the control vector can reach several millions, the minimization algorithm would need at least thousands of iterations to converge. It is then necessary (for computational cost reasons) to stop the algorithm after a fixed (usually a few tens) and small (particularly within an operational point of view) number of iterations. Moreover, it is also impossible to take into account a model error : in the previous section, we have supposed that the model and the equations were perfect. This is obviously not the case (for example, not all parameters are well known). The only solution to incorporate the model error into the minimization process is to add corrective terms to the model, consider them as part of the control vector, and add a third term to the cost function. This is not computationally realistic because the size of the control vector would be multiplied by the number of time steps. Therefore, it is not possible to take into account in a straightforward way the model error in the primal variational approach.
A new approach to data assimilation problems has been proposed in the early 90's [4, 1, 13] in order to overcome these limitations. Rather than minimizing a cost function on the state space, the dual method works in the observation space (which is smaller than the state space). This method has been numerically studied in linear (or linearized) situations (see e.g. [30, 31] for its implementation in the oceanic primitive equation model MICOM), and our goal is to extend it to nonlinear cases. We present this extension in the next paragraphs.
Nonlinear generalized dual algorithm
Instead of solving first the direct equations and then the adjoint equations as in the primal variational approach, the dual method consists in solving first the adjoint equations in order to use the information contained in the observation vector, and then the direct equations in order to reconstruct a trajectory. The main issue with the dual method is the nonlinearity of the model, which makes it necessary to update the reference trajectory used to linearize the equations and the observation operators for each iteration in the adjoint state computation.
The dual algorithm for the quasi-geostrophic model can be described as follows [3] :
• Let m be an observation vector that can be directly related to Ψ 1 (assume that m is a vector containing an observation of a part of the ocean surface at different times t i ). Also assume that we have a background trajectory, in order to linearize the model and the observation operators.
• Solve the adjoint equations (resulting from a linearization of the direct model around the background trajectory) :
with the final conditions Λ k (T ) = 0, 1 ≤ k ≤ n, and wherẽ
• Solve the direct (nonlinear) equations
with the initial conditions
where Q and P 0 are error covariance matrices for the model and background respectively, and Ψ e k (0) is an a priori estimation of Ψ k (0). The resulting trajectory will be used as a model background for the next iteration.
• Define the operator D (depending on the previous linearization) on the observation space :
where the observation operators H i have been linearized. We can then define the dual cost function as follows :
where . , . is the canonical real scalar product in the observation space. J D measures the difference between Dm and Ψ The minimization of J D is then performed in the same way as for the primal cost function, simply by using a quasi-Newton method such as a BFGS algorithm. Once the minimum has been found, it is easy to reconstruct the corresponding trajectory in the state space by solving (11) (12) .
We can observe that the minimization of the dual cost function takes place over a smaller space than the minimization of the primary one. Moreover, this method also takes into account the model error, which was numerically impossible in the classical approach.
Numerical results
Numerical parameters
5.1.1. Model parameters The numerical experiments are performed for a three-layered square, wind-driven, double-gyre ocean. The basin has horizontal dimensions of 4000 km × 4000 km and its depth is 5 km. The layers' depths are 300 meters for the surface layer, 700 meters for the intermediate layer, and 4000 meters for the bottom layer. The ocean is discretized by a Cartesian mesh of 201 × 201 × 3 points. The time step is 1.5 hour. The initial conditions are chosen equal to zero for a six-year ocean spin-up phase, the final state of which becomes the initial state for the data assimilation period. Figure 1 shows the initial state of the stream function for the three layers of our model. The double gyre circulation can be clearly seen on the upper layer stream function, and the six-year spin-up phase allows us to have nonlinear circulation dynamics.
Then the assimilation period starts (time t = 0) with this initial condition (Ψ k (0)), and lasts 5 days (time t = T ), i.e. 80 time steps. This period is quite small, although the typical length of assimilation periods is 3 to 7 days for mesoscale ocean current predictions. For example, the operational numerical prediction of Mercator Océan [33] uses a 7 days analysis window. The idea of data assimilation over longer periods is to split the assimilation period in small windows with a typical length of one week, using the analyzed state over a window as an initial guess for the next one. The other parameters of the model are given in table 1.
Minimization parameters
The numerical method used to minimize the cost functions is a limited memory BFGS quasi-Newton method. The M1QN3 code by Gilbert and Lemaréchal [20] is used for our experiments. The maximum number of iterations is set to 40 because the huge size of the model doesn't allow us to obtain the exact minimum of the cost functions. The maximum number of simulations (cost function and gradient computations) is then 48. We have used the new approach introduced in [46] , involving the direct BFGS formula for the diagonal preconditioner updates; the scaled version of the preconditioner is used for the minimization, but the original (unscaled) one is updated using the 5 newest pairs. This approach allows a good approximation of the inverse Hessian while improving further the minimization performance. In this context, it cannot provide an estimation of the error covariance, it only gives a measure of the local curvature of the cost function.
Numerical approach
The experimental approach consists in performing twin experiments with simulated data. First, a reference experiment is run, from which the corresponding data are extracted. This reference trajectory will be further called the exact solution. Pseudo-observations are supposed to be obtained on every fifth gridpoint of the model, with a time sampling of 7.5 hours (every 5 time steps). Simulated surface data are then noised with a blank Gaussian distribution, and provided as observations for the cost function. The first guess of the assimilation experiments is chosen to be the reference state of the ocean one year before the assimilation period. The results of the identification process are then compared to the reference experiment. The covariance matrices P 0 and R i are set proportional to the identity matrix. The background error covariance P 0 is usually the most difficult error covariance to estimate and has a crucial impact on the results [4, 8, 23] . It is usually chosen in agreement with the physical scales of the model, in order to represent the spatial structure of the errors. We should also mention that P −1 0 is often used for preconditioning the initial condition, which is equivalent to choose P 0 = Id but the difficulty is now to choose the other error covariance matrices [13] . In our study, for simplicity reasons, we choose P 0 equal to a multiple of the identity matrix, both in the primal and dual algorithms. In all the following numerical experiments, the weights of R i are set proportional to the level of observation noise. As the typical standard deviation of the observation noise is 10% in our experiments, we have set R i = 0.01 I for all observation covariance matrices, where I is the identity matrix. The weight of P 0 is set to 1. We justify this choice by the fact that the error on the initial guess can be of the order of 100% of the true initial condition. Of course it is smaller than that, but the idea is to give more influence to the observations than it would be if the initial guess was very good.
Using these weights, considering that we have 17 observation times and each observation consists spatially in nearly one twenty-fifth of the upper layer, one should remark that there is a relative equilibrium between the two parts of the cost function defined in (4) in this particular situation. These weights are fixed all along the experiments, even when the number of observations is increased or decreased.
Convergence of the dual method and comparison with the primal method
Convergence of the dual method
We first focus our interest on the numerical convergence of the dual algorithm we have proposed. In this part, we have used the background state of the model to initialize the process of minimizing the dual cost function. We have also used the exact (without noise) observations. Figure 2 shows the evolution of the dual cost function (a) and its gradient (b) versus the iteration number in the minimization process. We can see that we have divided by 100 the cost function in nearly 20 iterations. The reduction is then slower. The gradient of the dual cost function is divided by nearly 10 3 in the same time, and is then nearly stable. The exact convergence of the minimization process is not shown, but the reduction of the cost function and its gradient is sufficient to consider the use of this method.
Comparison with the primal method in the linear and nonlinear cases
In this section, we reduce the model dimension in order to study the loss of equivalence between the primal and dual methods in the presence of nonlinearities. We use a smaller discretization grid (41 × 41 × 3), which corresponds to a horizontal space step of 100 km. We consider a 15 year spin-up phase, after which the assimilation period starts and lasts 5 days (80 time steps). The model reduction allows us to perform a longer spin-up phase, providing a slightly larger jet stream and more ocean currents. As we are interested in the loss of equivalence between the primal and dual methods in presence of nonlinearities, the idea is to use the nonlinear model and its linearized version on this kind of turbulent states. The background is set to the real state of the system 10 days before the beginning of the assimilation period. Simulated surface data are obtained on every fifth gridpoint of the model, with a time sampling of 7.5 hours (every 5 time steps), and are not noised.
We have compared the two methods, first using the linearized model, and then using the exact (nonlinear) model. In the linear case, the primal and dual cost functions are quadratic. The two approaches are mathematically equivalent, and hence should lead to the same minimum. This is no longer true for the exact (nonlinear) model. The minimization process is stopped after 50 iterations. exact initial states, for the linearized model (a) and the exact model (b). The primal method gives slightly better results in the linear case, but the dual method seems to be better in the nonlinear one. We can see that the primal method is a little more sensitive to the presence of nonlinearities. It is well known in nonlinear optimization that a coarse discretization grid provides a much higher regularization than a fine grid for nonlinear problems, and hence gives better results. As the dimension of the dual space (i.e. the number of observations all along the assimilation period) is smaller than the primal one (i.e. the number of discretization points), this can partially explain the better behaviour of the dual method compared to the primal one in the nonlinear case. Finally, the differences between the linear and nonlinear cases can be explained by the loss of theoretical equivalence of the two methods in presence of nonlinearities.
Reconstruction of the initial state
We now return to the large dimension nonlinear model. The initial estimated vector at the beginning of the minimization process is chosen to be the reference state of the ocean one year before the assimilation period. In the primal approach, the minimization process is stopped after 40 iterations, each iteration consisting in one integration of the forward direct model (in order to compute J ) and one integration of the backward adjoint model (in order to compute ∇J ). In the dual approach, the minimization process is also stopped after 40 iterations, each iteration consisting now in one integration of the backward adjoint equations and one integration of the direct nonlinear equations. Figure 4 represents the root mean square error between the exact solution and an identified solution over the entire assimilation period, using either the observations, the primal solution, or the dual one. The RMS error at time t for each of these solutions is :
The error reaches nearly 10% in the case of the trajectory resulting from the observations, and increases over time. This is due to the inherent non-linearities of the model, which propagate and increase the errors over time.
In the case of the two data assimilation methods, the RMS error is clearly smaller (by a factor of more than 5). This proves once again the usefulness of data assimilation, which makes it possible to reconstruct a trajectory with less than 2% RMS error using noised observations with a 10% RMS error. The RMS error of the primal method tends to increase over time, whereas the error of the dual solution is slightly larger at the beginning of the assimilation period but tends to remain constant over time. Moreover, as the dimension of the control vector u in the primal variational approach is 121, 203 versus 28, 577 in the dual one, the minimization of the dual cost function is faster than for the primal approach. By stopping the minimization of the dual cost function after 30 iterations, we obtain indeed almost the same decrease of the cost function as the one obtained for the primal cost function after 40 iterations. It therefore seems possible with the dual method to save time in the minimization process without any loss in the results, or equivalently to obtain better results in the same amount of time.
Sensitivity to the presence of an unknown term in the assimilation model
We now add an unknown term into the model equations (in all three layers). One of the main interests of the dual method is the taking into account of the model error. Hence, we now compare for each of the two methods the influence of the presence of an error term in the model equations used for the assimilation. The added term is layer and time independent, and at each time step, it spatially consists of a white gaussian noise corresponding to 2% or 5% of the other model terms. As the corrective term provided by the dual method is linked to the adjoint state (see equations (12) ) and the model dynamics, an additive gaussian noise can be a quite large perturbation of the model. The corresponding covariance matrix Q is also set proportional to the identity matrix, with a weight equal to 10
2 . This choice is justified by the RMS model error and the typical ratio between the model terms and the streamfunction values. Figure 5 shows the RMS assimilation errors for the primal and dual methods, in presence of an additional term which noises the model by 2 or 5%. We can clearly see that the dual method is much less sensitive than the primal one. The deterioration of the primal solution is obvious and was predictable, because the primal algorithm cannot take into account the presence of an additional term in the equations, and the trajectories are inevitably disturbed. The dual method gives better results and seems to be less sensitive. The dual RMS error is indeed twice as small as the primal one. This illustrates one of the major advantages of the dual method. For no additional cost, it provides an additive (corrective) term in the direct model (see equations (12)). As the simulated observations were generated by the unnoised model, this corrective term (provided by the adjoint equations and the observations) partly reduces the impact of model noise, which is absolutely not the case in the primal method.
Sensitivity to the number of observations
We now focus on the influence of the number of available observations to assimilate.
In the previous simulations, we had observations for every fifth gridpoint of the model and every fifth time step. We varied the availability of observations, from every space gridpoint and every time step to every twentieth gridpoint and time step. The dimension of the observation space varies then from 605 to 3, 272, 481 (i.e. 27 times more than the dimension of the state space). Figure 6 shows the RMS difference between the identified solutions and the exact reference trajectory for the two methods, as a function of the number of available observations. There are many conclusions to be drawn from this figure. First, for both primal and dual methods, the error globally decreases strongly with the number of observations as long as the number of observations is less than the dimension of a state vector, and then remains constant or increases slightly when the number of observations becomes greater than the dimension of the space state. This may be due to the intrinsic over-determination of the problem (more observations than unknown factors to be determined), particularly in the case of the primal method, which makes the inverse problem relatively ill posed. The best configuration for the primal algorithm corresponds to comparable dimensions of the state and observation spaces. It has been shown in [26] that under some assumptions, the primal cost function is strictly convex if the system is fully observed, for any definite positive background matrix. Then the minimization of the primal cost function is somewhat optimal in such configuration. We also notice that the dual method gives clearly better results than the primal method when the number of assimilated observations is small. In this case, the dimension of the observation space is quite small, and thus the minimization of the dual cost function quickly gives better results. The dual algorithm is clearly more powerful, as the corresponding error is smaller than the primal error by a factor of up to 2.
On the other side, when the number of observations is (much) larger than the size of the control vector, the primal method tends to be better. The minimization of the dual cost function may be harder because of the higher dimension of the observation space (we remind that the minimization process is stopped after a fixed number of iterations, whatever the number of observations is). Essentially, in this case, the primal method needs a large amount of observations to be efficient, while the dual method seems less sensitive to the variation of the number of available observations than the primal method.
Model error detection
In this section, we have performed twin experiments with the aim of identifying the initial condition using observations generated by a perturbed model but without any observation error. We still have the same exact initial condition as before, and an experiment is run with a perturbed model (with a 2% model error; see section 5.4 for details about the noise structure), from which surface data are extracted at every fifth grid point of the model and every 5 time steps. These simulated data are not noised. From now on, we forget the model error, and we want to identify the exact initial condition using an exact model (without any additional term) and the data we have simulated.
The model error corresponds to the part of the equations governing the system in reality which remains unknown to this date. This enables us to generate observations derived from a different model, corrected by some a priori estimations of neglicted effects in the theoretical model. The main goal is to assimilate these observations generated by a perturbed model with a theoretical model. This allows us to determine if a variational algorithm is able to identify the solution of a model perturbed by an unknown error. Figure 7 gives for each method the RMS norm of the difference between the reference trajectory (of the real model, with an unknown term) and the identified trajectory versus time over the assimilation period. We can also see on this figure the difference between the reference trajectory and the trajectory resulting from the integration of the theoretical model (with no additional term) with the exact initial condition.
It can be clearly seen that the difference between the reference trajectory to be reconstructed (resulting from the real model) and the computed trajectory resulting from the theoretical model (in which we ignore any additional term) increases strongly over time. From this remark we can deduce that, if in reality the model contains unknown terms, then not taking them into account decreases strongly the quality of the trajectories.
The primal identified solution differs from the theoretical model trajectory by a constant amount. The primal method indeed does not take into account any model error term (which exists in reality), and then gives worse results than integrating the theoretical model with the exact initial condition. On the other hand, the difference between the dual identified trajectory and the real exact solution increases less quickly than for the primal method, and moreover, at the end of the assimilation period, this difference is smaller than the difference betwen the theoretical exact trajectory and the real exact trajectory. This is the most interesting point because, by supposing that we know the exact initial condition (impossible in reality) but not the model error (which is the case in reality), we obtain worse results than by applying our dual algorithm without knowing the exact initial condition (or the model error). The dual method builds indeed a corrective term into the model using the observations. We can see this correction while looking at the difference between the direct equations solved in the primal approach (see equations (1−2−3)) and in the dual approach (see equation (12)). We can partially quantify the error reconstruction by measuring the relative standard deviation (RSD) between the different models. The RSD between the theoretical and perturbed models is 2% in this experiment. The RSD between the dual direct model (with the correction term provided by the adjoint state) and the perturbed model is only 1.2%. The keypoint is that the assimilated observations are derived from the perturbed model, and this systematic perturbation is then partly identified by the additive term provided by the adjoint forced by the observations (see equations (11 − 12)).
Conclusion
We have presented in this paper an extension to nonlinear situations of the dual variational data assimilation (4D-PSAS) scheme. We have compared this algorithm with the 4D-VAR in the particular case of a multi-layer quasi-geostrophic ocean model, which is a simple model, reproducing quite well the dynamics of the mid-latitude circulation. We have first studied the convergence of this algorithm in linear and nonlinear situations, and compared it with the 4D-VAR algorithm. The performance of these two algorithms are more or less the same, with a slight advantage for the 4D-PSAS. We have then studied the sensitivity of our algorithm to various perturbations. First, we have shown that the extended 4D-PSAS is much less sensitive to the presence of a perturbation term in the assimilation model. This is due to the intrinsic corrective term provided by the dual method in the model equations. We have then studied the impact of varying the number of available observations. The dual algorithm is less sensitive to this variation, but is also much more efficient than the 4D-VAR algorithm if the number of observations is very small, and less efficient if the number of observations is higher than the dimension of the state space. Finally, it is found that our algorithm is able to partly detect and identify the model error from the observations.
All these experiments, and in particular the last one, suggest that the nonlinear dual 4D-PSAS represents a promising method in oceanographic data assimilation. It allows us (for no additional cost) to assimilate real data with a theoretical model, in which many physical effects have been neglicted. It is indeed possible to consider the model as a weak constraint. The nonlinear character of the equations remains a problem for the theoretical proof of convergence of this algorithm, and also for studying its comparison with the 4D-VAR. It is also necessary in the near future to apply this extended algorithm to a more complicated model based on the primitive equations, in a real configuration, and to study the behaviour of this scheme with real data.
