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ABSTRACT OF THE DISSERTATION
Interactions of pre-bunched relativistic electron beams and electromagnetic waves in
strongly tapered undulators
by
Nicholas Sigmund Sudar
Doctor of Philosophy in Physics
University of California, Los Angeles, 2019
Professor Pietro Musumeci, Chair
Strongly tapered undulator interactions serve to dramatically increase the efficiency of energy
exchange between an electromagnetic field and a relativistic electron beam. By extending
this energy exchange beyond the energy bandwidth of the untapered interaction, a significant
fraction of the electron beam power can be converted into coherent radiation or vice versa.
Configured as a radiator, these interactions offer the scientific community and industry with
a potential source of high peak and average power coherent radiation. The inverse interaction
serves as a unique advanced accelerator known as the Inverse Free Electron Laser (IFEL),
capable of achieving acceleration gradients far exceeding current RF technology.
In this dissertation, a theoretical framework is first provided, describing the dynamics
of strongly tapered undulator interactions configured both as a radiator and accelerator.
Here also the concept of modulator chicane pre-bunching is introduced as a means to greatly
increase the efficiency by better matching the incoming longitudinal phase space to the
phase space acceptance of the interaction. Experimentally, high energy extraction efficiency
was first demonstrated at mid-IR wavelengths in the Nocibur experiment performed at the
Brookhaven National Laboratory’s Accelerator Test Facility (BNL ATF). Reversing the ori-
entation of the 11 period Rubicon helical undulator, strongly tapered in both period and
field, up to 30% of a pre-bunched 65 MeV electron beam’s energy was converted to coherent
radiation. The interaction was driven by 200 GW of seed power from the ATF’s high power
ii
CO2 laser with a wavelength of 10.3 µm. With the Rubicon undulator in IFEL configuration,
the Double Buncher experiment demonstrated the ability to inject up to 96% of a 52 MeV
electron beam’s charge into the phase space acceptance of the interaction, making use of the
cascaded modulator-chicane pre-bunching scheme. This experiment was also performed at
BNL ATF, driven by 75 GW of 10.3 µm seed power. The experimental design, components,
measurements, diagnostics and experimental methods pertaining to both experiments are
discussed as well as the results from both experiments.
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CHAPTER 1
Introduction
The past half century has witnessed rapid progress in the production of high brightness
electron beams [1, 2, 3, 4]. Stemming from the advent of the RF photocathode gun, a
variety of techniques have been developed to increase the amount of charge in ever smaller
volumes of phase space[5]. Beyond their application to high energy physics, these beams have
driven scientific discovery and technological development across a wide array of disciplines,
serving as a tool capable of probing atomic spatial and temporal scales, [6]. This has allowed
investigation into phenomena associated with chemistry, biology, condensed matter physics,
atomic, molecular, and optical physics (AMO), and matter in extreme conditions, using the
electrons themselves as probe particles or using short wavelength radiation generated by
these beams [7, 8].
Strongly tapered undulator interactions are capable of greatly increasing the conversion
efficiency of electron beam power to coherent radiation and vice versa. In the case of the
former, these interactions have the potential to provide the scientific community and industry
with a new class of high peak and average power sources of coherent radiation. In the
latter, these interactions serve as a laser based, high gradient, advanced accelerator, with the
potential of reducing the footprint associated with the generation of high brightness electron
beams. The understanding, demonstration and optimization of strongly tapered undulator
interactions is the main purview of this work. However, for the sake of completeness and
linearity we first discuss the current workhorse in the conversion of electron beam power to
electromagnetic radiation; namely the Free Electron Laser.
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Figure 1.1: (Top) Cartoon of an electron beam traveling along a helical trajectory and a
laser pulse copropagating in a helical undulator, with one set of magnets removed. (Bottom)
Illustration of the constructive interference resonance condition in a planar undulator.
1.1 Free Electron Lasers: Background
Since the mid 20th century, a variety of related schemes have been employed to generate
powerful X-ray radiation from electrons, mostly relying on the synchrotron radiation emitted
by bending a highly relativistic electron beam in a magnetic field [9, 10]. Initially, this was
achieved with a simple bend magnet. Wiggler magnets consisting of a lattice of dipole
magnets with alternating polarity extended the interaction by constraining the electron
beam to a sinusoidal trajectory, improving the bend magnet intensity by twice the number
of wiggler periods. The undulator magnet was developed as a class of wiggler whereby
reducing the amplitude of the electron beam’s sinusoidal (or helical) trajectory, the electron
beam and synchrotron radiation approximately copropagate on axis [11, 12, 13]. This allows
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the electrons to interact with the radiation produced by the electrons behind them as they
slip relative to the speed of light. This leads to a reduction of the X-ray bandwidth around
a resonant wavelength, λr, via constructive interference, resulting in an enhancement of the
angular flux density proportional to the number of undulator periods squared, figure 1.1.
This resonant wavelength is tunable, depending on the undulator wavelength, undulator
normalized vector potential and electron beam resonant energy, λu, K and γr. Planar
undulators will produce linearly polarized radiation, and helical undulators will produce
circularly polarized radiation.
The three aforementioned synchrotron radiation sources, typically employed at electron
beam storage rings, all suffer from several limitations, namely the radiation is incoherent
and generally exhibits pulse lengths on the order of 10-100 ps, whereas the time scale for
many atomic processes is below 1 fs. Advances in laser science had demonstrated the ability
to produce high power coherent radiation ranging from ultraviolet (UV) to infrared (IR)
wavelengths [14], however efforts to realize an X-ray laser through conventional methods
proved impractical due to the large amount of pump energy required [15]. Electron beams
had been used to produce coherent radiation in klystrons by modulating the current at
the resonant wavelength of an RF cavity, but reaching optical wavelengths required new
techniques [16, 17]. All of these concepts set the stage for the birth of the current state of
the art in X-ray production; the X-ray Free Electron Laser [18].
The underlying concepts behind the Free Electron Laser (FEL) were first described by
John Madey in 1971, [19]. In his approach, Madey considered an electron beam copropagat-
ing in an undulator with a coherent electromagnetic field matching the resonant wavelength.
Utilizing the Weizsacker-Williams method to represent the undulator as a back propagating
wave packet of photons in the electron beam’s rest frame [20, 21], he was able to consider
the emission of ”stimulated bremsstrahlung” as a stimulated Compton scattering process
capable of achieving gain. Although a similar stimulated Inverse Compton Scattering (ICS)
scheme using back propagating microwaves had been considered by Pantell, Soncini and
Puthoff [22], the density of ”photons” provided by the undulator far exceeded that available
from microwave sources. Gain was first succesfully achieved experimentally using a 24 MeV
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beam interacting with a laser seed from a circularly polarized 10.6 µm CO2 laser in a heli-
cal undulator, demonstrating a factor of 109 enhancement of the power due to spontaneous
undulator radiation, in good agreement with Madey’s theory [23].
It was eventually noted that Madey’s small signal FEL gain, which to that point had
been described as a quantum process, could be derived from a purely classical method
[24, 25]. This approach showed that the interaction between the electron beam, undulator
and electromagnetic field would produce micro-bunching of the electrons at the resonant
wavelength, attributing the gain to the coherent enhancement of the spontaneous undulator
radiation. The small signal regime can be described qualitatively again considering the
system in the longitudinal rest frame of the electron’s at the resonant energy, also known as
the ponderomotive frame. In this frame we again invoke the Weizsacker-Williams method
to consider the boosted undulator field as a blue-shifted back propagating electromagnetic
wave having the same wavelength as the red shifted forward propagating electromagnetic
field. These two waves will form a standing wave, coupling to the electrons as they undergo
transverse oscillations in the undulator field. The electron’s with phase −pi < θ < 0 relative
to this ponderomotive wave will gain energy and those with phase 0 < θ < pi will lose
energy. As their longitudinal velocity increases or decreases relative to the resonant velocity
the electron’s will rotate about the node at θ = 0. In the small signal regime, where the gain
is small compared to the seed field, if the electron beam is injected on resonance there will
be no net change in beam energy, however injecting the beam slightly above resonance can
result in a net energy loss of the electron’s resulting in gain, figure 1.2.
The small signal gain regime of the FEL was considered as a high average power radiation
source, often configuring the system as an oscillator. However, this scheme was limited to
infrared and visible wavelengths by the available laser seeds as well as mirrors. Developing
a self consistent theory, considering the growth of the radiation field would lead to the
theoretical description of the high gain regime [26, 27]. In this case, the initial coherent seed
is small compared to the power in the electron beam. If the power in the beam is large enough
to seed the FEL instability, the field generated by the electron beam will dominate over the
seed. As the electron’s generating the field lose energy and slip relative to the resonant
4
Figure 1.2: The electron beam’s longitudinal phase space evolution in the FEL small signal
gain regime. The top row shows the case of no detuning and no gain. The bottom row shows
the net electron beam energy loss with positive detuning
energy, the phase of the field will shift as well. This will cause a large fraction of the beam
to slip into the decelerating phase, similar to the result of detuning in the small signal gain
regime. This increased coherence will enhance the field generation, further increasing the
coherence, resulting in exponential gain, Figure 1.3. The measure of this coherence is referred
to as the bunching factor given by b = 1
N
∑N
j=1 e
iθj where N is the number of electrons and
θj is an electron’s ponderomotive phase. This process will saturate when a large fraction of
the electrons have lost energy and slipped back into the accelerating phase, [28, 29, 30].
It was first noted by Kontradenko that the initial coherent electromagnetic field neces-
sary to seed the high gain regime could be obtained from the beam itself, removing the need
for an external source of short wavelength coherent radiation [31]. In this case, the small
amount of coherence due to statistical noise in the beam, shot noise, could generate coher-
ent spontaneous undulator radiation. This Self Amplified Spontaneous Emission (SASE)
regime of the FEL offered a potential path to realizing an X-Ray laser. Before this could
be achieved the SASE regime was studied experimentally in a series of experiments begin-
ning in the microwave region [32], then infrared [33, 34, 35, 36] and eventually reaching the
visible to extreme ultra-violet, [37, 38, 39]. The success of these experiments, coupled with
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Figure 1.3: (Top) 1-D numerical simulation of a 1.5 A˚SASE FEL showing exponential gain
and saturation. (Bottom) The electron beam’s longitudinal phase space evolution as the
electron beam micro-bunching develops and saturates.
advancements in FEL theory and simulation [40, 41], would motivate the construction of the
first X-Ray FEL[42]. In 2009, the Linac Coherent Light Source (LCLS) achieved first lasing
at 1.5 A˚, sending the 13.6 GeV beam generated by the Stanford Linear Accelerator through
30 m of undulator [43].
The successful operation of LCLS has led to a littany of scientific discoveries, making the
X-Ray FEL a mainstay of the scientific community while leading to the construction and
operation of several other hard and soft X-Ray FELs around the world[44, 45, 46]. This
widespread interest has driven the FEL community to develop new techniques to control the
temporal and spectral characteristics of the radiation, greatly increasing the versatility of
these machines,[47].
However, there are still several limitations to the high gain FEL. The FEL’s peak power
and conversion efficiency, defined as the percentage of electron beam power converted to
radiation power, is limited to the FEL saturation power which is typically on the order of
0.1% of the electron beam power. Although the peak power at saturation can be improved
by increasing the initial electron beam power, unless the interaction can be extended beyond
saturation, the FEL will remain inefficient.
The efficiency can be greatly increased by tapering the undulator parameters. Simply
put, varying the undulator strength or period will change the resonant energy. The undulator
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tapering can be chosen so that the bulk of electrons losing energy will maintain resonance and
continue to lose energy without slipping into the accelerating phase, generating radiation well
beyond saturation. Undulator tapering can be introduced post FEL saturation, sometimes
referred to as an FEL afterburner[48], or using an external seed, tapered undulators can
exist as stand alone high efficiency radiation sources [49]. In general, the latter is limited to
wavelengths where a seed is available, although schemes using the refocused radiation from
an FEL and a ”fresh” electron bunch have been considered[50], as well as schemes where the
seed is built up in an oscillator configuration[51].
A second limitation of the high gain FEL, is the size and cost of these facilities, driven by
the long RF linear accelerator needed to reach the required electron beam resonant energy
typically of several GeV. Several schemes have been proposed to decrease the FEL footprint
with the goal in mind to eventually realize a ”tabletop” X-Ray laser. This can potentially
be achieved by reducing the resonant energy, using short period micro-undulators or using a
coherent ICS scheme as originally envisioned by Pantell, Soncini and Puthoff. High gradient
advanced accelerators offer another potential solution, with several groups around the world
developing FELs driven by an electron beam produced by a Laser Wakefield Accelerator
(LWFA), [52, 53, 54].
In a similar vein, undulator tapering can be utilized to accelerate electrons at high gradi-
ents, maintaining resonance as the electrons gain energy. This advanced acceleration scheme
is known as the Inverse Free Electron Laser (IFEL) [55]. Extending the electron beam en-
ergy well beyond the energy bandwidth of the FEL, the IFEL is capable of producing high
brightness beams with energies up to several GeV at GeV/m gradients, satisfying many
source requirements for driving a compact X-Ray FEL. The crux of this thesis is the study
of both highly efficient radiation generation and high gradient IFEL acceleration in tapered
undulator interactions.
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Figure 1.4: Electron beam longitudinal phase space evolution in a strongly tapered undulator
interaction configured for radiation gain (Left) and radiation absorption (Right). In both
cases the particle injected at the resonant phase is highlighted in red, showing the phase
synchronicity introduced by tapering.
1.2 Tapering for high efficiency energy extraction: Background
Undulator tapering was studied theoretically by Kroll, Morton, and Rosenbluth (KMR)
in their 1981 urtext, Free Electron Lasers with Variable Parameter Wigglers [56]. Their
approach was analagous to prior analysis of the longitudinal phase space dynamics of RF ac-
celerators, considering the tapered FEL as an optical wavelength electron decelerator. In the
case of a tapered FEL, a seed with power comparable to the FEL saturation power produces
a similar interaction to the FEL small signal gain regime. However, the undulator tapering
allows particles near a chosen decelerating phase to maintain resonance and decelerate past
the energy bandwidth of the FEL. These trapped particles will bunch about this ”resonant
phase”, emitting coherent radiation as they continue to lose energy. If there is sufficient
power in the beam, the radiation produced by the beam can drive further deceleration, ex-
tracting a large amount of energy from the beam, while greatly increasing the peak power
of the produced radiation, figure 1.4.
In 1986, the ELF experiment demonstrated the high efficiency tapered FEL interaction,
converting 34 % of the electron beam energy to coherent 34.6 GHz radiation [57]. This
experiment was done with a 50 kW seed propagating in a waveguide to mitigate diffractive
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effects and a 4 kA, 3.5 MeV electron beam, producing over 1 GW of power and improving
upon the efficiency at saturation by a factor of 6. The success of the ELF experiment lead to
attempts to demonstrate high efficiency at infrared wavelengths in the Paladin experiment.
However, the experiement was not successful due to the inability to produce enough electron
beam brightness to drive the interaction [58]. At the time high efficiency tapered FELs
were seen as a possible means to destroy ballistic missiles. The end of the cold war and the
inability to demonstrate high efficiency at optical wavelengths lead to a decrease in interest.
The success of the X-Ray FEL would breathe new life into the field of high efficiency
tapered FELs. Post-saturation undulator tapering was seen as a potential path to reach
terawatt power levels, greatly increasing the FEL efficiency and opening new opportunities
in scientific capabilities[59]. Furthermore, the inclusion of FELs into the broad scientific
ethos lead to renewed consideration of the high efficiency FEL for industry and defense
applications.
1.3 IFEL: Background
The IFEL was studied theoretically by Courant, Pellegrini and Zakowicz, based on a scheme
initially proposed by Palmer [60]. Applying the concepts introduced by KMR, design consid-
erations for a several hundred GeV electron positron collider were the driving force behind
IFEL development. Whereas RF accelerators are limited to 50 MeV/m gradients due to
breakdown effects, IFEL acceleration occurs in vacuum, far from any boundaries and there-
fore the gradient can reach GeV/m levels, scaling linearly with the seed laser field. These
initial IFEL collider schemes proposed the use of a waveguide to mitigate diffractive losses,
allowing gradients of a few hundred MeV/m to be sustained over 1 km. However, they also
showed that energy losses from synchrotron radiation, which scale with the electron beam
energy squared, would limit the maximum energy to a few hundred GeV, [61].
While several experiments in the early 80’s utilized detuning in the FEL small signal
gain regime to demonstrate a net energy gain of electrons, the first proof of principal IFEL
experiments were done at Columbia University in the early 90’s. Utilizing long wavelength
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radiation produced by the beam itself in an FEL interaction to drive an IFEL interaction
in a subsequent tapered undulator, a subgroup of electrons were accelerated by 1 MeV at
0.7 MeV/m [62]. This experiment was followed by a series of experiments at Brookhaven
National Laboratory’s Accelerator Test Facility (BNL ATF), driving the IFEL interaction
with a 10.6 µm CO2 laser. These experiments demonstrated 5 MeV/m gradients, but more
importantly made detailed measurements of the micro-bunching induced by the IFEL inter-
action [63]. An experiment at Yale using 10 cm radiation was able to measure the IFEL
acceleration as a function of injection phase with an electron beam much shorter than the
radiation wavelength [64].
Combining the Yale measurements with the IFEL micro-bunching results would lead to
the first IFEL staging, or pre-bunching [65]. In these experiments an IFEL interaction was
used to produce a sinusoidal energy modulation which was converted to density modulation
in a dispersive chicane, phase-locking these periodic micro-bunches to the laser. This pre-
bunched beam was then injected at the optimal phase of the IFEL accelerator, trapping and
accelerating a large fraction of particles to the final energy. This was successfully demon-
strated in the Stella 2 experiment, accelerating 80% of a 42 MeV beam to 50 MeV with a final
energy spread of 1% [66]. The first high energy gain, high gradient IFEL experiment was
done at the Neptune laboratory at UCLA, using a 10.6 µm CO2 laser and a Kurchatov un-
dulator, strongly tapered in both undulator period and field. This experiment demonstrated
20 MeV energy gain, accelerating 14.5 MeV electrons to 35 MeV at a 70 MeV/m gradient,
exceeding the limits of RF acceleration. The IFEL interaction was dominated by the laser
diffraction, with the Rayleigh range of the laser much shorter than the undulator[67]. The
IFEL however would witness a fall from grace as a candidate for future TeV colliders, due to
the aforementioned energy limitation and improvements in the field of high gradient plasma
wakefield and dielectric wakefield based advanced accelerators.
As previously stated, the IFEL was considered as a compact solution for reaching the
required GeV input beam energies, offering several unique advantages over other advanced
accelerators [68]. Many laser based advanced accelerators utilize a structure or medium
to produce a longitudinal mode, because of this the transverse phase space acceptance is
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comparable to the longitudinal phase space acceptance, which will be proportional to the
laser wavelength. Furthermore, the accelerating gradient will depend on the laser vector
potential squared, Kl
2, with output energy fluctuations depending on fluctuations in the
laser power. Beam driven advanced accelerators utilize the field of a drive electron beam
to generate an accelerating wakefield, using a dielectric or plasma to produce a longitudinal
accelerating field. The IFEL is a far field, in vacuum accelerator. The transverse acceptance
is set by the laser’s transverse spot size and the undulator beta function. The interaction
occurs far from any boundaries, mitigating collective effects that limit the beam quality and
stability. Furthermore, the accelerating gradient is proportional to KlK and with K >> Kl
the static undulator parameters will dominate the dynamics of the interaction. Therefore
comparable gradients can be achieved with significantly less laser intensity and the output
energy will be stable, depending strongly on the undulator’s resonant energy [69].
Improvements in laser intensities, quality and stability, electron beam brightness, theoret-
ical understanding, and simulation tools would lead to IFEL experiments meant to demon-
strate both the ability to reach higher gradients and produce high quality electron beams.
The highest IFEL acceleration gradients to date were demonstrated at the Lawrence Liv-
ermore National Laboratory using a terawatt class, ultrashort pulse 800 nm Ti:Saph laser
[70]. The experiment utilized the Kurchatov undulator from the Neptune experiment and,
although the undulator tapering was not ideal, demonstrated 40 MeV gain and a 200 MeV/m
gradient. Most importantly, the use of a modern ultrashort pulse laser to drive an IFEL
represented an important step towards realizing GeV/m gradients. However, demonstrating
high output beam quality was still necessary. This would be accomplished by the Rubicon
IFEL experiment at BNL ATF.
The Rubicon IFEL experiment utilized a strongly tapered helical halbach undulator,
tapered in both undulator period, the first of its kind [71]. The use of a helical undulator
allows energy to be constantly exchanged between the laser and electrons since the magnitude
of the longitudinal and transverse velocities are constant, provided the laser polarization is
circular with matched helicity. The IFEL was driven by a terawatt class 10.3 µm CO2
laser. Two different tapering profiles were tested, one designed to maximize the gradient,
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the other designed for high efficiency, accelerating a large fraction of charge at the expense
of the gradient. The high gradient taper demonstrated a 100 MeV/m gradient with an IFEL
record 54 MeV energy gain from 52 MeV to 106 MeV. More importantly, matching the taper
to the measured laser focusing would lead to acceleration of 30% of the beam to a final energy
of 93 MeV. Although the gradient was reduced to 80 MeV/m this result demonstrated the
IFEL’s ability to produce high charge, mono-energetic, stable beams at gradients beyond
RF accelerators. Measurements of the transverse beam properties showed small normalized
emittance growth, however this was attributed to mismatch of the incoming beam’s beta
function to the inherent beta function of the undulator.
In an effort to improve upon the initial high efficiency IFEL results, a staged IFEL pre-
bunching scheme similar to that used in the Stella 2 experiment was introduced. The compact
pre-buncher consisted of a single period undulator followed by a variable gap permanent
magnet chicane. The energy modulation from the undulator and dispersion from the chicane
induces periodic micro-bunching in the beam, phase-locking these bunches to the laser. These
bunches can then be injected at the design resonant phase, maximizing the charge injected
into the phase space acceptance of the accelerator.
The pre-bunched Rubicon experiment demonstrated acceleration of 60%, 100 pC, of the
initial beam charge to the final energy of 93 MeV. Measurements of the accelerated and
unaccelerated beam’s normalized emittance showed that the IFEL interaction preserved the
input normalized emittance after properly matching the incoming beta function. The suc-
cess of the pre-bunched Rubicon experiment would lead to a series of experiments performed
with the Rubicon undulator at BNL ATF; the Nocibur high efficiency tapered FEL exper-
iment [72], the Double Buncher cascaded modulator chicane pre-buncher experiment [73],
the RubiconICS IFEL driven ICS experiment [74] and the Re-circulated Rubicon high duty
cycle IFEL experiment. The Nocibur and Double Buncher experiments will be discussed in
depth in this dissertation.
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1.4 Proof of principle experiments in the mid-IR regime at BNL
ATF
Advancements in the fields of FELs, high efficiency tapered FELs, and IFELs have all fol-
lowed a similar path; beginning with small scale proof of principle experiments in the mi-
crowave or IR regime, and gradually decreasing the wavelength and/or increasing the scale
of subsequent experiments. In the field of high efficiency tapering, the success of the ELF
experiment and the failings of the PALADIN experiment supplied a need for demonstration
of high efficiency energy extraction at IR wavelengths. In the IFEL field, the successful Ru-
bicon experimental program invited the opportunity of optimizing the IFEL further before
moving forward in the high gradient, visible wavelength regime. The components needed for
both of these studies were available at the BNL ATF, including the high power mid-IR laser,
relativistic electron beam, and the existing strongly tapered Rubicon undulator, giving birth
to the Nocibur and Double Buncher experiments.
1.4.1 Tapering for high efficiency energy extraction: The Nocibur experiment
The careful reader will observe that Nocibur is the word Rubicon in reverse. In many ways
the name summarizes the experiment. The driving force behind the Nocibur experiment was
the idea that the dynamics dictating the IFEL and high efficiency tapered FEL are identical,
and the methods used to achieve highly efficienct IFEL acceleration in the pre-bunched
Rubicon experiment could be utilized in reverse to achieve high efficiency energy extraction,
generating coherent radiation. Simply put, the Rubicon IFEL accelerated a pre-bunched
52 MeV electron beam, producing a 93 MeV beam micro-bunched at the laser wavelength,
absorbing energy from the seed laser. Reversing the undulator orientation and injecting a
pre-bunched 93 MeV beam should produce a micro-bunched 52 MeV beam, emitting coherent
radiation. Due to limitations in the maximum electron beam energy produced by the ATF
linac, the Rubicon undulator was reversed and retuned to decelerate a 65 MeV beam to 35
MeV. The interaction was driven by a 200 GW seed from the 10.3 µm CO2 laser. Again
utilizing the pre-buncher to maximize the fraction of charge decelerated, up to 30% of the
13
electron beam energy was converted to coherent 10.3 µm radiation. The electron beam
current was 100 A, corresponding to 6.5 GW of initial beam power, resulting in 2 GW of
emitted radiation.
It is perhaps unfair to compare the results of Nocibur with the Paladin experiment. The
use of a large seed allowed the effects of the field growth to be neglected, greatly simplifying
the design of the experiment, while relaxing the electron beam requirements. However,
the results validated our understanding of the dynamics in high efficiency strongly tapered
undulator interactions, matching well with theoretical predictions and simulations. Similar
to the small signal gain regime of the FEL, this low gain regime best serves as a source
of high average power in an oscillator configuration. The analagous high gain regime has
been dubbed Tapering Enhanced Stimulated Superradiant Amplification (TESSA), whereby
significant gain can be achieved by increasing the initial beam power and extending the
interaction [49]. Considering the field emitted due to coherent undulator radiation from a
bunched beam, Egain, we can make a simple argument for the energy extraction in the two
regimes considering the superposition of the seed field and emitted field:
E ∝ ( ~Eseed + ~Egain) · ( ~E∗seed + ~E∗gain)→ |Eseed|2 + 2ηp|Eseed||Egain| cos(φ) + |Egain|2 (1.1)
Where ηp describes the matching of the polarizations and φ represents the phase difference
between the seed field and bunched beam, given by the resonant phase. It is clear that the
energy gain in the low gain regime will be dominated by the cross term, whereas the high
gain regime will have a significant contribution from the square term. If we consider the
electron beam bunching to remain approximately constant throughout the interaction then
Egain ∝ |b|Nz, where N is the number of electrons and |b| is the magnitude of the bunching
factor. The radiation power will grow linearly in the low gain regime and quadratically in
the TESSA regime. This N2 dependence defines superradiant emission [75]. The results of
the Nocibur experiment have served as a stepping stone towards realization of the TESSA
regime, with experimental efforts underway to demonstrate high gain and high efficiency at
UV wavelengths in the hope of extending to shorter wavelengths [76].
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1.4.2 IFEL: The double buncher experiment/cascaded modulator-chicane pre-
bunching
It is clear from the previous discussion that the key to achieving high efficiency energy
exchange, either from electron beam to radiation or vice versa, is to develop coherence in
the electron beam and then maintain this coherence over a long distance. The latter is
achieved by tapering. The former can be accomplished by tailoring the electron beam’s
longitudinal phase space. The study of optical scale longitudinal phase space manipulation
is an active area of research. Many of these manipulations are based on combining the
sinusoidal energy modulation introduced by an IFEL interaction with a dispersive element
such as a magnetic chicane or simple drift. Both in the pre-bunched Rubicon and Nocibur
experiments one such modulator-chicane pre-buncher was used to great effect, doubling
the fraction of charge accelerated in the former and tripling the extraction efficiency in
the latter. However, this method of pre-bunching is limited by the nonlinear sinusoidal
modulation, resulting in significant injection losses in both experiments. Using multiple
modulator-chicane pre-bunchers in series with varying modulation and dispersive strengths
allows for additional tailoring of the electron beam’s energy and density distributions.
In the case of the double buncher experiment two modulator-chicane pre-bunchers were
used to match the electron beam phase space to the phase space acceptance of the Rubicon
IFEL, greatly increasing the electron beam bunching factor and greatly reducing the injec-
tion losses. The experiment was again performed at BNL ATF with the Rubicon IFEL tuned
to accelerate the beam from 52 MeV to 82 MeV. The experiment utilized the single period
modulator, variable gap permanent magnet chicane pre-buncher from the pre-bunched Rubi-
con experiments and introduced a new pre-buncher consisting of a half period modulator and
an electromagnetic chicane. After optimizing the dispersion strengths and injection phases
of the two chicanes, up to 78% of the beam was accelerated to the final energy with 96%
accelerated past the initial energy. These results show reduction of the injection losses to
only 4%, demonstrating the ability to inject nearly all of the electron beam charge into the
periodic potential of a high efficiency tapered undulator interaction.
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1.5 Outline of thesis
The dissertation is as follows. In Chapter 2 we give a brief overview of the phase space
dynamics and field evolution dictating high efficiency tapered undulator interactions, begin-
ning with the constant parameter undulator case after which we introduce tapering. This
is followed by a discussion of pre-bunching schemes and methods for choosing an undulator
tapering profile. In chapter 3 we discuss the various experimental methods and parameters
pertaining to both the Nocibur and Double Buncher experiments. This includes a description
of the design of the Rubicon undulator and pre-buncher, undulator tuning and measurement
methods, ATF CO2 laser system and electron beam, laser-electron beam synchronization
and fine timing, and other diagnostics. Chapter 4 will present and discuss the results fo the
Nocibur experiments. Chapter 5 will present and discuss the results of the Double Buncher
experiment.
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CHAPTER 2
Strongly tapered undulator interactions: Theory
In this chapter, we provide the theoretical framework describing energy exchange between
an electron beam and an electromagnetic wave interacting in a strongly tapered undula-
tor field. We begin by describing electron beam motion interacting with a co-propagating
electromagnetic wave in an untapered undulator magnetic field. We derive the Hamiltonian
describing the dynamics in longitudinal phase space as well as the field evolution, following
Bonifacio et al, [77].
In the second part of this chapter we introduce the concept of strong undulator tapering
and high efficiency energy exchange. Modifying the Hamiltonian from the previous sec-
tion we describe the new motion in longitudinal phase space following Kroll, Morton and
Rosenbluth[56]. This allows investigation of the Inverse Free Electron Laser mechanism
where the bulk of electrons gain energy from the laser. Considering the effect of undulator
tapering on the field evolution we also investigate the TESSA regime, where the bulk of
electrons lose energy to the laser, [49].
In the third part of this chapter we discuss the optimization of these interactions, first
introducing the concept of pre-bunching, describing two schemes that were used in the No-
cibur and Rubicon experiments. We finish the chapter introducing several concepts related
to designing an undulator tapering profile.
It is important to note that all derivations here consider a helical undulator field and
circularly polarized electromagnetic field. Derivations for planar undulator geometry can be
found in [78]. It is also important to note that these derivations assume the highy relativistic
limit, γ >> 1, allowing us to ignore the electron beams longitudinal space charge force, and
γ << 104, allowing us to ignore synchrotron radiation losses. We also assume throughout
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that the undulator vector potential is much larger than the laser vector potential K << Kl.
A more general derivation can be found in [79].
2.1 Undulator interactions: longitudinal phase space evolution
Many phenomena associated with interactions between an electron beam and an electromag-
netic wave in an undulator field can be studied by developing an approximate description of
the electron beam dynamics in longitudinal phase space. Firstly, it is sufficient to consider
only the on-axis magnetic field of the undulator, with off axis terms contributing a focusing
force that is detailed in [Joe]. In general, this is a safe assumption considering the electron’s
transverse displacement will be small compared to variation in the magnetic field. We also
consider the electromagnetic wave to be a monochromatic circularly polarized plane wave.
With this in mind the undulator field, Bw, and electromagnetic fields, El, Bl, can be written
as:
~Bw = −B0

cos (kwz)
sin (kwz)
0
 , ~El = E0

sin (kz − ωt)
cos (kz − ωt)
0
 , ~Bl = kˆc × ~El (2.1)
Here k = 2pi
λ
and kw =
2pi
λw
are the laser and undulator wave numbers. We can now write
the relativistic Lorentz force acting on an electron with a lorentz factor γ =
√
1− β2 and
~β = ~v/c.copropagating with the laser through the undulator axis.
dpα
dτ
= γ
dpα
dt
= qFαβUβ
pα = γm

c
vx
vy
vz
 , Uβ = γ

c
−vx
−vy
−vz
 , F
αβ =

0 −Ex/c −Ey/c 0
Ex/c 0 0 By
Ey/c 0 0 −Bx
0 −By Bx 0

(2.2)
From Equation 2.2 we can obtain both the evolution of the electron energy and the
evolution of the electron’s transverse momenta.
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mc
dγ
dt
→ mc2dγ
dz
= −|e| ~El · ~β (2.3)
γmc
d~β
dt
= −|e|( ~El + ~v × ( ~Bw + ~Bl)) (2.4)
Since equation 2.3 depends on the transverse velocity we will first solve equation 2.4. In
most cases, including those presented in this work, the electromagnetic field will not con-
tribute significantly to the transverse velocity of the particle, producing a small amplitude,
fast oscillation that can be ignored. Although it is not difficult to include the effects of the
electromagnetic field, here we consider the limit λBl << λwB0, simplifying equation 2.4 to:

β˙x
β˙y
β˙z
 = |e|B0γmc

−vz sin (kwz)
vz cos (kwz)
0
 = ddt

|e|B0
γmckw
cos (kwz)
|e|B0
γmckw
sin (kwz)
βz
 (2.5)
Introducing the normalized undulator vector potential, K = |e|B0
γmckw
, we can describe the
helical motion of the electron, noting that the magnitude of the transverse velocity and
displacement are given by |v⊥| = cKγ and |r| = Kβzkwγ :

βx
βy
βz
 =

K
γ
cos (kwz)
K
γ
sin (kwz)
βz


x
y
z
 ≈

x0 +
K
βzγkw
sin (kwz)
y0 − Kβzγkw (1− cos (kwz))
vzt
 (2.6)
We can now plug 2.6 into 2.3 to obtain an expression for the evolution of the electron
energy:
dγ
dz
= −k |e|E0
kmc2
K
γ
[sin (kz − ωt) cos (kwz) + cos (kz − ωt) sin (kwz)] (2.7)
Here we introduce the normalized laser vector potential, Kl =
|e|E0
kmc2
, and the ponderomo-
tive phase, θ, expressing the energy equation in the form that we will refer to throughout as
the ponderomotive gradient.
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θ ≡ (kw + k)z − ωt = (kw + k)z − kct (2.8)
dγ
dz
= −kKlK
γ
sin θ (2.9)
dθ
dz
= kw + k − kc dt
dz
= kw − k( 1
βz
− 1) (2.10)
Equations 2.9 and 2.10 will describe the evolution of the electron beams longitudinal
phase space in terms of the phase space variables, (θ, γ). It is clear from these equations
that a particle with βz =
k
kw+k
will maintain its phase, enabling sustained interaction with
the electromagnetic wave. The remainder of this work will deal primarily with particle
dynamics near this resonance. We can derive the resonant condition determining a resonant
energy, γr, in terms of the undulator and laser parameters.
βz =
√
β2 − (β2x + β2y) =
√
1− 1
γ2
− K
2
γ2
[cos2 (kwz) + sin
2 (kwz)] =
√
1− 1 +K
2
γ2
(2.11)
1
βz
≈ 1 + 1 +K
2
2γ2
→ dθ
dz
= kw − k(1 +K
2)
2γ2
(2.12)
dθ
dz
= 0→ γ2r =
k(1 +K2)
2kw
(2.13)
Equation 2.13 is referred to as the FEL resonant condition. It can be interpreted as a
condition that the resonant electron slips behind exactly one laser period every undulator
period, T = λw/vz.
(c− vz)T = λ→ ( 1
βz
− 1)λw = λw(1 +K
2)
2γ2
= λ (2.14)
Using equations 2.9 and 2.12 we can work backwards from Hamilton’s equations to de-
termine an approximate Hamiltonian for the system.
∂H0
∂θ
=
kKlK
γ
sin θ
∂H0
∂γ
= kw − k(1 +K
2)
2γ2
(2.15)
H0 = kwγ +
k(1 +K2)
2γ
− kKlK
γ
cos θ (2.16)
20
We now make a canonical transformation (θ, γ)→ (θ, δγ) where δγ = γ − γr
H1 = kw(γr + δγ) +
γ2rkw
(γr + δγ)
− kKlK
(γr + δγ)
cos θ + θ
dγr
dz
(2.17)
Again we are interested in the dynamics near the resonant energy so, δγ
γr
<< 1. Thus
we expand in terms of δγ
γr
keeping the lowest order term, dropping terms independent of the
phase space variables.
H1 ≈ kw
γr
δγ2 − kKlK
γr
cos θ (2.18)
Equation 2.18 is identical to the Hamiltonian associated with a pendulum. This Hamil-
tonian characteristically defines a set of stable orbits. The region in phase space supporting
these stable orbits can be defined by the separatrix associated with the Hamiltonian by
solving H1[δγ = 0, θ = pi] = H1[δγ(θ), θ]:
δγs(θ) = ±
√
kKlK
kw
(1 + cos θ) (2.19)
The region inside of the separatrix is referred to as the ponderomotive potential and/or
the ponderomotive bucket. The equations of motion associated with these phase space orbits
are referred to in the literature as the FEL pendulum equations:
d
dz
δγ = −kKlK
γr
sin θ
dθ
dz
=
2kw
γr
δγ (2.20)
As we will see, it is possible to derive a semi-analytical solution to these equations.
However, for particles near θ = 0 we can invoke the small angle approximation, and obtain
a simple solution, in terms of initial conditions (θi, δγi).
d2θ
dz2
= −2kwkKlK
γ2r
θ → Ωs0 =
√
2kwkKlK
γ2r
θ(z) ≈ θi cos (Ωs0z) + 2kwδγi
γrΩs0
sin (Ωs0z)
δγ(z) ≈ δγi cos (Ωs0z)− γrΩs0θi
2kw
sin (Ωs0z)
(2.21)
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This solution approximately describes the electron beam’s synchrotron oscillations in
longitudinal phase space, defining a set of closed orbits, oscillating around θ = 0 and δγ = 0
at the synchrotron frequency, Ωs0.
The exact solution can be found by solving the differential equation obtained from the
conservation of energy, using equation 2.20 to write δγ in terms of dθ
dz
. Considering the initial
conditions, (θi,
dθi
dz
), this equation can be defined in terms of the synchrotron frequency and,
θ0 corresponding to the zero crossing associated with the orbit, as follows:
H1 =
γr
4kw
(
dθ
dz
)2 − kKlK
γr
cos (θ) =
γr
4kw
(
dθi
dz
)2 − kKlK
γr
cos (θi) = −kKlK
γr
cos (θ0)
1
2Ωs0
2 (
dθ
dz
)2 − cos (θ) = 1
2Ωs0
2 (
dθi
dz
)2 − cos (θi) = − cos (θ0)
dθ
dz
= Ωs0
√
2(cos (θ)− cos (θ0))
(2.22)
We can now invert the above equation. Making use of the trigonometric identity cos(x) =
1− 2 sin2(x/2) followed by a change of variables, τ = Ωs0z, κ = sin2 ( θ02 ), ζ = 1√κ sin ( θ2), and
ζi =
1√
κ
sin( θi
2
) we can solve for the ”time” it takes to get from the initial ”phase”, ζi, to
some final ”phase”, ζf , in terms of an elliptic integral.
dz =
1
Ωs0
dθ√
2(cos (θ)− cos (θ0))
=
1
2Ωs0
dθ√
sin2 ( θ0
2
)− sin2 ( θ
2
)
τ = −
∫ ζf
ζi
dζ ′√
(1− ζ ′2)(1− κζ ′2)
(2.23)
Using equation 2.23 we can calculate the synchrotron frequency corresponding to each
orbit, noting that the integral from θ = θ0 → ζi = 1 to θ = 0 → ζf = 0 corresponds to one
quarter of the synchrotron period.
T (θ0)
4
=
∫ 1
0
dζ ′√
(1− ζ ′2)(1− κζ ′2) = E1[κ]
Ωs(θ0) = Ωs0
pi
2E1[κ]
(2.24)
Where E1[κ] is the complete elliptic integral of the first kind. Considering arbitrary initial
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and final phases, equation 2.23 can be written in terms of the incomplete elliptic integral of
the first kind, F1[ζ, κ].
τ = −
∫ ζf
ζi
dζ ′√
(1− ζ ′2)(1− κζ ′2)
=
∫ ζi
0
dζ ′√
(1− ζ ′2)(1− κζ ′2) −
∫ ζf
0
dζ ′√
(1− ζ ′2)(1− κζ ′2)
= F1[ζi, κ]− F1[ζf , κ]
(2.25)
The above equation represents the time it takes for a particle to travel from some initial
phase, ζi, to some final phase ζf . We can invert this equation to obtain ζf (τ) and subsequently
θ(τ):
F1[ζf , κ] = F1[ζi, κ]− τ
ζf = sn[F1[ζi, κ]− τ ;κ]
θ(τ) = 2 arcsin
[√
κ sn
[
F1[ζi, κ]− τ ;κ
]] (2.26)
Where sn(x; y) is the jacobi elliptic function. This is an exact solution to the particle
motion inside of the separatrix, figure 2.1. For a particle with δγ0 = 0 we can simplify the
above equation, writing F1[1, κ] = E1[κ].
θ(z) = 2 arcsin
[
sin (
θ0
2
)sn
[
E1[sin
2(
θ0
2
)]− Ωs0z ; sin2(θ0
2
)
]]
δγ(z) =
γr
2kw
dθ
dz
(2.27)
Expanding this equation for Ωs0z << 1 we find that the initial phase space evolution will
produce a sinusoidal energy modulation with linearly growing amplitude. This result will
become important when considering longitudinal phase space manipulations.
θ(z) = θ0 δγ(z) = −kKlK
γr
sin (θ0)z (2.28)
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Figure 2.1: Longitudinal phase space at τ = Ωs0z = 0, 1, 3, and 5 (blue, maroon, yellow
and green respectively) solving the FEL pendulum equations numerically (top) and from
equation 2.26 (2nd row) with minimal initial energy spread (left), maximal initial energy
spread (center), and with a positive energy detuning showing net energy loss as in the FEL
small signal regime (right). The phase space orbits corresponding to the three examples for
particles with varying initial conditions, showing θ(τ) (3rd row) and dθ
dτ
(τ) (bottom).
We can find an approximate expression for this phase space motion by fitting the orbits
to some periodic function, assuming initial conditions of θ(0) = θ0 and δγ(0) = 0:.
24
Figure 2.2: Fits to phase space orbits (equation 2.29, blue) and approximation (equation
2.30, red). The bottom right shows comparison of the phase space at τ = 10 from the
analytical expression (equation 2.26, blue) with the approximation (equation 2.30, red)
θ(θ0, z) = A(θ0) cos(Ωs(θ0)z)+B(θ0) cos(3Ωs(θ0)z)+C(θ0) cos(5Ωs(θ0)z)+D(θ0) cos(7Ωs(θ0)z)
(2.29)
We can then find an approximate analytical expression for these fit functions as a function
of the initial phase.
Ωs(θ0)
Ωs0
= 1− θ0
(
ω1 arctanh(ω2
θ0
pi
) + ω3 arctanh
3(ω4
θ0
pi
) + ω5 arctanh
5(ω6
θ0
pi
)
)
A(θ0) = a1 arctanh(a2
θ0
pi
) + a3 arctanh
3(a4
θ0
pi
) + a5 arctanh
5(a6
θ0
pi
)
B(θ0) = b1 arctanh(b2
θ0
pi
) + b3 arctanh
3(b4
θ0
pi
) + b5 arctanh
5(b6
θ0
pi
)
C(θ0) = c1 arctanh(c2
θ0
pi
) + c3 arctanh
3(c4
θ0
pi
) + c5 arctanh
5(c6
θ0
pi
)
D(θ0) = d1 arctanh(d2
θ0
pi
) + d3 arctanh
3(d4
θ0
pi
) + d5 arctanh
5(d6
θ0
pi
)
(2.30)
Parameters of this analytical approximation are shown in table 2.1. The performance of
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Figure 2.3: Approximate phase space orbits at τ = 10 expanding equation 2.30 in θ0 to 3rd
order (left), 5th order (center) and 11th order (right)
Table 2.1: Phase space approximation fit parameters
X X1 X2 X3 X4 X5 X6
ω 0.192 0.8875 0.0017 1 0.047 0.8
a 3.239 0.967 -0.985 0.922 0.344 0.859
b -0.003 0.987 -0.155 0.979 0.0396 0.956
c -0.004 0.9 0.0195 0.89 0.0023 0.987
d -0.00035 1 0.00053 0.962 -0.00097 0.987
the approximation compared with the fits to the phase space orbits and analytical orbits are
shown in figure 2.2.
This approximation can be expanded in θ0 to give a perhaps more useful approximation,
figure 2.3.
2.2 Undulator interactions: field evolution
From the previous section, it is clear that electrons will gain and lose energy depending on
their phase in the ponderomotive bucket, absorbing or producing radiation accordingly. In
order to complete our description we must consider evolution of the electromagnetic field.
To do this we solve the driven paraxial wave equation. We begin with the wave equation
derived from Maxwell’s equations:
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c2~∇× (~∇× ~E) = −∂
2 ~E
∂t2
− 1
0
∂~j
∂t
(2.31)
c2~∇2 ~E − ∂
2 ~E
∂t2
=
c2
0
~∇ρ+ 1
0
∂~j
∂t
(2.32)
Here we assume the electron beam is well collimated and the contribution to the radiation
field will be dominated by the current term in equation 2.32. Furthermore, in most cases
the radiation beam will be paraxial, exhibiting small angular divergence. In the case where
the field grows significantly we can ignore the effects of diffraction ∇⊥ ~E << ∂∂z ~E.
c2
∂2 ~E⊥
∂z2
− ∂
2 ~E⊥
∂t2
=
1
0
∂ ~j⊥
∂t
~E⊥ = E0(z, t)
sin (kz − ωt)
cos (kz − ωt)
 (2.33)
We now invoke the Slowly Varying Envelope Approximation (SVEA) stating that the
envelope determining the amplitude of the electric field E0(z, t), will remain approximately
constant compared to the wave’s fast oscillation:
∣∣∣∣ ∂∂zE0(z, t)
∣∣∣∣ << |kE0(z, t)|, ∣∣∣∣ ∂∂tE0(z, t)
∣∣∣∣ << |ωE0(z, t)| (2.34)
This approximation allows us to write the wave equation in terms of first derivatives of
the field envelope.
2kc2
(
∂E0(z, t)
∂z
+
1
c
∂E0(z, t)
∂t
) cos (kz − ωt)
− sin (kz − ωt)
 = 1
0
∂ ~j⊥
∂t
(2.35)
Using equation 2.6, we write the transverse current density in terms of the electron beam’s
transverse velocity in the undulator field.
~j⊥ = − |e|
2piσxσy
N∑
j=1
~v⊥δ(x− xj)δ(y − yj) = − |e|cK
2piσxσy
N∑
j=1
1
γj
cos (kwz)
sin (kwz)
δ(z − zj) (2.36)
27
(
∂
∂z
+
1
c
∂
∂t
)E0(z, t)
 cos (kz − ωt)
− sin (kz − ωt)

= − |e|K
20kc2piσxσy
∂
∂t
( N∑
j=1
1
γj
cos (kwz)
sin (kwz)
δ(z − zj))
(2.37)
We can simplify the above differential equation by expressing it in terms of the complex
field amplitude, E˜ = Ex − iEy:
(
∂
∂z
+
1
c
∂
∂t
)E˜(z, t)ei(kz−ωt) = − |e|K
20kc2piσxσy
∂
∂t
( N∑
j=1
1
γj
e−ikwzδ(z − zj)
)
(
∂
∂z
+
1
c
∂
∂t
)E˜(z, t) = − |e|K
20kc2piσxσy
e−i(kz−ωt)
∂
∂t
( N∑
j=1
1
γj
e−ikwzδ(z − zj)
) (2.38)
We now define a slowly varying current, noting that the transverse current driving varia-
tion in the field envelope should be defined on the same time scale. To do this we time-average
equation 2.38 over a fast oscillation period, T = c/λ. Since the field does not change on this
time-scale the left side of 2.38 will remain unchanged.
c
λ
∫ t+c/2λ
t−c/2λ
dt(
∂
∂z
+
1
c
∂
∂t
)E˜(z, t) = (
∂
∂z
+
1
c
∂
∂t
)E˜(z, t) (2.39)
The time average of the right side of equation 2.38 is found integrating by parts:
1
kc2
c
λ
∫ t+c/2λ
t−c/2λ
dte−i(kz−ωt)
∂
∂t
( N∑
j=1
1
γj
e−ikwδ(z − zj)
)
= −1
λ
∫ t+c/2λ
t−c/2λ
dt
( N∑
j=1
e−iθ
γj
δ(t− tj)
)
+






1
2pic
( N∑
j=1
1
γj
e−iθδ(z − zj)
)∣∣∣∣t+c/2λ
t−c/2λ
0
= −N
λ
(
1
N
N∑
j=1
e−iθj
γj
)
(2.40)
The period average is defined as, 〈x〉 = 1
N
∑N
j=1 x, where N is the number of particles in
a particular ponderomotive period or slice. We also define the number density in a slice as
n = N
2piσxσyλ
. The period averaged field equation can be expressed thusly:
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(
∂
∂z
+
1
c
∂
∂t
)E˜(z, t) =
|e|K
20
N
2piσxσyλ
(
1
N
N∑
j=1
e−iθj
γj
)
=
|e|Kn
20
〈
e−iθ
γ
〉
(2.41)
This can be simplified further by writing the period averaged transverse current in terms
of δγ, considering the small δγ limit.
(
∂
∂z
+
1
c
∂
∂t
)E˜(z, t) =
|e|Kn
20γr
〈
e−iθ
1 + δγ
γr
〉
≈ |e|Kn
20γr
(〈e−iθ〉 − 1
γr
〈δγe−iθ〉) (2.42)
(
∂
∂z
+
1
c
∂
∂t
)E˜(z, t) =
eKn
20γr
〈e−iθ〉 (2.43)
The 〈e−iθ〉 term is a measure of the electron beam coherence relative to the laser wave-
length, which we will refer to throughout as the electron beam micro-bunching. The syn-
chrotron oscillations driven by the field, 2.21, will produce micro-bunching, further driving
the field growth. Therefore, the FEL pendulum equations, 2.20, determining the electron
beam phase space dynamics and the field equation are coupled. To complete this picture we
first transform coordinates, (z, t)→ (z¯, t¯), and write the three coupled differential equations,
writing Kl sin (θj) =
|e|
2kmc2
(E˜eiθj + C.C.), noting that E˜ = −iE0:
d
dz
=
∂
∂z
+
1
vz
∂
∂t
z¯ ≡ z, t¯ ≡ t− z
vz
d
dz¯
=
∂
∂z¯
∂
∂z¯
+
1
c
∂
∂t¯
=
∂
∂z¯
− 1
c
(
1
βz
− 1) ∂
∂t¯
=
∂
∂z¯
− kw
ω
∂
∂t¯
(2.44)
∂
∂z¯
θj =
2kw
γr
δγj
∂
∂z¯
δγj = − eK
2γrmc2
(E˜(z¯, t¯)eiθj + C.C.)
(
∂
∂z¯
− kw
ω
∂
∂t¯
)E˜(z¯, t¯) =
eKn
20γr
〈e−iθ〉
(2.45)
In order to solve these equations it is clear that we must write the phase and energy
equations in terms of period averaged quantities. To do this we first write the pendulum
equations in terms of e−iθj and δγje−iθj .
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∂∂z¯
e−iθj = −i2kw
γr
δγje
−iθj
∂
∂z¯
(δγje
−iθj) = − eK
2γrmc2
(E˜(z¯, t¯) + E˜∗(z¯, t¯)e−2iθj)− i2kw
γr
δγj
2e−iθj
(
∂
∂z¯
− kw
ω
∂
∂t¯
)E˜(z¯, t¯) =
eKn
20γr
〈e−iθ〉
(2.46)
We can now introduce the collective variable equations, period averaging both sides of
the pendulum equations and defining the bunching factor bh =
1
N
∑N
j=1 e
−ihθj and p =
1
N
∑N
j=1 δγje
−iθj . For the duration of this work, we will refer to the bunching factor at the
fundamental frequency, b1, simply as b.
∂
∂z¯
b = −i2kw
γr
p
∂
∂z¯
p = − eK
2γrmc2
(E˜(z¯, t¯) + E˜∗(z¯, t¯)b2)− i2kw
γr
〈δγ2e−iθ〉
(
∂
∂z¯
− kw
ω
∂
∂t¯
)E˜(z¯, t¯) =
eKn
20γr
b
(2.47)
We now consider a particular case where the electron beam is initially monoenergetic,
un-bunched and the initial laser seed is small, p(0), b(0), Kl(0) << 1. In this case, δγ will
remain small and the contribution from the 〈δγ2e−iθ〉 term and the bunching factor at the 2nd
harmonic can be ignored. Introducing the pierce parameter, ρ, we can write the collective
variable equations in terms of what is referred to in the literature as the universal scaling:
ζ → 2kwρz¯ τ → 2ωρt¯ ρ3 = K
2e2n
160γr
3kw
2mc2
P =
p
γrρ
A(ζ, τ) =
40γrkwρ
enK
E˜
(2.48)
∂
∂ζ
b = −iP
∂
∂ζ
P = −A
(
∂
∂ζ
− ∂
∂τ
)A = b
(2.49)
These differential equations can be linearized, giving a third order differential equation
for the field.
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∂2
∂ζ2
b = iA
(
∂3
∂ζ¯3
− ∂
∂τ
∂2
∂ζ2
)A = iA
(2.50)
Ignoring time dependent effects this differential equation can be solved simply
∂3A(ζ)
∂ζ¯3
− iA(ζ) = 0
A(ζ) ≈ 2ib0e
iζ/2
i3
√
3− 3e
√
3ζ/2 |A(ζ)2| ≈ b0
2
9
e
√
3ζ
b(ζ) =
b0e
iζ/2
3
e
√
3ζ/2
(2.51)
This solution describes the exponential gain regime of the Free Electron Laser instability
where the initial bunching factor comes from the shot noise in the electron beam, b0 ∝ 1√N .
This exponential gain will clearly saturate considering that the bunching factor cannot
exceed 1. More importantly, the growing field will drive synchrotron oscillations, saturating
when the energy lost by the beam exceeds the amplitude of the ponderomotive potential. At
this point, the bulk of particles oscillate into the accelerating phase, absorbing energy from
the radiation. As the electron beam continues to oscillate in the bucket, the field amplitude
will oscillate about the saturation value.
In general, the dynamics near saturation are non-linear, however we can make a simple
argument considering the energy lost by the beam and the growth of the ponderomotive
potential. Considering the transverse spotsize of the produced radiation to be equal to the
electron beam spotsize, we can find the approximate saturation power, Psat ∝ Esat2 ∝ δγsat ∝
√
Esat. We consider the energy lost by the beam scaled by some form factor,0 < α < 1:
Psat = αncAmc
2δγsat = 0cAEsat
2 δγsat =
√
eEsatK
kwmc2
Esat =
(
α2en2Kmc2
kw02
) 1
3
Psat = α
4
316
1
3ρPbeam = α
4
316
1
3ρI0mc
2γr/e
(2.52)
The actual saturation power is given by Psat = 1.6ρPbeam. Defining the electro-optical
conversion efficiency of the interaction as η =
Pgain
Pbeam
and considering that typically ρ < 0.001
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it is clear that the efficiency will be well below 1%. In order to extend this energy exchange
beyond saturation we can shift the resonant energy with the particles as they lose or gain
energy by tapering the undulator parameters, achieving electro-optic conversion efficiencies
on the order of 10% or accelerating the beam at gradients on the order of 1 GeV/m. This
opportunity is at the center of the following discussion.
2.3 Tapered undulator interactions: longitudinal phase space evo-
lution
From the FEL resonance condition, equation 2.13, it is clear that the resonant energy can
be varied by tapering either the undulator magnetic field, undulator wavelength or laser
wavelength. In this text, we will not consider tapering of the laser wavelength, since it is
practically much simpler to vary the undulator parameters.
The overarching physics of tapered undulator interactions shares many similarities with
the untapered counterparts. With this in mind we can repeat the derivation of the longitu-
dinal phase space dynamics following the path laid out in section 2.1. However, in describing
the transverse velocity, the changing undulator parameters and electron energy complicate
the derivation from the Lorentz force. An alternative derivation from the Hamiltonian is
simpler, beginning by writing the vector potential of the tapered undulator field. We can
write the approximate on axis vector potential assuming kwK >>
dK
dz
:
~Aw ≈ mc|e|K(z) cos (
∫ z
0
kwdz1)xˆ+
mc
|e|K(z) sin (
∫ z
0
kwdz1)yˆ (2.53)
We now write the Hamiltonian corresponding to the energy of a free particle propagat-
ing in an electromagnetic field and assuming the K >> Kl limit, defining the canonical
momentum, P :
H =
√
(~p− e ~A)2c2 +m2c4 + eΦ =
√
(~p− e ~Aw)2c2 +m2c4 =
√
~P 2c2 +m2c4 (2.54)
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Since this Hamiltonian does not depend on the transverse coordinates the canonical
momentum is conserved, and we can solve for the particle velocity in terms of the vector
potential:
d
dt
~p =
d
dt
(γm~v) =
d
dt
(e ~Aw)
~v = ~v0 +
e
γmc
~Aw =

K(z)
γ(z)
cos (
∫ z
0
kw(z1)dz1)
K(z)
γ(z)
sin (
∫ z
0
kw(z1)dz1)
vz

(2.55)
The evolution of the particle energy follows from equation 2.7, following the steps taken
in section 2.1:
dγ
dz
= −kKlK
γ
sin θ (2.56)
Redefining the ponderomotive phase slightly, we also find that the phase evolution is
identical to equation 2.10.
θ ≡
∫ z
0
kwdz1 + kz − ωt =
∫ z
0
kwdz1 + kz − kct
dθ
dz
= kw + k − kc dt
dz
= kw − k(1 +K
2
2γ2
)
(2.57)
We now introduce the concept of the resonant phase, θr. In a tapered undulator inter-
action, the change in the resonant energy can match the ponderomotive gradient at a par-
ticular non-zero phase as long as |dγr
dz
| ≤ kKlK
γr
. A particle at this phase will maintain phase
synchronicity and continue to accelerate or decelerate along the resonant energy trajectory
defined by the undulator tapering. When designing an undulator tapering it is convenient to
think of the resonant phase as a choice, with an associated resonant ponderomotive gradient:
dθr
dz
= 0→ γr(z)2 = k(1 +K(z)
2)
2kw(z)
dγr
dz
= −kKlK
γr
sin θr → dγr
2
dz
= −2kKlK sin θr = d
dz
(
k(1 +K2)
2kw
) (2.58)
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Figure 2.4: The ponderomotive potential term with area of stable orbits shaded for θr = pi/8,
pi/4 and 3pi/8
In most cases, we choose the resonant phase to be constant throughout the interaction,
however the resonant phase can be varied adiabatically and in the limit that dθr
dz
<< 2kw(z)
the resonance condition will remain unchanged. The choice of resonant phase will have a
large effect on the longitudinal phase space dynamics. To see this we derive the hamiltonian,
again following the steps taken in section 2.1.
H0 = kwγ +
k(1 +K2)
2γ
− kKlK
γ
cos θ (2.59)
We again make a canonical change of variables, (θ, γ) → (θ, δγ) and take the small δγ
limit. The tapered undulator hamiltonian will have an additional term from the non-zero
resonant gradient, taking the form of a forced non-linear pendulum.
H1 = kw(γr + δγ) +
γ2rkw
(γr + δγ)
− kKlK
(γr + δγ)
cos θ + θ
dγr
dz
(2.60)
H1 ≈ kw
γr
δγ2 − kKlK
γr
[cos θ + θ sin (θr)] (2.61)
As a first step to investigate this new Hamiltonian, we can consider the potential term,
F (θ).
F (θ) = −(cos (θ) + θ sin (θr)) (2.62)
It is clear that F (θ) will have a local minimum at θr and local maximum at θ1 =
sgn(θr)pi − θr, defining a region of stability. The other endpoint of this region, θ2, can
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be found by solving F (θ2) = F (θ1), figure 2.4.
dF
dθ
(θ1) = 0→ sin (θ1) = sin (θr)→ θ1 = sgn(θr)pi − θr
F (θ2) = F (θ1)→ cos (θ2) + θ2 sin (θr) = cos (θ1) + θ1 sin (θr))
(2.63)
We can now define the ponderomotive bucket, noting that the separatrix, δγs, is defined
by the curve H1[0, θ1; z] = H1[δγs, θ; z].
− kKlK
γr
[− cos (θr) + (sgn(θr)pi − θr) sin (θr)] = kw
γr
δγs
2 − kKlK
γr
[cos θ + θ sin (θr)]
δγs(θ) = ±
√
kKlK
kw
[cos (θr) + cos (θ) + (θr + θ − sgn(θr)pi) sin (θr)]
(2.64)
Clearly, the size and shape of the bucket will depend on the choice of θr, converging to
the untapered case at θr = 0 and disappearing at θr = ±pi/2. We can calculate the bucket
area approximating the integral figure 2.5:
J = 2
√
kKlK
kw
∣∣∣∣ ∫ θ2
θ1
dθ
√
cos (θr) + cos (θ) + (θr + θ − sgn(θr)pi) sin (θr)
∣∣∣∣
J ≈ 8
√
2kKlK
kw
1− sgn(θr) sin (θr)
1 + sgn(θr) sin (θr)
(2.65)
Particles will again undergo synchrotron oscillations in the ponderomotive bucket, now
oscillating about the resonant phase. We can study this longitudinal phase space motion
from Hamilton’s equations, expanding the phase about θr, θ = δθ + θr and considering the
small angle approximation.
d
dz
δγ = −kKlK
γr
[sin θ − sin (θr)] dθ
dz
=
2kw
γr
δγ (2.66)
d
dz
δγ = −kKlK
γr
[sin (δθ + θr)− sin (θr)]
d
dz
δγ ≈ −kKlK cos (θr)
γr
δθ
d
dz
δθ =
2kw
γr
δγ
(2.67)
To proceed, we consider the limit that the bucket area is approximately constant, and
take K
γr
to be approximately constant. The latter is valid for the case of a constant period
undulator and γr >> 1, noting that
d
dz
(
K
γr
) ∝ 1
γ3r
.
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Figure 2.5: Top: the ponderomotive bucket for θr =
pi
16
→ 7pi
16
in steps of pi
16
(left), the
separatrix zero crossings (eq. 2.61) (center) and the normalized bucket width (solid) and
bucket area (dashed) as a function of bucket area. Bottom: Longitudinal phase space at
τ =0, 1, 3, and 5 with θr =
pi
4
(left) and the corresponding phase space orbits as a function
of τ
We can then consider the undulator and laser parameters and synchrotron frequency to
vary slowly compared to the longitudinal phase space dynamics. This allows us to find an
approximate solution for the evolution of the phase space variables.
d2
dz2
δθ ≈ −2kwkKlK cos (θr)
γr2
δθ
ΩsT (z) =
√
2kwkKlK cos θr
γ2r
dΩsT
dz
<< ΩsT (z)
δθ(z) ≈ δθ0 cos
(∫ z
0
ΩsT (z1)dz1
)
+
2kwδγ0
γrΩsT (z)
sin
(∫ z
0
ΩsT (z1)dz1
)
δγ(z) ≈ δγ0 cos
(∫ z
0
ΩsT (z1)dz1
)
− γrΩsT (z)δθ0
2kw
sin
(∫ z
0
ΩsT (z1)dz1
)
(2.68)
We can attempt to find an approximate solution to these orbits following a similar ap-
proach to equation 2.29. However, the assymetry of the potential and the difference in the
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dynamics for different resonant phases adds a layer of difficulty. We first define the scaled
time, τ = Ωs0z, in terms of the resonant phase:
τ =
√
cos(θr)
2
∫ θ(τ)
θ0
dθ′√
cos(θ′) + θ′ sin(θr)− cos(θ0) + θ0 sin(θr)
(2.69)
We can then define a term, α that will be ±1 at the separatrix zero crossing of the
separatrix for any resonant phase.
α(θ0) = sign(θ0 − θr)
√
1− F (θ1)− F (θ0)
F (θ1)− F (θr) (2.70)
In order to express an approximation general to all resonant phases we consider α(z) as
an oscillatory function, again finding an approximate analytic function. The performance of
these fits is shown in figure 2.6 with fit parameters shown in table 2.2:
α(τ) = A(α0) +B(α0) cos(
Ωs(α0)
Ωs0
τ) + C(α0) cos(2
Ωs(α0)
Ωs0
τ) +D(α0) cos(3
Ωs(α0)
Ωs0
τ)
Ωs(α0)
Ωs0
= 1− α0
[
ω1 arctanh(ω2α0) + ω3 arctanh
3(ω4α0)
]
A(α0) = α0
[
a1 arctanh(a2α0) + a3 arctanh
3(a4α0)
]
B(α0) = b1 arctanh(b2α0) + b3 arctanh
3(b4α0) + b5 arctanh
5(b6α0)
C(α0) = α0
[
c1 arctanh(c2α0) + c3 arctanh
3(c4α0) + c5 arctanh
5(c6α0)
]
D(α0) = d1 arctanh(d2α0) + (d3 + d4α0
2) arctanh3(d5α0)
(2.71)
The usefulness of this approximation is not immediately apparent as α(δθ(z)) is not
simple to invert. However, it is amusing, and thus it is included here.
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Table 2.2: Tapering phase space approximation fit parameters
X X1 X2 X3 X4 X5 X6
ω 0.168 0.867 0.0148 0.99 – –
a 0.159 0.995 0.004 0.87 – –
b 1.054 0.94 -0.34 0.906 0.0436 0.892
c -0.172 0.94 -0.008 0.99 -0.0001 1
d -0.0019 1 0.01 -0.0026 1 –
Figure 2.6: Fits to phase space orbits solved numerically (blue) and approximation (equation
2.71, red). The bottom right shows comparison of the phase space at τ = 20 from the
numerical solution with the approximation (equation 2.69, red)
2.4 Tapered undulator interactions: field evolution
In order to study the field evolution in a seeded, tapered undulator interaction it is necessary
to make several assumptions. Firstly, we will continue to take the constant K
γ
approxima-
tion. In the tapered undulator regime, the coupled collective variable equations cannot be
linearized (as in equation 2.47-2.49) as the 〈δγ2e−iθ〉 can not be ignored. However, in order
to gain some understanding, we can assume the phase space dynamics and field evolution are
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for the most part decoupled, considering the bunching factor to be approximately constant.
Furthermore, in the previously studied case of the high gain FEL regime, the exponential
gain of the field allows us to ignore the effects of diffraction. In the case of a tapered undu-
lator interaction the field growth is approximately linear and diffractive effects represent a
major limitation to the achievable efficiency.
Following [80, 81], we again begin our investigation of the field evelotution with the wave
equation derived from Maxwell’s equations.
c2~∇2 ~E − ∂
2 ~E
∂t2
=
c2
0
~∇ρ+ 1
0
∂~j
∂t
(2.72)
c2 ~∇⊥2 ~E + c2∂
2 ~E
∂z2
− ∂
2 ~E
∂t2
=
1
0
∂ ~j⊥
∂t
(2.73)
Here we consider the external seed to be a gaussian beam with a TEM00 transverse mode,
which satisfies the free space wave equation. This allows us to consider the field generated
by the electron’s, ~Eg separately from the seed field, ~Es.
~ET = ~Es + ~Eg
~Es =
−iE( ~r⊥, z)
E( ~r⊥, z)
 ei(kz−ωt) E( ~r⊥, z) = E0√
2
zR
q
e−ikr
2/2q q = (z − z0) + izR
c2 ~∇⊥2 ~Es + c2∂
2 ~Es
∂z2
− ∂
2 ~Es
∂t2
= 0
c2 ~∇⊥2 ~Eg + c2∂
2 ~Eg
∂z2
− ∂
2 ~Eg
∂t2
=
1
0
∂ ~j⊥
∂t
(2.74)
Where zR = kw0
2 is the Rayleigh length, w0 is the laser waist and z0 is the position of
the waist relative to the undulator entrance. We write the gain field in terms of the complex
amplitudes Ex( ~r⊥, z) and Ey( ~r⊥, z):
~Eg =
Ex( ~r⊥, z)
Ey( ~r⊥, z)
 ei(kz−ωt) (2.75)
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To simplify equation 2.74, we ignore the time dependence of the amplitudes and invoke
the slowly varying envelope approximation as in equations 2.33-2.35. We can then insert the
expression for the transverse current density from equation 2.36, indicating the transverse
distribution as a generic function, f( ~r⊥).
(
c2
∇2⊥Ex( ~r⊥, z)
∇2⊥Ey( ~r⊥, z)
+ 2iωc
 ∂∂zEx( ~r⊥, z)
∂
∂z
Ey( ~r⊥, z)
)ei(kz−ωt)
= −|e|cK
0
∂
∂t
N∑
j=1
f( ~r⊥)
γj
cos (kwz)
sin (kwz)
δ(z − zj)
(2.76)
In order to solve equation 2.76 we can re-write the differential equation in terms of
Ex − iEy and Ex + iEy.
[∇2⊥(Ex − iEy) + 2i
ω
c
∂
∂z
(Ex − iEy)]ei(kz−ωt) = −|e|K
0c
∂
∂t
N∑
j=1
f( ~r⊥)
γj
e−ikwzδ(z − zj)
[∇2⊥(Ex + iEy) + 2i
ω
c
∂
∂z
(Ex + iEy)]e
i(kz−ωt) = −|e|K
0c
∂
∂t
N∑
j=1
f( ~r⊥)
γj
eikwzδ(z − zj)
(2.77)
We next isolate the slow oscillating ponderomotive phase kz − ωt + kwz, noting that
kz−ωt−kwz and 2(kz−ωt) will contribute a fast oscillation that will average to zero. This
will select the Ex − iEy helicity that matches the undulator helicity.
[∇2⊥(Ex − iEy) + 2i
ω
c
∂
∂z
(Ex − iEy)] = −|e|K
0c
e−i(kz−ωt)
∂
∂t
N∑
j=1
f( ~r⊥)
γj
e−ikwzδ(z − zj)
[∇2⊥(Ex + iEy) + 2i
ω
c
∂
∂z
(Ex + iEy)]e
2i(kz−ωt) = −|e|K
0c
ei(kz−ωt)
∂
∂t
N∑
j=1
f( ~r⊥)
γj
eikwzδ(z − zj)
(2.78)
Following equation 2.39 we take the period average and write the transverse current in
terms of the transverse charge distribution n( ~r⊥).
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∇2⊥(Ex − iEy) + 2i
ω
c
∂
∂z
(Ex − iEy)
= −|e|K
0c
c
λ
N∑
j=1
∫ t+c/2λ
t−c/2λ
dte−i(kz−ωt)
∂
∂t
f( ~r⊥)
γj
e−ikwzδ(z − zj)
= −|e|K
0c
c
λ
N∑
j=1
[
f( ~r⊥)
γj
e−ikwzδ(z − zj)e−i(kz−ωt)
∣∣∣∣t+c/2λ
t−c/2λ
−
∫ t+c/2λ
t−c/2λ
dt
f( ~r⊥)
γj
e−ikwzδ(z − zj) ∂
∂t
(e−i(kz−ωt))
]
= −i |e|K
0c
Nf( ~r⊥)ω
λ
(
1
N
N∑
j=1
∫ t+c/2λ
t−c/2λ
dt
e−iθ
γj
δ(t− tj)
)
= −i |e|K
0c
Nf( ~r⊥)ω
λ
(
1
N
N∑
j=1
e−iθj
γj
)
= −i |e|Kω
0c
n( ~r⊥)
(
1
N
N∑
j=1
e−iθj
γj
)
= −i |e|Kω
0cγr
n( ~r⊥)
(
1
N
N∑
j=1
e−iθj(1− δγj
γr
)
)
(2.79)
We can now write the evolution of E˜g = Ex− iEy, writing the transverse current in terms
of the bunching factor, b.
(∇2⊥ + 2i
ω
c
∂
∂z
)E˜g = −i |e|Kω
0cγr
n( ~r⊥)b (2.80)
The solution to this differential equation can be written as the convolution of the trans-
verse current source term and the free space Green’s function:
G(z − z′, ~r⊥ − ~r⊥′) = 1
4pi(z − z′) exp
[
iω|r⊥ − ~r⊥′|2
2c(z − z′)
]
(2.81)
E˜g(z, ~r⊥) = −i |e|Kω
4pi0cγr
b
∫ z
0
dz′
z − z′
∫
d ~r⊥
′n( ~r⊥
′) exp
[
iω|r⊥ − ~r⊥′|2
2c(z − z′)
]
(2.82)
To solve this integral we consider an axially symmetric, constant gaussian distribution:
n( ~r⊥) =
I0
|e|c2piσ2 exp(−
r2
2σ2
) (2.83)
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Inserting this into equation 2.83 we can perform the integral over φ, making use of the
Jacobi-Anger expansion:
∫ z
0
dz′
z − z′
∫ 2pi
0
dφ′
∫ ∞
0
dr′r′ exp
[
− (r
′)2
2σ2
]
exp
[
iωrr′ cos(φ− φ′)
c(z − z′)
]
exp
[
iω(r2 + (r′)2)
2c(z − z′)
]
→∫ z
0
dz′
z − z′
∫ 2pi
0
dφ′
∫ ∞
0
dr′r′ exp
[
− (r
′)2
2σ2
](
J0
[
ωrr′
c(z − z′)
]
+ 2
∞∑
m=1
imJm
[
ωrr′
c(z − z′)
]
cos(m(φ− φ′))
)
× exp
[
iω(r2 + (r′)2)
2c(z − z′)
]
→
2pi
∫ z
0
dz′
z − z′
∫ ∞
0
dr′r′ exp
[
− (r
′)2
2σ2
]
J0
[
ωrr′
c(z − z′)
]
exp
[
iω(r2 + (r′)2)
2c(z − z′)
]
(2.84)
To solve the above integral it is convenient to rewrite the integrand in terms of the scaled
variable rˆ =
√
kr and the Fresnel parameter of the electron beam N = kσ2, which gives the
Rayleigh range of the emitted radiation.
2pi
k
∫ z
0
dz′
z − z′
∫ ∞
0
dˆr
′
rˆ′ exp
[
− (rˆ
′)2
2N
]
J0
[
rˆrˆ′
(z − z′)
]
exp
[
i(rˆ2 + (rˆ′)2)
2(z − z′)
]
→
2piN
k
∫ z
0
dz′
z − z′ − iN exp
[
irˆ2
2(z − z′ − iN)
] (2.85)
The expression for the evolution of the complex field amplitude is now given in terms of
the following integral:
E˜g(z, rˆ) = −i ωI0bK
4pi0c2γr
∫ z
0
dz′
z − z′ − iN exp
[
irˆ2
2(z − z′ − iN)
]
(2.86)
Considering rˆ = 0 we can solve the above integral to obtain the on-axis field.
E˜g(z, 0) =
ωI0bK
4pi0c2γr
[arctan
(
z
N
)
− i
2
ln
(
1 +
z2
N2
)
] (2.87)
Including the evolution of the seed field we can write the complex amplitude of the total
field, E˜T , in terms of the complex amplitude of the seed field, E˜s and some gain term, χ,
that we will use throughout, with χ ≡ kZ0I0K
4piγr
:
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E˜T (z, rˆ) = E˜s
zR
q
e−irˆ
2/2q − iχb
∫ z
0
dz′
z − z′ − iN exp
[
irˆ2
2(z − z′ − iN)
]
(2.88)
We can find the magnitude of the on axis field amplitude, |ET |, considering <[b] =<
cos (θ) > and =[b] = − < sin (θ) >, and noting from our initial definitions that |Eg| ∝
√
2|E˜g|:
|ET (0, z)| =
[
E0
2zR
2
q∗q
+
2
√
2χE0zR
2
q∗q
(
<[b][ z
zR
arctan (
z
N
) +
1
2
ln (1 +
z2
N2
)
]
−=[b][ arctan ( z
N
)− z
2zR
ln (1 +
z2
N2
)
])
+ 2χ2|b|2( arctan ( z
N
)
2
+
1
4
ln(1 +
z2
N2
)2
)] 12
(2.89)
We can also find the evolution of the radiation power by solving the following integrals.
The first corresponds to the evolution of the ”superradiant” term:
∫
dφ
∫
rdrE˜g(r, z)E˜g
∗
(r, z):
2pi
k
∫ z
0
dz′
z − z′ − iN
∫ z
0
dz′′
z − z′′ + iN
∫ ∞
0
drˆrˆ exp
[
irˆ2
2(z − z′ − iN) −
irˆ2
2(z − z′′ + iN)
]
=
2pi
k
i
∫ z
0
dz′
∫ z
0
dz′′
1
z′ − z′′ + 2iN =
4pi
k
(
z arctan
[
z
2N
]
+N ln
[
4
4 + z2/N2
])
(2.90)
The second corresponds to the cross term
∫
dφ
∫
rdrE˜g(r, z)E˜s
∗
(r, z)
− i2pi
k
∫ z
0
dz′
z − z′ − iN
∫ ∞
0
drˆrˆ exp
[
irˆ2
2(z − z′ − iN) +
irˆ2
2q∗
]
= −i2pi
k
q∗
∫ z
0
dz′
2z − z0 − z′ − i(N + zR)
=
2pi
k
q∗
[
arctan
(
2z − z0
N + zR
)
− i
2
ln
(
1 +
(2z − z0)2
(N + zR)2
)
− arctan
(
z − z0
N + zR
)
+
i
2
ln
(
1 +
(z − z0)2
(N + zR)2
)]
(2.91)
The radiation power is then given by the following expression:
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P (z) =
E0
2piw0
2
Z0
+
8piχE0zR
kZ0
(
−<[b][ ln(1 + (2z − z0)2
(N + zR)2
)− ln(1 + (z − z0)
2
(N + zR)2
)
]
−=[b][ arctan (2z − z0
N + zR
)− arctan ( z − z0
N + zR
)
])
+
8piχ2|b|2
kZ0
(
z arctan (
z
2N
) +N ln(
4
4 + z2/N2
)
)
(2.92)
Equation 2.92 gives the evolution of the radiation power due to the presence of a coher-
ently bunched beam copropagating in an undulator. All of the tapered undulator dynamics
are hidden in the assumption that the bunching remains constant, and in many ways the
maintenance of coherence is the main goal of tapering.
It is also important to note here that in the TESSA regime, θr > 0, the imaginary part of
the bunching factor is negative and the cross term will contribute to the radiation growth. In
the IFEL regime, θr < 0 the imaginary part of the bunching factor is positive and the cross
term will represent the power lost to beam loading. In an IFEL the seed power is typically
larger than the beam power and this cross term will dominate the evolution of the radiation
power.
To gain a bit more understanding of equation 2.89 and 2.92 we can take the no diffraction
limit, N, zR >> z and consider z0 = 0. In this case the power is given by a linearly
growing cross term, dominated by the imaginary part of the bunching factor and a quadratic
superradiant term:
P (z) =
E0
2piw0
2
Z0
−=[b]8piχE0zR
kZ0
z
(N + zR)
+
2piχ2|b|2N
kZ0
z2
N2
(2.93)
The on axis field grows approximately linearly:
ET (0, z) =
[
E0
2 −=[b]2
√
2χEs
z
N
+ 2χ2|b|2 z
2
N2
] 1
2
≈ E0 −=[b]
√
2χ
z
N
(2.94)
We can arrive at a similar result to equation 2.93 and equation 2.94 making a simple
conservation of energy argument. Making the constant K
γr
and constant fT approximations
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and assuming the electron beam and radiation have approximately the same spot size, σe,
we equivocate the change in radiation power with the change in beam power and calculate
the field:
d
dz
Prad = − d
dz
Pbeam =
4piσe
2
Z0
E
dE
dz
=
fT I0mc
2
e
dγr
dz
= fT I0
K0
γr0
sin (θr)E
dE
dz
=
Z0
4piσe2
fT I0
K0
γr0
sin (θr)→ E(z) = E0 + Z0I0
4piσe2
K0
γr0
fT sin (θr)z
P (z) =
2piσe
2E0
2
Z0
+ I0E0
K0
γr0
fT sin (θr)z +
Z0
8piσe2
[
I0
K0
γr0
fT sin (θr)
]2
z2
(2.95)
This is identical to equation 2.93 and 2.94 making the assumptions, zR = N and assuming
the beam is well bunched, =[b] = |b| ≈ fT sin (θr):
E(0, z) = E0 +
Z0I0
4piσe2
K0
γr0
fT sin (θr)z
P (z) =
2piσe
2E0
2
Z0
+ I0E0
K0
γr0
fT sin (θr)z +
Z0
8piσe2
[
I0
K0
γr0
fT sin (θr)
]2
z2
(2.96)
2.5 Pre-bunching
As was shown in the previous two sections the efficiency of strongly tapered undulator
interactions depends strongly on the fraction of particles trapped in the ponderomotive
potential. Considering a beam with a uniform phase distribution, the fraction of particles
injected into a ponderomotive bucket will be given by the bucket width divided by 2pi. By
tailoring the initial longitudinal phase space the trapping fraction can be greatly increased.
This can be achieved by producing micro-bunching in the electron beam, periodic in
the laser wavelength. Using a short un-tapered undulator, a small signal FEL interaction
produces a sinusoidal energy modulation on the electron beam, as described by equation 2.28.
This energy modulation can then be converted into density modulation using a dispersive
element such as a magnetic chicane, figure 2.7. This is referred to as modulator-chicane
pre-bunching.
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Figure 2.7: Cartoon detailing the method of modulator chicane pre-buncher, showing differ-
ent orbits through the chicane for a particle with some central energy (green), low energy
(blue) and high energy (red).
2.5.1 Modulator chicane pre-bunching: single buncher
In order to describe the phase space modulation it is convenient to consider the scaled
variable, p = δγ
σγ
and the ponderomotive phase θ. Following [82], the energy modulation and
chicane dispersion are described by the parameters A and B respectively:
A =
∆γ
σγ
∆γ =
kKlKJJ [K]Lu
2γr
JJ [K] = J0(
K2
4 + 2K2
)− J1( K
2
4 + 2K2
)
B =
R56kσγ
γr
R56 = 2α
2(Ldft +
2
3
Lmag) α = arcsin(
e2LmagBo
γrmc
)
(2.97)
We can write the transformation of the phase space variables after the modulator (θ, p)→
(θ′, p′) (I) and after the chicane (θ′, p′)→ (θ′′, p′′) (II):
I : p′ = p+ A sin(θ) θ′ = θ
II : p′′ = p′ = p+ A sin(θ) θ′′ = θ′ +Bp′ = θ +B(p+ A sin(θ))
(2.98)
In order to quantify the enhancement of the bunching factor we consider the transforma-
tion of the distribution function f0(p, θ), describing a beam uniform in phase with gaussian
energy spread:
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Figure 2.8: The optimal scaling, s, of the dispersion parameter, B, relative to the modulation
amplitude, A (right) and the corresponding maximal value of the bunching factor.
f0(p, θ) =
N0√
2pi
e−p
2/2 N(θ) =
N0√
2pi
∫ ∞
−∞
e−p
2/2 (2.99)
We can calculate the bunching factor for arbitrary harmonic, n, as the ensemble average
of exp [−inθ′′], noting that ∫ dp′′dθ′′g[θ′′]f1[p′′, θ′′] = ∫ dpdθg[θ′′(θ, p)]f0(p, θ):
bn =
1
2piN0
∫ ∞
−∞
dp
∫ 2pi
0
dθe−inθ
′′(p,θ)f0(p, θ) =
1
(2pi)3/2
∫ ∞
−∞
dpe−p
2/2
∫ 2pi
0
dθe−in[θ+B(p+A sin(θ)]
(2.100)
This integral can be carried out making use of the Jacobi-Anger expansion and the
identity
∫ 2pi
0
exp (i(m− n)θ) = δmn:
bn =
1
(2pi)3/2
∫ ∞
−∞
dpe−p
2/2−inBp
∫ 2pi
0
dθe−inθe−inBA sin(θ)
=
1
(2pi)3/2
∫ ∞
−∞
dpe−p
2/2−inBp
∫ 2pi
0
dθe−inθ
∞∑
m=−∞
Jm(nBA)e
imθ
=
1
(2pi)3/2
∫ ∞
−∞
dpe−
1
2
(p+inB)2e−
n2B2
2
∫ 2pi
0
dθJn(nBA)
= e−
n2B2
2 Jn(nBA)
(2.101)
This expression for the bunching factor magnitude can be optimized for a given mod-
ulation amplitude, noting that the change in the phase of the modulation peak after the
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chicane is given by, ∆θ = AB. With this in mind we optimize B = pi/(sA), where s is
some number we can intuit is close to 2, corresponding to ∆θ = pi/2. The optimal B and
corresponding bunching factor are shown in figure 2.8. The non-linearity introduced by the
sinusoidal energy modulation limits the bunching factor to ∼ 0.6, with particles initially near
the linear region, −pi/2 < θ < pi/2 contributing to the bunching.
2.5.2 Cascaded modulator chicane pre-bunching: double buncher
The magnitude of the bunching factor can be increased significantly by including an ad-
ditional upstream modulator chicane module, in a scheme we will refer to as cascaded
modulator-chicane pre-bunching, or less formally, the double buncher. This additional
modulator-chicane is used to impart a small energy modulation that is sheared by the
chicane such that a large fraction of the particles lie in the aforementioned linear region,
−pi/2 < θ < pi/2. This phase space is injected into the subsequent buncher where a larger
modulation is imparted, wrapping a the now large fraction of particles in the linear regime
into an approximately linearly chirped energy distribution. The final chicane again converts
this energy modulation to density modulation, figure 2.9. The parameters of this cascaded
modulator chicane pre-buncher can be summarized qualitatively relative to each other as a
small modulation, A1, followed by a large dispersion, B1, followed by a large modulation A2,
followed by a small dispersion B2.
We can study the resulant bunching factor following the method introduced in the pre-
vious section. We first write the phase space evolution after each element in terms of A1 (I),
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Figure 2.9: An example of the phase space manipulation imparted by each element in the
double buncher scheme with modulation amplitudes A1 = 5 and A2 = 20, showing the
injection of this phase space into an IFEL ponderomotive bucket (θr = pi/4), with ∼ 97% of
the particles injected.
B1 (II), A2 (III) and B2 (IV):
I : p′ = p+ A1 sin(θ) θ′ = θ
II : p′′ = p′ = p+ A1 sin(θ) θ′′ = θ′ +B1p′ = θ +B1(p+ A1 sin(θ))
III : p′′′ = p′′ + A2 sin(θ′′) = p+ A1 sin(θ) + A2 sin[θ +B1(p+ A1 sin(θ))] θ′′′ = θ′′
IV : p′′′′ = p′′′
θ′′′′ = θ′′′ +B2p′′′
= θ +B1
(
p+ A1 sin(θ)
)
+B2
(
p+ A1 sin(θ) + A2 sin[θ +B1(p+ A1 sin(θ))]
)
(2.102)
We again write the bunching factor as the ensemble average:
b =
1
2piN0
∫ ∞
−∞
dp
∫ 2pi
0
dθe−iθ
′′′′(p,θ)f0(p, θ)
=
1
(2pi)3/2
∫ ∞
−∞
dpe−p
2/2
∫ 2pi
0
dθ×
exp
[
− i(θ + (B1 +B2)p+ (B1 +B2)A1 sin(θ) +B2A2 sin[θ +B1(p+ A1 sin(θ))])]
(2.103)
Somewhat surprisingly this integral can be solved. Again making use of the Jacobi-Anger
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expansion, we first write the integrand in terms of Bessel functions, first dealing with the
B2A2 term:
exp
[
− iB2A2 sin[θ +B1(p+ A1 sin(θ))]
)]
=
∞∑
n=−∞
Jn(B2A2)e
inθeinB1peinB1A1 sin(θ) (2.104)
We then group and expand terms with sin (θ) in the exponential, and rewrite the inte-
grand in terms of two sums over Bessel functions, ignoring the gaussian part for now:
∞∑
n=−∞
Jn(B2A2)e
−i(1−n)θe−i(B1(1−n)+B2)pe−i(B1(1−n)+B2)A1 sin(θ)
e−i(B1(1−n)+B2)A1 sin(θ) =
∞∑
m=−∞
Jm[B2A1 −B1A1(1− n)]eimθ
∞∑
n=−∞
∞∑
m=−∞
e−i(1−n−m)θe−i(B1(1−n)+B2)pJm[B2A1 −B1A1(1− n)]Jn[B2A2]
(2.105)
Again making use of the identity
∫ 2pi
0
exp (−i(1−m− n)θ) = δm,1−n gives m = 1−n and
using the Bessel function identity,
∑
k Jk(a)Js−k(b) = Js(a+ b) we can write the magnitude
of the bunching factor:
b =
∞∑
n=−∞
J1−n[B2A1 −B1A1(1− n)]Jn[B2A2] 1√
2pi
∫ ∞
−∞
dpe−p
2/2−i(B1(1−n)+B2)p
b =
∞∑
n=−∞
J1−n[B2A1 −B1A1(1− n)]Jn[B2A2]e− 12 [B1(1−n)+B2]2
(2.106)
This sum can be carried out to low order, allowing us to find optimal parameters to
maximize the bunching factor and/or the fraction trapped. Figure 2.10 shows the maximal
bunching factor and corrseponding parameters for a given amplitude of the 2nd modulation.
2.5.3 Single buncher vs. double buncher
In practice, the double buncher scheme is more complicated than the single buncher. There-
fore, it is useful to compare the performance of both options.
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Figure 2.10: The double buncher parameters, A1, B1 and B2 that optimize the bunching
factor as a function of the final energy modulation, A2. Fit functions are included.
In the context of tapered undulator interactions, only particles trapped in the pon-
deromotive potential will contribute to the interaction, with any effect associated with de-
trapped particles averaging to zero. With this in mind it is useful to consider the bunching
factor associated only with the trapped particles, summing over particles in the bucket,
btrap =
1
fTN
∑
e−iθj .
This expression couples both the coherence factor of the particles with the fraction of
particles injected into the ponderomotive potential. Although they offer a good starting
point, in general, the modulation amplitudes and dispersions that optimize the bunching
factor do not optimize the fraction trapped. This is especially the case at |θr| >> 0, where
the reduced bucket width calls for a significantly reduced phase spread in the injected lon-
gitudinal phase space. Furthermore, for a given seed power the initial bucket height will
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change dramatically with the choice of resonant phase, setting a limit on the modulation
amplitude. The scaled bucket amplitude can be written as:
Ab(θr) =
1
σγ
√
2kKlK
kw
√
cos (θr) + (θr − sgn(θr)pi
2
) sin (θr)
= Ab0
√
cos (θr) + (θr − sgn(θr)pi
2
) sin (θr)
(2.107)
Here Ab0 gives the scaled bucket height at θr = 0. Figure 2.5.3, shows the double buncher
modulation and dispersion parameters maximizing the fraction trapped, varying the bucket
height considering a resonant phase |θr| = pi4 . It is useful to consider the trend of the ratio
of the two modulations, A2
A1
and the ratio of the bucket height and second modulation, Ab
A2
.
We can also consider the phase rotation of the modulation peaks, ∆θj = AjBj, converging
to ∆θ1 = pi/1.25 and ∆θ2 = pi/2 for large Ab. The optimal A2 andB2 for the double buncher
will be close to optimal for the single buncher as well.
Figure 2.11: Top: Modulation amplitudes (left) and dispersions (right) versus bucket height
for the double buncher scheme maximizing the fraction trapped, for the case of |θr| = pi/4.
Bottom: (left) The modulation ratios and the inverse of the phase rotations scaled by pi versus
bucket height. (right) The fraction trapped corresponding to these optimal parameters for
the double buncher (blue) and single buncher (red)
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Figure 2.12a, shows the maximal bunching factor for trapped particles vs bucket height
and θr for both the single buncher and double buncher, keeping the bucket height constant
while changing θr. This singles out the effect of the changing bucket width on the optimal
bunching. It is perhaps more useful when considering practical applications, to consider Ab0
to be constant allowing the bucket height to change with θr, presuming that Kl(0), K(0)
and kw(0) are all set. This allows one to consider the tradeoff between the fraction trapped
and the magnitude of the ponderomotive gradient. Figure 2.12b, shows the fraction trapped
vs Ab0 vs θr for no bunching, single buncher and double buncher from a simple 1-D model.
Figure 2.12: Top: Maximal bunching factor considering only particles trapped in a pon-
deromotive bucket with resonant phase θr and scaled bucket amplitude Ab for single buncher
(left) and double buncher (right), where Ab(θr) is kept constant along the θr axis. The dashed
lines show the change in bucket height vs resonant phase considering, Ab0 = 10, 20, 40, 60,
80 and 100. Bottom: Approximate maximal fraction trapped as a function of the Ab0 and
the resonant phase θr allowing Ab(θr) to change along the θr axis for no pre-bunching (left),
single buncher(center) and doouble buncher (right). The dashed lines show the resonant
phase maximizing the low gain efficiency, fT sin (θr).
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Figure 2.13: The position of particles (red) in the ponderomotive potential (blue) considering
single buncher (left) and double buncher (center). (Right) The associated energy distribution
for the single buncher (red) and double buncher (blue) with a final modulation amplitude of
10.
From these plots we see that the double buncher is capable of demonstrating an increase
in the bunching factor and fraction trapped, and is capable of doing so at larger resonant
phase and smaller bucket height.
Additionally, the double buncher offers a less tangible advantage over the single buncher.
Considering the energy distributions associated with the two schemes, in the double buncher
case a significant fraction of particles will be within the amplitude of the first modulation.
These particles will be injected near the core of the bucket, corresponding to the bottom
of the ponderomotive potential well, and will be less subject to sources of detrapping. The
increased number of these ”deeply trapped” particles in the double buncher vs single buncher
will increase the stability of the tapered undulator interaction, figure 2.13.
Up to this point we have considered an ideal initial beam distribution. However the double
buncher performance will degrade significantly for an the electron beam with a correlated
energy chirp. Qualitatively, the large dispersion introduced by the first chicane will compress
or stretch the beam depending on the sign of the chirp. This will decrease or increase the
spacing of the periodic energy modulation introduced in the first modulator. With the
modulations along the beam no longer periodic in the laser wavelength, injecting this phase
space into the 2nd modulator will result in significant phase spread. This effect is significantly
less apparent in the single buncher. Figure 2.5.3, shows an example of this effect, considering
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a modulation amplitude of 20 and θr = −pi4 , defining the chirp by the difference in energy
from the head to tail of the beam in units of σγ (∆p). Comparing the two schemes for
varying chirps and bucket heights (at θr = −pi4 ), we find that the fraction trapped with the
single buncher will overcome the double buncher for chirps above ∆p = 18.
Figure 2.14: Left: The double buncher phase space (modulo 2pi) associated with A2 = 20
and Ab(−pi4 ) = 40 from a simple 1-D model for no chirp (top) and ∆p = 20 (middle). The
initial phase space corresponding to a chirp of ∆p = 20 is shown (bottom). Right: The
fraction trapped with the double buncher varying the chirp and bucket height considering
θr = −pi4 (top). The difference in fraction trapped for double buncher and single buncher
(fTD.B. − fTS.B.) varying the chirp and bucket height, with the white region defining where
the single buncher outperforms the double buncher (bottom).
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2.6 Tapering design
Here we give a description of various methods for designing an optimal undulator tapering
profile, maximizing the interaction efficiency. We begin by considering the low gain regime,
where the radiation gain or absorption from beam loading is small compared to the seed
field.
2.6.1 Low gain tapering
As previously described, the undulator tapering is set by matching the change in the FEL
resonance condition to the ponderomotive gradient, varying K, kw, and/or θr. The efficiency
is given by the change in beam power for a given undulator length, and will be determined
by the fraction of trapped charge and the change in the resonant energy. There are three
parameters that can be varied and, at the moment, one equation. However, we can find
several ways to constrain the undulator tapering. In the low gain regime, the evolution of
the seed field is dominated by the diffraction associated with gaussian beams, however for
the sake of initial simple arguments we can assume the field to be approximately constant.
Considering the constant K
γr
approximation, and considering the resonant phase to be con-
stant we can write the change in beam power, assuming the initial fraction trapped fT is
maintained throughout the interaction.
mc2fT I0
e
dγr
dz
= −mc
2fT I0
e
kKl
K0
γr0
sin (θr)
∆Pbeam =
mc2fT I0
e
∆γr = −ftI0K0
γr0
sin (θr)
∫ L
0
Es(z1)dz1 ≈ −ftI0K0
γr0
sin (θr)Esz
(2.108)
From this we see that the efficiency is proportional to fT sin (θr). There is thus a tradeoff
considering that the choice of resonant phase changes both the magnitude of the gradient
and the initial fraction trapped as the ponderomotive potential changes shape and size. The
fraction trapped with no pre-bunching will be determined by the bucket width, figure 2.5.
In this case the optimal resonant phase is given by ∼ 0.7. Pre-bunching the electron beam
will allow for a much larger fraction trapped in a much smaller region of phase space shifting
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Figure 2.15: The scaled low gain efficiency, fT sin (θr) vs. the resonant phase and Ab0 for
no pre-bunching (left), single buncher (center) and double buncher (left). The dashed lines
show the optimal resonant phase.
this optimal resonant phase. The choice of optimal resonant phase, considering either a
single buncher or double buncher scheme, will depend on the maximal fraction trapped vs
the bucket height and resonant phase as shown in figure 2.12b. Plotting the scaled efficiency,
fT sin (θr) vs θr for varying bucket heights shows the optimal choice of resonant phase when
considering no bunching, single buncher or double buncher, figure 2.15. The blue dashed
curves show the optimal θr as a function of the bucket height in all three cases.
We can also consider the effects of diffraction in the seed laser on the efficiency. The
diffraction of a transverse TEM00 mode, gaussian beam can be described by the Rayleigh
length, zR and waist position, z0. We can optimize these parameters for a given laser seed
power, Ps, as a function of the undulator length, Lu, considering zR = xLu and z0 = yLu
again making the constant K
γr
approximation:
Es(z) ∝
√
Ps
zR
1√
1 + (z − z0)2/zR2
∆γr ∝
√
1
zR
∫ Lu
0
dz1√
1 + (z1 − z0)2/zR2
=
√
zR
[
arcsinh
(
Lu − z0
zR
)
+ arcsinh
(
z0
zR
)]
sin (θr)
fT∆γr ∝
√
x
[
arcsinh
(
1− y
x
)
+ arcsinh
(
y
x
)]
fT sin (θr)
(2.109)
With no pre-bunching, the optimal fT sin (θr) is independent of the initial bucket height
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Figure 2.16: The low gain efficiency as a function of the seed laser diffraction parameters,
zR = xLu and z0 = yLu, for no pre-bunching and arbitrary seed field (left). (Center) The
low gain efficiency considering the employ of the double buncher, varying the seed diffraction
parameters and allowing the bucket heightAb(x, y) to vary based onAb(0.05, 0) = 30. (Right)
The low gain efficiency again considering the employ of the double buncher varying the waist
position and bucket height (Ab0) with zR = 0.2Lu. The bucket height Ab(0.2, y) along the
x-axis based on Ab(0.05, 0) = Ab0.
and the optimal diffraction parameters can be optimized independently of the seed power,
given by z0 ≈ Lu/2 and zR ≈ Lu/5, figure 2.16a.
When considering pre-bunching, for a given seed power, the choice of zR and z0 will also
effect the initial bucket amplitude which, as seen in figure 2.15b-c, effects the initial fraction
trapped and optimal resonant phase. With this in mind the initial bucket amplitude scales
with x and y as:
Ab(x, y) ∝
√
Es(0)→ Ab0
(
x(1 +
y2
x2
)
)− 1
4
(2.110)
To study this we can consider the seed power to be constant, defining a value for Ab0
based on some choice of Rayleigh range and waist position. In figure 2.16b, we consider
the use of the double buncher scheme with the seed power at z0 = 0 and zR = 0.05Lu
corrseponding to Ab0 = 30 such that Ab(x, y) = Ab0(
0.05
x(1+x2/y2)
)1/4. The optimal value of
fT sin (θr) for a given x and y is then determined by the point on the dashed curve shown
in figure 2.15c corresponding to Ab0 = Ab(x, y). From this plot we see that the optimal
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waist position shifts towards the undulator entrance, increasing the initial bucket height and
increasing fT sin (θr), while the optimal Rayleigh range remains near zR = 0.2Lu.
Setting the Rayleigh range at this value, we can consider the change in optimal waist
position varying the initial bucket height, Ab0. From this we see that as the initial bucket
height increases, the optimal waist position shifts back towards the undulator center. For
larger bucket height the optimal θr curve asymptotes and fT sin (θr) will not vary significantly
with the choice of x and y, figure 2.16c. The choice of pre-bunching scheme, or lack thereof,
clearly plays a significant role in the choice of initial resonant phase, Rayleigh range and
waist position.
The above discussion is meant to reduce the number of free parameters when designing a
tapering profile, providing initial estimates for the seed diffraction parameters and resonant
phase that optimize the efficiency for a given seed power. Up to this point we have relied
on both the constant fT assumption and the constant
K
γr
approximations. The tapering
dynamics will validate (or invalidate) these assumptions. To see this we can investigate
several schemes for designing a tapering profile in the low gain regime, baring in mind both
physics and engineering/manufacturing constraints.
2.6.2 Low gain tapering design
We begin by considering the simplest case. Namely tapering K by varying the undulator
gap, while keeping θr and λw constant.
2.6.2.1 I: constant period, constant θr
The K tapering can be solved easily assuming a gaussian, TEM00 transverse mode, seed
field. Ignoring the diffraction of the seed clearly this results in a simple linear change in K.
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dγr
2
dz
=
d
dz
(
k
2kw0
[1 +K(z)2]
)
= −2kKlK sin (θr)→ dK
dz
= −2kwKl(z) sin (θr)
K(z) = K0 − 2kwKl0 sin (θr)zR(arcsinh [z − z0
zR
] + arcsinh [
z0
zR
])
K(z) = K0 − 2kwKl0 sin (θr)z z − z0
zR
<< 1
(2.111)
This scheme however can result in large increases in K in the IFEL regime, resulting
in field strengths not attainable with current magnet technology. Similarly in the Nocibur
regime, the reduction of K leads to a reduction in the ponderomotive coupling resulting in
detrapping.
2.6.2.2 II: constant gap constant θr
The aforementioned problems can be solved somewhat by tapering the undulator period as
well. This allows for matching of the ponderomotive and resonant gradients while keeping
K within a reasonable range. One particularly attractive choice is to keep the undulator
gap constant. This not only ensures that the necessary undulator field will be attainable,
but also eases the physical undulator design, manufacturing, and tuning. We can write the
undulator field, and K, as a function of the full magnet gap, g, undulator period, and the
magnet length in the direction radial from the undulator axis, L, using an undulator builder’s
equation:
B(z) = 1.8Bre
−kw(z)g/2(1− e−kw(z)L)
K(z) =
|e|1.8Br
mc
e−kw(z)g/2(1− e−kw(z)L)
kw(z)
(2.112)
We can use equation 2.112 to determine the period tapering, deriving a differential equa-
tion in terms of K[kw(z)], assuming a constant resonant phase:
d
dz
[
k
2kw
(1 +K[kw]
2)
]
= −2kK[kw]Kl sin (θr)
∂kw
∂z
=
4KlKkw
2 sin (θr)
1 +K2 − 2kwK ∂K∂kw
(2.113)
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The above differential equation can be solved numerically to find kw(z), which can be
inserted into equation 2.112 to obtain K(z).
Of particular interest to the Nocibur and Double buncher experiments is the case where
the period tapering is pre-defined. In this case the differential equation of interest is given
by:
K ′ =
(1 +K2)kw
′
2kwK
− 2kwKl sin (θr) (2.114)
2.6.2.3 III: constant period constant bucket area
There is no particular reason why the resonant phase should be kept constant, and in fact
varying the resonant phase is crucial to validating the constant fT approximation. The prob-
lem of directly studying detrapping and individual particle dynamics in the ponderomotive
potential requires numerical simulations. However, the phenomena can be treated approx-
imately by finding the probability of a particle crossing the bucket separatrix [83, 84, 85].
Considering the incompressability of longitudinal phase space, the instantaneous probabil-
ity of detrapping, pr(z) can be defined by the change in the bucket area (equation 2.65),
dJ
dz
divided by the total area of phase space swept out by the bucket, 2pi dγr
dz
. We can then
calculate the total probability, Pr(z) and the corresponding fraction trapped:
pr(z) =
∂J/∂z
2pi∂γr/∂z
Pr(z) =
∫ z
0
pr[K,K ′, kw, k′w, θr, θ
′
r; z1]dz1 →
∆J
2pi∆γr
fT (z) = fT0[1 + Pr(z)]
(2.115)
Clearly the simplest way to ensure validity of the constant fT approximation is to ensure
that the bucket area remains constant throughout the interaction. This gives a condition for
the resonant phase in terms of the undulator and laser parameters:
sin (θr) = sgn(θr0)
√
KlK −
√
kwJ0√
KlK +
√
kwJ0
J0 ≡
√
Kl0K0
kw0
1− sgn(θr0) sin (θr0)
1 + sgn(θr0) sin (θr0)
(2.116)
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Inserting the above expression into equation 2.111, assuming constant undulator period
we can obtain a new differential equation for K.
dK
dz
= −sgn(θr0)2kwKl
√
KlK −
√
kwJ0√
KlK +
√
kwJ0
(2.117)
Again this can be solved numerically. However, this scheme will suffer from several of
the woes associated with scheme I.
2.6.2.4 IV: constant gap, constant bucket area
Again these issues can be solved by tapering the undulator period. We can again consider
the case where the undulator gap is kept constant, now varying the resonant phase to ensure
that the bucket area remains constant as well. Inserting equation 2.116 into equation 2.113
we obtain a differential equation determing the period tapering.
dkw
dz
= sgn(θr0)
4KlKkw
2(
√
KlK −
√
kwJ0)
(1 +K2 − 2kwK ∂K∂kw )(
√
KlK +
√
kwJ0)
(2.118)
2.6.2.5 V: constant bucket area, constant field
We can also consider the case where the undulator field is kept at a constant maximal
magnitude. We can derive a differential equation in terms of the constant field, B0:
kw(z) =
eB0
K(z)mc
K ′ = −sgn(θr0) 4KKl(
√
ecmB0K2Kl − eB0J0)
cmJ0(1 + 3K2) + 2
√
ecmB0K2Kl
(2.119)
The choice of constant gap and constant field period tapering supply a necessary con-
straint to provide a tapering solution. Further optimization could be possible, constraining
the period tapering to maximize the efficiency, allowing the fraction trapped to decrease
based on equation 2.115. However, we leave this exercise for the ambitious reader.
We can compare the five previously described schemes with initial parameters similar
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to the Nocibur high efficiency energy extraction experiment (P = 100 GW, zR = 0.3 m, z0
= 0.25 m, Lu = 0.5 m, θr(0) = pi/4), figure 2.17. A similar plot is shown for parameters
similar to the Rubicon IFEL acceleration experiment (P = 450 GW, zR = 0.3 m, z0 = 0.25
m, Lu = 0.5 m, θr(0) = -pi/4), figure 2.18. In both cases we ensure that the field and gap
are within practical values, considering the change in resonant energy and change in bucket
area as figures of merit for the interaction efficiency. Clearly from figure 2.17, the bucket
area changes significantly in schemes I and II and the constant fT assumption is invalid.
It should be noted that at higher electron beam energies the constant K
γr
approximation is
more valid. In figure 2.18, the bucket area increases in schemes I and II, waisting available
gradient.
Figure 2.17: Considering initial parameters similar to the Nocibur experiment, we show a
comparison of the various tapering schemes: I (Red), II (Green), III (Yellow), IV (Blue),
V (Blue, dashed), showing the undulator tapering parameters: γrmc
2, K, λw, θr, the man-
ufacturing parameters: B and undulator gap, and parameters pertinent to the constant fT
and constant K/γr approximations: the bucket area, J, and
(K/γr)′
(K/γr)
. Initial parameters are
chosen such that each scheme begins with field B(0)=1 T.
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Figure 2.18: Considering initial parameters similar to the Rubicon IFEL experiment, we
show a comparison of the various tapering schemes: I (Red), II (Green), III (Yellow), IV
(Blue), V (Blue, dashed), showing the undulator tapering parameters: γrmc
2, K, λw, θr, the
manufacturing parameters: B and undulator gap, and parameters pertinent to the constant
fT and constant K/γr approximations: the bucket area, J, and
(K/γr)′
(K/γr)
. Initial parameters
are chosen such that each scheme ends with field B(Lu)=1 T.
2.6.3 High gain tapering design
In the high gain regime of strongly tapered undulator interactions, the field evolution either
from absorption or emission strongly effects the available ponderomotive gradient and in turn
the choice in tapering. In general the study of high gain, high efficiency interactions requires
numerical simulations and optimization. However we can make use of several approximations
to gain a basic understanding.
Firstly, recalling from equation 2.95, an approximate expression for the evolution of the
radiation power can be obtained simply from conservation of energy, invoking the constant
bunching factor/fraction trapped, constant K
γr
, and constant resonant phase approximations.
This also assumes the seed laser and electron beam have the same spot size, and the effects
of diffraction can be ignored. Thus, this approximation is only accurate for the case of
zR, kσe
2 >> Lu, however it can supply useful information about the optimal initial resonant
phase. We can derive an expression similar to equation 2.111 proportional to the change in
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radiation power in terms of parameters η0 =
kZ0I0K0
8piE0γr0
and ζ = Lu
N
, the fraction trapped, and
the resonant phase:
∆P ∝ fT sin (θr)ζ + η0fT 2 sin2 (θr)ζ2 (2.120)
Considering the coupling between the fraction trapped and the resonant phase, as shown
in figure 2.12, we can find an optimal resonant phase as a function of the bucket height at
θr = 0, Ab0, with and without pre-bunching, figure 2.19a.
As stated in section 2.4, in most cases diffraction will limit the efficiency of high gain
strongly tapered undulator interactions. With this in mind, we can design a tapering based
on the evolution of the on axis field due to both gain and diffraction as described by equation
2.89. This allows us to derive an expression for the ponderomotive gradient which can be
used to maximize the change in beam power, continuing with the constant K
γ
approximation:
dγr
dz
≈ e
mc2
K0
γr0
sin (θr)
[
E0
2zR
2
q∗q
+
2
√
2χE0zR
2
q∗q
(
<[b][ z
zR
arctan (
z
N
) +
1
2
ln (1 +
z2
N2
)
]
−=[b][ arctan ( z
N
)− z
2zR
ln (1 +
z2
N2
)
])
+ 2χ2|b|2( arctan ( z
N
)
2
+
1
4
ln(1 +
z2
N2
)2
)] 12
∆P (z) ∝ fT
∫ z
0
dγr
dz
dz1
(2.121)
As an example, figure 2.19 shows the optimal Rayleigh range and waist position of the
seed laser, considering parameters associated with the Tessa 266 experiment, 2.3. The in-
troduction of pre-bunching clearly calls for the largest initial bucket height possible setting
the waist position at the undulator entrance and zR = N . Considering that the radiation
gain will quickly dominate the seed in the high gain regime, it should not come as a surprise
that a short Rayleigh range is optimal. However, this analysis does not consider the off
axis particle’s interaction with off axis fields and the associated reduction of gradient and
trapping. This will be discussed briefly in the next section.
In the case of an IFEL we can ignore the term associated with coherent undulator radi-
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Figure 2.19: Top: (Right) The optimal resonant phase versus the scaled bucket height at
θr = 0 with no pre-bunching (blue), single buncher (red) and double buncher (yellow).
The scaled efficiency for TESSA 266 versus the seed diffraction parameters, zR = xLu and
z0 = yLu, considering a constant seed power P= 1 GW with no pre-bunching (center) and
single buncher (right). The latter considers the optimal fraction trapped and resonant phase
(figure 2.12) as the initial bucket height changes with x and y.
ation as the radiation power typically far exceeds the beam power, focusing on the effect of
beam loading on the on-axis field:
dγr
dz
≈ e
mc2
K0
γr0
sin (θr)
[
E0
2zR
2
q∗q
+
2
√
2χE0zR
2
q∗q
(
<[b][ z
zR
arctan (
z
N
) +
1
2
ln (1 +
z2
N2
)
]
−=[b][ arctan ( z
N
)− z
2zR
ln (1 +
z2
N2
)
])] 12
(2.122)
In terms of deriving a tapering profile we will consider only K tapering, as the analysis
in section 2.4 relied on both the constant K
γr
and constant resonant phase approximations.
With this in mind we can derive a differential equation for K that can be solved numerically:
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dK
dz
=
2ekw0
kmc2
sin (θr)
[
E0
2zR
2
q∗q
+
2
√
2χE0zR
2
q∗q
|b|
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cos (θr)
[ z
zR
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N
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1
2
ln (1 +
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N2
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]
+ sin (θr)
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z
N
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2zR
ln (1 +
z2
N2
)
])
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N
)
2
+
1
4
ln(1 +
z2
N2
)2
)] 12
(2.123)
With the initial bunching factor and resonant phase as free parameters we can find a K
tapering that maximizes the efficiency. Considering parameters associated with the TESSA
266 experiment, table 2.3, we can find a tapering profile and simulate the interaction in
time independent Genesis, comparing the evolution of the radiation power with numerical
optimization and equation 2.92, figure 2.20.
Table 2.3: TESSA 266 simulation parameters
Parameter Value
Initial electron beam energy 375 MeV
Initial beam energy spread (∆E
E
) 0.001, 0.0001
electron beam emittance (x,y) 2 mm-mrad
electron beam spot size (σx,y) 49µm
N (kσ2) 0.057
electron beam current 1000A
Laser wavelength 266 nm
Rayleigh range 1.4 m
Laser waist position 0.0 m
Laser Power 1 GW
Undulator period 3.2 cm
Number of periods 125
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Figure 2.20: Time independent Genesis simulations considering paramaters relevant to the
TESSA 266 experiment considering σγ
γr
= 0.0001 with double buncher (Left) and single
buncher (center) and σγ
γr
= 0.001 with single buncher. The initial and final phase spaces are
shown (top) as well as comparison between the theoretical radiation power and bunching
factor (blue dotted) radiation power from tapering based on equation 2.92 and corresponding
bunching factor from simulations (yellow) radiation power from tapering based on GITS
optimization (Joe’s thesis) and corresponding bunching factor from simulations (red).
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2.6.3.1 Limits to the efficiency: time dependent and additional 3-D effects
Up to this point we have relied heavily on the constant bunching/fraction trapped approx-
imation, considering only the on axis field. However, the electron beam and seed laser
typically have non-trivial transverse and temporal distributions that will effect the dynamics
in longitudinal phase space. We can describe these effects simply by considering a ”design”
value of the laser vector potential and resonant phase that were used when deriving some
hypothetical tapering profile, Kld and θrd. For a field differing from the design value, the
resonant gradient defined by the undulator tapering will match the ponderomotive gradient
at a resonant phase differing from the design value:
Kld sin [θrd] = Kl( ~r⊥, t) sin [θr( ~r⊥, t)]→ θr( ~r⊥, t) = arcsin
[
Kld
Kl( ~r⊥, t)
sin [θrd]
]
(2.124)
This can lead to several detrimental effects. Firstly, the intial trapping can vary across
the beam according to the changes in bucket shape and size associated with the transvers
and temporal distribution of the seed field. Thus, as previously hinted at, it is important
for the seed field to be approximately uniform about the beam distribution, i.e. zr > N
and σts > σte. Secondly, in the high gain regime the radiation produced by the beam will
have a transverse distribution comparable to the electron beam transverse distribution and
thus off axis particles will certainly interact with a field differing from the on axis peak field.
Relaxing the design resonant phase can mitigate these effects.
Lastly, up until now we have ignored the slippage of the generated radiation, recalling
from equation 2.14 that the FEL resonance condition implies that the radiation will slip
ahead one radiation wavelength every undulator period. In the high gain regime, considering
a realistic temporal current distribution, radiation generated by the tail of the beam will
supply significantly less field to drive the interaction as it slips ahead. We can study these
time dependent effects approximately, assuming we have chosen a tapering that maintains
the bunching throughout the beam distribution. First, we return to the wave equation,
expressing the time derivative in terms of the bunch coordinate, s, describing a stationary
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current distribution and a radiation a pulse slipping ahead one radiation wavelength every
undulator period:
(∇2⊥ + 2i
ω
c
[
∂
∂z
+
1
c
∂
∂t
]
)E˜ = −i |e|Kω
0cγr
n( ~r⊥, z − vzt)b
(∇2⊥ + 2i
ω
c
[
∂
∂z
− 1
c
(
1
βz
− 1) ∂
∂s
]
)E˜ = −i |e|Kω
0cγr
n( ~r⊥, s)b s ≡ t− z
vz
(2.125)
Ignoring diffractive effects we can solve for the field evolution via fourier transform:
[
∂
∂z
− 1
c
(
1
βz
− 1) ∂
∂s
]
E˜ = − |e|Kω
2k0cγr
n( ~r⊥, s)b[
∂
∂z
− iωS
]
E˜ = − Kb
4piσ20cγr
I˜0(ω) S ≡ λw
cλ
E˜(z, ω) = E˜0e−iωSz + Kb
4piσ20cγrS
I˜0(ω)(1− e−iωSz)
iω
E˜(z, s) = E˜(0, s− Sz) + Kb
4piσ20cγrS
∫
dω
I˜0(ω)(1− e−iωSz)e−iωs
iω
E˜(z, s) = E˜(0, s− Sz) + Kb
4piσ20cγrS
∫ s
s−Sz
ds1I0(s1)
(2.126)
This expression gives a zeroth order description of the effects of slippage on the temporal
distribution of the radiation. The assumption of constant bunching factor can potentially
be valid if the tapering profile is designed for conservative values of Kld, θrd.
The spectral evolution of the radiation will effect the efficiency as well. From our half
hearted attempt at describing the particle motion in longitudinal phase space, equation 2.71,
we find that particle’s will oscillate about the resonant particle at a continuum of frequencies
centered about the synchrotron frequency. These oscillations will produce sideband radiation
at a shifted frequency corresponding to a blue shift of the synchrotron frequency, ω + / −
ck
kw
Ωs(θ0)/c. Over a long interaction length this side band radiation can drive further side
band growth in an FEL like feedback process. This is known as the sideband instability, and
can strongly limit the achievable gain, [86].
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CHAPTER 3
Strongly tapered undulator interactions: Experiments
at ATF
The Rubicon IFEL experiment was born from a collaboration between UCLA and Brookhaven
National Laboratory’s Accelerator Test Facility (ATF). The underlying goal of the experi-
ment was to combine the high gradient IFEL acceleration achieved at UCLA with the staged
IFEL, high trapping fraction achieved at ATF, validating the IFEL as a feasible advanced
accelerator capable of producing high quality electron beams at gradients beyond those
achievable with typical RF linear accelerators. The availability of both a high brightness,
highly relativistic electron beam and a terawatt-class, mid-IR CO2 laser made ATF an ideal
candidate for the experiment.
The first Rubicon IFEL experiments demonstrated a >100 MeV/m acceleration gradi-
ent and >50 MeV energy gain. Perhaps more importantly, reducing the gradient to 80
MeV/m, these experiments demonstrated acceleration of ∼30% of a 52 MeV beam, produc-
ing mono-energetic 93 MeV beams [71]. Although measurements of the transverse beam
quality of these accelerated beams showed some growth of the normalized emittance from
1.3 mm-mrad to 3 mm-mrad, simulations showed that the normalized emittance could be
conserved if the incoming electron beam’s beta function were properly matched to that of
the IFEL. A detailed description of the design, execution and results of the first Rubicon
IFEL experiments is given in [79].
The success of this experiment led to a string of experiments at ATF centered around
the Rubicon undulator and strongly tapered undulator interactions. This began with the
addition of a compact modulator-chicane pre-buncher with the aims to increase the fraction
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trapped of the Rubicon IFEL. The first pre-bunched Rubicon experiments demonstrated an
increase in the fraction trapped up to 60%, and also showed conservation of the normalized
emittance. During these experiments a retro-reflective foil was also inserted in an attempt
to utilize the accelerated beam for X-Ray production via Inverse Compton Scattering (ICS).
However, the X-Ray signal was dominated by bremstrahlung radiation generated by the
electron’s hitting the foil.
The Nocibur experiment followed, motivated by a broad interest in undulator tapering
as a means to dramatically increase the electro-optical efficiency of the FEL mechanism and
theoretical work being carried out at UCLA on the TESSA mechanism. By reversing and re-
tuning the tapering profile of the Rubicon IFEL, the strongly tapered undulator interaction
would now serve as a decelerator. The available electron beam power and interaction length
limited the system to the low gain TESSA regime, demonstrating conversion of up to 30% of
the electron beam energy to coherent 10.3µm radiation with negligible gain of the radiation
seed power [72]. This experiment is discussed in detail in chapter 4.
Following the conclusion of the Nocibur experiment, the Rubicon undulator was returned
to IFEL configuration and a second, more diligent, attempt was made to produce ICS X-Rays
from the accelerated beam. This experiment replaced the retro-reflective foil with a short
focal length conical mirror and split the laser pulse into a trailing pulse that would drive
IFEL acceleration and a leading pulse that would back reflect onto the accelerated electrons,
producing ICS X-rays. The reduction in laser intensity from this pulse splitting required a
reduction in the IFEL gradient to 60 MeV/m, resulting in 15 keV X-rays produced by an 82
MeV beam. A detailed description of the RubiconICS experiment is given in [87].
During the RubiconICS experiment, design and construction of a second modulator chi-
cane pre-buncher began with the goal of reducing the IFEL injection losses to 0 by employing
the cascaded-modulator-chicane pre-bunching technique. Although in many ways, enhancing
the TESSA mechanism remained a motivating factor for the demonstration and implementa-
tion of cascaded-modulator-chicane pre-bunching, the Rubicon undulator was kept in IFEL
configuration to avoid the complexity of re-tuning. After constructing and installing the
additional buncher, the double buncher experiment demonstrated 96% acceleration past the
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initial bucket height, accelerating up to 78% of the initial beam charge to 82 MeV [73]. This
experiment is discussed in detail in chapter 5.
Most recently, the re-circulated Rubicon experiment has attempted to demonstrate high
duty cycle IFEL operation. A laser pulse train passing through the IFEL is produced by
modifying the laser transport such that an initial starter pulse is injected into a 20 MHz
laser cavity, with losses offset by a local amplifier. An electron beam bunch train is produced
injecting a laser pulse train onto the cathode. This allows multiple electron beam bunches
separtated by 49 ns to experinece IFEL interaction.
Each of these subsequent experiments has benefited and evolved from the components and
experimental procedures developed for the initial Rubicon IFEL experiment. Thus, there is
a notable amount of overlap when discussing the design and execution of these experiments.
With this in mind, we present here an overview of the experimental components, techniques,
and procedures pertaining to both the Nocibur and double buncher experiments. In the
interest of fluidity, measurements and experimental details specific to the Nocibur experiment
are shown here, reserving the double buncher counterparts for chapter 5. It is the intention of
this chapter to provide a guideline for the possible continuation of experimental work with
the Rubicon undulator, as well as the development of future strongly tapered undulator
experiments of this ilk.
We will begin by discussing the Rubicon undulator and the methods used to determine
and model the tapering profile. This is followed by a brief discussion of the mechanical
construction and methods for tuning the undulator field and trajectory. The laser system
and diagnostics, beamline layout and laser transport are discussed, followed by discussion
of the methods for achieving fine timing overlap between the laser and electron beam. The
chapter ends with discussion of the mechanical design and utilization of the first pre-buncher,
and the results of the first pre-bunched Rubicon experiment.
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3.1 The Rubicon undulator: initial design considerations
The Rubicon undulator is the first of its kind; a permanent magnet helical undulator, strongly
tapered in both period and gap. The helical field profile is produced by two planar halbach
undulators oriented orthogonally and shifted in phase by pi/2, [12]. Each planar period
is separated into 4 magnet blocks each with magnetization rotating by pi/2, and 4 magnet
blocks mirrored across the undulator axis as prescribed by Halbach. We will refer to magnets
with magnetization perpendicular to the undulator axis as up/down magnets and those with
magnetization parallel to the undulator axis as in/out magnets. For ease of manufacturing,
tunability and installation, the undulator is kept outside of vacuum, with vacuum through
the undulator established in a thin pipe placed in the magnet gap, figure 3.1.
The choice of a permanent magnet design offered several advantages. The on axis mag-
netic field can reach strengths of 1 T for a reasonable gap and this field strength is both
stable and tunable. It is also a cost effective option given the current availability of rare
earth metals combined with the lack of need for external power or cooling.
Neodymium-iron-boron (Nd2Fe14B) was chosen as the permanent magnetic material for
several reasons. Namely, compared to other available materials it has a high remnant field
(1.22 T), it is less brittle making machining of the magnet blocks easier, it is more abundant
reducing the cost, and it has high coercivity (2000 kA/m).
Other initial design considerations effected the overall undulator design. The initial
energy of 50 MeV was chosen as a stable, low electron beam emittance operation point
of the ATF linac. In order to compete with X-band RF accelerating structures the initial
gradient was designed to be 120 MeV/m. Given the radiation shielding limit in the ATF
experimental hall (120 MeV) and available space in the ATF beamline, the undulator length
(Lu) was constrained to be approximately 0.5 m.
As shown in section 2.6.1, in the low gain regime, the optimal acceleration is achieved for
a laser with Rayleigh range zR = Lu/5 and a waist position half way through the undulator.
These conditions set a limit on the magnet gap at the entrance and exit of the undulator
where the laser spot size is largest. To avoid clipping the inner diameter of the vacuum pipe
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was limited to 13 mm.
Given the 14 mm outer diameter of the vacuum pipe, the initial tapering design con-
sidered a constant gap of 15 mm following equations 2.112 and 2.113, allowing for 500 µm
adjustability on either side. The period tapering was then set based on the desired acceler-
ating gradient considering a conservative estimate for the seed laser power of 450 GW. This
period was then discretized into 11 periods setting the total undulator length to 0.54 m.
This period tapering is permanent and future adjustments of the undulator tapering require
adjustment of the magnet gaps. These initial design choices are discussed in greater detail
in [79].
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Figure 3.1: (Top) Solidworks model of the Rubicon undulator with the top row of magnets
removed to show the magnet arrays. (center) Radia model of the Rubicon undulator magnets
with 1 period shown, color coded for magnetization directions. (Bottom) Photo of the
Rubicon undulator.
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3.2 The Rubicon undulator: tapering design
The first step in any strongly tapered undulator experiment is to design and simulate the
performance of the undulator taper. A more detailed discussion of the design parameters
and initial simulations for the Nocibur and Double Buncher experiments is given in Chapter
4 and 5 respectively. Here we present a brief overview of the steps taken to establish a
working taper and undulator tune. As an example we will examine the initial parameters
considered in the design of the Nocibur tapering profile, table 3.1.
We can obtain a tapering profile knowing the Rubicon undulator period tapering, which
is reversed in the Nocibur case, and choosing an initial beam energy, initial seed power and an
initial resonant phase, solving the differential equation given in equation 2.114. The simplest
measure of the performance of the interaction is given by 1-D simulations of the longitudinal
phase space evolution. This can be done by numerically solving eq. 2.64. These simulations
allow us to quickly adjust the tapering to reach the desired gradient and trapping varying
the resonant phase and/or the seed power.
Once we have settled on a tapering we can confirm the results of these 1-D simulations
with 3-D time dependent simulations in the FEL code Genesis [40]. These simulations will
also include evolution of the radiation field either from emission in the Nocibur case or from
beam loading in the IFEL case.
We also model the real undulator field in the 3D magnetostatic simulation code, Radia
[88]. By adjusting the magnet gaps in Radia we can match the magnitude of the on axis
field to the desired tapering profile. We can also estimate the electron beam trajectory with
the second integral of the magnetic field, considering the electron beam longitudinal velocity
to be approximately c.
γm
∂2[y, x]
∂t2
= γmc2
∂2[y, x]
∂z2
= ecBx,y(z)→ [y(z), x(z)] = e
γmc
∫ z
0
dz′
∫ z′
0
dz′′Bx,y(z′′) (3.1)
The electron beam’s transverse velocity and position were matched into the undulator
by an up/down magnet with 1/8 the length of the first period followed by an in/out magnet
with 1/16 the period length. The electron beam is steered back on axis at the undulator
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exit by an up/down magnet with 1/4 the length of the final period, followed by an in/out
magnet with 1/16 the period length followed by an up/down magnet with 1/8 the period
length. These are referred to throughout as the entrance and exit magnets. It should be
noted that the above description is reversed in the Nocibur case.
The decreasing field within each period will lead to the second integral being non-zero
leading to a systematic kick from the undulator that can decrease performance as the elec-
trons sample the off-axis laser and undulator fields. To compensate for this kick it is necessary
to decrease the gap (increase the field) of the first two magnets and increase the gap (decrease
the field) of the second two magnets, flattening the field within each period and straightening
the trajectory. Adjusting the gap of the entrance and exit magnets is also usually necessary,
figure 3.2. This allows us to obtain a 3-D field map of the undulator and an estimate for
the magnet gaps that give both a close match to the tapering profile and a good trajectory
through the undulator.
We can now check the performance of the interaction using this generated field map in
the General Particle Tracer (GPT) simulation code [89]. These simulations will give the
best estimate of the real interaction and allow for investigation of several crucial points. As
seen in figure 3.2, in order to straighten the electron beam trajectory the field is not exactly
matched to the design tapering profile. These simulations allow us to check if there are any
deleterious effects from the real field. Also, the entrance and exit magnets will provide some
additional energy modulation, increasing the effective interaction length of the undulator. In
the Nocibur case this proved to be a significant effect, and required adjustment of the initial
beam energy from 62 MeV to 65 MeV. These simulations also give a better estimate of the
real focusing fields of the undulator and the real electron trajectory. They do not include
any field evolution and are thus only suited for the low gain regime, figure 4.3.
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Table 3.1: Nocibur design parameters
Parameter Value
Initial electron beam energy 62 MeV
Initial beam energy spread (∆E
E
) 0.0015
electron beam emittance (x,y) 2 mm-mrad
electron beam waist (σx,y) 100µm
electron beam current 100A
Laser wavelength 10.3µm
Rayleigh range 0.3 m
Laser waist 990 µm
Laser waist position 0.275 m
Laser M2 1.1
Laser Power 100 GW
Figure 3.2: (Top left) Rubicon undulator period tapering in the Nocibur orientation, with
the discrete period shown in red. (Top center) Rubicon undulator on-axis field in x (blue)
and y (red) from the radia model. (Top right) Electron beam approximate trajectory from
the 2nd integral of the radia field in y (blue) and x (red). (Bottom left) Comparison of the
field magnitude from radia with the tapering profile from the solution to equation 2.114.
(Bottom right) The gaps of each magnet in the radia model giving good matching to the
tapering profile and good trajectory.
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Figure 3.3: The Nocibur final longitudinal phase space from: (Top left) 1-D numerical
model solving hamilton’s equations from eq. 2.60 (Top right) 1-D model solving hamilton’s
equations from the approximate hamiltonian eq. 2.61 (Bottom left) Time-independent 3-D
Genesis simulations (Bottom right) Time independent 3-D GPT simulations using the Radia
field maps
3.3 Rubicon undulator: Construction
Given an undulator tapering profile, the next step is to tune the undulator. We first briefly
discuss the construction of the Rubicon undulator and the mechanical methods used for
undulator tuning. The Rubicon undulator was designed and constructed at UCLA based
on a previous undulator design used to generate orbital angular momentum [90]. As seen
in figure 3.1 the undulator body consists of 4 steel rails connected to 3/4” circular plates
at both ends. These 4 rails form the undulator ”strongback” and are the main source of
structural integrity.
Each magnet block sits in an aluminum holder. The 4 magnet holders making up a
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period are connected to a base plate by a 4-40 bolt serving as a tuning screw. A top plate
will hold the tuning screw flush to its bottom surface. This top plate has 4 holes over the
tuning screws large enough for an allen key, but smaller than the screw head such that as
the tuning screw is loosened the magnet holder will be forced towards the undulator axis
allowing for tunability of the gap. The assembled base plate is screwed into the undulator
rails and grooves in the strongback hold the magnet holders in place, figure 3.3.
Figure 3.4: (Top) Photo of the Rubicon undulator insides showing the distances that must
be measured for tuning. (Bottom left) Solidworks model of the magnet assembly showing
the tuning screw, baseplate and top plate. (Bottom right) Photo of a group of four magnets
backed out to the base plate, with one magnet broken free from the epoxy.
As seen in figure 3.3, the pole faces of the magnet blocks were tapered in order to fulfill the
gap requirements in the helical configuration without collisions. In general, it is good practice
to purchase more magnet blocks than necessary. In the case of the Rubicon undulator twice
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the number of magnets were purchased. This not only supplied spare magnets in case any
were damaged during shipping or construction, but also allowed for the sorting of the magnets
according to the magnitude and vector of their magnetization. By carefully measuring the
field at a consistent distance from each magnet, an average value for the field could be found
and magnets could be chosen based on their closeness to this average. For up/down magnets,
differences in the field measurements on each side of the in/out faces gives an indication of an
angle in the magnetization vector. For an undulator with a very small gap, choosing magnets
with the highest field, as opposed to those close to the average, may be advantageous.
In making these measurements, the use of an axial hall probe allows for consistent mea-
surement of the magnetization direction, whereas a transverse probe can be flipped, changing
the sign of the measured field and leading to confusion. This becomes particularly important
for the in/out magnets, as the faces in the magnetization direction are structurally identical.
Once a sign convention has been chosen, the in/out magnets should be labelled to indicate
their magnetization direction. This can be done simply with a permanent marker.
Once magnets have been selected we can begin the process of attaching them to the
magnet holders. This is done with industrial strength epoxy, specifically Loctite 608. Before
any gluing can be done the surfaces of the magnets and holders where epoxy will be applied
should be cleaned with isopropyl alcohol in order to remove any oils. These surfaces on the
magnet holders should then be roughened to increase the bond with the epoxy. This can
either be done with coarse sand paper or by scoring the surfaces with a knife. Great care
should then be taken to mix the two parts of the epoxy in the prescribed ratio, applying a
consistent thin layer to the magnet holder. The magnet is then set in the holder. Any epoxy
that has been squeezed over the edges should be removed. The magnet and holder are then
placed in a mold that will force the magnet to set flush. If this mold covers the epoxied
edges it is possible that excess epoxy could attach the mold to the magnet assembly. This
should clearly be avoided.
In order to decrease the cure time of the epoxy and to increase the strength of the bond
with etched aluminum, the magnet assembly, still in the mold, was placed in an oven between
50-60 C for two hours. After the magnets are removed from the oven they are allowed to
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cool for another 48 hours for good measure. Once the magnet assembly is removed from the
mold, any excess epoxy on the assembly should be removed, preferably with a non-magnetic
knife. A cap is then attached to the magnet holder with a lip over the tapered face of the
magnets. These caps were meant to hold the magnets to the holder in the event that the
epoxy bond fails. As can be seen in figure 3.3 even this fail safe was not sufficient for the
strong forces on one of the magnets which broke free from the epoxy. This rogue magnet
nearly destroyed the Rubicon vacuum pipe, and should serve as a warning to act dilligently
when gluing magnets.
Before the assembled magnets are attached to the base plate it is important to carefully
measure the distance from the base of the magnet holder to the magnet pole tip. The epoxy
thickness, magnet height and magnet holder height can vary, and knowing the total magnet
height (MH) will be crucial to determining the initial distance from the magnet pole tip to
the undulator axis. The tuning screw attaching the assembled magnet to the base plate is
crucial for tunability and field stability. It is important to maintain the threads of both this
screw and the threads inside of the magnet holder. Thus it is strongly advised that these
screws be coated in anti-sieze lubricant before they are inserted. The same should be done
for the screws bolting the assembled base plates to the undulator. Once the magnets are
attached to the base plate they can be inserted into the grooves in the undulator rails. This
may require slight loosening of the tuning screws to allow all four magnets to fit into the
tight grooves. The mechanical tolerances of the undulator are very strict (50 µm, hence the
reason it is so important to ensure the magnets are epoxied flush to their holders and the
gluing process is tidy.
The undulator axis is defined geometrically by the center of the circular plates that hold
the strongback. For each base plate position we carefully measure the distance between the
undulator rails, defining the undulator axis position as half the rail to rail distance (RR). In
the case of the Nocibur tune, the design gap required the use of shims to back the magnets
out. The shim thickness (SH) is carefully measured for each base plate position. The
initial distance from the undulator axis, G0, for each magnet pole time is then given by:
G0 = RR/2 + SH −MH. We can then calculate the necessary adjustment of the tuning
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screw, considering the difference between this initial distance and half of the design gap,
Gr, from our Radia model. We then calculate the necessary number of turns, NT , of the
tuning screw considering, for a 4-40 bolt, 1 turn will adjust the magnet height by 0.635 mm:
NT = (G0 −Gr/2)/0.635.
3.4 Rubicon undulator: measurement/tuning
In order to properly tune the undulator it is necessary to first establish a measurement
system of the on-axis magnetic field. This is done by moving a small transverse hall probe
down the undulator axis oriented to measure either of the planar undulator fields. The hall
probe is held in a rectangular teflon chassis. A square brass pipe connected at both ends
of the undulator guides the hall probe chassis down the undulator axis. A threaded rod
connected to the chassis is fed through a threaded rotating gear which is turned by a stepper
motor. Since the chassis cannot rotate in the brass pipe, as the gear turns the threaded rod
pulls the hall probe chassis through the undulator, figure 3.5.
The hall probe alignment through the undulator is determined by the alignment of the
brass pipe. As stated earlier, the undulator axis is determined by the mechanical center of the
circular plates. Two irises designed to clamp around these circular plates were constructed
to allow for alignment of the undulator axis to an alignment laser. To align the brass pipe
we first align a laser to these irises, and then align carefully made crosses on the brass
pipe holders to this laser. Admittedly this method is limited in it’s precision as it relies on
the human eye and could be greatly improved by the use of surveying equipment in future
experiments. However, most importantly this same alignment method, using the undulator
irises, will be used consistently for alignment of the pulse wire and final alignment of the
undulator on the ATF beamline.
To begin tuning it is important to ensure that all magnets are backed out all the way to
the base plate. As described earlier, the initial tune relies on carefully turning the tuning
screw by the prescribed number of turns based on the initial distance of the magnet’s pole tip
and the gap from the Radia model. However, it is possible for the tuning screws to move 80
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µm or more before the threads catch. Furthermore, as the years have passed, the top plate
of some of the base plate assemblies has bowed slightly due to strain, meaning the tuning
screw can turn briefly before catching on the top plate. It is important when adjusting a
magnet to park the hall probe at that magnet. This way as we turn the tuning screw we
can see when the field begins to change and start counting turns from that point. In order
to measure the correct non-integer number of turns a circular protractor is placed around
the allen key.
Once the prescribed number of turns have been made for each magnet, we can measure the
tuned undulator field. The stepper motor and hall probe Gauss meter field measurements are
automated by the system design software Labview. This allowed movement of the hallprobe
in precise 1 mm steps after which an average reading from a defined number of Gauss meter
field measurements is taken. Once the field is measured we can compare the measured field
with the design field from Radia. In general small adjustments can be made. If we are
confident in the alignment of the hall probe to the undulator axis we can match the peak
fields for each period to those in the Radia model making small adjustments to the pairs of
up/down and in/out magnets corresponding to each peak. Equal adjustments on opposing
sides should be made, and these adjustments should be noted carefully, figure 3.4.
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Figure 3.5: a) The alignment laser aligned through the undulator iris. b) The alignment laser
passing through the entrance brass pipe holder. c) The alignment laser aligned to a cross
mounted on the entrance pipe holder. d) The alignment laser aligned to a cross mounted
to the exit pipe holder. e) The brass pipe connected to the exit pipe holder/stepper motor
assembly f) The brass pipe connected to the entrance pipe holder g) View of the hall probe
(blue) mounted in the chassis connected to the threaded rod.
Figure 3.6: Hall probe field measurements of the on axis undulator field (yellow and green)
compared with the radia model field (blue and red points)
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3.5 Rubicon undulator: pulse wire
As stated earlier the electron trajectory can be approximated by the second integral of the
undulator field. It is possible to adjust the trajectory based on the field measured with the
hall probe. However, this can be a very time consuming process, as it typically requires a
large number of small adjustments to the field and a large number of hall probe scans. The
pulse wire method allows for live measurement of the 2nd integral allowing us to tune the
trajectory directly.
The pulse wire method utilizes a taut, thin wire stretched along the undulator axis.
When a current pulse is passed through this wire, the transverse force from the undulator
will produce a deflection traveling down the length of the wire. Depending on the length
of the current pulse, the total deflection after the undulator as a function of time can be
proportional to the first or second integral of the undulator field. This deflection can then
be measured by passing the wire through a diode laser, shining on a photo-diode. As the
wire deflects in and out of the peak laser field, the measured photo-diode voltage will vary
proportionally to this deflection [91].
Mathematically we can understand this phenomenon as follows. We first consider the
effect of a current pulse of length ∆t traveling through the undulator, where ∆t is small
enough that we can consider the undulator field to be constant over the current pulse at any
given point. We impose the condition that the wire deflection, D(z, t) at time t=0 is 0 and
the initial velocity is given by the impulse imposed on the wire:
∫
F (z)dt = q∆tvB(z) = m
dD(z)
dt
= I∆t∆zB(z)
dD(z)
dt
= I∆tB(z)/P
(3.2)
Where v is the velocity of the current pulse and P is the linear mass density. We can
express the deflection in the wire as the sum of forward and back propagting waves travelling
at the wire’s wave velocity u =
√
T/P where T is the tension in the wire. We can then use
the boundary conditions to find an expression for the forward propagating wave which will
be measured by the photo-diode.
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D(z, t) = f(z − ut) + g(z + ut)
D(z, 0) = 0 = f(z) + g(z)→ f(z − ut) = −g(z + ut)
dD(z)
dt
=
df
dt
(v − u)− df
dt
(v + u) = −2udf
dt
(3.3)
The deflection at the sensor (z=0) is then proportional to the first integral of the magnetic
field, representing the angular deflection of the electron beam. It is important to note that
the undulator entrance should be oriented nearest to the sensor.
D(t) = −u
∫ t
0
dt′
df
dt
=
∫ ut
0
dz
df
dt
=
I∆t
2uP
∫
dzB(z) (3.4)
A step function current distribution will act like a sum of delta function impulses, f(z−
ut− n∆t). If this current pulse is longer than the undulator than the transverse velocity of
the wire will be given by the sum of each of these impulses.
f(z − ut)→
∑
n
f(z − ut+ n∆t)
dD(z)
dt
= −2u
∑ df
dt
→
∑
n
I∆t
2uP
B(z − un∆t) ≈ I
2uP
∫ t
0
dt1B(z − ut1)
dD(0, t)
dt
= − I
2u2P
∫ ut
0
dzB(z)
(3.5)
The deflection at the sensor now gives the second integral of the magnetic field, approx-
imating the electron beam trajectory, figure 3.7.
D(t) = − I
2P
∫ t
0
dt1
∫ t1
0
dt2B(−ut2) = I
2u2P
∫ ut
0
dz1
∫ z1
0
dz2B(z2) (3.6)
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Figure 3.7: Considering the Rubicon on axis field: (Top left) The transverse velocity along
the wire at ut=0, 0.2, 0.4, 0.6 and 0.8 for a delta function current pulse.(Top right) The
wire deflection along the wire at ut=0, 0.2, 0.4, 0.6 and 0.8 for a delta function current
pulse. (center left) The transverse velocity along the wire at ut=0, 0.2, 0.4, 0.6 and 0.8
for a step function current pulse (green) showing the reflected impulse from the wire holder
(red, dashed). (center right) The wire deflection along the wire at ut=0, 0.2, 0.4, 0.6 and
0.8 for a step function current pulse, showing the forward traveling deflection (red, dashed)
and the net deflection considering the sum of the forward traveling deflection and reflection.
(Bottom) Example of the voltage measured by the scope and the deflection at the photodiode
over time.
The pulse wire measurement system consists of a wire holder that guides the wire through
a small notch with the wire tied off to a screw. The other wire holder uses a pulley to guide
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the wire. Here, a weight is connected to the wire to produce the necessary tension and the
wire is again tied off to a screw. In our case, the weight was added slowly to a modified cup
so as not to break the wire. The system used 200µm diameter copper beryllium coated wire.
The wire is run slowly through the undulator taking care not to produce any kinks, passing
through the laser-photo-diode sensor and a current monitor used to trigger the scope. The
current pulse is produced using a function generator (Wavetek model 166) to periodically
trigger a second pulse generator capable of producing pulses with variable frequency, pulse
length and amplitude (Hewlett-Packard model 214b). The leads from this pulse generator
are connected to the screws on either wire holder. The sensor consists of two diode laser -
photo-diode pairs oriented perpendicularly enabling measurement of the deflection in x or y,
figure 3.8.
Alignment of the wire to the undulator axis is determined by first aligning a laser to the
irises attached to the undulator. The notch in the down stream wire holder pulley is then
aligned to this laser followed by alignment of the upstream wire holder notch. The diode
laser can then be steered onto the wire. In general, the laser spot should be slightly offset
from the wire so that deflection in either direction will increase or decrease the light reaching
the photo-diode. The signal obtained on the scope can then be further optimized adjusting
the diode laser position in the deflection direction as well as adjusting the distances between
the photo-diode, wire and diode laser to improve the contrast on the photo-diode.
The waves propagating in the wire will reflect at the wire holders. To avoid corruption of
the measurement due to these reflections, the distance between the downstream wire holder
and the sensor should be at least equal to half the undulator length. Furthermore, the
frequency of the current pulses should be sufficiently long to allow these reflections to settle.
In the case of measurements of the Rubicon undulator a 100 V, 10 µs pulse at 1 Hz is used.
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Figure 3.8: (Top left) Photo of the full pulse wire set-up with alignment laser passing through
the notched wire holder. (Top right) The mounted diode lasers and photodiodes. (Bottom
left) The pulley wire holder and weight cup. (Bottom right) The notched wire holder.
Most of the trajectory adjustments can hopefully be made by adjusting the entrance
and exit magnets. However small adjustments to the undulator field may be necessary and
again should be done by adjusting pairs of in/out, up/down magnets. Confirmation of the
undulator trajectory can be done with hall probe measurements, figure 3.9.
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Figure 3.9: Comparison between the 2nd integral from the pulse wire (yellow, green) and the
2nd integral of the hall probe measured field (blue, red) Note: The pulse wire measurement of
the y trajectory is clipped as the wire leaves the diode laser field, however this does not effect
the final offset measurement. (right) An image of the electron beam on a phosphor screen
located directly after the undulator on top of an image of the beamline HeNe alignment laser
on the same screen.
3.6 ATF beamline
Once the undulator field and trajectory are satisfactory, the undulator is installed in the
ATF beamline. The ATF consists of two active beamlines, both branching off of a dispersive
dogleg section. The undulator is installed in the second branch, referred to as the I-line,
figure 3.10. An alignment HeNe defines the path of the electron beam and is aligned through
permanent irises located before the dogleg dipole and at the very end of the beamline. Again
the undulator is aligned to this HeNe using the mounted irises, replicating the alignment of
the hall probe and pulse wire.
The ATF produces high quality 45-70 MeV electron beams using a 1.6 cell s-Band RF-
photo cathode gun followed by two SLAC linac sections. The normalized electron beam
emittance out of the linac is on the order of 1-3 mm-mrad depending slightly on the electron
beam charge, which is stable between 50 pC-1 nC. The uncompressed beam current out of
the gun is dominated by space charge and is approximately 100 A.
The beam out of the linac is focused by a quadrupole triplet through an electromagnetic
chicane used for compression, passing through a second triplet that typically remains off,
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and a third triplet that focuses the beam into the dogleg. This dispersive line consists of
5 quadrupoles that allow tuning of the electron beam transverse dispersion. Ideally if the
dispersion at the middle quad is 0, then this quad can be used to futher tune the beta function
into the I-line. The dispersive line also contains an adjustable slit that allows energy and
energy spread selection. There is also a strip-line detector located in between the 4th and
5th quadrupoles.
During the initial Rubicon and Nocibur experiments, space in the I-line was limited by
a downstream vacuum chamber and the presence of the large electromagnet spectrometer.
These space constraints allowed for the bare minimum number of diagnostics and focusing
elements. With this in mind, a quadrupole doublet, opposed to a triplet, was chosen to focus
the electron beam into the undulator. The electron beam position and size along the beamline
is measured by pneumatic beam position monitors (BPM), consisting of a phosphor screen
and a mirror that kicks the scintillated light to a CCD camera. BPMs are placed directly
after the dipole and at the undulator entrance and exit. Two quadrupoles after the undulator
allow for focusing into the spectrometer and also allow for quadrupole scan diagnostics of
the accelerated beam’s emittance. The spectrometer consists of an electromagnetic dipole,
steering the beam away from the path of the laser onto a phosphor screen. A retractable
Germanium crystal located directly after the quadrupole doublet serves as a coarse timing
diagnostic.
The position of the alignment HeNe on these BPM’s can be marked on a monitor in
the control room, defining the electron beam path through the undulator axis. The electron
beam is aligned onto the HeNe marks using steering magnets located in the dispersive section.
In general it is necessary to align the quadrupoles in the doublet. Due to the few number
of BPM’s this had to be done before undulator installation. By aligning the electron beam
to the HeNe marks on the BPM’s located around the undulator with the quadrupoles off
and degaussed, we can be certain that the electron beam is travelling along the HeNe path.
By adding current to the quads we can monitor the steering of the electron beam on the
downstream BPMs. Adjustments to the quadrupole alignment are then made until they do
not steer the beam. Once the undulator is installed there are no two consecutive BPM’s
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without a magnetic element between them, and thus having confidence in the quadrupole
alignment is crucial. In future experiments, increased space and additional BPM’s meant
this procedure could be done with the undulator installed.
The electron beam transport optic was simulated and optimized in the 6-D matrix track-
ing code, Elegant [92]. These simulations start from an approximation of the phase space
after the linac. The quadrupole currents are optimized to provide an electron beam waist at
the undulator entrance (α = 0) with the beta function matched to the undulator, β = 0.5.
It is also necessary when designing this optic to ensure that no net dispersion, eta, is intro-
duced by the dogleg. This dispersion is a measure of the correlation between the electron
position in the bend direction with the electron energy, figure 3.6. The optimal quadrupole
current values obtained from the simulation give a good starting point for the real life optic,
and discrepancies can usually be compensated by adjusting the first triplet.
Figure 3.10: Layout of the Nocibur experiment set-up in the I-Line at the Accelerator Test
Facility
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Figure 3.11: (Top) ATF beam transport schematic up to the undulator entrance with quads
shown in red, dipoles shown in blue and flags locating the position of the BPMs. Below is
a flattened schematic corresponding to the distances z in the plots below. (Bottom) The
optimized twiss parameters and dispersion from Elegant simulations (x-blue, y-red).
3.7 Laser transport and diagnostics
The laser system at ATF is a unique CO2 laser, producing terawatt level pulses with pulse
lengths on the order of a pico-second using Chirp Pulse Amplification. The mode of operation
utilized in the Rubicon experiments, up until very recently, is defined by amplification of
the 10R vibrational transition in non-isotopic CO2 gas. This produces several joules of 10.3
µm wavelength radiation characterized by a 3.5 ps bandwidth limited pulse length. In this
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mode of operation, modulation in the spectrum from amplification of rotational lines results
in pulse splitting. Previous measurements have shown this resulting in a pulse structure
containing 2-3 pulses separated by 25 ps, with 60-80% of the power in the main pulse [93, 94].
The laser exits the main amplifier at a waist of 1.5 cm. This waist grows at a half angle
diverenge of approximately 1 mrad.
The laser exits the main amplifier, entering the experimental hall through an interlock
shutter. Adjustment of mirrors in the CO2 laser room aligns the beam through an initial iris.
Two 4” Cu mirrors mounted on the ceiling send the beam to a 5” Cu mirror which steers
the beam parallel to the beamline axis, sending the beam through a second iris. The beam
is then sent vertically down by a 4” Cu mirror to a motorized 4” Cu mirror which sends the
beam through a third iris to the focusing lens and beamline entrance. Initial alignment of
these mirrors is done with a HeNe laser co-aligned to the CO2 laser path in the CO2 room,
taking special care to center the HeNe spot on all mirrors while propagating through all
three irises.
The laser is coupled into the beamline vacuum through a 4” NaCl window located 4.5
m upstream of the undulator. The waist size at this window is approximately 4 cm, and
as such the fluence is below the damage threshold of NaCl (1.5 J/cm2) for energies below 6
J. The laser propagates through a large aperture pipe which connects to the dogleg dipole
pipe via a conical reducer. The aperture of the dipole pipe limits the beam size to 1 inch
for 99% transmission. This limits the rayleigh range to approximately 25 cm. Initial design
considerations for the second Rubicon run chose a conservative rayleigh range of 30 cm.
Considering the incoming divergence of the laser and a lens position several inches before
the beamline NaCl window, a 3” bi-convex NaCl lens with 3.5 m focal length was chosen.
Alignment of the CO2 beam to the undulator axis relies heavily on an insertable kickout
mirror located at the BPM directly before the undulator entrance. This mirror kicks the
laser out of the beamline through a multi-spectral ZnSe window. A second mirror sends the
beam down a rail along the undulator. Irises mounted to this rail can then be used to align
the CO2. To do this first the beamline HeNe, which defined the undulator axis, is kicked
onto the rail. The irises are then aligned to this HeNe. The rail irises now define a line that
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mirrors the path through the undulator axis.
To align the lens we first align a local HeNe to the rail irises. The lens can then be
inserted and adjusted such that this local HeNe is centered on the lens and has not been
steered off of the line defined by the irises. Once the lens is aligned, alignment is done using
the CO2 room HeNe. As previously mentioned the final mirror in the CO2 transport is
motorized by two orthogonal Newport Picomotor Piezo Linear Actuators, allowing for fine
adjustments of this mirror in x and y. Considering that this mirror is located 5 m from the
undulator entrance, the ability to make fine adjustments is crucial. A joystick controlling
these pico-motors is used to steer the HeNe through the rail irises, figure 3.12.
Further adjustments of the CO2 transport are then made by monitoring the unamplified
re-gen amplifier signal. A silicon mirror placed near the lens followed by a short focal length
NaCl lens are used to image the laser spot on a Spiricon pyro-electric III camera (Pyro).
Small adjustments are then made to the final mirrors in the laser room to align the Regen
beam through the iris located directly after the pico-motor mirror. The ReGen pulse can
then be aligned to the undulator rail irises again making fine adjustments to the pico-motor
mirror. After the re-gen pulse is aligned we can evaluate the laser waist position, rayleigh
range and M2 by imaging the re-gen spot at different points on the rail. Finding the waist
at each point by fitting a gaussian to the laser profile and then fitting the expression for
gaussian beam diffraction to these values we can obtain an approximation of the laser’s
diffractive properties. We can then adjust the lens position accordingly in order to try to
obtain the design waist position, figure 3.7.
It is not simple to measure the waist of the amplified pulse without severely damaging the
kickout mirror and window, and for that matter anything in the laser’s path. Furthermore, if
we were to attempt to pick off and focus a reflection off of a NaCl window outside of vacuum,
self focusing effects in air would corrupt the measurement. However, it is still possible to
establish several important upstream diagnostics of the amplified pulse where the fluence is
still small. By slightly angling a NaCl window located before the second ceiling iris we can
pick off a reflection of the amplified CO2 pulse with significantly reduced power. A ZnSe
lens focuses this reflection onto a Joule meter. An additional NaCl window located before
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the Joule meter sends a second reflection to a Pyro. This allows for monitoring of the pulse
energy as well as any gross misalignment coming from the laser room, noting changes in the
spot on the Pyro. The Joule meter can be calibrated by placing a second Joule meter at the
undulator entrance, accounting for losses from the beamline entrance NaCl window.
Figure 3.12: (Top left) The ceiling laser diagnostics showing the incoming pulse (yellow) 1st
reflection to the Joule meter (pink) and second reflection to the Pyro camera (green). (Top
right) Diagnostics at the laser entrance to the beamline showing the incoming pulse (yellow)
and the reflection to the Pyro-cam. (Bottom left) The laser kickout point in the beamline
and the diagnostic rail. (Bottom right) Inside of the CO2 main amplifier.
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Figure 3.13: (Left) Example of a measurement of the laser waist (points) along the rail from
the Nocibur experiment (x blue, y red). Fits are shown (line) adjusting the Rayleigh length,
waist position and M2. (Right) The beam diameter in x (blue) and y (red) corresponding
to 95% transmission of the laser intensity, showing the pertinent appertures: the upstream
dogleg dipole pipe (blue) the pre-buncher pipe (yellow) and the undulator pipe (green). The
yellow dashed line shows the ideal/design laser focus.
3.8 Electron-laser overlap
Once the electron beam and laser are both aligned, overlapping in space, we must then
achieve overlap in time. To achieve coarse timing we place a photo-diode on the undulator
rail, measuring the time of arrival signal of the unamplified re-gen pulse on an oscilloscope.
We obtain a signal of the electron beam arrival from the strip-line detector located in the
F-Line. Knowing the distance between the stripline detector and photo-diode gives us an
estimate of the expected timing difference between the two scope signals corresponding to
timing overlap of the e-beam and laser at the undulator entrance, being sure to compensate
for differences in cable length to the oscilloscope.
The coarse timing between the CO2 laser and electron beam is determined by the
ND:YAG laser system. A portion of the YAG is used to drive emission in the RF gun
while another portion is used to trigger a semi-conductor switch that in turn triggers the
CO2 laser. The stripline and photo-diode signals are brought to within 1 nS of the expected
timing bifference by adjusting the timing of this YAG slicing. Finer adjustments can be
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made using a delay stage in the CO2 laser room.
Pico-second level synchronization is then achieved by using the electron beam to gate
the re-gen pulse, inserting a 1 mm thick Germanium crystal with 1 cm diameter into the
beamline. Germanium is significantly transmissive for 10.3 µm wavelengths, however elec-
trons dumping energy into the crystal can increase the free carrier density, promoting valence
electrons into the conduction band. The change in the dielectric constant will then greatly
reduce the transmission of the CO2 laser. If the electron beam arrives at the Ge first then the
CO2 signal is blocked. By adjusting the CO2 delay stage we can observe the reduction and
eventual disappearance of the signal on the photo-diode, figure 3.14. A more quantitative
discussion of this method can be found in [87].
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Figure 3.14: (Top left) The Ge crystal inserted into the beamline. (Top right) The stripline
signal (green) and photo-diode signal (purple) with the laser arriving first. (Bottom left)
Disappearance of the photo-diode signal when electron beam arrives first. (Bottom right)
Confirmation that the photo-diode signal returns when the electron beam is blocked up-
stream.
There is uncertainty in the Ge timing at the level of a few pS due to potential differences
in the timing when returning to low charge. However, we can now adjust synchronization
by maximizing energy modulation of the electrons with the amplified CO2 pulse. To find
energy modulation it is generally necessary to begin with linear polarization. Although this
greatly reduces the strength of the interaction, circular polarization of the wrong helicity
will extinguish the interaction completely. By adjusting the CO2 delay stage in small steps
we optimize the energy modulation. Once energy modulation is found, establishing synchro-
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nization with linear polarization, a quarter waveplate is inserted before the main amplifier.
The orientation of this waveplate is then adjusted to find the correct helicity. Due to the
pulse structure of the amplified CO2 beam it is important to adjust the delay stage by 25
pS in either direction and check for modulation, figure 3.15.
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Figure 3.15: Example of fine timing from the re-circulated Rubicon experiment. Showing
optimization of the IFEL energy modulation with linear polarization (Top left) and opti-
mization of the fine timing with the correct circular polarization. Extinguishing of the energy
modulation with the wrong hellicity of the circular polarization is shown as well as the com-
parison to the normalized net change in energy compared with the convolution of the 4 pS
electron beam and 2 pS laser (Bottom left).
Once fine timing is established several steps can be taken to optimize the interaction.
Adjustments can be made to the electron beam charge, which changes the pulse length,
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reducing time dependent effects, the lens position to optimize the waist, the electron beam
and/or laser alignment and the electron beam beta function into the undulator. Once the
interaction is optimized it can be improved further by pre-bunching the electron beam.
3.9 The pre-buncher
Matching the electron beam longitudinal phase space to the periodic ponderomotive potential
greatly increases the trapping fraction/efficiency of strongly tapered undulator interactions.
This was demonstrated in several IFEL experiments using a modulator-chicane buncher
upstream of the undulator. As previously described, a short undulator imparts a sinusoidal
energy modulation and a subsequent dispersive element, i.e. a long drift or a chicane, converts
this energy modulation to density modulation. These micro-bunches can then be injected
into the bucket.
To increase the performance of the Rubicon IFEL a compact pre-buncher was designed
and constructed at UCLA. This pre-buncher consists of a single period planar halbach un-
dulator followed by a permanent magnet chicane. After the modulator section, the electron
beam energy modulation is locked in phase with the laser. The following chicane not only
imparts the necessary dispersion, but also induces a phase delay between the bunched beam
and the laser, allowing for injection in the bucket. In order to fine tune the dispersion and
phase delay associated with the chicane a system of gears were designed to allow fine control
of the chicane gap. A stepper motor connected to these gears allowed for remote/live control
of the chicane strength.
Several constraints played a crucial role in the pre-buncher design. Due to space con-
straints on the ATF beamline, an ultra compact design was called for, combining the mod-
ulator and chicane in one module. The gap was again constrained by laser clipping and was
chosen to be a nominal 17.5 mm for both the modulator and chicane, calling for a 5 cm
period. Vacuum was established in a stainless steel 316 pipe with a 5/8 inch inner diameter,
figure 3.16.
The choice of a planar undulator offered several advantages. First, this allowed for
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quick installation/removal of the module, allowing for daily independent optimization of the
IFEL. The reduction of the ponderomotive interaction in a planar vs. helical undulator
also meant that the amplitude of the imparted energy modulation would be significantly
smaller than the height of the bucket, allowing for injection of a large fraction of particles
far from the separatrix. Lastly, in some cases it is advantageous to use separate laser pulses
to impart the buncher modulation and drive the tapered undulator interaction. This allows
for decoupling of the dispersion and phase delay and/or better control of the modulation
amplitude. However, this complicates the experimental set-up and reduces the available laser
power driving the interaction. With this in mind, the pre-buncher was designed such that
a single laser pulse could drive both the buncher and IFEL without significant reduction in
the achievable fraction trapped.
Figure 3.16: (Left) Solidworks model of the pre-buncher with two strongbacks removed to
show the magnet arrays. (Right) Image of the pre-buncher installed in the ATF beamline.
The mechanical design and construction of the buncher followed the Rubicon undulator
design closely, utilizing a similar design of the strong backs, magnet holders, tuning plates,
and entrance and exit magnets. The chicane consists of 4, 12.5 mm up/down magnets,
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separated by 12.5 mm drifts with no drift between the middle magnets. A stepper motor is
connected to a small gear, turning two larger gears, both of which are connected to threaded
rods. One of these threaded rods is embedded in the undulator strongback. The other runs
through the strong back to the bottom plate, connecting to an identical set of gears. The
turning of the top gear will turn the bottom plate gear allowing the gap to open evenly about
the undulator axis.
The initial choices of the pre-buncher period, number of undulator periods and dispersive
strength can be made by simulating the 1-D time independent interaction numerically, figure
3.17. The pre-buncher can then be included in time dependent 3-D genesis simulations by
simulating the modulator separately, outputting the particles and applying the dispersion
manually, and inputting the bunched particles into the simulation of the tapered undulator
interaction. The pre-buncher field can then again be modeled in radia. These field maps can
be included in GPT simulations. The effect of changing the magnet gap can be simulated
approximately by scaling the field maps of the chicane magnets to reflect the change in
gap. These simulations also show the non-trivial additional energy modulation imparted
by the entrance and exit magnets, as well as the effect of the electron beam interacting
non-resonantly with the laser as it traverses the chicane.
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Figure 3.17: (Top left) Hall probe scans of the pre-buncher field varying the chicane gap.
(Center left) Pre-buncher trajectory from 2nd integral of the hall probe measurements vary-
ing the chicane gap. (Bottom left) Pulse wire trajectory measurements varying the chicane
gap. (Top right) Trapping fraction as a function of modulation amplitude and variation of
chicane gap including the phase delay introduced by the dispersion. (Center right) Trapping
fraction as a function of modulation amplitude and variation of chicane gap considering the
injection phase to be independent of the chicane dispersion. (Bottom right) Phase delay
varying the chicane gap and the peak field of the chicane versus the gap.
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Again the pre-buncher is tuned following the same steps prescribed for tuning Rubicon,
estimating the gap with Radia and calculating the necessary adjustment of the tuning screw
based on the geometry of the pre-buncher construction. The field is measured with a standard
lakeshore transverse probe. The probe is aligned through a slot mounted to the undulator
body, machined to precisely center the hall sensor on the undulator axis. The trajectory
is tuned such that the 2nd and 1st integrals of the field are zeroed for all positions of the
chicane gap. The undulator axis is also defined by two irises that mount to the undulator,
machined to match the hall probe alignment slot. These irises are used for alignment of the
pulse wire alignment laser and alignment to the beamline alignment laser. After aligning the
pre-buncher stand such that the beamline HeNe passes through both irises, the pre-buncher
can be removed and reinserted to show conservation of the alignment, figure 3.18.
Figure 3.18: (Left) Pre-buncher laser alignment irises (center) Solidworks model of
pre-buncher with hall probe alignment plug mounted. (right) Drawing of hall probe align-
ment piece.
Once the IFEL performance is optimized without pre-bunching, the buncher is inserted.
The chicane delay is scanned to find/confirm the optimal dispersion and phase delay. The
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gap is adjusted controlling the stepper motor remotely noting every 670000 motor steps
corresponds to a 1 mm change in the gap. Once the optimal gap setting is found some of
the steps taken to optimize the interaction without pre-bunching can be repeated including
small adjustments of the fine timing, adjustment of the electron beam beta function and
adjustment of the lens position, figure 3.19.
Figure 3.19: (Top left) Optimized Rubicon IFEL energy spectrum with no pre-bunching
showing acceleration of 50 pC to 92 MeV. (Bottom left) Accelerated charge vs. chicane gap
(blue points) compared with scaled fraction trapped from GPT simulations (red dashed).
(Right) Several IFEL spectra with optimized pre-buncher chicane gap showing up to 95 pC
accelerated to 92 MeV, also showing a no laser shot for reference.
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3.10 Emittance measurement
To demonstrate preservation of the transverse beam quality, the emittance of the acceler-
ated and unaccelerated electron beam was measured using the quadrupole scan technique.
Changing the current in a quadrupole magnet downstream of the rubicon undulator varies the
beam size in the non dispersive plane, with a second quad with a constant current providing
additional focusing. The change in the electron beam size is related to the twiss parame-
ters at the exit of the undulator by the transport matrices of the quadrupoles and drifts
between the undulator and the spectrometer screen. We first consider the transformation of
the transverse phase space variables:
Mq =
 cos (Lq√Kq) sin (Lq√Kq)/√Kq
−√Kq sin (Lq√Kq) cos (Lq√Kq)
 Md =
1 Ld
0 1

R = Md(Ld2) ·Mq(Lq2, Kq2) ·Md(Ld1) ·Mq(Lq1, Kq1)
yf
y′f
 = R ·
yi
y′i
 (3.7)
The transport matrix, R, represents a quadrupole of length Lq1 followed by a drift of
length Ld1 followed by a second quadrupole of length Lq2, followed by a final drift of Ld2.
The quadrupole strengths Kqn =
eInGn
mcγ
, is written in terms of the current in the quad In and
the gradient per ampere, Gn. The current in the second quad was set at 9A and the first
quad current was varied from -20A to 20A. The transformation of the transverse phase space
ellipse can then be found by considering the average over all particles of the transformed
phase space:
〈
yf
y′f
 · [yf y′f]〉 = 〈R ·
yi
y′i
 · [yi y′i] ·RT 〉 →
σy2 σyy′
σyy′ σy′
2

f
= R ·
 yβy −yαy
−yαy yγy
 ·RT
σy
2 = y(βyR11
2 − 2αyR12R22 + γyR222)
(3.8)
Knowing the change in the transport matrix as we change the quad current we can fit
the initial twiss parameters to the measured change in σy
2 at the spectrometer screen. We
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find that the normalized emittance is preserved, measuring 2.4 +/-0.15µm for the 92 MeV
accelerated beam and 2.3 +/-0.1µm for the 52 MeV unaccelerated beam, figure 3.20.
Figure 3.20: (Left) Representative IFEL spectra varying the upstream quadrupole. (Right)
Comparison of σ2 from gaussian fit to the 52 MeV and 92 MeV beam (red, green points)
comared with quad scan fit from equation 3.8 (blue, yellow dashed line)
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CHAPTER 4
The Nocibur experiment
Here we present further details and results from the Nocibur high energy extraction effi-
ciency experiment. Many of the details concerning the experimental design, set-up, and
execution were discussed in the previous chapter, however we begin with a re-cap of initial
design considerations pertinent to the design of the undulator tapering. This is followed
by a discussion on the re-purposing/re-tuning of the Rubicon pre-buncher and preliminary
simulations. Next, we present an examination of the optimization of the interaction and the
resultant electron beam spectra, comparing with simulations. This includes an analysis of
the non-resonant dynamics of detrapped particles. We conclude the chapter with a hopefully
constructive discussion on the inability to increase the peak electron beam current and the
failure to measure the radiation gain.
4.1 Experimental design
The Nocibur experiment was designed to demonstrate conversion of greater than 30% of
an electron beam’s energy to coherent radiation. This would match the bar set by the
ELF experiment [57], while achieving ultra high efficiency for the first time at an ”optical”
wavelength. Considering the results of the pre-bunched Rubicon experiment it was antici-
pated that greater than 60% of the beam charge could be trapped, implying that the output
electron beam energy would have to be around half the initial beam energy.
At the time of the experiment the maximum achievable stable beam energy at the ATF
was 70 MeV. However, in order to increase the radiation power produced by the interaction,
the initial experimental design called for an increase of the nominal peak current (100 A)
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to 500 A, using the ATF bunch compressor. This of course would require running off crest
in the linac in order to produce the needed chirp for compression, reducing the available
gradient. Initial beam studies showed the maximum stable, compressible beam energy to be
approximately 65 MeV.
Inheriting the beamline configuration and laser transport from the Rubicon experiment
set the laser’s minimal Rayleigh length to 0.3 m. With the pre-determined period tapering of
the Rubicon undulator reversed and considering a somewhat conservative constant resonant
phase of pi
4
, it was found that a 5 GV/m seed field would provide the requisite 60 MeV/m
gradient.
After deriving a tapering profile for an initial beam energy of 65 MeV and modeling
the field in Radia, GPT simulations showed the optimal initial energy to be near 68 MeV.
The increase in the length of the entrance magnets associated with the initial 6 cm period,
as opposed to the initial 4 cm period in the Rubicon case, produced an additional energy
modulation on the electron beam. To compensate for this, the tapering profile was rederived
for a beam energy of 62 MeV at the undulator entrance, with a 65 MeV optimal beam
energy before the entrance magnets, figure 4.1. This effect does not occur in the 1-D model
or Genesis simulations and requires accurate modeling of the undulator field. The tapering
profile, found by solving equation 2.114, was shown in figure 3.2.
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Figure 4.1: GPT simulations with greatly exagerrated initial energy spread, showing the
longitudinal phase space acceptance of Nocibur. The particles that will reach the final
energy are shown in red for a seed field of magnitude 5 GV/m (Top), 7 GV/m (Middle) and
9 GV/m (Bottom). The phase space acceptance before the undulator entrance magnets is
shown (left) as well as the trapped particles at the undulator entrance (center) and after
2 periods (right). The estimated ponderomotive potential is shown (black) considering the
change in resonant phase with increasing seed field, θr = 0.78, 0.53 and 0.40 respectively.
In order to increase the fraction trapped and in turn the efficiency, the pre-buncher
utilized in the Rubicon IFEL was re-tuned for a resonant energy of 65 MeV. The increase
in beam energy required a reduction of the magnet gap, requiring the installation of a new
vacuum pipe with 12.5 mm inner diameter. Figure 3.7 shows that with the reduced pre-
buncher apperture an expected 95% of the laser intensity could be transported through the
beamline. The increase in initial beam energy and reduction of the design laser power would
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reduce the energy modulation generated by the pre-buncher. Furthermore, the increase in
initial beam energy would reduced the relative dispersive strength of the chicane. However,
as seen in figure 4.1, two positions of the chicane gap existed giving sufficient dispersion and
optimal phase delay.
Figure 4.2: Left: (Top) Hall probe scans of the pre-buncher varying chicane gap, compared
with field from the Radia model (points). (Bottom) 2nd integral of magnetic field measure-
ments varying chicane gap. Right: (Top) Fraction of particles injected in the ponderomotive
bucket as a function of modulation amplitude and chicane gap considering the induced phase
delay. (Bottom) Fraction of particles injected in the ponderomotive bucket as a function of
modulation amplitude and chicane gap assuming phase delay could be controlled indepen-
dently.
Following the experimental procedures discussed in the previous section, the electron
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Table 4.1: Nocibur design and experimental parameters
Parameter Design value Experiment value
Electron beam energy 62-35 MeV 65-35 MeV
Initial beam energy spread (∆E
E
) 0.0015 0.0015
electron beam emittance (x,y) 2 mm-mrad 2 mm-mrad
electron beam waist (σx,y) 100µm 100 µm
electron beam current 100 A 100 A
Laser wavelength 10.3µm 10.3 µm
Rayleigh range (zRx,y) 30 cm 30.7, 31 cm
Laser waist position (z0x,y) 0.275 m 0.375, 0.42 m
Laser M2x,y 1.1 1.42, 1.34
Laser Power 100 GW 200 GW
Undulator K 2.02 - 1.09 –
Undulator λw (cm) 5.97 - 4.04 –
Pre-buncher K 3.37 –
Pre-buncher λw (cm) 5 –
Pre-buncher R56 (µm) 72 - 40 –
beam tune and alignment were established as well as alignment and characterization of the
seed laser. Comparison between the design and measured parameters as well as parameters
pertinent to the undulator tapering and pre-buncher are shown in table 4.1.
The interaction was simulated in GPT including the pre-buncher field maps and consid-
ering the experimentally measured parameters. Simulation of the field evolution was done
in Genesis including the pre-buncher, figure 4.3. As we will discuss, measurement of the
radiation gain proved impractical due to the presence of the large seed field. The Genesis
simulations offer some insight into the radiation properties, including confirmation of the
conservation of energy in the conversion of beam energy into coherent radiation. From these
simulations we find that the the transverse profile of the radiation intensity is characterized
by a reduction of intensity on axis. This can be attributed to the fact that the radius of the
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helical trajectory is on average ∼ 150µm which is larger than the transverse spot size of the
electron beam. The spectral properties of the Nocibur radiation can be characterized by a
small amount of spectral broadening as well as the growth of noise in both the high and low
frequency spectral tails. Direct measurement would require studies in the high gain regime.
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Figure 4.3: a) Time dependent Genesis simulations showing change in the radiation energy
matching the change in beam energy. b) Transverse profile of the radiation intensity at
the undulator exit, isolating the contribution from the Nocibur interaction. c) Radiation
spectrum from time dependent Genesis simulation, showing the total spectrum (yellow), the
contribution from seed (green) and the isolated Nocibur radiation spectrum (blue). d) GPT
simulation showing the pre-bunched beam injected in the ponderomotive potential and phase
space trajectories associated with the Hamiltonian. Trapped particles are shown in color.
e) Longitudinal phase space at the undulator exit from GPT simulation. Trapped particles
are again shown in color f) Fraction trapped vs modulation amplitude and chicane gap from
GPT simulations.
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4.2 High efficiency results
Following the steps laid out in the previous chapter, spacial and temporal overlap between
the laser and electron beam were first established and the interaction was optimized without
pre-bunching. This optimization was done by varying the lens position, scanning the input
beam energy, and adjusting the electron beam tune and alignment. The optimal initial beam
energy was found to be 65 MeV confirming the result of GPT simulations.
The pre-buncher was then inserted, scanning the chicane gap to find the optimal dis-
persion and chicane delay, figure 4.4. The trapping peak associated with a change of gap,
∆gap = 9 mm, shows good agreement with GPT simulations. It should be noted that
due to energy jitter from the linac, a small chirp was imparted on the beam such that a
consistent amount of charge would pass through an energy selecting slit in the dispersive
section. It is likely that this chirp reduced the performance of the interaction, especially at
the optimal pre-buncher chicane gap associated with larger dispersion, ∆gap = 2.5 mm. At
the time however, the deleterious effects of an energy chirp when pre-bunching had not been
considered.
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Figure 4.4: Left: (Top) Representative spectra with a beam charge of 300 pC and no
pre-buncher inserted showing a laser off shot for reference. (Bottom) Spectral lineout of
above spectra. Right: (Top) Representative spectra scanning the pre-buncher chicane gap
with a beam charge of 100 pC. (Bottom) Fraction decelerated to the final energy vs. chicane
gap compared with the estimated fraction trapped from GPT simulations with seed energy
0.55 J (yellow) 0.45 J (red) and 0.35 J (blue).
Setting the pre-buncher at the optimal chicane gap, the interaction was optimized again,
adjusting fine timing, electron beam tune and alignment. This lead to an increase in the
fraction decelerated to the final energy from 17% with no pre-bunching, up to 45 % with the
pre-buncher inserted. The observed net change in beam energy corresponded to conversion
of up to 30 % of the initial beam energy to coherent radiation, representing a factor of 3
increase in the efficiency with no pre-bunching, figure 4.2.
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b) 40% decelerated
    26% extraction eﬃciency
c) 38% decelerated
    28% extraction eﬃciency
d) 45% decelerated
    30% extraction eﬃciency
a) Laser oﬀ
Figure 4.5: Deceleration spectra and corresponding lineouts for three consecutive shots with
varying seed energy including a no laser shot for reference and comparison with the spectral
lineout from GPT.
The total energy of the electron beam after the interaction is calculated by integrating
over the energy distribution: Q
e
(
1
N
∫
dEE dN
dE
)
, where Q is the total charge of the electron
beam and N is the total number of pixel counts from the spectrometer screen. For the
nearly monochromatic initial beam, the beam energy is given by, 100A × 65MV = 6.5mJ .
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Averaging over the spectra with optimized interaction we find the final beam energy to be
4.9± 0.4mJ , corresponding to an average efficiency of 25% and a peak efficiency near 30%,
figure 4.6. As stated earlier, the change in beam power in the low gain regime is associated
with the cross term in equation 2.92. With this in mind we can estimate the superradiant
contribution, ∝ χ2b2, to be 30 µJ.
Figure 4.6: Left: Spectra from 36 consecutive shots showing consistency of the optimized in-
teraction. Right: (Top) Lineouts from 36 consecutive shots and average spectrum. (Bottom)
The efficiency, η vs seed energy showing no clear correlation.
4.3 Detrapping: phase space studies
In both figure 4.2 and 4.6, we observe consistent additional peaks in the energy spectra. The
source of these peaks was initially unclear, and the question arose as to if these particles
could be considered as contributing to the radiation gain. However, studying the particle
phase space trajectories in 1-D models and GPT simulations it was found that these peaks
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occur naturally as detrapped particles undergo synchrotron oscillations. On average this
effect will not produce a net change in energy of the detrapped particles, and the final
energy distribution will thus represent the energy at which particles stopped contributing to
the radiation gain.
We can study this phenomena more closely. Considering that detrapped particles will
travel close to the phase space trajectory defined by the separatrix, from figure 4.7, we see
that at intervals of θ = n2pi + θr above the ponderomotive bucket there are plateaus in δγ
at discrete intervals. Qualitatively, detrapped particles will undergo synchrotron oscillations
with varying amplitude and frequency, depending on their energy at the point of detrapping.
At various points in the interaction neighboring synchrotron orbits merge in energy. At the
undulator exit, these points of overlapping energy will produce peaks in the energy spectrum,
corresponding to particles that have slipped ahead of the bucket by n2pi + θr.
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Figure 4.7: Top: (Left) Phase space orbits associated with the separatrix from the approx-
imate Hamiltonian (equation 2.61) at the undulator exit. (Right) Evolution of detrapped
particle energy along the undulator assuming particles continuously detrap from the bucket
tail throughout the interaction. The dark regions give an indication of the position of energy
bunching. Bottom: (Left) Considering the Nocibur undulator tapering as an example, we
show the evolution of detrapped particles’ phase space solving Hamilton’s equations from
the exact Hamiltonian (equation 2.60) considering injection of particles along the separatrix
defined by the approximate Hamiltonian (Black) at positions in the undulator, z=0 (blue),
z=0.06, (red), z=0.12 (yellow) and z=0.18 (green). (Right) The phase space evolution shown
in the left plot in θ − γ phase space for reference.
We can quantify the position of the energy peak nearest to the resonant energy, δγp,
making several assumptions. We first consider that the detrapped particles stream out of
the bucket near the tail of the bucket, θ = pi−θr and δγ = 0. We also consider that for some
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detrapped particle belonging to this peak, the energy at the undulator exit is equal to the
energy at the point of detrapping, i.e. δγp = δγ(zf ) = γr(zdetrap)− γr(zf ) and θf = 2pi + θr.
Finally, we assume that the ponderomotive gradient is approximately constant throughout.
With this in mind, we can use the approximate Hamiltonian, equation 2.61, to find a value
of δγp that satisfies the above conditions.
H[pi − θr, 0] = H[2pi + θr, δγ]
dγr
dz
(− cot (θr) + pi − θr) = kw(z)
γr(z)
δγp
2 +
dγr
dz
(cot (θr) + 2pi + θr)
δγp =
√∣∣∣∣dγrdz
∣∣∣∣ γr(z)kw(z)(2 cot (θr) + pi + 2θr)
(4.1)
Recalling that the approximate Hamiltonian considers δγ
γr
<< 1, a more precise evaluation
of the dynamics far from resonance require the use of the exact Hamiltonian, equation
2.60. To find the position of the additional energy peaks it is necessary to solve Hamilton’s
equations numerically, finding the energy associated with a final phase of n2pi + θr, figure
4.8.
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Figure 4.8: Top: (Left) The phase at the undulator exit for particle’s detrapped at position,
zdetrap, slipping ahead of the bucket centered about θ = pi/4. Dashed lines show slippage
corresponding to n2pi+pi/4 for n=1, 2, 3, 4 (blue, red, yellow, green). (Right) The energy at
the undulator exit for particle’s detrapped at position, zdetrap. Points show the energy asso-
ciated with phase slippage of n2pi + pi/4 for n=1, 2, 3, 4 (blue, red, yellow, green). Bottom:
Evolution of individual particle’s energy along the undulator from GPT simulations. Esti-
mated position of ”energy bunching” throughout the interaction is shown for phase slippage
of n2pi + pi/4 for n=1, 2, 3, 4 (blue, red, yellow, green). The height of the ponderomotive
potential is represented by the dashed lines (black). The final phase space is shown for
reference (black points), as well as the spectral lineout (purple).
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The peak positions, δγp,n, can be estimated from the non approximate Hamiltonian in the
case of constant period and approximately constant gradient, G = dγr
dz
, following a similar
path to equation 4.1.
δγp,n =
G
2kw
[cot (θr) + (2n− 1)pi + 2θr]
+
√
γr(z)
kw
[kwγr(z) +G cot (θr)] +
G2
4kw
2 [cot (θr) + (2n− 1)pi + 2θr]2
(4.2)
Consideration was given to using this non-resonant interaction as a novel method for
reducing the energy spread of a micro-bunched beam, or serving as an active de-chirper.
However, further investigation of the practicality and usefulness of this scheme are necessary.
A simple example of how such a deschirper would work is shown in figure 4.3.
Figure 4.9: 1-D model solving Hamilton’s equations from the non-approximate Hamiltonian,
considering injection of a 70 MeV beam with correlated energy spread into the Nocibur un-
dulator, showing the phase space at z=0 (blue), z=0.045 (red), z=0.09 (yellow) and z=0.135
(green). Showing the phase space in θ − δγ (left) and θ − γ (right) for reference.
4.4 Compression and radiation measurements
A significant effort was made to find some signal of the radiation gain. Firstly, due to time
dependent effects the optimal electron beam bunch length was limited to 1 ps, as sampling
the temporal envelope of the laser pulse would lead to a reduction of the gradient and de-
trapping. In order to increase the amount of charge interacting with the peak laser intensity
and in turn increase the radiation gain, the charge was increased and the bunch length was
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compressed. This was accomplished by inducing a correlated energy chirp on the electron
beam by accelerating the beam at 5 degrees away from the crest of the Linac RF pulse. This
beam was then compressed by a chicane located in the H-Line.
Preliminary beam studies showed an increase in the peak current to 400 A for a 65 MeV
beam with 300 pC charge. The bunch length was measured by generating coherent transition
radiation (CTR) by colliding the compressed beam with an angled foil. An autocorrelated
signal of the CTR radiation could then be obtained using a polarizing Michelson interferom-
eter. An estimate of the bunch length could then be obtained by assuming the current profile
to be approximately gaussian. When taking into account a gaussian filter response of the
instrument, this allows us to estimate the bunch length with a three-gaussian fitting function
[95]. Unfortunately, during these beam studies the transverse properties of the compressed
beam were not measured. Transverse emittance growth from coherent synchrotron radiation,
increase in the projected energy spread, and reduction of the micro-bunching quality from
the pre-buncher would significantly decrease the performance of the Nocibur interaction, and
the plan to compress the electron beam was abandoned, figure 4.10.
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Figure 4.10: Left: (Top) Image of compressed beam from phosphor screen in the dispersive
section (F-line), where energy-temporal correlation is approximately translated into a hori-
zontal position-time correlation. (Bottom) CTR autocorrelation signal (red) and 3-gaussian
fit (blue) giving an estimated bunch length of 0.75 pS. Right: Nocibur spectra with the
compressed beam showing reduction of the beam quality and reduction of the Nocibur in-
teraction.
Without the benefit of compression the radiation gain was 3 orders of magnitude below
the seed energy. In a misguided attempt to separate the signal from the seed, the seed laser
was switched to linear polarization. This would reduce the interaction efficiency, but also
allow separation of the radiation produced in the perpendicular polarization. Coupling the
radiation out of the beamline through a NaCl window located after the e-beam spectrometer,
a brewster window was set up to separate the polarizations, sending the seed to a Joule meter
and the radiation in the perpendicular polarization to a Pyro camera. In hindsight, the gain
from the cross term in equation 2.92 is coupled to the seed polarization and this method
would only measure the superradiatant contribution, which as stated was on the order of
10µJ; well below the leakage of the polarizer.
An attempt was then made to measure some hint of the radiation gain signal by taking
advantage of the order of magnitude decrease of the gain radiation’s Rayleigh range, as
well as the spectral broadening and noise away from the spectral peak associated with the
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Nocibur radiation. The brewster window was replaced with a NaCl window, sending the bulk
of the radiation to a Joule meter, while sending the reflection to a grating spectrometer. The
spectrally dispersed beam was then focused onto a pyro camera. In an attempt to separate
the diffracted Nocibur radiation from the seed, a penny soldered to a screw was placed in
the beam path to block the core of the seed. The peak of the radiation spectrum was also
blocked by tape placed over the Pyro camera sensor, figure 4.4. In the end, a clear signal
could not be found, and in the process of attempting the measurement most of the laser
transport optics were damaged as well as the Pyro-camera sensor. The need to characterize
the radiation gain, transverse and spectral properties requires experimental demonstration
of the high gain regime. This will be accomplished in the TESSA 266 experiment, [76].
Figure 4.11: Photo of spectral diagnostic set-up attempting to measure the radiation signal.
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CHAPTER 5
The double buncher
Here we present details and results from the cascaded modulator chicane pre-bunching exper-
iment, also known as the double buncher experiment. The succesful use of pre-bunching in
the Rubicon, Nocibur and RubiconICS experiments sparked investigation into the plausible
employment of the cascaded modulator pre-bunching scheme, as described in section 2.5.2
[96, 97]. The experiment was carried out with the goal in mind of demonstrating injection of
up to 97% of an electron beam’s charge into a ponderomotive potential. With the Rubicon
undulator in IFEL configuration for the RubiconICS experiment, it was decided to use IFEL
acceleration to demonstrate the successful phase space manipulation.
We will begin this chapter with a discussion of the design and construction of the new
modulator chicane pre-buncher, including analysis and simulation of the double buncher
scheme and Rubicon undulator tapering. Again many of the details concerning the experi-
mental design, set-up, and execution were discussed in chapter 3, however several necessary
modifications made to the beamline layout, electron beam tune, and laser transport merit
discussion. Next, we present an examination of the optimization of the IFEL interaction
and pre-bunching, showing the resultant electron beam spectra and comparison with simu-
lations. Lastly, the stability of the double buncher scheme is discussed, as well as sources of
detrapping and preservation of the transverse beam quality.
5.1 New buncher design
The initial design of the double buncher experiment was centered around the use of the
existing pre-buncher as the second buncher in the cascaded modulator chicane scheme. Space
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limitations also called for the use of a single laser pulse to drive the modulations and IFEL
acceleration, and a single electron beam focus. As shown in section 2.5.2, the optimal ratio
of the two modulations is around 4. Considering that the existing pre-buncher was a single
period, reduction of the first modulation amplitude was achieved by using a half period
modulator with the shortest possible entrance magnet design, as well as taking advantage of
the seed laser diffraction.
Modifications to the ATF beamline during the RubiconICS experiment gave an additional
0.5 m of space. Shifting the undulator downstream would require the purchasing of a new
lens, to maintain the laser waist position at the center of the undulator. Initial calculations
showed that this would result in an increase in the Rayleigh range to 0.55 m, setting a limit
on the gap of the new buncher of 3/4′’, thus limiting the modulator period length. In an
attempt at foresight, a 7 cm period was chosen for the modulator such that in the event
that an experiment at higher initial energy might take place, the 3/4′′ gap would still be
achievable.
An electromagnetic chicane was found on the floor of an office at the ATF and was re-
purposed for use in the new buncher. This chicane had previously been used in the HGHG
experiment [98]. The chicane consisted of 3 dipole electromagnets of length 3 cm, 6 cm and
3 cm separated by 3 cm drifts. The chicane also included water cooling channels and two
additional steering coils on the entrance and exit dipoles. After expanding the gap of the
chicane to 3/4′′, measurements of the chicane field showed a 2.25 mT/A linear scaling of the
field from 0-150 A with the aid of water cooling, corresponding to an R56 of 0 - 900 µm.
The total electromagnetic chicane length was 30 cm, leaving approximately 10 cm for the
modulator considering the space required for flanges and an additional beam position moni-
tor. The half period modulator was composed of a permanent magnet planar halbach array
with one up/down magnet followed by an in/out magnet. The space limitations required a
compact entrance and exit magnet design consisting of a 1/8 period length up/down magnet
and a 1/4 period length in/out magnet at the entrance with a 1/8 period length up/down
exit magnet. This would result in an off axis average trajectory, however this was a non-issue
considering the large laser spot size at the buncher entrance [13]. The undulator body, tun-
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ing plates, and magnet holders followed the original buncher design closely and construction
of the undulator followed the steps outlined in chapter 3, figure 5.1. One exception in the
design was the use of permanent magnet blocks with flat pole faces.
Figure 5.1: Top: (Left) Solidworks model of the new buncher, showing the electromagnetic
chicane and modulator installed on the buncher stand with two rails removed to show the
magnet holders. (Right) Photo of the constructed modulator. Bottom: (Left) Photo of the
buncher installed on the ATF beamline showing the water cooling channels. (Right) Photo
of the opposite face of the buncher.
A stand was designed to coalign the magnetic center of the modulator and chicane, while
allowing the modulator to be removed from the beamline. Removing the modulator, setting
the chicane current to zero and manually de-gaussing, other components of the experiment
could be optimized independently. Hall probe alignment slots and irises similar to those
used for the original pre-buncher were designed to mount on the modulator body. Thus the
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alignment of the chicane relied heavily on the mechanical accuracy of the buncher stand. In
hindsight independent alignment of the modulator and chicane would have been ideal. Hall
probe measurements of the modulator showed good agreement with the Radia model, and
measurements of the composite modulator and chicane showed a stable 2nd integral over
the full range of chicane currents, figure 5.1. For use in GPT simulations, a chicane with
matching scaling of the R56 was modeled in Radia.
Figure 5.2: Top: (Left) Hall probe measurements of the buncher field varying the chicane
current from 20-140 A including comparison with the Radia model of the modulator (black,
dashed). (Right) Second ingegral of the buncher field varying chicane current. Bottom:
(Left) Peak field of the first chicane magnet vs. current. (Right) The corresponding delay
in units of the laser period.
5.2 Experiment design and preliminary simulations
The Rubicon IFEL accelerating gradient was reduced during the RubiconICS experiment
to 60 MeV/m. With the expected increase in the laser Rayleigh range to 0.55 m a new
undulator tune was derived, keeping roughly the same gradient in order to avoid a full re-
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tune of the undulator and the removal of shims. Considering a resonant phase of θr = −pi4 and
a peak seed field of 3.85 GV/m, solving equation 2.114, gave a tapering profile with a final
resonant energy of 78 MeV. The field was modeled in Radia and simulated in GPT, showing
an additional modulation from the exit magnets giving an output energy of approximately
82 MeV. The undulator was then retuned and pulse wired following the steps prescribed in
chapter 3, figure 5.3.
Figure 5.3: Top: The resonant energy, undulator period, and K for the Rubicon undulator
tapering. (Right) The magnetic field magnitude from the Rubicon tapering (red) compared
with the Radia model field (blue). Bottom: (Left) Hall probe field measurements of the on
axis undulator field (yellow and green) compared with the radia model field (blue and red
points) (Right) Examples of pulse wire measurements of the field 2nd integral.
Optimization of the double buncher scheme relied heavily on GPT simulations using the
Radia field maps for all magnetic elements. These simulations gave estimates of the effect
of the entrance and exit magnets on the magnitude of the two modulations, the coupling
between optimal dispersion and phase delay including drifts, and interaction between the
laser and electron beam in the chicane’s. After optimization we see good agreement between
the magnitude of the modulations and dispersions associated with the optimal chicane set-
tings as observed in GPT with the optimal double buncher parameters derived from a simple
1-D model, maximizing the fraction of charge injected into the ponderomotive bucket, figure
5.4. Comparing the optimized double buncher scheme with the corresponding single buncher
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performance we see a reduction of the injection losses, 1 − fT , by an order of magnitude.
Considering the magnitude of the bunching factor squared as a figure of merit for the TESSA
interaction, we observe a factor of two enhancement over the single buncher. Both GPT and
time dependent Genesis simulations showed up to 96% of the charge accelerated to the final
energy with optimal parameters. It should be noted that when doing Genesis simulations
the chicane dispersion was considered as a point-like transform, and the large amount of
slippage introduced by the first chicane was not considered. This was certainly an oversight.
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Figure 5.4: Top: (Left) Optimal double buncher parameter values vs the second modulation,
maximiazing trapping in the ponderomotive bucket in a simple 1-D model. Experimental
parameters are shown as points. (Right) Comparison of the performance of single buncher
(dashed) and double buncher (line), considering the injection losses (gold) and the bunch-
ing factor squared (blue). Middle: GPT simulations with ideal parameters showing the
phase space at the undulator entrance (left) and final phase space with 96% accelerated to
the final energy (center). (Right) fraction accelerated to final energy varying both the 2nd
buncher chicane gap and 1st buncher chicane current from GPT. Bottom: Genesis simula-
tions showing the initial phase space (left) and the phase space after each period showing
96% accelerated to the final energy (right).
In GPT simulations, it was found that the optimal position of the electron beam focus
in the bend plane, without the buncher’s inserted, was approximately 30 cm upstream of
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the undulator entrance with a waist of approximately 70 µm. Inserting the buncher’s would
provide additional undulator focusing in the bend plane. The electron beam transport was
again simulated in elegant, establishing the feasibility of achieving the optimal beta functions
while correcting the horizontal dispersion produced in the dogleg, figure 5.2.
Figure 5.5: The optimized twiss parameters and dispersion from Elegant simulations (x-blue,
y-red).
5.3 Experimental set up
As stated earlier, during the Rubicon ICS experiment, the electromagnetic spectrometer used
in the initial Rubicon and Nocibur experiments was removed and replaced by a quadrupole
triplet. A permanent magnet spectrometer was installed in a downstream vacuum chamber,
with the bending plane now in the vertical direction. This permanent magnet was 5 cm long
with an on-axis field of approximately 0.9 T, oriented to bend the beam towards the floor.
A DRZ phosphor screen and polished aluminum mirror were placed approximately 15 cm
from the dipole exit, sending the scintillated light to a window on the chamber lid, where a
CCD camera was positioned. Energy calibration of the spectrometer was accomplished by
varying the electron beam energy from 48 to 62 MeV, noting the position of the beam on
138
the spectrometer screen. A schematic of the beamline configuration is shown in figure 5.6.
Figure 5.6: Top: A Solidworks rendering of the ATF I-line showing the expected phase space
after each modulator and chicane for reference. A face of the downstream vacuum chamber
is removed to show the spectrometer set-up. Middle: Layout of the buncher and undulator
fields with the undulator entrance at z=1 m. Bottom: (Left) Photo of all components
installed on the ATF beamline. (Right) Photo of the spectrometer set-up.
Much of the laser transport and diagnostics from the previous experiments was main-
tained for the double buncher experiment. However, a new 4 m focal length 3” NaCl lens
was purchased in order to shift the focus downstream. This lens did not match the required
specifications, resulting in a shorter Rayleigh range, and a waist position upstream of the
undulator axis, figure 5.7.
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Figure 5.7: (Left) Meeasurement of the laser waist (points) along the undulator rail (x blue,
y red). Fits are shown (line) adjusting the Rayleigh length, waist position and M2. (Right)
The beam diameter in x (blue) and y (red) corresponding to 95% transmission of the laser
intensity, showing the pertinent appertures: the upstream dogleg dipole pipe (blue) the
upstream buncher pipe (red) the downstream buncher pipe (yellow) and the undulator pipe
(green). The yellow dashed line shows the ideal/design laser focus.
Table 5.1 shows the experimental design parameters and those measured during the
experiment as well as the undulator parameters, quoting the expected modulations and
optimal dispersions from preliminary simulations.
5.4 Double buncher optimization and results
After establishing timing overlap between the electron beam and laser, the IFEL interaction
was optimized with no pre-bunching. The downstream buncher was installed, varying the
chicane gap to find the optimal dispersion and phase delay. Considering acceleration past
the initial bucket height (E > 55 MeV) as a figure of merit for the initial trapping, figure 5.8a
shows two peaks corresponding to the expected phase delay of ∆θ = n2pi+ pi
4
, demonstrating
good agreement with the expected trapping from GPT simulations.
As shown in figure 5.4, when considering optimization of the double buncher scheme,
over the range of electromagnetic chicane currents expected to give optimal dispersion, the
140
Table 5.1: Double buncher design and experimental parameters
Parameter Design value Experiment value
Electron beam energy 52-78 MeV 52-82 MeV
Initial beam energy spread (∆E
E
) 0.0015 0.0015
electron beam emittance (x,y) 2 mm-mrad 2.5 mm-mrad
electron beam waist (σx,y) 70µm 80 µm
electron beam current 100 A 100 A
Laser wavelength 10.3µm 10.3 µm
Rayleigh range (zRx,y) 55 cm 42, 57 cm
Laser waist position (z0x,y) 0.275 m 0.235, 0.21 m
Laser M2x,y 1.1 1.16, 1.63
Laser Power 75 GW 75-100 GW
Parameter First buncher Second buncher Rubicon
K 2.02 2.56 2.07-2.80
Kl 0.0035 0.006 0.017
λw (cm) 7 5 4.04-5.97
Effective Length Lu (cm) 4 7.5 54.75
Modulation (A, ∆E) 5.1, 0.4 MeV 20, 1.6 MeV –
Dispersion (B, R56) 0.44, 480µm 0.075, 80µm –
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optimal gap of the downstream buncher is independent. With this in mind the downstream
buncher chicane gap was set at the 6pi + pi
4
delay, as this broad peak is more stable under
fluctuations of laser intensity. The second modulator was then inserted, scanning the elec-
tromagnetic chicane current over a range of 94-100 A. Again, trapping past the initial bucket
height agreed very well with GPT simulations, figure 5.8b. It is interesting to note that the
sign of the upstream modulator was flipped compared to the downstream buncher, corre-
sponding to a pi phase shift in the ponderomotive phase. Considering this plus the pi phase
shift introduced by the half period modulator, the optimal phase delays occur at ∆θ = n2pi.
During this scan it was necessary to adjust the fine timing in order to compensate for the
significant slippage introduced by the electromagnetic chicane. Both the single buncher and
double buncher chicane scans benefited greatly from a reduction of the beam charge to 60-80
pC, corresponding to a reduction of the electron beam pulse length to 0.6-0.8 pS, significantly
reducing time dependent effects.
Another interesting feature of figure 5.8 is the consistent difference in initial trapping
at the peaks of the single buncher chicane scan as compared with simulations, whereas the
initial trapping with the double buncher scan compares well. This could potentially be
attributed to the increase of deeply trapped particles characteristic to the double buncher
energy distribution, resulting in increased stability under fluctuations of the initial bucket
area.
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Figure 5.8: Experimental data (points) showing the fraction accelerated past 55 MeV (blue)
and past 77 MeV (red) varying the downstream buncher chicane gap a) and upstream buncher
chicane current b) with the downstream buncher chicane gap set to the 25pi
4
peak. These points
are compared with GPT simulations (lines) with lower and upper lines corresponding to 70
and 100 GW respectively.
Comparison of the IFEL performance in the no bunching, single buncher and double
buncher configurations showed fraction accelerated to the final energy of 25%, 45%, and
70% respectively, with the double buncher case demonstrating acceleration of 96% of the
beam charge past the initial ponderomotive bucket. These shots were taken on the same
day with a nominal laser power of 75 GW. GPT simulations, considering measured electron
beam and laser focusing parameters agreed well with the double buncher data, demonstrating
80% acceleration to the final energy and 97% accelerated past 55 MeV. An average over ten
consecutive shots after optimization showed similar values for the initial and final trapping,
figure 5.4.
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Figure 5.9: Top: Raw spectrometer images with no laser seed a), no bunching b), downstream
buncher only c), double buncher d), and GPT simulation. Bottom: Projections of the
electron beam energy distributions corresponding to a)-e), with the no laser spectra scaled
by a factor of 2. An average over 10 consecutive shots with optimized double buncher
paramters is included (black dashed).
Without the benefit of direct measurement of the longitudinal phase space, the IFEL
interaction was utilized to confirm the success of the double buncher scheme. Detrapping
throughout the interaction could be attributed to several factors that could be confirmed in
GPT simulations such as the transverse properties of the laser and electron beam. However,
additional factors that could not easily be measured during the experiment such as focusing
and transverse mode properties of the high power laser, misalignment of the undulator,
and/or trajectory errors remain. Assuming that, for a well bunched initial phase space,
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these errors manifest in detrapping later in the interaction, we can use GPT simulations
to check the validity of the statement that acceleration past the initial bucket height is
indicative of initial trapping in the ponderomotive potential.
Considering GPT simulations with ideal laser and electron beam parameters, we see
trapping past 55 MeV and trapping past 70 MeV differ by only a few percent. This implies
that given optimal parameters the fraction accelerated past 55 MeV would be accelerated
to the final energy. Including realistic laser and electron beam focusing we see a significant
drop in the fraction of particles accelerated past 70 MeV, with only a slight difference in
the fraction accelerated past 55 MeV. Comparing this with data, we see close agreement for
particles accelerated past 55 MeV in both ideal and non ideal GPT simulations. However,
the fraction accelerated past 70 MeV again drops significantly. This can be attributed to the
aforementioned immeasurable factors if not a littany of other factors, figure 5.10. Typically
these errors can be overcome by increasing the laser intensity well beyond the design values.
However, during the experiment IFEL performance decreased for energies exceeding 1 J. At
the time, this was attributed to self phase modulation of the seed laser from damage on the
output window of the main amplifier. It is not clear if this was the cause or the only effect.
During the experiment, the double buncher results were of course met with immediate
suspicion. However, calibrating the pixel counts to charge on the spectrometer screen, it
was found that the full charge was present in the double buncher spectra, and that the
interaction was consistent over a large number of shots. Over several shots the beam was
steered significantly to insure no clipping was taking place on the aperture of the spectrometer
dipole. Figure 5.10 shows a stretch of data taking during which optimization of the chicane
dispersions was initially taking place, followed by a quadrupole scan, with the last 10 shots
representing the optimized interaction, all showing little to no charge remaining at the initial
energy.
145
Figure 5.10: (Left) Raw spectrometer data showing 45 consecutive shots with a no laser
shot (top) for reference. Note: Shots 1-15 the bunchers and fine timing were adjusted
slightly, shots 16-35 were during a quadrupole scan, shots 36-45 correspond to the optimized
interaction. (Right) Comparison between experimental data (points) and GPT simulations
with experimentally measured (line) and ideal parameters (dashed) considering the fraction
trapped and accelerated past 55 MeV and 70 MeV vs. the laser seed power.
The properties of the accelerated beam were measured, showing a final normalized en-
ergy spread of 1%. Following the method described in section 3.10, a quadrupole scan was
done for both the unaccelerated and accelerated beams, scanning the current in the final
quad of the triplet located downstream of the undulator and considering the change in the
beam spot size in the nonbend plane. Fits to the measured σx
2 showed conservation of the
normalized emittance, measuring 2.6 ± 0.2µm for the accelerated beam and 2.54 ± 0.1µm
for the unaccelerated beam, figure 5.11.
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Figure 5.11: (Left) Representative IFEL spectra varying the downstream quadrupole of the
triplet. (Right) Comparison of σ2 from gaussian fits to the 52 MeV and 82 MeV beam (red,
green points) compared with quad scan fit from equation 3.8 (blue, yellow dashed line)
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