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We examine important properties of the difference between the variance and the quantum Fisher
information over four, i.e., (∆A)2 − FQ[%,A]/4. We find that it is equal to a generalized variance
defined in Petz [J. Phys. A 35, 929 (2002)] and Gibilisco, Hiai, and Petz [IEEE Trans. Inf. Theory
55, 439 (2009)]. We present an upper bound on this quantity that is proportional to the linear
entropy. As expected, our relation shows that for states that are close to being pure, the quan-
tum Fisher information over four is close to the variance. We also obtain the variance and the
quantum Fisher information averaged over all Hermitian operators, and examine its relation to the
von Neumann entropy. Apart from the usual quantum Fisher information, we also consider the
Kubo-Mori-Bogoliubov quantum Fisher information.
PACS numbers: 03.67.-a, 42.50.St
I. INTRODUCTION
Quantum metrology is a subfield of metrology that
takes advantage of quantum phenomena to achieve a high
precision in magnetometry, frequency measurements, and
several other areas of interferometry [1–9]. There have
been successful experiments with cold gases, trapped ions
and photons to create quantum states useful for high
precision metrology such as spin-squeezed states [10–18],
Greenberger-Horne-Zeilinger (GHZ) states [19–27], sym-
metric Dicke states [28–33], and many-body singlet states
[34]. Quantum metrology played a role even in the re-
cent experiments with the squeezed-light-enhanced grav-
itational wave detector GEO 600 [35]. Experiments are
being carried out achieving a larger and larger precision,
reaching recently a 10-times improvement compared to
the shot-noise limit, i.e., the best precision achieavable
by uncorrelated particle ensembles [36].
Partly due to the experimental successes, there has
been a rapid theoretical development in quantum metrol-
ogy. In particular, there has been a large effort to under-
stand better the quantum Fisher information, which is
a central notion in quantum metrology. It is connected
to the task of estimating the phase θ for the unitary dy-
namics of a linear interferometer
U = exp(−iAθ), (1)
assuming that we start from % as the initial state, where
A is a Hermitian operator. A tight bound on the preci-
sion of the phase estimation is given by the Crame´r-Rao
bound as
(∆θ)2 ≥ 1/FQ[%,A], (2)
∗ toth@alumni.nd.edu; http://www.gtoth.eu
where FQ[%,A] is the quantum Fisher information of the
state [1–4, 7–9, 37, 38].
It has been found that the quantum Fisher information
is strongly connected to quantum entanglement [39–42],
which has been used to estimate multipartite entangle-
ment by direct measurement of the sensitivity [32, 43, 44].
It has been investigated how various sets of quantum
states, such as random bosonic states and states with a
positive partial transpose perform metrologically [45, 46].
New approaches have been found to obtain the quantum
Fisher information in systems in thermal equilibrium by
measuring certain observables [47, 48]. Using the theory
of quantum Fisher information, it has been examined
how the precision scales with the size of a noisy quantum
system [49, 50], which will help to identify cases when
very high precision can be achieved with large systems
[51]. Connected to these questions, new uncertainty re-
lations have been derived with the quantum Fisher infor-
mation, which improve the Heisenberg uncertainty [52].
Moreover, new relations between the quantum Fisher in-
formation and the entropy have been presented [53, 54].
Recently, a surprising property of the quantum Fisher
information has been discovered: it is, up to a constant
factor, the convex roof of the variance [55, 56]. This re-
sult connects the theory of the quantum Fisher informa-
tion to entanglement measures, which are also defined
by convex roofs [5]. The findings of Ref. [55, 56] were
used to sharpen statements concerning the continuity of
the quantum Fisher information [57]. As another conse-
quence, the quantum Fisher information can efficiently
be bounded from below based on few measurements [58].
Finally, the definition of the quantum Fisher information
as a convex roof could be used to study the role of en-
tanglement and quantum correlations in interferometry
[59].
In this paper, we present a new approach to bound
the quantum Fisher information with the variance and
various entropies. In order to list our main results in
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2FIG. 1. Numerical verification of the inequality (7) for d = 3.
Points corresponding to 10 million random states are shown.
For each random state %, a random Hermitian operator A has
also been generated. All points below the blue line correspond
to states that satisfy the inequality. RHS refers to the right-
hand side of Eq. (7). The point (0, 0) corresponds to pure
states.
detail, we need the following definition.
Definition 1. We introduce the following quantity
V (%,A) := (∆A)2 − 14FQ[%,A]. (3)
It is well known that V (%,A) = 0 for pure states. We
can also expect that for states sufficiently pure V (%,A)
is small, while for states that are far from pure, the dif-
ference can be larger.
We will present methods to bound V (%,A) from above.
We now list the three Observations proven in the paper,
the proofs will be given later.
Observation 1. For rank-2 states %, the difference be-
tween the variance and the quantum Fisher information
can be obtained with the purity as
V (%,A) = 12 [1− Tr(%2)](ω1 − ω2)2, (4)
where ωk are the eigenvalues of the 2× 2 matrix
Ωkl = 〈k|A|l〉 (5)
for k, l = 1, 2. Here |1〉 and |2〉 are the two eigenvectors
of % with nonzero eigenvalues.
Remarkably, Eq. (4) is not an inequality, but an equal-
ity, and it connects the quantum Fisher information and
the variance to the linear entropy given as
Slin(%) = 1− Tr(%2) = 1−
∑
k
λ2k =
∑
k 6=l
λkλl. (6)
Next, we will present a relation with the linear entropy
for density matrices with an arbitrary rank.
Observation 2. For states % with an arbitrary rank
we have
V (%,A) ≤ 12Slin(%) [σmax(A)− σmin(A)]2 , (7)
where σmax(A) and σmin(A) are the largest and small-
est eigenvalues, respectively, of A. In Fig. 1, a numerical
verification of the inequality can be seen.
In quantum metrological problems, A is often a collec-
tive angular momentum component defined as
Jl =
1
2
N∑
n=1
σ
(n)
l , (8)
where l = x, y, z, and σ
(n)
l are the Pauli spin matrices for
spin (n). This corresponds to quantum metrology with
linear interferometers, which is the most relevant type of
metrology with large particle ensembles. For this case,
we have to subsititute σmax(J
2
l ) = N
2/4 into Eq. (7).
So far we considered bounds on V (%,A) for a particu-
lar A. We now arrived at computing the average of the
quantity (3) for traceless Hermitian operators.
Observation 3. The average of V over traceless Her-
mitian matrices is given as
V (%) =
2
d2 − 1
[
Slin(%) +H(%)− 1
]
, (9)
where the averaging is over matrices A with a fixed norm
Tr(A2) = 2, d is the dimension of the system, and
H(%) = 2
∑
k,l
λkλl
λk + λl
= 1 + 2
∑
k 6=l
λkλl
λk + λl
(10)
is the sum of the pairwise harmonic means of the eigenval-
ues of %. The quantity H(%), in a certain sense, measures
the purity of the quantum state, since for pure states
H(%) = 1, while for mixed states H(%) > 1.
Our paper is organized as follows. In Sec. II, we present
the basics of quantum metrology relevant to our paper,
and we show that V (%,A) is a generalized variance de-
fined in Refs. [60, 61]. In Sec. III, we obtain upper bounds
on the the difference between the variance and the quan-
tum Fisher information over four given in Eq. (3). In
Sec. IV, we show some concrete examples for the applica-
tion of our inequalities. In Sec. V, we calculate averages
of the quantum Fisher information and V (%,A) over all
Hermitian operators, and relate them to the von Neu-
mann entropy. Finally, we calculate similar averages for
the Kubo-Mori-Bogoliubov quantum Fisher information.
II. BASICS OF QUANTUM METROLOGY
A. The quantum Fisher information and the
variance
In this section, we review important properties of the
quantum Fisher information and the variance. We will
also stress the relations that connect these two quantities,
which will motivate us to study V (%,A) in the rest of the
paper.
3The quantum Fisher information can be computed as
follows. Let us assume that a density matrix is given in
its eigenbasis as
% =
d∑
k=1
λk|k〉〈k|, (11)
where d is the dimension of the quantum system. Then,
the quantum Fisher information is obtained as [7, 8, 37,
38]
FQ[%,A] = 2
∑
k,l
(λk − λl)2
λk + λl
|Akl|2, (12)
where Akl is defined as Akl = 〈k|A|l〉. Equation (12) can
be rewritten as [5]
FQ[%,A] = 4
∑
k,l
λk|Akl|2 − 8
∑
k,l
λkλl
λk + λl
|Akl|2
= 4〈A2〉 − 8
∑
k,l
λkλl
λk + λl
|Akl|2. (13)
The advantage of Eq. (13) is that the 〈A2〉 appears in the
formula, which makes it easy to compare the quantum
Fisher information to the the variance given as
(∆A)2 = 〈A2〉 − 〈A〉2
=
∑
k,l
λk|Akl|2 −
(∑
k
λkAkk
)2
. (14)
For any decomposition {pk, |Ψk〉} of the density matrix
% we have [55, 56]
1
4FQ[%,A] ≤
∑
k
pk(∆A)
2
Ψk
≤ (∆A)2%, (15)
where the upper and the lower bounds are both tight
in the sense that there are decompositions that saturate
the first inequality, and there are others that saturate
the second one. Note that the latter statement could be
generalized to covariance matrices [62, 63].
These statements can also be expressed saying that the
quantum Fisher information over four is the convex roof
of the variance
1
4
FQ[%,A] = inf{pk,Ψk}
∑
k
pk(∆A)
2
Ψk
, (16)
while the variance is the concave roof of the itself
(∆A)2% = sup
{pk,Ψk}
∑
k
pk(∆A)
2
Ψk
, (17)
where the infimum and the supremum are over all possi-
ble convex decompositions of % of the type
% =
∑
k
pk|Ψk〉〈Ψk|. (18)
where pk are probabilities and |Ψk〉 are pure states. Fi-
nally, we note that we can also interpret the relation of
the quantum Fisher information and the variance as fol-
lows. We write the variance as [55]
(∆A)2 =
∑
k
pk(∆A)
2
k +
∑
k
pk(〈A〉 − 〈A〉k)2. (19)
Equation (19) is valid for all decompositions of % of the
type (18). The first term on the right-hand side of
Eq. (19) we can call ”quantum” part, since it comes from
the variance of the operator on pure quantum states [55].
The second term we can call the ”classical” part, since
it is just a classical variance formula for the subensemble
expectation values [64]. In this picture, we can interpret
the quantum Fisher information as the minimal ”quan-
tum” part of the variance, while V (%,A) given in Eq. (3)
is the maximum of the ”classical” part. Hence, we can
define V (%,A) as a concave roof as
V (%,A) = sup
{pk,Ψk}
∑
k
pk(〈A〉Ψk − 〈A〉)2, (20)
which can also be rewritten as
V (%,A) = sup
{pk,Ψk}
∑
k
pk(〈A〉2Ψk − 〈A〉2). (21)
B. The difference between the variance and the
quantum Fisher information over four
In this section, we discuss some important properties of
V (%,A).We also discuss that V (%,A) equals a generalized
variance given in Refs. [60, 61].
The quantity (3) has the following important proper-
ties.
(i) V (%,A) = 0 for all pure states, and for all states
for which (∆A)2 = 0.
(ii) V (%,A) = 0 for all A if and only if % is pure.
(iii) Since the variance is concave in the state and the
quantum Fisher information is convex, it is also
concave in the state
(iv) The quantity V (%,A) is clearly independent from
Tr(A), that is, V (%,A) = V (%,A+ c1 ) for any c.
(v) The relation V (U%U†, A) = V (%, U†AU) holds for
any unitary U.
(vi) For a bipartite system, for product states V (%A ⊗
%B , 1 ⊗ A+ B ⊗ 1 ) = V (%A, A) + V (%B , B) holds.
This can be proven noting that a similar relation
holds for the variance and the quantum Fisher in-
formation.
4Next, we present some formulas defining V (%,A). From
Eq. (13) and Eq. (14), we obtain
V (%,A) = 2
∑
k,l
λkλl
λk + λl
|Akl|2 −
(∑
λiAii
)2
. (22)
It is instructive to regroup the terms such that the double
sum is only over indices that are not equal with each
other. Hence, an alternative form of Eq. (22) is obtained
as
V (%,A) = 2
∑
k 6=l
λkλl
λk + λl
|Akl|2
+
∑
k
λkA
2
kk −
(∑
λkAkk
)2
. (23)
One is tempted to think that the last two terms in
Eq. (23) is the variance (∆A)2. Indeed, they are equal to
the variance if A is diagonal in the eigenbasis of %. Oth-
erwise, one can realize that the equality does not hold in
the general case by comparing these terms to Eq. (14).
It is instructive to connect V (%,A) to the family of
generalized variances defined in Refs. [60, 61] as
varf%(A) =
∑
ij
mf (λi, λj)|Aij |2 −
(∑
λiAii
)2
, (24)
where f : R+ → R+ is a matrix monotone function, and
mf (a, b) = bf(a/b) (25)
is a corresponding mean. With Eq. (24) we can define a
large set of generalized variances. The f(x) are boudned
as
fmin(x) ≤ f(x) ≤ fmax(x), (26)
where the lower and upper bounds, respectively, are given
as
fmin(x) =
2x
1 + x
, fmax(x) =
1 + x
2
. (27)
The generalized variance (24) with f(x) = fmax(x) is the
usual variance
varmax% (A) = 〈A2〉 − 〈A〉2, (28)
where in the subscript there is ”max” rather than fmax
for simplicity. The corresponding mean is the arithmetic
mean mmax(a, b) = (a + b)/2. Let us now consider the
generalized variance (24) with fmin(x). The correspond-
ing mean is the harmonic mean mmin(a, b) = 2ab/(a+b).
Straightforward calculations show that
varmin% (A) ≡ V (%,A) (29)
holds [65]. Clearly, varmin% (A) is the smallest of the gen-
eralized variances, while the usual variance, varmax% (A),
is the largest [60, 61]. For any generalized variance given
in Eq. (24) we have
(∆A)2 − FQ[%,A] ≤ varf%(A) ≤ (∆A)2. (30)
Hence, if FQ[%,A] = 0 then all the generalized variances
give the same value.
III. UPPER BOUND ON V (%) WITH THE
PURITY
In this section, we prove Observations 1-2.
Proof of Observation 1. For the rank-2 case, λ1 = λ
and λ2 = 1−λ, and all other eigenvalues are zero. Then,
Eq. (22) becomes
V (%,A) = λ(1− λ) [(A11 −A22)2 + 4|A12|2] . (31)
Now, first we have to use the following relation
λ(1− λ) = 12
[
1− Tr(%2)] , (32)
which can easily be proved with direct calculation. Sec-
ond, we have to show that
(A11 −A22)2 + 4|A12|2 = (ω1 − ω2)2, (33)
where w1,2 are the eigenvalues of the matrix(
A11 A12
A∗12 A22
)
. (34)
This can be seen using the usual formula for the eigen-
values of a 2× 2 Hermitian matrix given as
ω1,2 =
(A11 +A22)±
√
D
2
, (35)
where
D = (A11 +A22)
2 − 4(A11A22 − |A12|2). (36)
Equations (35) and (36) yield Eq. (33). With these, we
have proved the equality, (4), giving V (%,A) as a function
of the purity and the eigenvalues. 
So far, we found an upper bound on V (%,A) for states
with rank at most two. Next, we will look for a bound
for states with an arbitrary rank, in order to prove Ob-
servation 2.
Proof of Observation 2. Based on the definition of
V (%,A) as a convex roof given in Eq. (20), we see that
the relation (7) is true, if and only if
1
2Slin
(∑
k
pk|Ψk〉〈Ψk|
)
[σmax(A)− σmin(A)]2
−
∑
k
pk (〈A〉Ψk − 〈A〉)2 (37)
is non-negative for all possible choices for pk and |Ψk〉. In
order to verify that Eq. (37) cannot be negative, we need
to minimize it over pk and |Ψk〉. Let us consider now only
a minimization over ~p = (p1, p2, p3, ...) under the con-
straints pk ≥ 0,
∑
k pk = 1. We consider a further con-
straint for the expectation value, 〈A〉 = ∑k pk〈A〉Ψk =
A0, where A0 is a constant. While we minimize over ~p,
we keep the |Ψk〉 fixed.
Next, we will determine the characteristics of the ~p ’s
that minimize Eq. (37). The first term in Eq. (37) is
5concave in the pk’s, the second term is linear. Then,
Eq. (37) is also a concave function of pk’s, and takes its
minimum on the extreme points of the convex set of the
allowed values for ~p. The extreme points correspond to
cases where at most two of the pk’s are non-zero. (If we
did not have the
∑
k pk〈A〉Ψk = A0 constraint, then the
extreme points would correspond to ~p ’s with at most a
single nonzero pk.) Thus, we need to prove that Eq. (37)
is non-negative for such cases. This can straightforwardly
be done based on Eq. (4), which gives V (%,A) for rank-2
states with the purity.
We have just proved that for any choice of |Ψk〉, min-
imzing over ~p will lead to a nonnegative value for Eq. (37).
From this, the statement of the observation follows. 
IV. EXAMPLES
Next, we examine how our lower bounds on the quan-
tum Fisher information behave in some relevant situa-
tions.
A. Pure states
As a warm-up excercise, let us consider pure states.
For a pure state |Ψ〉 the relations
V (|Ψ〉, A) = 0,
Slin(|Ψ〉) = 0,
H(|Ψ〉) = 1 (38)
hold for any A. Clearly, pure states saturate Eq. (7).
B. Completely mixed state
The completely mixed state is defined as
%cm =
1
d
, (39)
where d is the dimension of the system. The state %cm is
not useful for metrology since FQ[%,A] = 0 for all A. In
fact, %cm is the only quantum state that has this property.
Hence, V (%cm, A) equals the variance of the state
V (%cm, A) = (∆A)
2
%cm =
1
d
Tr(A2), (40)
where we assumed that A is traceless. The linear entropy
is maximal for the completely mixed state
Slin(%
2
cm) = 1−
1
d
. (41)
Finally, H defined in Eq. (10) is also maximal
H(%cm) = d. (42)
Let us see, whether %cm saturates Eq. (7). Let us con-
sider N qubits corresponding to d = 2N . Direct calcu-
lations shows that the completely mixed state saturates
Eq. (7) only for the d = 2 case, i.e., for a single qubit.
C. GHZ states
In this section, we consider states that live in the two-
dimensional subspace
{|000..00〉, |111..11〉}. (43)
Such states are very relevant for experiments with
trapped ions aiming to create GHZ states [25–27] defined
as
|GHZ〉 = 1√
2
(|000..00〉+ |111..11〉) . (44)
For states of the type
%p = p
P000..00 + P111..111
2
+ (1− p)|GHZ〉〈GHZ| (45)
a relation giving the quantum Fisher information as a
function of the density matrix
FQ[%, Jl] = 2N
2
[
Tr(%2)− 1] (46)
holds [66]. Equation (46) has also been found in the
context of relating the visibility to the metrological per-
formance in ion-trap experiments in Ref. [67].
Let us apply now our theory to obtain a bound for any
state living in the space (43). Such states satisfy Eq. (4)
with ω1 = N/2 and ω2 = −N/2. Simple algebra shows
that all such states saturate Eq. (7) with A = Jz. For
states of the two-dimensional subspace given in (43), the
variance of Jz is given as
(∆Jz)
2 =
(
1− 〈P000..00〉2 − 〈P111..11〉2
) N2
2
. (47)
Using that Eq. (7) is saturated and from Eq. (47) we
obtain
FQ[%, Jz]
N2
= 2
[
Tr(%2)− 〈P000..00〉2 − 〈P111..11〉2
]
. (48)
For noisy GHZ states of the form (45), the relation (48)
reduces to Eq. (46).
We mention that another lower bound on the quantum
Fisher information with the fidelity FGHZ is given by [58]
FQ[%, Jz]
N2
≥
{
(1− 2FGHZ)2, if FGHZ > 1/2,
0, if FGHZ ≤ 1/2. (49)
The bound (49) is valid for any quantum state, even for
the ones that do not live in the two-dimensional subspace.
The states within the two-dimensional subspace do not
all saturate Eq. (49).
D. Ensemble of spin- 1
2
particles
In this section, we apply our bound Eq. (7) to an en-
semble of spin- 12 particles.
6It has been shown that for separable states in a lin-
ear interferometer, the quantum Fisher information is
bounded as [39]
FQ[%, Jl] ≤ N. (50)
Any state that violates Eq. (50) is entangled. For general
states the bound is
FQ[%, Jl] ≤ N2, (51)
which is called the Heisenberg-limit.
It is an important question in metrology, what the con-
ditions are for the Heisenberg scaling given by
FQ[%, Jl] = O(N
2), (52)
where O is the usual Landau symbol. Rewriting Eq. (7)
for A = Jz, we arrive at
(∆Jl)
2 − 14FQ[%, Jl] ≤
[
1− Tr(%2)] N2
2
. (53)
Let us now consider a family of states %N such that
Slin(%
2
N ) ≤ s, where s is some constant. Then, if
(∆Jl)
2
%N ≥ s
N2
2
, (54)
then we have Heisenberg scaling. That is, it is sufficient
that the variance scales as O(N2) and the state is suffi-
ciently pure.
E. Systems in thermal equalibrium
If our bounds are used in systems in thermal equilib-
rium then the purity Tr(%2) can straightforwardly be ob-
tained from the temperature, using that the eigenvalues
of the density matrix are given as
λl ∝ e
El
kBT , (55)
where Ek are the energy levels of the system, T is the
temperature and kB is the Boltzmann constant. Hence,
using Observation 2, we can bound the quantum Fisher
information from below if we know the variance and the
temperature of the system. The method gives a useful
bound if kT . E1 − E0.
V. AVERAGING OVER OPERATORS
In this section, we determine the averages over all op-
erators for the variance, the quantum Fisher information
and V (%,A). This sheds new light on the relation between
these quantities and entropies.
In Sec. II B it has been discussed that V (%,A) = 0 for
all A if and only if the state % is pure. If we then average
V (%,A) over all observables A, we obtain a quantity that
is zero only for pure states. This quantity is concave in
%, since V (%,A) is also concave. Hence, it seems to be
interesting to ask, how it is related to entropies.
A. Averaging over the Hermitian matrices
Next, we will discuss how to interpret the averaging
over all traceless Hermitian matrices with a given norm.
All such matrices can be obtained as a linear combination
of the SU(d) generators as
A~n := ~A
T~n, (56)
where ~A = [A(1), A(2), A(3), ...]T , ~n is a unitvector with
real elements, and (.)T denotes matrix transpose. We
consider the following normalization
Tr(A(k)A(l)) = 2δkl. (57)
According to well-known results of linear algerbra, the
number of SU(d) generators is
Ng = d
2 − 1. (58)
We now define the average over unit vectors as∫
f(~n)M(d~n), (59)
where M is a measure over unitvectors with the usual
invariance properties such that
∫
M(d~n) = 1, and f(~n)
is some function depending on the unit vector ~n. Hence,
we can average an expression over traceless Hermitian
matrices with a given norm as
f =
∫
f(A~n)M(d~n). (60)
Let us now calculate the average of the variance over
the Hermitian matrices. For any operator A~n one can
obtain the variance as
(∆A~n)
2 = ~nTC~n, (61)
where C is the covariance matrix defined as
Cmn =
1
2
(
〈A(m)A(n)〉+ 〈A(n)A(m)〉
)
− 〈A(m)〉〈A(n)〉.
(62)
Then, the average variance can be written as a sum of
the variances of the generators A(k), since
var(%)
=
∫
M(d~n) ~nTC~n =
∫
M(d~n) Tr(C~n~nT )
=
1
Ng
Tr (C) =
1
Ng
Ng∑
m=1
(∆A(m))2, (63)
where we used that∫
M(d~n) ~n~nT =
1
Ng
. (64)
Based on Eq. (63), var(%) is independent from the con-
crete choice of the A(k).
7Following the ideas above also for the quantum Fisher
information, we present now relations for the averages of
various quantites.
Observation 4. For d × d systems, the averages of
the variance and the quantum Fisher information, re-
spectively, are
var(%) =
2
Ng
[Slin(%) + d− 1] , (65a)
FQ[%] =
8
Ng
[d−H(ρ)]. (65b)
The averages of the off-diagonal and diagonal elements
of A, respectively, used later in calculations are
|Akk|2 = 2
Ng
, (66a)
|Akl|2 = 2
Ng
(
1− 1
d
)
, (66b)
where k 6= l. The proof is given in Appendix A.
Simple numerical optimization shows a remarkable re-
lation between H(%) and the von Neumann entropy
S = −Tr(% log %) =
d∑
k=1
λl lnλk, (67)
where ln(x) is the natural logarithm. In Fig. 2, we indi-
cated the part of the (H, exp(S))-space allowed for phys-
ical states. The exponential of the entropy defined as
exp(S) =
d∏
k=1
λ−λkk (68)
has attracted considerable attention [68, 69]. Fig. 2 also
supports the that H(%) is, essentially, a measure of purity
that is related to the von Neumann entropy. We find the
approximate relation
H(%) ∼ exp[S(%)]. (69)
Equation (69) can be proved for states close to the com-
pletely mixed state based on an expansion of both sides
around the point given by λ
(0)
k = 1/d for k = 1, 2, ..d.
After we set λd = 1 −
∑d−1
k=1 λk, such an expansion in-
volves λk for k = 1, 2, .., d−1. The left-hand side and the
right-hand side of Eq. (69) are equal up to second order
in the quantities (λk − λ(0)k ).
Based on Eq. (65b), for the quantum Fisher informa-
tion we obtain
FQ[%] ∼ 8
Ng
{d− exp[S(%)]} . (70)
Note that the relation Eq. (69) can be used to approx-
imate the von Neumann entropy with a quantity that is
easier to compute. Note also that our findings are very
relevant to recent efforts to obtain inequalities between
the quantum Fisher information and the von Neumann
entropy [53, 54]. We will discuss this in Sec. V C in more
detail.
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FIG. 2. The relation between the von-Neumann entropy and
H(%) defined in Eq. (10) for (left) d = 3 and (right) 10. (filled
area) Physical quantum states. (circle) Pure states. (square)
Completely mixed state (39).
exp[S(̺)]
1 2 3
V
(̺
)
0
0.1
0.2
0.3
0.4
0.5
0.6
exp[S(̺)]
2 4 6 8 10
V
(̺
)
0
0.05
0.1
0.15
0.2
FIG. 3. The relation between the von-Neumann entropy S(%)
and the average V (%) defined in Eq. (9) for (left) d = 3 and
(right) 10. (filled area) Physical quantum states. (circle) Pure
states. (square) Completely mixed state (39).
B. Averaging V (%,A) over traceless Hermitian
operators
Proof of Observation 3. Finally, we arrived at com-
puting the average of the quantity (3) for Hermitian
operators. We have to use Observation 3 and that
V (%) = var(%)− FQ[%]/4. The result is given in Eq. (9).
In Fig. 3, Eq. (9) and exp(S) are shown for random states
of dimension d = 3 and d = 10. Now the correlation with
exp(S) seems to be even more pronounced than in the
case of the average quantum Fisher information. We find
the approximate relation
V (%) ∼ 2
Ng
(
1− 1
d2
)
exp[S(%)]. (71)
C. The Kubo-Mori-Bogoliubov quantum Fisher
information
We now consider another form of the quantum Fisher
information used frequently in mathematics [9], and cal-
culate its average over traceless Hermitian operators.
The Kubo-Mori-Bogoliubov quantum Fisher information
F logQ [%,A] can be expressed as
F logQ [%,A] =
∑
k,l
[log(λk)− log(λl)] (λk − λl)|Akl|2, (72)
8which is related to the relative entropy
S(%||σ) = Tr(% log %)− Tr(% log σ) (73)
via the following expression
d2
d2θ
S(%||e−iAθ%e+iAθ)|θ=0 = F logQ [%,A]. (74)
[For a derivation of Eqs. (72) and (74), see Appendix B.]
Using Eq. (66a), the average of the quantum Fisher
information over the SU(d) generators is given as
F
log
Q [%] =
2
Ng
∑
k,l
[log(λk)− log(λl)] (λk − λl). (75)
This can be rearranged as sum of a term containing the
von Neumann entropy and another term with the loga-
rithms of the eigenvalues as
F
log
Q [%] = −
2
Ng
(
2dS + 2
∑
k
log λk
)
, (76)
where the von Neumann entropy S is given in Eq. (67).
Next, we ask what the minimal value of F
log
Q [%] is for
a given value of S. This can be determined by minimiz-
ing Eq. (76) with some constraints. The constraints of∑d
k=1 λk = 1 can be taken into account by minimizing
f(~λ) =
2
Ng
(
2d
d∑
k=1
λk log λk − 2
d∑
k=1
log λk
)
, (77)
where ~λ = {λk}d−1k=1 and we set λd := 1−
∑d−1
k=1 λk. Con-
sidering the other constraint for the entropy, we arrive
at
g(~λ, µ1) =
4
Ng
[
− dS0 −
d∑
k=1
log λk
− µ
(
−
d∑
k,l=1
λk log λk − S0
)]
, (78)
where µ is a Lagrange multiplier and S0 is a constant.
The allowed region for ~λ is determined by the conditions
λk ≥ 0 for k = 1, 2, ..., d− 1 and
∑d−1
k=1 λk ≤ 1.
We are looking for the ~λ that minimizes g for some µ. In
principle, the minimum could be taken on the boundary
of the allowed region for ~λ. However, λk → +0 leads to
g → ∞, hence a minimum cannot be obtained this way.
The other possibility is that the minimum is taken at the
~λ that fulfills
∂g
∂λk
= 0 for k = 1, 2, .., d− 1, (79a)
∂g
∂µ
= 0. (79b)
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FIG. 4. The relation between the von-Neumann entropy S(%)
and the average F log[%,A] defined in Eq. (76) for (left) d = 3
and (right) 10. (solid) Points corresponding to states with
eigenvalues given in Eq. (81). No point corresponding to any
quantum state can be below this line. (square) Completely
mixed state (39).
From the condition that the derivatives with respect to
λk are zero, (79a), follows
1
λk
− 1
λd
− µ (log λk − log λd) = 0 (80)
for k = 1, 2, .., d − 1. For a given k, λk = λd is clearly a
solution. For some µ values, there is a second solution.
Then, the ~λ satisfying Eq. (79a) has the following prop-
erties. A possibility is that all elements of ~λ are equal to
each other
λk = (1− λd)/(d− 1) for k = 1, 2, .., d− 1 (81)
Another possibility is that some of the elements of ~λ are
equal to λd. The other elements are different from λd,
and they are all equal to each other.
So far we looked for ~λ for which the derivative of g is
zero, which is only a necessary condition for obtaining
a minimum of f(~λ) with the given constraints. Simple
calculations show that the ~λ given in Eq. (81) minimizes
f(~λ) for a given value of the von Neumann entropy if
1/d ≤ λd ≤ 1. Such eigenvalues correspond to a quan-
tum state that is a mixture of a pure state and white
noise. The average quantum Fisher information F
log
Q [%]
as a function of exp(S) corresponding to the eigenvalues
given in Eq. (81) is plotted in Fig. 4.
The results of this section complement the results of
Ref. [53], where they established a quantum version of
the classical isoperimetric inequality relating the quan-
tum Fisher information and the entropy power of a quan-
tum state. They studied multi-mode continuous vari-
able systems, where the averaging was carried out for
the canonical operators xk and pk. The quantum Fisher
information was defined based on a second order deriva-
tive of the relative entropy, just as in our last example
Eq. (74). In contrast, we considered systems of finite di-
mension, and averaged the quantum Fisher information
over all Hermitian observables.
9VI. CONCLUSIONS
We considered a generalized variance defined as the
difference between the variance and the quantum Fisher
information over four. We obtained lower bounds on it
with the purity of the state. We also considered the gen-
eralized variance averaged over all Hermitian operators.
We found that it is a weighted sum of the linear entropy
and another simple term that is the sum of the pairwise
harmonic means of the eigenvalues of the density ma-
trix. We examined the relation of our quantity to the
von Neumann entropy. We found also relations between
the Kubo-Mori-Bogoliubov quantum Fisher information
averaged over all Hermitian operators and the von Neu-
mann entropy.
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Appendix A: Calculations for averages over the
Hermitian operators
In this Appendix, we prove Observation 4. Let us eval-
uate the sum of variances over all generators in Eq. (63).
Based on the well-known identities (e.g., see Ref. [70])
Ng∑
m=1
〈(A(m))2〉 = 2
(
d− 1
d
)
, (A1a)
Ng∑
m=1
〈A(m)〉2 = 2
[
Tr(%2)− 1
d
]
, (A1b)
we obtain for the average variance Eq. (65a). Note that
here we used the normalization given in Eq. (57).
Let us obtain an equation for averages of the elements
of A explicitly. Based on Eq. (A1a), averaging the second
moment of A~n can be rewritten as∫
M(d~n)〈A2~n〉 = |A11|2 + (d− 1)|A12|2, (A2)
where A~n is defined in Eq. (56). We took into account
that the averages for diagonal elements are equal to each
other, hence
|A11|2 = |Akk|2 (A3)
holds for all k. Similarly, the averages for off-diagonal
elements are also equal to each other, and we obtain
|A12|2 = |Akl|2 (A4)
for all k 6= l.
After calculating the average of the variance for trace-
less Hermitian operators, we calculate an analogous
quantity for the quantum Fisher information. The quan-
tum Fisher information for a traceless Hermitian opera-
tor can be obtained as
FQ[%,A~n] = ~n
TF~n, (A5)
where F is the Fisher matrix defined as [2]
Fmn = FQ[%,A
(m), A(n)] = 2
∑
k,l
(λk − λl)2
λk + λl
A
(m)
kl A
(n)
lk .
(A6)
Note that Eq. (A6) coincides with Eq. (12) if A(m) =
A(n) = A.
Next, we consider the quantum Fisher information av-
eraged over the Hermitian operators [71]. The average
has been calculated in Refs. [72]. Here, we present an
alternative proof for completeness, as well as, for proving
Eqs. (66a) and (66b).
Based on ideas similar to the ones used for the average
variance given in Eq. (63), we obtain
FQ[%] =
1
Ng
d2−1∑
m=1
FQ[%,A
(m)]. (A7)
Let us now evaluate the sum of the quantum Fisher infor-
mation for all generators in Eq. (12). Averaging Eq. (12)
can be rewritten as
FQ[%] =
2∑
k,l
(λk − λl)2
λk + λl
 |A12|2. (A8)
Using the identity∑
k,l
(λk − λl)2
λk + λl
=
∑
k,l
(
(λk + λl)
2
λk + λl
− 4λkλl
λk + λl
)
, (A9)
Eq. (A8) can be further rewritten with H(%) as
FQ[%] = 4 [d−H(%)] |A12|2. (A10)
Next, we determine |A12|2. For that we write down the
average quantum Fisher information for pure states in
two different ways. On the one hand, from Eq. (A10) we
obtain for a pure state |Ψ〉 the average quantum Fisher
information as
FQ[|Ψ〉] = 4 (d− 1) |A12|2. (A11)
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On the other hand, we know that for pure states the
quantum Fisher information is four times the variance.
Hence, using the formula (65a) for the the average vari-
ance, for pure states |Ψ〉 we arrive at
FQ[|Ψ〉] = 4var(%) = 8
Ng
(d− 1). (A12)
Comparing Eq. (A11) and Eq. (A12) we arrive at
Eq. (66a) and obtain the average quantum Fisher infor-
mation as Eq. (65b).
The quantum Fisher information FQ[%,A
(k)] is convex
in the state. Hence, the quantum Fisher information av-
eraged over the Hermitian operators (65b) is also convex
in the state. From Eq. (65b) it also follows that H(%) is
concave in the state. Equation (65b) is maximal for pure
states. Hence, the average quantum Fisher information,
i.e., the metrological usefulness of the quantum state is
the largest for pure states.
Finally, we prove the formula for the average for the
diagonal elements of A given in Eq. (66b). Based on
Eq. (14) we know that for the completely mixed state,
(39), for any A
〈A2〉ρcm =
1
d
∑
k,l
|Akl|2 = 1
d
Tr(A2) (A13)
holds. Due to the normalization of the basis matrices
given in Eq. (57) we arrive at
〈A2~n〉ρcm =
2
d
(A14)
for any ~n. From Eq. (66a), Eq. (A14) and Eq. (A2) we
obtain Eq. (66b).
Appendix B: The relation between the
Kubo-Mori-Bogoliubov Fisher information and the
relative entropy
In Ref. [73] , the generalized quantum Fisher informa-
tion is defined as
F logQ (%;A) =
∑
ij
1
mf (λi, λj)
|Aij |2, (B1)
where f : R+ → R+ is a matrix monotone function,
and a corresponding mean mf is defined as in Eq. (25).
The quantum Fisher information family, (B1), includes
the usual quantum Fisher information for f(x) = (1 +
x)/2. It also includes the Kubo-Mori-Bogoliubov Fisher
information with
f(x) = (x− 1)/ log(x) (B2)
defined as
F logQ (%;A) =
∑
k,l
log(λk)− log(λl)
λk − λl |Akl|
2. (B3)
The quantum Fisher information, (B3), corresponds to
linear dynamics of the type
%t = %0 +Bt, (B4)
where t is the parameter of the quantum state and B
is a traceless Hermitian matrix. However, in physics we
typically consider a unitary dynamics of the type
%θ = e
−iAθ%e+iAθ. (B5)
The Kubo-Mori-Bogoliubov Fisher information corre-
sponding to such a dynamics can be obtained as
F logQ [%,A] = F
log
Q (%; i[%,A]), (B6)
which is identical to the formula given in Eq. (72).
Equation (74) can be proved as follows. In Ref. [74], it
is shown that for small θ
F log[%,A] ≈ 2
θ2
S(%||%θ) (B7)
holds. Now, note the trivial relation
S(%||%θ) = 0 (B8)
for θ = 0. Note also that
d
dt
S(%||%θ)|θ=0 = 0, (B9)
since S(%||%θ) is minimal for θ = 0. Hence,
S(%||%θ) ≈ θ
2
2
d2
d2θ
S(%||%θ) +O(θ3). (B10)
From Eqs. (B7) and (B10) follows Eq. (74). On the rela-
tion between the Kubo-Mori-Bogoliubov Fisher informa-
tion and the relative entropy, see also Refs. [60, 69].
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