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ABSTRACT
STREAMLINE GEOMETRY ANALYSIS OF TURBULENT FLUID FLOWS
by
Michael J. Dunstan
University of New Hampshire, December, 2014
Energy in turbulent flows is transported down coherent vortical structures of different shapes
and sizes. Experiments have shown that the vortical structures contain field lines that are curved in
nature. Several procedures have been investigated to determine the size and location of the coherent
vortical motions, as of yet there has not been a widely accepted method that exactly depicts these
structures. Among the current methods of determining the coherent features of the flow, structures
determined by the second largest eigenvalue of the symmetric part of the gradient of the Navier-
Stokes equation has received recent attention. Another method proposed is to investigate the local
geometry of the streamlines. The present study employs a numerical program to evaluate the
Frenet-Serret apparatus that provides a basis to compare curves or surfaces. This tool provides
values of curvature and torsion which aid in the determination of vortical motions in the flow and




The aim of the present study is to quantify the structure of turbulent fluid flows in terms
of the geometric structure of the field lines. Energy in turbulent flows is transported from
large scales to intermediate scales, and is eventually dissipated at the small scales. This is
commonly known as the “energy cascade” as discussed in [16; 46; 60]. Turbulent motions,
commonly referred to as “eddies”, can generally be thought of as spatially coherent regions of
vorticity. Vortical motions contained within a turbulent flow suggest that there is curvature
to the field lines. Investigations of detecting vortical motions has been performed by Braun
et al. [10], Chakraborty et al. [13], Chaudhuri et al. [14], Zhou et al. [64], and others based
on this notion and has led to numerous flow features. A summary of the features can be
viewed in works by Robinson [48], Gad-el-Hak & Bandyopadhyay [22], Klewicki [33], and
Marusic et al. [36] for turbulent boundary layer flows. Thus, there is an expectation that
the local field line geometry of a turbulent flow is correlated with the dynamical structures.
The turbulent flows under investigation are a fully developed turbulent channel and
reduced magnetohydrodynamic (RMHD) flow. Turbulent channel flows provide strong cross-
stream anisotropy which is a result of the wall boundaries. The boundaries are located at
wall-normal heights of zero and 2δ, where δ is the half channel height. The “no slip”
boundary condition applies at both walls which create two boundary layers at the top and
bottom of the channel where high momentum fluid is located at the center of the channel and
there is a decreasing distribution of mean momentum as either wall is approached [16; 58].
The selection of the channel flow provides a basis for this analysis as the local geometry is
1
2solely attributed to the velocity field and coherent vortical structures have been previously
investigated (see works [1], [2], [26], [28], [36], [41], [54], [61], and [64]).
The MHD flow provides a second case where the turbulence is forced but isotropic. The
velocity field of this flow is subject not only to changes in momentum due to turbulent
advection and viscous dissipation, but also due to changes in the magnetic field, as the
relevant fluids are liquid metals, plasmas, or strong electrolytes [17]. The laws of Faraday
and Ampere enter due to changes in current density and magnetic field. These interactions
create the Lorentz force which impedes the velocity and magnetic field. Thus, kinetic energy
is also lost through Ohmic dissipation [17]. The interactions between the fluid and magnetic
field provide a flow where the local geometry is affected by multiple dynamical properties.
The local geometry for each flow is quantified through the application of differential
geometry techniques. The Frenet-Serret apparatus is the primary tool of this analysis giving
a local coordinate system and values for curvature and torsion [37]. The local coordinate
system is comprised of a tangent (T), normal (N), and binormal vector (B). An example of
the local coordinate system provided by results of the Frenet-Serret apparatus on a curve
is depicted in Figure 1-1. The scalar quantities of curvature (κ) and torsion (τ) of the
Frenet-Serret apparatus measure the bending and twisting motions of a curve, respectively.
Curvature and torsion magnitudes increase due to greater bending and twisting motions (i.e.
smaller radii and larger pitches), respectively. Example plots of curvature and torsion on
streamwise-spanwise planes of a turbulent channel with flow moving from left to right are
displayed in Figures 1-2 to 1-4. For all subsequent images of the turbulent channel flow,
x-axis is the streamwise direction with flow moving left to right, y-axis is the wall-normal
direction, and z-axis is the spanwise direction with images looking down at the wall. The
Frenet-Serrret apparatus is discussed further in chapter 2. Using the Frenet-Serret apparatus,
statistical profiles will be used to determine how the local geometry scales, and comparisons
to previous detection schemes will aid in connecting the geometry to the turbulent structure.
3Figure 1-1: Representation of the local coordinate system determined from the Frenet-Serret
Theorem. (Vectors are scaled visual clarity.)
Figure 1-2: Local values of curvature depicted across a wall-normal plane of a turbulent
channel flow. Curvature values are shown on a logarithmic scaling. For all subsequent
images of the turbulent channel flow, x-axis is the streamwise direction with flow moving
left to right, y-axis is the wall-normal direction, and z-axis is the spanwise direction. Images
are shown looking down at the wall.
4Figure 1-3: Local positive torsion represented on a streamwise-spanwise plane of a turbulent
channel flow. Positive torsion values are shown on a logarithmic scale.
Figure 1-4: Negative torsion across a wall-normal plane of a channel flow shown as the
negative logarithm of the absolute value of torsion.
5Figure 1-5: Schematic of the velocity profile in a channel flow with infinitely long surfaces
in the z-direction providing a two-dimensional mean flow.
1.1 Turbulent Flows
1.1.1 Anisotropic Newtonian Flow
A fully developed turbulent channel flow is a wall-bounded shear flow with one-dimensional
mean flow, u = (u(y),0,0). The mean velocity vector, denoted by u, is comprised of the
streamwise (u), wall-normal (v), and spanwise (w) velocity components and x, y, and z
are the streamwise, wall-normal, and spanwise directions. Thus, the mean velocity vector is
simply the streamwise velocity component (u) as a function of wall-normal position. Smooth
wall boundaries are located at y = 0 and at y = 2δ, where δ is the half channel height. Due
to the boundaries, velocity located at each wall is zero based on the “no slip” boundary
condition, and the maximum velocity is located at the half channel height, δ (see Figure
1-5). This creates boundary layers on each wall with the highest momentum at the center
of the channel and decreasing momentum as the walls are approached.
The channel flow can be divided into different layers to understand how momentum trans-
6port changes, on average, as one approaches the wall. This is accomplished by investigating
the mean momentum balance [58]. In order to obtain the mean momentum balance equa-
tion, the Reynolds-averaged Navier-Stokes (RANS) equations are implemented. Reynolds
decomposition of the velocity field separates the velocity components into a time averaged
and fluctuating component shown by equation (1.1).
u(~x, t) = u(~x, t) + u′(~x, t) (1.1)
In (1.1), u is the instantaneous velocity, overbar denotes the time average, and a prime
indicates a fluctuation about the mean. Substituting the Reynolds decomposed velocity into
the Navier-Stokes equations and simplifying results in the RANS equations (1.2). These
equations have an additional average contribution of the turbulent quantities, −ρu′iu′j, which
couple the mean flow to the turbulence. These additional terms are called the Reynolds
stresses [16].





[τij − ρu′iu′j] (1.2)
The fully developed channel flow with one-dimensional mean flow reduces the RANS




















Assuming a channel flow to be fully developed, the statistical properties become indepen-
dent of x except for pressure. The mean wall pressure, pw, can be expressed as pw = p+ρv
′v′.
At y = 0, the no slip boundary condition holds (i.e. ui = 0). Thus, the mean pressure be-



















where τw is the mean wall shear stress, ν the kinematic viscosity, ρ is the fluid density, and
δ is the half channel height. Substituting (1.6) into the x-momentum equation (1.5) and
normalizing by the friction velocity uτ =
√
τw/ρ and the kinematic viscosity, ν, results in
the inner-normalized mean streamwise momentum equation.













This equation contains three terms: pressure gradient (i), viscous stress gradient (ii),
and the Reynolds stress gradient (iii). Wei et al. showed that the ratio of the viscous
stress gradient (ii) to the Reynolds stress gradient (iii) reveals a distinct four layer structure
[58]. Here we reference Figure 1-6. Region (I) close to the boundary has a balance between
the mean viscous stress gradient and pressure gradient. Region (II) is characterized by a
dominant balance between the viscous and Reynolds Stress gradients. Magnitudes of these
stress gradients are equal but have opposing signs. Hence, this region is referred to as
the stress-gradient balance layer [58]. The third region, III, consists of a balance in which
all terms in the mean momentum equation are important, while region IV balances the
Reynolds stress gradient with the pressure force. Full detail of the development of the four
layer structure in wall-bounded flows can be found in Wei et al [58]. Herein, the four layer
structure is used to interpret the field line geometry results.
Research of turbulent channel flows (and all wall-bounded flows in general) has revealed a
wide variety of structures. Robinson [48], Gad-el-Hak & Bandyopadhyay [22], Marusic et al.
8Figure 1-6: Representation of the mean momentum balance for turbulent wall bounded flows
from Wei et al. [58]
9[36], Klewicki [33], and Smits et al. [52] provide a comprehensive review of currently known
motions and structural features. These features include wall low-speed streaks, ejections,
sweeps, vortical motions, shear layers, pockets, bulges, large scale motions (LSMs), very
large scale motions (VLSMs), superstructures, etc.
Low-speed streaks are seen in every wall-bounded flow represented by elongated thin
regions of low speed fluid in-between larger regions of high speed fluid [51] often proposed to
be associated with quasi-streamwise vortices [56]. Kline et al. [34] and Smith & Metzler [51]
investigated streaks using hot-wire anemometry with dye injection and hydrogen bubble-
wire flow visualizations. High concentrations of bubbles or dye were shown to gather in
thin elongated regions of low momentum. Low-speed regions were observed on a length
scale of approximately 1000 viscous units with widths of 20 to 80 viscous units. The mean
spacing between low-speed streaks was shown to be independent of Reynolds number with
a value of about 100 viscous units. This behavior was later confirmed by Klewicki et al.
[32] to persist to δ+ = δ ∗ uτ/ν = O(106). Investigations of regions beyond the viscous
sublayer (i.e. y+ > 5) revealed a reduced amount of streaks which were believed to be
due to various merging and intermittent processes [34]. The majority of low speed streaks
observed was found in the region y+ < 40. The flow visualization by Smith & Metzler
and Kline and colleagues provide key insight to the geometric structure of the low-speed
streaks. The narrow regions are primarily streamwise with oscillations both spanwise and
wall-normal dependent upon higher momentum fluid around it. These structures also tend
to be inclined slightly from the wall. In general, it is expected that the geometry of these
features is somewhat laminar or consisting of little to no curvature.
Though the expected geometry of the low-speed streaks should be fairly smooth, the so-
called “bursting” process in the buffer region (i.e. 15 < y+ < 30) directly corresponds with
the low-speed streaks. Bursting is depicted by regions of low momentum fluid (low-speed
streaks) violently moving outwards from the wall (ejection event) followed by regions of high
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momentum fluid moving toward the wall (sweep event), or vice versa. Hence, the ejection
and sweep events are defined by their fluctuating velocity components in the streamwise and
wall-normal directions. Ejection events are regions where u’ < 0 and v’ > 0 and sweep events
are regions where u’ > 0 and v’ < 0. These features of the bursting process are reported by
many to be the primary source of turbulence. Extensive studies of the “bursting” process
would show that a majority of the Reynolds stress production, nearly 65% according to
Willmarth & Lu [59], is attributed to this process [7; 31; 41; 57]. The geometry of the
ejection and sweep events is best described by Kim [31]. The representation of the flow
schematic of ejections and sweep events are represented in visualizations both parallel and
orthogonal to the flow field in Figure 1-7. The schematic determined by Kim revealed that
streamlines in the area of ejections and sweeps should be associated with a curvature of the
field lines resulting from the fluid moving away or toward the wall, respectively.
Low-speed ejections and high-speed sweeps are not the only feature observable in the
buffer region, but also a variety of vortical motions have been located within the buffer re-
gion and beyond. A vortical structure, as stated by Robinson, is an instantaneous vortex
with a complex three-dimensional shape [48]. There are several examples of various vorti-
cal structures described in the literature. These motions include quasi-streamwise vortices
(Brooke & Hanratty [11], Heist et al. [24], Jeong et al. [28] and Waleffe [56]), attached
and detached eddies (Brooke & Hanratty [11]), transverse vortices (Nychas et al. [41]), and
hairpin type vortices (Adrian et al. [1], Adrian et al. [2], Heist et al. [24], Tomkins & Adrian
[54], Wu & Moin [61], and Zhou et al. [64]). Hairpin type vortices include all symmetric and
asymmetric versions (i.e. cane vortices, hairpin vortices, horseshoe vortices, arch vortices,
Ω-shaped vortices, etc.).
Quasi-streamwise vortices have been observed as thin regions of rotating fluid primarily
oriented in the streamwise direction with a uniform direction of vorticity. Some evidence
indicates that they start from small streamwise vortices attached to the wall and eventually
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Figure 1-7: Fluid motions of ejection and sweep events as described by Kim [31] on planes
perpendicular and parallel to the flow.
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detach downstream [11]. There was evidence that each upstream tail of the quasi-streamwise
vortices were shown to have the head of an additional quasi-streamwise vortex above it
with opposing vorticity. The opposing rotations would interact and the head of the quasi-
streamwise vortex would turn to be a spanwise vortex. From Jeong et al. [28], streamwise
vortices are typically on the order of about 200 wall units or less in length with tilting of
the heads of the vortices in the clockwise or counter-clockwise direction dependent on the
vorticity contained within.
Besides evidence of quasi-streamwise vortices in boundary layer flows, hairpin-type vor-
tices have been intensively investigated in recent years. Hairpin vortices consist of a head,
neck, and legs. Initially, the head of the hairpin vortex was thought to be purely a spanwise
or transverse vortex created by the roll-up of the shear layer [41]. Recent studies by Adrian
et al. [1], Adrian et al. [2], and Tomkins & Adrian [54] show the structure of the hairpin
vortex to contain the transverse vortex as the head with counter-rotating quasi-streamwise
vortices creating the neck and legs. Low-speed streaks are shown to reside between the
hairpin legs and lift away from the wall presumably due to vortex induction. This creates
the ejection event discussed previously. Behind the ejection, high momentum fluid would
be driven toward the wall creating the sweep event. In between the ejection and sweep, a
stagnation point is observed and locates the shear layers found within the boundary layer.
The legs of hairpin vortices are often aligned along an inclined line at 45o to the wall.
Hairpin vortices are often observed to occur in packets with spacing of about 100 viscous
units. Packets are proposed to be created from the autogeneration process which creates
hairpin vortices both upstream and downstream from the original vortex. As they travel
downstream, hairpin vortices grow in both the wall-normal and spanwise directions, creating
a mean growth angle of approximately 12o [64]. These packets induce larger regions known
as LSMs between the legs of the hairpin vortices due to their streamwise alignment. LSMs
were shown to be on the order of 2 − 3δ, where δ is the boundary layer thickness or half
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channel height, and attributed to the appearance of bulges [52]. However, bulges are rarely if
ever seen in channel flows. This idea of the hairpin vortices creating larger structures brings
about the idea of the inverse cascade in addition to Kolmogorov’s energy cascade [21]. Here
small scale motions are combining to create large scale motions as large scale motions are
creating small scale motions.
The geometry of these various vortical motions creates interesting geometric patterns
which are used to define them in a flow. While quasi-streamwise vortices are easier to show
based on their primarily two-dimensional rotation of the velocity field vectors, the more
complex three-dimensional hairpin vortex is difficult to describe based on two-dimensional
vector fields. To aid in the process of detecting these features, Adrian et al. [1] and Tomkins
& Adrian [54] sketch two-dimensional images of the velocity vectors in both the streamwise-
wall-normal plan and streamwise-spanwise plan. Examples of these images are shown in
Figure 1-8 and 1-9.
Structures found in the upper log layer to the wake region of the boundary layer consist of
VLSMs or superstructures. Similar to their low-speed streak counterparts, superstructures
are defined by regions of elongated high-speed fluid flanking low-speed fluid regions. Hutchins
& Marusic [26] determined from hot-wire rake measurements that the streamwise length of
a superstructure is about 5 boundary layer thicknesses. Their hot-wire study also led to the
determination that superstructures at higher Reynolds numbers influence the smaller scaled
structures, near the wall.
1.1.2 Forced Isotropic MHD Flow
Magnetohydrodynamic (MHD) turbulence involves turbulent flows consisting of a conduc-
tive fluid traveling through a magnetic field, ~B. Conductive fluids in MHD flows include
liquid metals, hot ionized gases, and strong electrolytes. The velocity field of these flows is
susceptible to the magnetic field by means of Faraday’s Law, Ampere’s Law, and the Lorentz
14
Figure 1-8: Fluid motions of hairpin vortices presented on a two-dimensional wall-normal
plane as described by Tomkins & Adrian [54].
15
Figure 1-9: The fluid motions of hairpin vortices sketched on a two-dimensional streamwise-
wall-normal plane as described by Adrian et al. [1].
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force [17]. The law by Faraday suggests that a conductive fluid moving through a magnetic
field should create an electromotive force and additional electrical currents. The magnitude
of the electromotive force should be on the order of |~u × ~B| [17]. The currents that are
induced from the fluid moving through the magnetic field also induce a magnetic field which
is based on the law by Ampere. The induced magnetic field effect the magnetic field lines
by making them appear dragged by the fluid flow. The induced magnetic field in addition
with the initial magnetic field creates the Lorentz force. The Lorentz force generally works
to impede the flow. Thus, Newton’s second law provides the typical Navier-Stokes equation
with the addition of the Lorentz force and a secondary equation that relates the velocity
field to the magnetic field (formed from the combination of Ohm’s law, Ampere’s law, and
Faraday’s Law) known as magnetic induction equation [17].
Studies of MHD flows sometimes use the incompressible Reynolds equations [5; 42; 44;
49; 50; 63]. Using the same decomposition that created the Reynolds-averaged Navier-Stokes




+ u · ∇u = −∇p+ B · ∇B−∇ · u′u′ − b′b′ + ν∇2u (1.8)
∂B
∂t
= ∇× (u×B) +∇× u′ × b′ + η∇2B (1.9)
∇ · u = ∇ · u′ = 0 (1.10)
where u is the velocity vector, p the pressure, B the magnetic field vector, ν is the kinematic
viscosity, and η is the magnetic diffusivity, and, as before, overline and primes denote mean
and fluctuating components, respectively. The effect of turbulence is represented in equations
(1.8) and (1.9) by the terms −u′iu′j − b′ib′j = Rij and  = u′i × b′i. Rij is the turbulent stress
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tensor which consists of both the familiar Reynolds stress tensor, −u′iu′j, with the addition
of the Maxwell stress, b′ib
′
j, and  is the turbulent electromotive force [6].
The reduced MHD (RMHD) equations are commonly used due to the presence of a
uniform guide field, Bo [39; 40; 43; 44]. The incompressible MHD equations can be rewritten




∓VA· ∇)z± + (z∓· ∇)z± = −∇P + ν∇2z± + f±, (1.11)
where VA = Bo/
√
4piρ is the Alfve´n velocity which is the phase velocity of the Alve´n waves
traveling along the magnetic field lines, ρ is the fluid density, P is the total pressure from the
incompressibility condition, ∇· z± = 0, f± is the large scale forcing, and ν is the kinematic
viscosity. Perez and Boldyrev [44] showed that the pseudo-Alfve´n modes do not play a role
in the energy cascade which reduce the incompressible MHD equation to be dependent on





∓VA· ∇)z± + (z∓· ∇)z± = −∇⊥P + 1
R
∇2z±, (1.12)
where R is the Reynolds number and z is now a two component vector {z1, z2, 0} that neglects
the parallel component.
The cascade of energy in isotropic turbulence, which is from the integral scales to the
dissipative scales, is characterized by the Reynolds number. In the case of isotropic MHD
turbulence, the dissipation is not only effected by the fluid, but also changes in the magnetic





Here u is a characteristic velocity, L is a characteristic length scale, and η is the magnetic
diffusivity. The magnetic Reynolds number expresses the ratio of the advection of momentum
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to the diffusion of the magnetic field [17]. Diffusion of the magnetic field is shown to be weak
at large magnetic Reynolds number and strong at low magnetic Reynolds number.
The dissipation of energy from the velocity field is defined by the Reynolds number, Re =
uL/ν (u and L are characteristic velocity and length scales and ν is the kinematic viscosity).
From the energy cascade, length scales of the turbulence start at the integral scales and
decrease to the dissipative scales. The dissipative scales are represented by the Kolmogorov
microscale, η, which is where the local Reynolds number is equal to one. The Kolmogorov
microscale can also be estimated from inertial scales by η = L(Re)−3/4. The integral scales
and dissipative scales are not the only length scales used, but often an intermediate length
scale is also used. The intermediate scale is referred to as the Taylor microscale and for




15/Re−1/4 [53]. The Taylor Reynolds





where λ is the Taylor microscale. This microscale Reynolds number provides the ratio of the
large-eddy time scale, L/u, and the time scale of the fluctuating strain rate λ/u [53]. Similar
to the magnetic Reynolds number, if the Taylor Reynolds number is large the dissipative
effects are weak.
MHD turbulence has generic structures that are similar to those found in fully developed
turbulent channel flows, such as eddies and vortical tubes. The velocity field is much more
difficult to understand as pointed out by Yousef et al [63]. There are additional features due
to the added effects of the magnetic field on the moving fluid. Currently, observed features
found in MHD flows include eddies (Carbone et al. [12]), current sheets (Biskamp & Mu¨ller
[5], Miura & Hori [38], Ng & Bhattacharjee [39; 40], Perez & Boldyrev [43; 44]), vortex tubes
(Brandenburg et al. [9] and Miura & Hori [38]), folded field lines (Schekochihin et al. [49]
and Yousef et al. [63]), flux tubes (Brandenburg [9]), S-shape structures (Orszag & Tang
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[42]), Alfve´n waves (Biskamp [6], Davidson [17], and Schekochihin et al. [49]), etc.
The structural features of MHD flows are theorized by Carbone [12] to follow the cascade
model of turbulent flows resulting in eddies that transfer energy from the inertial scales to the
viscous scales. Under this conception, eddies divide into two equally sized eddies of unequal
energy flux. The energy flux being evaluated from the incompressible MHD equations as
Π±(l) = (z±)2(z∓)2/cAl, where l is a characteristic length scale of the eddies and cA is the
Alfve´n velocity related to length scale L (L being the largest length scale). Thus, for equal
energy flux in each divided eddy (1 − p)Π(l) would have p = 1/2. Due to the Alfve´nic
fluctuations, which are caused by Alfve´n waves traveling down the induced mean magnetic
field, the dissipation of the eddies follow an adjusted Kraichnan theory to Kolmogorov theory
k−
3
2 < k−m < k−
5
3 , where m is determined based on the asymmetry of the energy flux [12].
This result by Carbone [12] indicates that the structure of MHD flow is multifractal. Eddy
structures of the MHD turbulent flow are thus expected to exhibit well-defined geometric
features - at least in a statistical sense.
Magnetic flux tubes were explored in the research of Brandenburg et al [9]. Their study
showed that magnetic flux tubes are characterized by the width, curvature, and torsion
length scales. The most commonly used is the width (i.e. diameter) of the flux tubes, but
how the widths scaled remained a question. Brandenburg et al. expected the scaling of
the widths, λc, to follow a new length scale ro ∼ LRe−3/4P−1/2M , where PM is the magnetic
Prandtl number Pm = ν/η. This differs from the traditional magnetic length scale known
as the skin depth, l ∼ δ ∼ LRe−1/2P−1/2M . Numerical data revealed that the widths of the
flux tubes tend to follow the new length scale times some coefficient. Their results showed
that λc ∼ 3ro. The radius of curvature was 2-4 times the length scale of the width, λc,
with torsion shorter than the curvature. Magnetic flux tubes were shown to be “thicker” in
regions of strong magnetic fields consistent with vortex tubes in regions of strong velocity
fields. The strong flux tubes would align themselves in the streamwise direction which would
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yield little to no curvature. Weak flux tubes, however, would wrap around strong vortex
tubes causing an increase in curvature. Torsion would be present in each of these cases, even
if the flux tube is unbent, due to twisting that can occur with the internal flux lines [9].
Studies by Biskamp et al.[5] and Schekonchihin et al.[50] show Alfve´n waves, δvl ' ±δBl,
to propagate along the mean flow at the inertial scales. Alfve´n waves control most of the
structure at the inertial scales but the more interesting features of MHD are located at the
viscous and subviscous scales. Biskamp & Mu¨ller, Ng & Bhattacharjee, Orszag & Tang,
Perez & Boldyrev, Yousef et al. and others reveal interesting sheet like features in the
current field [5; 39; 40; 42; 43; 44; 63]. Orszag & Tang revealed S-shaped structures in the
contours of the current [42]. The most prominent feature is found at the subviscous scale
and is the folded field lines of the magnetic field. This feature is thoroughly explored in
the works by Schekochihin et al. and Yousef et al [49; 50; 63]. The folded field lines were
said to be at such a small scale due to the rapid transverse spatial oscillation of the field
directions, while at larger scales the field lines remain unbent [50]. Thus, most if not all the
features mentioned for the fully developed turbulent channel flow and the MHD flow consist
of structures that should have some representative pattern or signature associated with the
local geometry, which is likely to be reflected in the statistical properties of the curvature
and torsion.
1.2 Coherent Vortex Detection
Coherent features of turbulent flows have been investigated through the use of several differ-
ent methods. These methods can be nominally categorized into event detection and vortex
detection. For the present investigation, however, vortex detection is most closely related to
the geometric properties of the field lines. Numerous detection schemes have been explored
in determining the vortices contained within a flow [13; 15; 25; 27; 64]. These vortex de-
tection schemes include the investigation of the second invariant of the rate-of-deformation
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tensor (Q method), the eigenvalues determined from the critical point theory of the rate-
of-deformation tensor (4 method), the imaginary part of the complex eigenvalues of the
rate-of-deformation tensor (commonly known as swirling strength, λci), the second largest
eigenvalue (λ2) of the symmetric tensor S
2+Ω2, the inverse spiralling compactness (λcr/λci),
and several others.
1.2.1 Q Criterion
The research of Hunt et al. [25] identified vortical regions based on the correlation between
positive values of the second invariant of the rate-of-deformation tensor (Q > 0) with a local
pressure minimum. Their choice of vortex detection criteria was based on the rotational mo-
tion that identifies a vortex with the irrotational stretching that maintains intense vorticity.





((∇·u)2 − tr(∇u2)) (1.15)










(||Ω||2 − ||S||2), (1.16)
where Q is the second invariant, ||Ω|| = tr(ΩΩt)1/2, and ||S|| = tr(SSt)1/2. Here S and Ω are























Equations (1.17) and (1.18) employ indicial notation where ui and xi are the velocity
and spatial coordinates in the i or j = 1, 2, or 3 (x, y, z) directions. S and Ω are commonly
referred to as the rate-of-strain tensor and the rate-of-rotation tensor, respectively. Thus,
the Q criterion is a measure of the excess rotation rate upon subtraction of the straining.
The authors, in addition to the Q criterion, determined that somewhere within the vortical
region there must be a pressure minimum due to the rotational motion. This created the
supplementary condition that
pint < pedge − pE. (1.19)
This pressure criterion simply states that the interior pressure is less than the ambient
pressure which ensures rotational streamlines.
Hunt et al. investigated the vortical regions in a homogeneous turbulent flow and tur-
bulent channel flow using the Q criterion. They showed that each flow contained vortical
regions with unidirectional circular velocity and vorticity vectors. In addition to the circular
vortical regions, the turbulent channel flow revealed elongated vortical regions. The vortical
regions were shown to be isolated and uniformly distributed. The size of the regions was
approximately L/4 in diameter with spacing of L between features, where L is a length scale
on the order of the flow field.
1.2.2 4 Criterion
Chong et al. [15] located vortices using critical point theory to determined the eigenvalues
of the rate-of-deformation tensor, ∂ui/∂xj. The resulting eigenvalues of ∂ui/∂xj govern the
streamlines in steady and unsteady flow (only if assumed to be frozen at a given instant in
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time). Results of the eigenvalues reveal that vortex features are associated with one real and
a complex conjugate pair of roots.
The eigenvalues for the rate-of-deformation tensor are determined from the characteristic
equation
λ3 + Pλ2 +Qλ+R = 0, (1.20)
where λ are the eigenvalues, and P, Q, and R are the first, second, and third invariants of
the rate-of-deformation tensor represented in the following equations.








(−P 3 + 3PQ− SijSjkSki − 3RijRjiRki) (1.23)
where Sij = (∂ui/∂xj+∂uj/∂xi)/2 and Rij = (∂ui/∂xj−∂uj/∂xi)/2 = Ω are the symmetric
and antisymmetric parts of the rate-of-deformation tensor, discussed in the previous section.
As there is a lack of consensus on how to describe a vortex, Chong et al. defined a vortex as
a region of closed or spiralling streamlines in an instantaneous snapshot of the velocity field
with concentrated vorticity [15]. Hence, the rate-of-rotation tensor, Ω, dominates and the
resulting eigenvalues are a complex conjugate pair. To investigate the possibility of complex
eigenvalues, the authors evaluated the discriminant represented in equation (1.25).
4 = −18PQR + 4P 3R− P 2Q2 + 4Q3 + 27R2 (1.24)








From equation (1.25), a value of 4 > 0 results in a pair of complex conjugate eigenvalues
defining the location of a vortex. Thus, this method is similar but less restrictive than the
Q criterion method presented by Hunt et al. [25] due to the addition of the third invariant
(R) to the discriminant equation (1.24).
1.2.3 λci Criterion
Zhou et al. [64] provided another vortex detection scheme that is derived from the char-
acteristic equation of the rate-of-deformation tensor. Their method utilizes the complex
conjugate pair of eigenvalues, similar to Chong et al., but focuses on the imaginary term to
visualize a vortex. The basis of these authors’ method comes from the decomposition of the
velocity gradient tensor represented in equation (1.26).








Here λr and λcr ± λcii are the real and complex eigenvalues corresponding to the vr and
vcr ± vcii real and complex eigenvectors. If the decomposed velocity gradient has complex
eigenvalues, the streamlines of the vortical feature can be expressed in terms of a local
coordinate system spanned by the eigenvectors [64]. The expressions for the streamline are
represented in equation (1.27-29).
y(1) = Aeλrt (1.27)
y(2) = eλcrt[Bcos(λcit) + Csin(λcit)] (1.28)
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y(3) = eλcrt[Ccos(λcit)−Bsin(λcit)] (1.29)
where A, B, and C are constants. These expressions show that streamlines are stretched or
compressed on the vr axis and the plane created by the vcr,vci axes contains the swirling
motion. The swirling located in the vcr, vci plane was quantified by the imaginary term
in the complex eigenvalue, λci. Hence, λci is referred to as the swirling strength and is a
measure of the radius of the swirling streamline. Zhou et al. used the square of the swirling
strength to deduce structures more easily in turbulent flow fields with the primary focus on
analyzing the hairpin-like vortices [64].
1.2.4 λ2 Criterion
J. Jeong & F. Hussian [27] developed a detection scheme to obtain vortex cores based on
the second largest eigenvalue of the symmetric part of the gradient of the Navier-Stokes
equation. They determined that pressure has a local minimum at the axis of rotation in a
vortex. This, however, was strictly only for inviscid flow. By taking the idea of local pressure
minimum and neglecting the unsteady straining and viscous effects, they determined that a
local minimum of pressure can be found by evaluating the eigenvalues of the symmetric part
of the gradient of the Navier-Stokes equation (Equation 1.30).
SikSkj + ΩikΩkj (1.30)
where S and Ω are the symmetric and antisymmetric parts of the velocity gradient tensor,
















Jeong & Hussain to redefine coherent structures (vortices) as domains of phase-correlated
negative λ2 instead of phase-correlated vorticity [27].
Jeong et. al. used this method to educe coherent structures in a turbulent channel flow
at low Reynolds number [28]. An example of a horizontal plane in a turbulent channel
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Figure 1-10: Representation of the λ2 method on a turbulent channel flow showing the
vortical structures on an x+, z+ plane.
flow showing the areas of −λ2 is shown in Figure 1-10. Their analysis determined that the
predominant “structures” were quasi-streamwise vortices. These vortices were inclined at
9o in the wall normal direction and ±4o in the horizontal. Observations of the structures
revealed that the viscous sublayer does not contain any vortices. Instead, most of the vortices
are located in the buffer layer. This was evidenced by comparing the mean and rms of λ2 as
a function of wall normal position. They concluded that the peak in λ2 is at y
+ ≈ 23, which
correlates with the bursting process in the buffer layer being a primary source of turbulence
production at low Reynolds number [28].
1.2.5 λcr/λci Criterion
Chakraborty et al. [13] proposed an enhanced criterion for the detection of vortices based
on the swirling strength criterion suggested by Zhou et al [64]. The proposed requirements
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of their criteria must (a) be Galilean invariant, (b) have local flow swirling in a frame of
reference translating with the vortex, and (c) have compact orbits of material points [13].
The methods presented previously by Hunt et al., Chong et al., Zhou et al., and Jeong
& Hussain, all satisfy the first two criterions, however, the last can only be satisfied by
additional constraints. For this reason, Chakraborty et al. enhanced the swirling strength
criterion by investigating the fluid particle path on the vcr,vci plane. They determined that
eigenvalues can be used to express the distance between two points on a particle path. This






Here ro is the initial position, rf is the final position, n is the number of revolutions between
ro and rf , λcr is the real part of the complex eigenvector of the rate-of-deformation tensor
(∇v), and λci is the imaginary eigenvector of ∇v. This expression shows the ratio of the final
position (rf ) to the initial position (ro) is an exponential function dependent on the ratio of
λcr/λci. The ratio λcr/λci is referred to as the inverse spiraling compactness [13]. A vortex
can now be determined by swirling strength and the inverse spiraling compactness. Again,
the swirling strength (λci) provides the radius of the swirling field lines. Thus, larger values
describe larger radii rotating field lines and smaller values describe tighter rotating ones.
The inverse spiraling compactness measured by λcr/λci reveals that smaller ratios indicate
the field lines swirl towards the center which is indicative of the behavior of a vortex. Larger
values of spiraling compactness indicate field lines radially spread away from the center.
The existence of a vortex is dependent on the values of the swirling strength and inverse
spiralling compactness satisfying a specified threshold. Chakraborty et al. determined that
in a planar reference frame λci ≥  and λcr/λci ≤ δ, where  and δ are positive [13]. If the
desire is to obtain orbital compactness in three-dimensions, the threshold requirements on the
inverse spiralling compactness changes to −κ ≤ λcr/λci ≤ δ. Here κ is a positive threshold
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value dependent on the desired compactness of the vortical axis. (Not to be confused with
the curvature) Upon comparison of various flow examples, the authors determined that the
resulting vortical features found with this method are highly comparable to those found from
all the previous methods. Discussions of this vortex detection criterion in comparison with
the previously discussed methods with flow examples can be found in Chakraborty et al [13].
1.3 Previous Studies of Field Lines
Several methods of determining the behavior of field lines have been explored in previ-
ous studies. These exploratory methods include fractal analysis, differential geometry, and
curvelet transforms. Understanding these methods clarifies why the geometry of field lines
is of importance.
1.3.1 Fractal Analysis of Field Lines
Chaudhuri et al. [14] introduced the box counting ratio in the development of a visual
analytical framework to quantify and extract the complex features of streamlines. The box
counting ratio, comparable to the Kolmogorov capacity or box counting dimension, is a
measure of how densely a fractal (streamline segment) fills up its embedded metric space
(a uniform cubic grid of length δ) [14]. Features contained in the streamlines are localized
by using this ratio along several user defined segmentations and grid ratios which reveals
features at various scales. The features detected from the box counting ratio can then
be displayed on two-dimensional subspaces for more convenient analysis. The authors, for
this case, used two different methods of converting from feature space to a two-dimensional
subspace. The first of these is a pair of feature dimensions which were selected to be the
box counting ratio and the diagonal length of the bounding box. While the box counting
ratio describes the amount of a bounding box a segment occupies, the diagonal length of
the bounding box provides information of the size of the segment. The second conversion
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of feature space to two-dimensional subspace involved using Principal Component Analysis.
This dimensional reduction technique is commonly used but requires the feature vectors to
be divided by the standard deviation due to the vast size and scales of the feature dimensions
[14]. By projecting the detected features on these two-dimensional subspaces, Chaudhuri et
al. investigated the linking of several features to a single common streamline and determining
the streamlines that correspond to a cluster of detected features.
The box counting ratio (B) quantifies the complexity of the streamline segments based on
values between zero and three. A zero box counting ratio would result in point-wise features
contained in a flow. A box counting ratio of one would indicate linear features. Box counting
ratios of two would describe surface-like features, while volume-like features are determined
by a box counting ratio of three. Due to the physical limitations involved with solving the
box counting dimension (D = limδ→0 log(Nδ(F ))/ − log δ), Chaudhuri et al. used the box
counting ratio which converges to the box counting dimension as δ approaches zero. The





where B is the box counting ratio, F is the fractal, Nδ(F ) is the minimum number of boxes
of size δ which cover F, δ1 = δ, and δ2 = 2δ. A representation of the box counting ratio is
shown in Figure 1-11.
The determination of the box counting ratio with the center of bounding box and diagonal
span of the bounding box of detected features led to the projection of the features on two-
dimensional subspaces for further investigation. Chaudhuri et al. performed case studies
of the visual framework on combustion and climate data sets using box counting ratio and
the diagonal length of the bounding box and Principal Component Analysis (PCA) for
investigation on subspaces. PCA is another technique for dimensional reduction used in
statistics. Other multi-dimensional scales can be used in this framework depending on what
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Figure 1-11: Representation of the box counting ratio on a field line.
a user might be investigating. Their results from the Solar Plume data set revealed complex
features contained within this flow have an inverse relationship between box counting ratio
and size of the segment. Linking of the features that belong to the same streamline reveals
that the box counting ratio of outer vortex features have smaller box count ratios than the
inner features of the vortex. Using Principal Component Analysis to transform the Solar
Plume data set to two-dimensional subspace, results show features of similar size are clustered
near each other. Streamlines leading to these clusters tend to converge on a common feature
and then take different paths upon leaving. Results from a secondary data set called Ocean
reveal similar trends as that from the Solar Plume data set.
Although the authors’ method makes the investigation of flow fields using streamlines
easier, their method has several areas that could lead to undetected features within a flow.
Their method is based on several parameters that are determined based on the user, such
as box counting ratio threshold and grid ratio. Improper selection of these values could
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lead to undetected features dependent on the size and density of the features contained on
a streamline. Their method requires a significant amount of seeding in a flow to ensure
the detection of all significant features of a flow. Sparse seeding could also lead to missed
features that would be important for feature analysis. Also, their method is not currently
useful in unsteady flows. Hence, Chaudhuri et al. need to further investigate the meaning of
the fractal dimension on the temporal dimension of unsteady flow [14]. Overall, the visual
analytical framework by Chaudhuri et al. provides a baseline for further investigation of
field line features.
1.3.2 Extraction, Characterization, and Classification of Structures
Bermejo-Moreno & Pullin developed a multi-scale methodology to study the non-local geom-
etry of eddy structures in turbulence [4]. Their method consisted of a three phase procedure
which began with the extraction of structures. The extraction of structures was performed
by using curvelet transforms. Curvelet transforms are basis functions that are localized in
both Fourier and physical space [4]. These basis functions break down features into its sev-
eral smaller scalar components. As an example, a vehicle would be separated down from its
body and frame to the nuts and bolts. At each scale, surfaces are created by iso-contouring
by the mean value times some multiple of the standard deviation of the coefficients derived
from the curvelet transform on the scalar field (see equation 1.33).
CD(j, l, k) ≡
∑
n1,n2,n3
f(n1, n2, n3)φDj,l,k(n1, n2, n3), (1.33)
where CD(j, l, k) are the coefficients, f(n1, n2, n3) describes the scalar field, φ
D
j,l,k(n1, n2, n3)
is the curvelet transform, ni is the number of grid points, j is the scale in Fourier space, l
is the orientation, and k is the spatial location. Curvelet transforms are discussed fully in
Ying et al. 2005 [62].
Surfaces created from the iso-contours where characterized based upon their shapes using
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the differential-geometric properties of shape index and curvedness. The shape index and
curvedness are given by equations 1.34 and 1.35, respectively.












where κ1, κ2 are the maximum and minimum of the normal curvature of the tangent plane
of the surface being studied. While the shape index, γ, is scale independent, curvedness
is scale dependent and is normalized to compare the shapes of surfaces of different sizes.
As curvedness has dimension of one over the radius, the authors chose a length scale based
on the area and volume of the structure being analyzed. Thus, C ≡ 3V Λ/A where C is
the normalized curvedness, V the cubic root of the volume, and A the square root of the
area of the structure [4]. Evaluation of γ and C provide information on how the structures
shape is distributed over the different length scales. This is further expressed in the area
based probability density function (p.d.f.), P(S,C), and the one-dimensional marginal p.d.f.s,








with the lower the values of the stretching parameter, λ, indicating a greater stretching.
The evaluation of the shape index, normalized curvature, and stretching parameter lead
to the classification of structures. A set of seven parameters are used to classify a given
structure.
p[k], k = 1, ..., 7 ≡ Sˆ, Cˆ, λ, dSu , dSl , dCu , dCl , (1.37)
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l are the upper and lower distances
of the joint p.d.f. P(S,C). The first three parameters (Sˆ, Cˆ, λ) are then used to define a
visualization space to classify features. Bermejo-Moreno and Pullin determined that blob-
like structures occupy the region of (1,1,1), tube-like structures occupy the region (1/2,1,λ),
and sheet-like structures occupy the region near Cˆ = 0. Silhouette coefficients are then used
to take individual features and cluster them based on the average distance to the cluster
and each other element in the cluster. Application of the three step process on an isotropic
turbulent DNS data set resulted in the determination that structures in the larger scales are
primarily blob- and tube-like structures which reduce to tube- and sheet-like structures at
smaller scales.
1.3.3 Statistics and Correlations of Geometry Characteristics
Curvature and torsion were the geometrical characteristics of space curves used by Braun
et al. to investigate the particle paths and properties of stationary ABC and turbulent
flows [10]. Structures of interest contained within these flows were vorticies which suggested
swirling field lines. They surmised that high curvature and torsion must correlate with
regions of high vorticity. Due to the several scales of structures in turbulent flows, the
curvature and torsion must also correlate to other dynamical properties. The authors, for
this case, investigated the correlation between the geometrical characteristics and the local
dissipation rate [10].
Their statistical analysis showed that the mean curvature and torsion were located at
κ = 1 and τ = 1, respectively, for the stationary ABC flow. After the mean, the histograms
revealed large drop offs of higher curvature and torsion values. Prior to the mean, the lower
curvature values experience a drop off that is less steep than the higher curvature values.
Low values of torsion prior to the mean, however, remain constant.
The turbulent flow results were taken at two different Reynolds numbers, Reλ = 61
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and Reλ = 95. Braun et al. showed the results of the probability density functions of
the curvature, (κ), and the velocity magnitude multiplied by curvature, (|u|κ). The later
being selected based on the dimensionality of the dissipation and referred to as the curvature
angular velocity. Their results between the probability density functions of the curvature and
curvature angular velocity showed that each experience a power-law behavior with a mean of
approximately one. Regions of smaller curvature and curvature angular velocity were nearly
similar with an almost linear increase, while regions of larger values decay exponentially
at different rates. Curvature decayed at a rate of -2.5 and the curvature angular velocity
decayed at a rate of -4. Correlations of the curvature angular velocity to the dissipation
and absolute vorticity resulted with values of 0.3 and 0.37, respectively. This indicated that
vorticity and dissipation were only weakly correlated with the curvature. However, joint
p.d.f.s of the curvature angular velocity and absolute vorticty revealed a linearly increase
in maximums for increasing Reynolds numbers. Thus, Braun et al. concluded that there is
a strong possibility that curvature angular momentum and regions of strong vorticity were
highly correlated, but at fixed Reynolds numbers the correlations were weak.
1.4 Problem Description
The present research is to investigate a means to characterize turbulent flows using the lo-
cal geometrical properties of the field lines. Field lines can provide information about the
structures in a flow. Turbulent flows have complex field line geometries due to recurrent
structures such as vortices. Structure detection methods based on local geometrical proper-
ties of the field lines conveniently connect the flow geometry and dynamics. As supported
by the studies of Braun et al., Chaudhuri et al., and Bermejo-Moreno & Pullin, field line
geometry is a potentially important area to research for better understanding of turbulence.
The following chapters present the method used for determining the local geometric
properties of field lines and structure identification. The differential geometry method used
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for determining the local geometric properties of the field lines is discussed in chapter 2. The
numerical scheme with the expected error and stability analysis is explained in chapter 3.
Chapter 4 provides images of the differential geometrical properties, statistics, correlations
to dynamical properties, and comparisons to the vortex detection schemes. Conclusions




The study of the local geometry of field lines (or any curve) is accomplished using the Frenet-
Serret apparatus. This tool consists of three vector fields known as the tangent vector (T),
normal vector (N), and binormal vector (B) and the scalar quantities of curvature (κ) and
torsion (τ). The tangent vector is described as the unit vector which points in the direction
of the velocity vector for streamlines (or any other vector field in general). The normal
vector is the unit vector pointing in the direction of the center of curvature. The binormal
vector is the unit vector orthogonal to the tangent and normal vectors. The scalar quantity
of curvature is described as the “bending” of a curve. The tighter the bending the greater
the value of curvature and the straighter the curve the closer curvature is to zero. Torsion
is a quantity which measures the out of plane motion of a field line. While curvature is
primarily described on the plane containing the tangent and normal vectors (the oscillatory
plane), torsion measures the angle change of the oscillatory plane along the curve [37]. Thus,
torsion is a measure of the twisting of a curve. By determining the Frenet-Serret apparatus
at each point along a curve, the geometric basis can be used to determine if several curves
are similar. An example of the local coordinate system defined by the tangent, normal, and
binormal vectors determined through the Frenet-Serret apparatus can be seen in Figure 2-1.
36
37
Figure 2-1: Sketch of the tangential, normal, and binormal vectors on a right handed helix
as presented by Millman & Parker [37].
2.2 Differential Geometry
The understanding of the Frenet-Serret apparatus leads to the development of the fundamen-
tal equations to determine the properties that define the local geometry. In order to develop
equations based on the use of calculus, the description of a curve must first be defined. A
curve can be defined either as a shape in space or the path a particle takes over a given time
[37]. With this description, the parameter of a curve can be either arc length or time. In the
case of this research, the development of equations is based on the parameter of time. The
development of the properties of the Frenet-Serret apparatus begins with the development
of the equation for the tangent vector. The unit tangent vector is found by evaluating the
first derivative of the curve and dividing by the magnitude of the first derivative. Thus, the






In this equation, β˙ represents the first derivative of the curve with respect to time. The
tangent vector assists in determining the expression for curvature which begins with the
evaluation of the second derivative. The second derivative can be written from chain rule as
β¨ = |β¨|T + |β˙|T˙ . (2.2)
This equation can be adjusted by reparameterizing T˙ = |β˙|T ′ and, by using the Frenet-
Serret Theorem, T ′ = κN to provide the expression for acceleration (equation 2.3).
β¨ = |β¨|T + |β˙|2T ′ = |β¨|T + κ|β˙|2N (2.3)
Here β¨ is the acceleration, N is the normal vector, and κ is the curvature. The expression
for curvature is then formulated by taking the cross product of the velocity and acceleration
represented in equation (2.4) and simplifying for κ.
β˙ × β¨ = |β˙|T × (|β¨|T + κ|β˙|2N) = κ|β˙|3B (2.4)
Simplification for the curvature is determined by taking the magnitude of the left and
right hand sides of equation (2.4). By taking the magnitude of each side, the binormal vector










|β˙ × β¨| . (2.6)
The tangent, normal, and binormal vectors are an orthonormal set of vectors. This allows
the normal vector to be determined by
N = B × T. (2.7)
The last scalar quantity for the Frenet-Serret apparatus is torsion. The expression for
torsion is determined in a similar way as the curvature. By taking the derivative of the
second derivative expressed in equation (2.3), the third derivative of the curve is represented
as
...
β = |...β |T + |β¨|T˙ + (κ|β˙|2)˙N + κ|β˙|2N˙ . (2.8)
By reparameterizing the terms N˙ = |β˙|N ′ and T˙ = |β˙|T ′, equation (2.8) is rewritten as
...
β = |...β |T + |β˙||β¨|T ′ + (κ|β˙|2)˙N + κ|β˙|3N ′. (2.9)
From the Frenet-Serret theorem, T ′ = κN and N ′ = −κT + τB are substituted into
equation (2.9). This results in a new expression for the third derivative presented in equation
(2.10).
...
β = (|...β | − κ2|β˙|3)T + (κ|β˙||β¨|+ κ|β˙|2)˙N + κτ |β˙|3B (2.10)
Torsion is determined by evaluating (β˙ × β¨) · ...β . This is referred to as the triple scalar
product and can be written as < (β˙ × β¨), ...β > or [β˙, β¨, ...β ]. The triple scalar product
expression is shown in equation (2.11).
[β˙, β¨,
...
β ] = (κ|β˙|3)2τ. (2.11)
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Torsion is expressed by substituting in equation (2.5) for κ and solving for τ . The final





|β˙ × β¨|2 . (2.12)
2.3 Statistics
At any given instant, the velocity field lines will take on a geometric configuration. Because
the flows are turbulent, this configuration will change from instant to instant. Statistical
measures are useful for this reason. In order to understand the curvature and torsion in
the various flows, the mean and standard deviation are determined. These statistics are
quantified as a function of wall-normal distance in the case of the turbulent channel flow.








where x is either the curvature or torsion value at the different points in the plane and n is






(xi − µ)2 (2.14)
2.4 Correlations
Correlation coefficients are obtained to determine the significance the various dynamical
properties have on the local geometry. Curvature and torsion data is compared to the
magnitudes of fluctuating velocity and vorticity magnitudes in the case of the turbulent
channel flow. For the forced isotropic MHD flow, curvature is compared to the fluctuating
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velocity, vorticity, and magnetic field magnitudes. The correlation coefficients are evaluated







where a’ is either curvature or torsion and b’ is the different dynamical variables (e.g. velocity,
vorticity, or magnetic magnitude), and RMS is the root-mean-square. Angle brackets denote
the ensemble average taken at each spatial location in the grid. The overall coefficient is
evaluated as the average of the correlation coefficients over the plane.
2.5 Non-Dimensionalization of Terms
The turbulent channel flow velocity, curvature, torsion, and other profiles are non-dimensionalized
by using the friction velocity, uτ , and the kinematic viscosity, ν. The friction velocity is eval-







where dU/dy is the change in mean streamwise velocity gradient at a point close to the
wall, u’ and v’ are the fluctuating velocity in the streamwise and wall normal direction. The





where uc is the centerline streamwise velocity and hc is the half channel height. The values
of Rec = 7500, uc = 1.1502, and hc = 1 were provided by Dubief et al [18; 19; 20]. One can
confirm the calculation of the friction velocity through the Clauser plot, which estimates the






ln(y+) + C, (2.18)
where k and C are constants which are typically k = 0.41 and C = 5. The non-dimensionalization
of the variables in this research are listed in equations (2.19-23), where + units are terms





















In fully developed turbulence, energy is distributed in vortical structures of different
sizes. The sizes of these structures range from the integral scale (the largest) to the Taylor
microscale (intermediate) down to the Kolmogorov microscale (smallest). To compare the
channel flow to the MHD flow, the data is non-dimensionalized in terms of the Kolmogorov







where η is the Kolmogorov microscale and  is the energy dissipation rate. For turbulent























































where u (x), v (y), and w (z) are the streamwise, wall-normal, and spanwise velocity compo-
nents, and primes denote fluctuating component. For isotropic turbulence, energy dissipation



























Determining the Frenet-Serret apparatus on the field lines of the turbulent flows is accom-
plished through the use of FieldView analysis software and a numerical c-program. FieldView
inputs the user’s grid and vector fields from which streamlines can be created from subse-
quent seeding of the flow with particles. Seeding is performed by the FVX program shown
in Appendix D. The streamlines obtained are imported into the numerical c-program to
evaluate the Frenet-Serret apparatus along the streamline.
The Frenet-Serret apparatus for the streamlines is obtained through the use of the equa-
tions discussed in Chapter 2. The numerical methods used are a combination of forward
Euler, backward Euler, and central difference methods. The position on the field line de-
termines which of the three methods are used. The beginning of the field lines requires a
forwards difference method to determine derivatives. A backwards difference method is used
to determine derivatives at the end of the field lines. Central difference method is used on
any interior data point.
The numerical program starts with the computation of the first derivatives. The equa-
tions determining the first derivative using forward Euler, backward Euler, and central dif-












Here ~˙Bn is the first derivative at the current time step, ~Bn+1 is the particle location at the
next time step, ~Bn−1 is the particle location at the previous time step, ~Bn is the particle
location at the current time step, 4t is the change in time, and j denotes the i, j, or k
component.
The computation for the first derivative is followed by the second derivative. The second



















~Bn−2j − 2 ~Bnj
44t2 , (3.6)
where ~¨Bn is the second derivative of the particle motion at the current time step, ~˙Bn+1 is
the first derivative at the next time step, ~˙Bn−1 is the first derivative of the particle at the
previous time step.
















































is the third derivative of the particle at the current time step, ~¨Bn+1 is the second
derivative at the next time step, ~¨Bn−1 is the second derivative of the particle at the previous
time step. Once the first, second, and third derivatives are evaluated, the tangent, normal,
and binormal vectors with the curvature and torsion scalar properties are evaluated with the







| ~˙Bnj × ~¨Bnj |
, (3.11)
~nnj =
~bnj × ~tnj , (3.12)
κn =













| ~˙Bnj × ~¨Bnj |2
, (3.14)
where ~t is the tangent vector, ~b is the binormal vector, ~n is the normal vector, κ is the
curvature, and τ the torsion. The results of equations (3.10-14) provide the numerical
results of the Frenet-Serret apparatus. The full numerical code is given in Appendix A.
3.2 Numerical Code Validation
The validity of the numerical program is determined by testing several curves with known
results. The cases included that of a straight line, a unit circle, a unit right hand helix,
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and a right hand helix of radius one and pitch of two. In the case of the straight line, the
curve is described by the equation B(t) = (t, 0, 0) where t is the time. Intuition and the
equations from differential geometry indicate that the curvature and torsion for this case
is zero because there is no bending or twisting in a straight line. The numerical program
resulted with values of κ = 0 and τ = 0 as is expected for the case of the straight line.
A planar unit circle yields a more meaningful result as the curve is defined by B(t) =
(rcos(t), rsin(t), 0), r being the radius. From the analytical equation of curvature, the result
should be of the form κ = 1/r. Thus, the expect result for curvature of a planar unit circle is
one. Table E.1 in Appendix E shows the data results for the numerically solved Frenet-Serret
apparatus of a planar unit circle. The data shows that the curvature oscillates around the
expected value of one with accuracy that will be described later. Torsion is also shown as
expected to result in zero as there is no out of plane twisting motion. The visualization of
the tangent, normal, and binormal vectors on the curve shown in Figure 3-1 show the local
coordinate system along the curve appears as expected.
The last two cases are defined by B(t) = (rcos(t), rsin(t), bt) where 2pib is equal to the







right hand helix of radius one and pitch one would show that r = 1 and b = 0.159154. Thus,
the expected curvature result is 0.975295. Looking at Table E.2, the numerical curvature
results determined for the unit right hand helix is 0.9750969. The percent error between
the numerically solved curvature value and the analytical value is 0.02%. The helix with
a pitch of two is similar to the first in that the expected value of curvature is 0.908003
and the numerical result is 0.907311. The error is calculated to be 0.076%. The torsion




). The analytical results
for torsion were evaluated to be 0.155223 and 0.289025 for the unit helix and helix of pitch
two, respectively. From Table E.2, the torsion computed for the unit helix is 0.1558318.
The result for torsion is 0.289997 for the helix with a pitch of two. These results show the
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Figure 3-1: Plot of the tangent, normal, and binormal vectors determined from the numerical
program on a unit circle. (It should be noted that the vectors are scaled for visual clarity.)
numerical program had an error of 0.39 and 0.336% for the unit helix and helix of pitch
two, respectively. The visualization of the local coordinate system can be seen for the unit
right hand helix case in Figure 3-2. This same image is similar to the right hand helix of
Figure 2.1. The applied test cases have shown reasonable accuracy for the computation of
the Frenet-Serret apparatus.
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Figure 3-2: Numerically determined tangent, normal, and binormal vectors plotted on a
right hand helix of pitch 1. (Vectors are scaled for visual clarity.)
3.3 Error and Stability Analysis
3.3.1 Error Analysis
Validation of the numerical method by inputting curves with known Frenet-Serret apparatus
results was successful in the previous section but with some error. Errors occur in numerical
calculations due to truncation and rounding. The truncation error can be evaluated from
taking the Taylor series expansion of each component in the numerical equation and sim-
plifying to determine the highest order of error. Equations (3.16-20) show the Taylor series




























βnj = βj (3.16)
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β j4t4 + ... (3.17)










β j4t4 − ... (3.18)










β j164t4 + ... (3.19)










β j164t4 − ... (3.20)
The Taylor series expansions are substituted back into the curvature equation and upon
simplification the resulting truncation error was determined. The error of curvature values
was determined to be on the order O(4t2). The fully manipulated curvature equation with
Taylor series expansions is shown in Appendix F.
3.3.2 Stability Analysis
Stability of the curvature equation is determined through the use of Fourier stability analysis.
Performing this analysis starts with the calculation of the Fourier series of each term in the
numerical equation. The Fourier series of each term is substituted back into the original
equation and simplified to determine the magnitude of eσt. For there to be stability, the













where βj is the x, y, or z component of the field line, n is the current time step, n-1 is the
previous time step, n+1 is the next time step, n+2 is the second next time step, n-2 is the
second previous time step, t is time, 4t is the change in time, i is the imaginary term √−1,
k is a constant, and xj is the x, y, or z position.
After substitution of the Fourier series back into the numerical curvature equation, (3.15),
the result shows that
|eσt| = 0|(eikxiˆ+ eiky jˆ + eikzkˆ)(eσ4t − e−σ4t)|3κ < 1, (3.26)
which results in a conditionally stable curvature equation. The curvature equation is only
stable as long as 4t and κ > 0. Full stability analysis can be seen in Appendix G.
Chapter 4
Results
This chapter presents the results from the numerically solved Frenet-Serret apparatus on
two turbulent flows. The first of these flows is a fully developed turbulent channel and the
second is a reduced magnetohydrodynamic (RMHD) turbulent flow. The channel flow direct
numerical simulation (DNS) data was computed on a non-uniform grid with a grid of 512
x 257 x 256 points in the x, y, and z directions, respectively, and dimensions normalized
by half channel height of 5 x 2 x 1.5 with methods discussed in works by Dubief et al
[18; 19; 20]. A non-uniform grid is utilized to capture the different scales of features due
to the anisotropy of the flow. The Reynolds number based on half channel height is 7500.
The kinematic viscosity and friction velocity are 0.00015336 and 0.0581, respectively. For
the visualizations, flow is moving from left to right along the positive x-axis. The spanwise
direction is along the z-axis with wall-normal positions along the y-axis. The RMHD flow
DNS data is constructed by a uniform grid with a resolution of 5123 and dimension of 1 x
1 x 6 with methods discussed by Perez and Boldyrev [43; 44; 45]. The Reynolds number
of the flow is Re = vRMS(L⊥/2pi)/ν = Rm = bRMS(L⊥/2pi)/η = 1800, where L⊥ is the
perpendicular length scale, ν is the kinematic viscosity, η is the magnetic diffusivity, and
vRMS and brms are the root-mean-square of the velocity and magnetic field. The RMHD
equations, as stated in chapter 1, are a simplification of the incompressible MHD equations
that neglect the parallel component of the fluctuating field. For this dataset, the z-axis
component of velocity and magnetic field are neglected. The MHD turbulence is considered
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strong for this dataset based on the large mean magnetic field, Bo = 5. Thus, isotropy of the
flow is only in the two-dimensional x, y planes computed at different locations downstream.
Results, in this chapter, are presented first for the turbulent channel flow followed by the
RMHD flow. The channel flow is verified first by comparing the mean streamwise velocity
and Reynolds stress profiles to additional datasets generated by Jimenez et al [29]. Regions
of the boundary layer are then determined by investigating the mean momentum balance of
the viscous stress gradient and Reynolds stress gradient. This allows for the classification
of structures contained within each region. The structure of the turbulent flows was investi-
gated using the local geometric properties of curvature and torsion of the streamlines. These
properties are used to characterize the structure based on instantaneous cross-sectional im-
ages, statistical profiles, correlations, and comparisons to other vortex detection schemes.
Curvature and torsion data are shown on x+, z+ planes, where + indicates normalization
by the friction velocity and kinematic viscosity. For the MHD flow, curvature is presented
on y, z planes at different x locations. Statistical profiles of the mean and standard devi-
ation of the curvature are shown with different normalizations to determine the scaling of
the local geometry. Correlations reveal the dynamical properties that influence the local
structure of the turbulent flows. The vortex detection method of determining the second
largest eigenvalue, λ2, of the symmetric part of the gradient of the Navier-Stokes equation
(1.11) compares the vortical structures evaluated from this method to those presented by
the local geometry.
4.1 Turbulent Channel Flow
4.1.1 Mean Velocity and Reynolds Stress
The mean velocity and Reynolds stress profiles from the direct numerical simulation are eval-
uated and used to compare this experimental dataset to previously accepted data. Jimenez
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Figure 4-1: Inner normalized mean streamwise velocity, U+, versus distance from the wall
normalized by the half channel height. Additional data at Reτ = (180, 550, 950, 2000) by
Jimenez [29] is used to compare the experimental data with Reτ = 379.
and co-workers composed fully developed channel flow DNS at four different Reynolds num-
bers. The present DNS was compared to data taken at Reτ = 180, 550, 950, and 2000. The
dataset used in this study has a Reynolds number, Reτ = 379. Plots of the mean velocity
and Reynolds stress are shown using the inner normalizations. The mean streamwise veloc-
ity profiles are shown over the outer, y/h, and inner, y+, normalized wall-normal locations.
Data in the figures are shown as Reτ = 180 (+), Reτ = 550 (O), Reτ = 950 (*), Reτ = 2000
(·), and Reτ = 379 (x). Figure 4-1 shows that the mean streamwise velocity falls in-between
the Reτ = 180 and Reτ = 550 as anticipated. Though hard to decipher, the inner normalized
streamwise velocity versus wall-normal location in Figure 4-2 indicates that the experimen-
tal data collapses on the same profile and drop off of U+ at the center of the channel falls
between the Reτ = 180 and 550 cases. The Reynolds stress u′v′ also confirms the location of





Figure 4-2: Plot of the mean streamwise velocity, U+, versus wall-normal distance, y+.
Figure 4-3: Inner normalized Reynolds stress, u′v′
+
, profile versus wall-normal position.
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4.1.2 Mean Momentum Balance
The mean momentum balance is investigated for the fully developed turbulent channel flow
to provide the locations of the different regions of the leading order balance. These regions
include: (I) a balance between pressure gradient and viscous stress gradient, (II) a balance
between Reynolds stress gradient and viscous stress gradient, (III) a balance between the
pressure gradient, viscous stress gradient, and Reynolds stress gradient, and (IV) a balance
between pressure gradient and Reynolds stress gradient. These regions of the turbulent
boundary layer are located as follows:
I. viscous sublayer: 0 ≤ y+ ≤ 3,
II. stress gradient balance layer: 3 ≤ y+ ≤ 1.6δ+1/2,
III. meso layer: 1.6δ+
1/2 ≤ y+ ≤ 2.6δ+1/2,
IV. inertial layer: y+ ≥ 2.6δ+1/2
where + signifies the normalization by uτ and ν, and δ is the half channel height [58]. The
locations of the different regions of the channel flow aid in identifying the regions of the
experimental dataset. Region I of the data is approximately located from 0 ≤ y+ ≤ 3.
Region II nominally falls between 3 ≤ y+ ≤ 31. The third region is located between
31 ≤ y+ ≤ 51 and region IV is found above y+ ≥ 51. It should be noted that these
locations for the different regions of the boundary layer are only for the given Reynolds
number, δ+ = 379. The locations for the different regions of the boundary layer are verified
by comparing the profile of the mean momentum balance of the experimental data (Figure
4-4) to the representation shown in Figure 1-6. By determining the locations of the different
regions, the structures that are detected by the local geometry can be analyzed in each region
of the turbulent boundary layer. Results from the local geometry at different regions of the
turbulent boundary layer are shown in the sections that follow.
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Figure 4-4: Mean momentum balance of the fully developed turbulent channel flow.
4.1.3 Planar Curvature Results
The different regions of the turbulent boundary layer reveal various features and motions
visualized by the local geometric properties. In this section, instantaneous cross-sectional
images are used to explore the features and motions described by the curvature. Images are
presented in each of the four regions of the turbulent boundary layer. From these images,
the general description and classification of structures is discussed. Each image is shown on
wall-normal planes where the x and z axis are inner normalized by the friction velocity (uτ )
and the kinematic viscosity (ν). The uniform colorbar in each of the curvature cross-sections
represent the log10(κ). The logarithmic scale is used to visualize the structure due to the
large range of curvature magnitudes.
The streamwise-spanwise planes of local curvature values at different wall-normal posi-
tions of the turbulent boundary layer are presented in Figures 4-5 through 4-8. The first
of these figures reveals the local curvature values across a wall-normal plane at y+ = 2.94.
From the location of the regions discussed previously, this cross-sectional image represents
data within the viscous sublayer (Layer I). The structure of the flow in the viscous sublayer
is thin long streaks of high and low curvature. These streaky structures are reminiscent
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Figure 4-5: Cross-section of the channel flow at a wall-normal position of y+ = 2.94 showing
the log of curvature (κ).
of the low-speed streaks, discussed in chapter 1, where the regions of low curvature com-
pare to the length scales of the low-speed streaks. The lengths of the low curvature streaks
are about 50-90 viscous units wide by about 1000 viscous units long with curvature values
in the range of approximately -1.5 to 0.5 on the log scale. A representation is located at
−1000 ≤ x+ ≤ 0, −300 ≤ z+ ≤ −400. The high curvature streaks behave similarly to the
low-speed streaks; however, some of the streaks appear to have a “hairpin-like” shape at
the downstream end of the streak. Several of these streaks are shown to align themselves
behind one another. The values of curvature in these high curvature regions are in the range
of 101 to 102 with widths and lengths in the range of 40 to 100 viscous units and 1000 to
2000 viscous units, respectively. The high curvature streaks and streaks with “hairpin-like”
downstream ends are visible in Figure 4-5 at −1000 ≤ x+ ≤ 1000,−200 ≤ z+ ≤ −100 and
−1000 ≤ x+ ≤ −400, 200 ≤ z+ ≤ 300, respectively.
Curvature data from the stress gradient balance layer of the turbulent channel flow are
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Figure 4-6: Streamwise-spanwise cross-section showing the log of curvature at a wall-normal
height of y+ = 16.3.
presented in Figure 4-6. This cross-sectional image presents curvature at a distance from
the wall of y+ = 16.3. The structure within this region of the boundary layer is noticeably
different than the structure of the viscous sublayer, but there are still some similarities. This
region appears to have some low and high curvature streaks as well as the beginning of blob-
like features. The streaks, however, are not as thin and long as those in the viscous sublayer.
Length scales are approximately 100 viscous units wide by 800 viscous units long for low
curvature streaks and high curvature streaks are approximately 50 to 100 viscous units wide
and 800 viscous units long. Low and high curvature blob-like features that enter in this
region are shown to be on the order of 200 viscous units wide by 500 viscous units long. A
low curvature blob-like feature is viewed in Figure 4-6 at −100 ≤ x+ ≤ 400,−100 ≤ z+100
with a high curvature blob-like feature located at −700 ≤ x+ ≤ −200, 125 ≤ z+ ≤ 250.
The curvature located in layer III is shown in Figure 4-7. The cross-sectional image
of the curvature is shown at a wall-normal height of y+ = 37.9. In this region of the
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Figure 4-7: Cross-section of the x+, z+ plane depicting the log of curvature at a wall-normal
height of y+ = 37.9.
channel, the structure of the low and high curvature regions are clearly larger in size as
compared to those in layers I and II. Thus, the streaky or tube-like structures are fewer
in number and mostly blob-like features are observed. In figure 4-7, blobs can be seen at
−1000 ≤ x+ ≤ −550, −100 ≤ z+ ≤ 0 and −550 ≤ x+ ≤ −200, −200 ≤ z+ ≤ −100.
Small streak-like or tube-like structures are visible at 0 ≤ x+ ≤ 400, z+ = −100 and
250 ≤ x+ ≤ 650, 250 ≤ z+ ≤ 275. Other features of layer III reveal patterns of high
curvature blob-like features that are reminiscent of the asymmetric hairpin vortex shown in
the work by Adrian et al [2] and Tomkins & Adrian [54].
The structures in layer IV are larger than those found in the other regions. These
structures can be visualized from the wall-normal plane image of curvature in Figure 4-
8. Unlike the other regions, layer IV is dominated by low curvature structures. This is
consistent with the idea motions get larger with increasing wall-normal distance. Thus, due
to curvature being of the form one over the radius, the large radii structures form regions
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Figure 4-8: Image of the x+, z+ cross-section showing the log of curvature at y+ = 244.
of lower curvature values. A large low curvature blob is seen in the figure at 800 ≤ x+ ≤
400, 0 ≤ z+ ≤ 500. Regions of higher curvature values appear typically at some angle
approximately 30 to 90 degrees of the flow. This is reminiscent of the heads of either the
symmetric or asymmetric hairpin vortices depending on the angle of the high curvature
region.
These images of the curvature cross-sections provide the visual representation of the
structures within the flow based on the local geometry. Several of the structural features
contained in the flow are comparable to the various structures described in chapter 1. The
scales of structure in each region appear to follow the energy cascade model where the
closer to the wall one gets the smaller the structures. The curvature also appears to have
consistently lower values of curvature further away from the wall with a greater distribution
of curvature values closer to the wall. This could yield statistics that correlate with the
velocity field, which is explored in the next section. Additional images of curvature cross-
sections at different wall-normal positions can be viewed in Appendix H.
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4.1.4 Curvature Statistics and Scaling
The behavior of the field line geometry is better understood through the statistics of the data
by investigating variations with y and under different normalizations. The statistical data
collected includes the mean and standard deviation due to the limitation on the amount of
data collected. Data for the turbulent channel flow is collected over a plane containing 129540
points at 19 different time steps and 30 different wall-normal locations. Normalizations of
the data are performed by several different variables which include: inner variables, mean
streamwise velocity, mean streamwise velocity gradient, mean curvature, Taylor microscale,
and Kolmogorov microscale. The various normalizations of the statistical data provide a
means to determine how curvature of the local geometry scales. Images of the curvature
mean and standard deviation profiles with different normalizations shown at various wall-
normal positions are depicted in Figures 4-9 to 4-17.
The inner normalized mean curvature (κ+) and inverse of the inner normalized mean
curvature (1/κ+) are presented in Figure 4-9 (a) and (b), respectively. Figure 4-9 (b) essen-
tially shows the inner normalized radius of curvature, which is easier to associate with the
size of the structures. The profiles show that the mean curvature and radius of curvature
are constant through layer I with values of about 0.047 and 22, respectively. In layer II, κ+
increases to a maximum of about 0.053 while 1/κ+ decrease to a weak minimum of about
19.6. The location of the maximum and minimum is at a wall-normal distance y+ ' 12.0
which is near the peak of u’+. Layer III shows a transition to a logarithmic decrease in
mean curvature and increase in radius of curvature through layer IV. Considering both the
instantaneous cross-sectional profiles and the profiles of κ+ and 1/κ+, layer II of the channel
flow contains the majority of high curvature motions. If one associates high κ with vortical
structures then this agrees with the work done by Jeong et al [28].
Figure 4-10 depicts the profile of the inner normalized mean curvature over inner nor-




Figure 4-9: (a) Plot of the inner normalized mean curvature versus y+ locations. (b) The
inverse of the inner normalized mean curvature (radius of curvature) plotted versus wall-
normal position.
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Figure 4-10: Profile of the inner normalized mean curvature over the inner normalized mean
streamwise velocity gradient for various y+ locations.
−dU+/dy+ is the mean vorticity. The profile of mean curvature over mean streamwise veloc-
ity gradient appears to have a profile shape similar to that of the inner normalized streamwise
velocity. The profile shows a constant value of nearly zero in layer I, while the profile in layer
II increases. Layer III transitions to an approximately logarithmic increase of the curvature
data through layer IV.
The profile of the mean curvature normalized by the Taylor microscale is shown in Figure
4-11. The Taylor microscale is, again, an intermediate length scale. Thus, the profile of Fig-
ure 4-11 highlights the intermediate scales of curvature. The profile shows an approximately
linear increase across layer I. This increase occurs to the maximum of 3.4 at y+ ' 6.4, then
decreases thereafter. From approximately y+ = 14 to y+ = 37.9, the decrease is nearly
logarithmic with a decay rate of approximately -2.5. Across layer III the profile exhibits a
distinct change in slope, and in layer IV the ratio of κ to λ is nearly constant.
Figure 4-12 presents the mean curvature data normalized by the Kolmogorov microscale.
The normalization of curvature by the Kolmogorov microscale highlights the viscous scales of
curvature. The profile shows that layer I exhibits an approximately constant mean curvature
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Figure 4-11: The mean curvature normalized by the Taylor microscale for different wall-
normal locations.
of about 0.075. In layer II, the curvature values transition from the first plateau in layer
I to a second plateau in layers III and IV. The second plateau found in layers III and IV
shows that mean curvature is approximately constant with a value of about 0.09. Overall,
normalizing κ by η shows nearly a constant profile.
The inner normalized radius of curvature over the inner normalized mean streamwise
velocity provide a profile of a normalized time scale of the curvature features shown in
Figure 4-13. The profile shows that a rapid decrease occurs in layer I. The rapid decrease
continues through the start of layer II then transitions to an approximately constant value
at the end of the layer. The approximately constant time scale remains through layers III
and IV. The constant time scale is shown to start near the beginning of layer III with a value
of about 1.5.
We now examine the standard deviation profiles of κ under various normalizations. The
standard deviation of curvature under inner normalization is shown in Figure 4-14. The
profile of the inner normalized standard deviation of curvature is quite similar in shape
to that of the inner normalized mean curvature. Layer I exhibits a nearly constant value
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Figure 4-12: Normalized mean curvature by the Kolmogorov microscale at different wall-
normal positions.
Figure 4-13: The inverse of the inner normalized mean curvature over the mean streamwise
velocity versus wall-normal position.
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(σκ ' 0.124). Layer II shows a consistent increase and contains the maximum of the standard
deviation. The value of the maximum, however, occurs at y+ ' 9.0 versus y+ ' 12 for the
location of the mean curvature maximum. The maximum value of the standard deviation
of curvature is approximately 0.14. Like for κ+, the slope of the σ+κ profile changes across
layer III to an approximately logarithmic decay in layer IV.
One cannot help to notice that the magnitudes of inner normalized standard deviation
of curvature are three times that of the inner normalized mean curvature in layers I and II.
The large magnitude of the standard deviation could lead one to suggest that the curvature
could contain some instances of negative values which might indicate a change in direction,
similar to that of torsion. This idea, however, can be nullified by local curve theory and
a p.d.f. profile at one of the locations within these layers. From Chapter 2, local curve
theory states that the curvature is computed from κ = |β˙ × β¨|/|β˙|3. This mathematically is
a division of two magnitudes which will always be positive. The p.d.f. of inner normalized
curvature at y+ = 2.94 is shown in Figure 4-15. This figure indicates the reason behind
the larger magnitudes of standard deviation near the wall. The figure shows a clear shift in
probability to values less than the mean, which for this case is κ+ = 0.048. In addition to
this shift of the p.d.f. profile, there is a rather large tail with a peak magnitude at κ+ ' 5.
The resulting magnitudes of the standard deviation of curvature are larger than the mean
in layers I and II due to the shift and large tail of the p.d.f. profiles.
The standard deviation of curvature normalized by the Taylor microscale is shown in
Figure 4-16. The shape of the profile is similar to that of the inner normalized standard
deviation of curvature. Layer I, as before, depicts an approximately constant value which
extends through the start of layer II. From about y+ ' 9 in layer II, the standard deviation
of curvature logarithmically decreases through layer IV with a change in slope in layer III.
The slopes change from approximately -5.44 to -0.34.
Standard deviation of curvature normalized by the Kolmogorov microscale is shown in
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Figure 4-14: Probability density function profile of curvature at y+ = 2.94.
Figure 4-15: The standard deviation the curvature depicted at different y+ location.
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Figure 4-16: Plot of the standard deviation of curvature normalized by the Taylor microscale
for various wall-normal locations.
Figure 4-17. The result of the normalized standard deviation show that the values inside
layer I and beginning of Layer II are, again, approximately constant. At a wall-normal
height of y+ ' 9, the standard deviation exhibits a logarithmic decrease to layer III. Layer
III depicts a clear transition from the rate of decay in layer II to an approximately constant
value in layer IV. The values of the standard deviation of curvature are approximately 0.12.
The standard deviation of curvature normalized by mean curvature is presented in Figure
4-18. The profile shows the same shape to all the previous profiles where layer I to the start
of layer II is constant, middle layer II to layer III is logarithmically decreasing, layer III
experiences a slope change, and layer IV is approximately constant. The profile shows that
the relationship between the standard deviation of curvature and mean curvature in layer
IV is nearly unity, while the relationship in layer I and start of layer II is nearly three times
that of layer IV.
The data of the mean and standard deviation profiles reveal the structural features of
the curvature data visualized in the previous section. The mean and standard deviation
of curvature profiles show that curvature grows moving toward the wall as the radii of
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Figure 4-17: Normalized standard deviation by the Kolmogorov microscale at wall-normal
distances.
Figure 4-18: Standard deviation of curvature normalized by the mean curvature versus wall-
normal position.
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vortical motions become smaller and smaller, as represent by Figure 4-13. The various
normalizations of the mean and standard deviation of curvature data show consistently that
layer I is uniform throughout the data, while the peak of mean and standard deviation
of curvature is always in layer II. The location of this peak is located within the region
that is consistently interpreted as the region of the bursting events and greatest turbulence
production [7; 31; 41; 57; 59]. Following this peak, mean and standard deviation of curvature
profiles almost consistently show a short region that is logarithmically linear up to layer III.
Layer III is defined consistently as a transition layer where slopes change resulting in either
logarithmic increase or decreases or approximately constant values through layer IV. Overall,
the various normalized statistical data of the curvature are suggestive of how the vortical
motions scale and behave throughout the channel with traits consistent with the energy
cascade model of structures getting smaller and smaller as the wall is approached.
4.1.5 Correlations of Curvature with Dynamical Properties
The investigation of the correlation coefficients of the curvature with various dynamical
properties aids in determining the properties of the flow that characterize the local geom-
etry. The correlations are performed with the dynamical properties of the magnitude of
fluctuating velocity and fluctuating vorticity magnitude. Correlation coefficients are evalu-
ated using equation (2.15) where the ensemble average is taken at each spatial location in the
cross-section, i.e. at 256 x 512 grid points, over 19 different snapshots in time. The average
of the correlations over the entire cross-section is then computed to yield the average corre-
lation coefficient at each wall-normal, y+, position. Images of the correlation coefficients of
the curvature with fluctuating velocity magnitude and curvature with fluctuating vorticity
magnitude are shown in Figures 4-19 and 4-20, respectively.
Correlation coefficients for the curvature with fluctuating velocity magnitude, presented
in Figure 4-19, show a separation of coefficients into three different regions. The first region
72
Figure 4-19: Correlation coefficients of the curvature with the velocity magnitude at various
y+ locations.
from the wall boundary to about y+ = 10 shows the correlation coefficients are approximately
constant at a value of about 0.3. This region is followed by an increase in the correlation
coefficients from 10 ' y+ ' 60. The slope of this increase is approximately 0.326. The
last region, y+ > 60, shows another region of constant correlation coefficients with a value
of 0.56. Thus, the correlation coefficients show that the velocity magnitude is important in
characterizing the local geometry primarily in layer IV.
The correlation coefficients of curvature with the fluctuating vorticity magnitude are
presented in Figure 4-20. Like the correlation of curvature with the fluctuating velocity
magnitude, the correlation of curvature with fluctuating vorticity shows three different re-
gions. The first region falls within layer I and exhibits an approximately constant correlation
between curvature and fluctuating vorticity with the same approximate value as before. The
second region is contained within layer II. This region shows the correlation coefficients
transition to an increased value of constant correlation located within layers III and IV.
Magnitudes of the correlation coefficients in this region are significantly large over a longer
wall-normal distance. Correlations with the vorticity magnitude suggest that the local struc-
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Figure 4-20: Correlation coefficients of the curvature with the vorticity magnitude at various
y+ locations.
ture is determined primarily by the vorticity magnitude in this region.
The correlation coefficients of curvature with the dynamical properties of fluctuating
velocity and vorticity magnitude show a decrease in correlation as the wall is approached.
While layer IV is dominated by constant high correlation values, these values gradually
decrease to the edge of layer I. The decrease shows that the local geometry is being less
defined by the fluctuating velocity and vorticity magnitudes which finally remain at a lower
constant value within layer I. It should be noted, however, that the relationship between
curvature and vorticity remains significantly high from layer IV through much of layer II.
This is visible from the magnitudes of correlation coefficients from the previous figures. The
figures also revealed that magnitudes of the correlation with vorticity are larger than those
of the velocity correlations. Overall, the correlations suggest that the curvature data has
stronger correlation with vorticity magnitude, but nearer to the wall the velocity magnitudes
are still important.
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4.1.6 Cross-sectional Curvature and −λ2
The λ2 criterion (described in section 1.2.4) detects vortical motions based on the second
largest eigenvalue of the symmetric part of the gradient of the Navier-Stokes equation (1.11).
A vortical motion is detected using this criterion if the second largest eigenvalue is negative.
By applying this method on the turbulent channel flow, comparisons are made between the
cross-sections of curvature and the vortical motions detected by the λ2 criterion. Figure 4-
21 shows a side-by-side comparison of the cross-section of curvature (a) to the cross-section
of −λ2 (b). For ease of comparison, the log10κ is the color scale for both images. The
colored regions in the bottom image represent the curvature values located in areas where
λ2 is negative. White areas of the cross-section represent regions where the result of λ2 is
positive. Images, as before, are represented on a wall-normal plane with the x and z-axes
normalized by the inner variables of uτ and ν.
The curvature and −λ2 cross-sectional profiles are presented on wall-normal planes lo-
cated at y+ = 14.0 in layer II of the channel flow. These profiles are depicted side-by-side in
Figure 4-21. From this figure, the majority of vortical motions detected by the −λ2 criteria
appear to coincide with regions of strong curvature. This is visible from the curvature over-
lay on regions of −λ2 presented in image (b) of Figure 4-21. The yellow and red colorations
of the regions of −λ2 show strong curvature magnitudes between an approximate range of
101 ≤ log10κ ≤ 104. This can be seen in the region of −400 ≤ x+ ≤ 0,−300 ≤ z+ ≤ 0
in image (b). Though many of the structures of high curvature and −λ2 agree, there are
several other regions that contain curvature magnitudes less than 10−1 and features with
different shapes and sizes. An example of a detected −λ2 region with low curvature in image
(b) is the streak-like feature between −700 ≤ x+ ≤ −300, z+ = 100. From looking at the
curvature cross-section in image (a), the long thin streaks of high curvature seen throughout
layers I and II are broken up into smaller pieces in image (b). An example is shown when
comparing the features in the two cross-sections at −1000 ≤ x+ ≤ 1000, z+ = 300. Thus,
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the comparison of the curvature and −λ2 shows that the vortical features detected are sim-
ilar, but there are some discrepancy in the size and shape. Additional images of the log10κ
overlaid on −λ2 structures for different wall-normal locations can be viewed in Appendix I.
The size and shape variations are investigated by exploring two different ratios that
provides a means of correlating the curvature and −λ2 structures. The first of these ratios
describes the area coverage of the −λ2 structure by curvature values above a specified thresh-
old, which we call γ. The second ratio provides a correlation of the amount of curvature
data above the specified threshold, γ, missed by the −λ2 detected structures. Curvature
values are chosen above a threshold due to the expectation that any vortical motions con-
tained in the flow should consist of tightly rotating streamlines. Plots of these ratios versus
wall-normal position are shown in Figures 4-22 and 4-23, respectively. From the first ratio of
−λ2 area coverage, the figure shows the highest correlation with curvature values above the
threshold of γ = 1. Curvature above this threshold accounts for nearly 85 to 98 percent of
the −λ2 structures from the boundary to the channel centerline. Using additional thresholds
of γ = 10 and 100, the percent of coverage of the −λ2 structures drops to 30 to 60 and 0
to 5 percent for the respective thresholds. Investigation of the ratio of curvature missed by
the −λ2 detection scheme show that 40 to 80 percent of the curvature above the thresholds
of γ = 1, 10, 100 are not located within regions of vortical motions. The largest percentage
missed is located within layer I while the transition to a constant value starts within layer II
and is level through layers III and IV. The exploratory ratios suggest that the local geometry
that falls within the −λ2 structure must have an additional thresholds which is reminiscent
of the detection scheme of swirling strength with inverse spiraling compactness thresholds




Figure 4-21: (a) Planar x+, z+ cross-section of the log of curvature at a wall-normal height
of y+ = 14.0. (b) Results of the vortex detection method showing the areas of −λ2 with the
log of curvature overlay.
77
Figure 4-22: Correlation showing the coverage curvature above a threshold, γ, is contained
in the −λ2 detected features at different wall-normal locations.
Figure 4-23: Correlation showing the amount of curvature above a threshold, γ, not included
in the −λ2 detected vortical motion at y+ locations.
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4.1.7 Planar Torsion Results
Torsion of the streamlines is evaluated to investigate the size and shape of the potential
twisting motions within the turbulent channel flow. Values of torsion can either be positive
or negative depending on if the streamline is moving with or against the direction of the
binormal vector. Torsion should not be considered a measure of the fluid moving away from
or toward the wall, but a measure of the out of plane motion. An example of two counter
rotating vortex tubes, i.e. a left and right handed helix, moving away from the wall explains
why. If the local coordinate system from the Frenet-Serrret apparatus is applied, the tangent
vector points in the direction of the velocity vector for the streamlines and the normal vectors
point towards the center of curvature, i.e. the vortical axis of rotation. By orthogonality, the
binormal vector for the right hand helix will point up away from the wall with the spiralling
helix growing in the wall-normal direction. Thus, the right hand helix moving away from the
wall shows a positive value of torsion. The left hand helix, on the other hand, would have
a binormal vector pointing down at the wall. Due to the motion of the streamlines away
from the wall with the binormal vector pointing toward the wall, torsion is negative for the
left hand helix. Thus, the length scales of the torsion structure are the items of interest.
The data presented in this section uses cross-sectional images that separate the positive and
negative torsion. They are represented in separate images due to the large range of length
scales, both positive and negative, which must be shown on a logarithmic scale. Hence,
the images that follow contain two cross-sections, one for log10(τ ≥ 0) and the other for
−log10|(τ < 0)|, where white areas representing torsion values of the opposite sign. The
images are again shown on wall-normal planes with inner normalized axes of x+, z+ with
flow moving left to right. (It should be noted that torsion involves the calculation of a third
derivative which is not trivial and causes an amplification of noise.)
The cross-sectional images of positive and negative torsion in the layer I are shown in
Figures 4-24 (a) and (b), respectively. Torsion is presented in these images on a wall-normal
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plane at the height of y+ = 2.94. The structure of the torsion shows some small streakiness
of both the positive and negative torsion. There also appears to be several blob-like regions
with smaller length scales. Similar to the streaks of the curvature data, streaks are on the
order of 40 to 90 viscous units wide. The lengths of the streaks, however, are not as long,
roughly 400 viscous units in length. Streaks in the torsion data are best viewed in the positive
torsion image, Figure 4-24 (a), located at x+ = −200, z+ = 200 and x+ = 200, z+ = 200.
Various blob-like features are shown throughout the flow with length scales on the order of
5 to 100 viscous units. The torsion within the separate cross-sections show the maximum
magnitudes of torsion are centered in the different features. Several blob-like negative torsion
features are viewed in the region 200 ≤ x+ ≤ 400, 200 ≤ z+ ≤ 475 of image (b).
From layer I, layer II yields more blob-like features with a small quantity of scattered
streak-like features. The structure of the torsion is depicted for the positive and negative
torsion data in Figures 4-25 (a) and (b), respectively. The cross-sectional images are shown
at a wall-normal height of y+ = 16.3. The streak-like features that are apparent have a
reduced length of 200 viscous units with about the same range of widths as layer I. This
can be viewed at x+ = 0, z+ = −300 in image (a). The blob-like structures of the torsion,
on the other hand, grow in size. Lengths are as small as approximately 10 viscous units
but increase to about 200 viscous units. A large blob-like feature is viewed in the negative
torsion data at 400 ≤ x+ ≤ 600, 150 ≤ z+ ≤ 250 in image (b).
Positive and negative torsion in layer III shows similar structural features to that of layer
II. Figures 4-26 shows the features of the torsion in cross-sectional images at y+ = 37.9 for
the positive and negative torsion in images (a) and (b), respectively. The structures of the
positive and negative torsion contain similar sized blob-like features as layer II. There are
some additional scattered streak-like structures that also occur in this layer. The one unique
feature that differs from the blob-like or streak-like features is a comb-like shape traveling




Figure 4-24: Cross-sections of the channel flow at a wall-normal position of y+ = 2.94 showing




Figure 4-25: Cross-sections of the channel flow showing (a) log10(τ > 0) and (b)−log10|τ < 0|
at a wall-normal height of y+ = 16.3
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z+ ≤ 475 and another at 300 ≤ x+ ≤ 400,−220 ≤ z+ ≤ −180 in both the positive and
negative torsion profiles.
Layer IV torsion data shows structures that are large in scale, consistent with the curva-
ture data. Figures 4-27 (a) and (b) show the positive and negative torsion at a wall-normal,
y+ = 244, plane. Structures of torsion are large blob-like structures on the order of approxi-
mately 400 viscous units. It would appear as if the comb-like feature in layer III extends into
layer IV where the thickness of the comb increases. This is represented by the comb-like fea-
ture at −700 ≤ x+ ≤ −400,−475 ≤ z+ ≤ −280 viewed in the positive torsion cross-section,
image (a). Also, the negative torsion, image (b), reveals the same feature with increase in
size at −50 ≤ x+ ≤ 50, 300 ≤ z+ ≤ 425.
The torsion cross-sectional profiles show a visual representation of the torsion structure
across wall-normal planes in the turbulent channel flow. Several of the features contained
within the flow are consistent with the streak-like and blob-like structure present in the
curvature data. There is, however, a new feature that appears which has a comb-like shape.
This comb-like shape is visible in layers III and IV. The size of all the features appears
to grow moving away from the wall, which is consistent with the curvature data and the
energy cascade model of the turbulent structure. To understand the length scales of the
torsion, statistical profiles are shown in the next section. Additional wall-normal torsion




Figure 4-26: Cross-sections of the x+, z+ plane depicting the (a) log10(τ > 0) and (b)




Figure 4-27: Images of the x+, z+ cross-section showing (a) log10(τ > 0) and (b)−log10|τ < 0|
at a wall-normal position of y+ = 244
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4.1.8 Torsion Statistics
The visualizations of torsion in the previous section were important to view the structure
of torsion which in this section is quantified through the statistics of the mean and stan-
dard deviation. The statistical profiles of the mean and standard deviation are shown with
several normalizations to determine how the torsion structure scales throughout the flow.
These normalizations, again, include: inner variables (i.e. uτ and ν), Taylor microscale (λ),
Kolmogorov microscale (η), and the mean curvature (κ). As before, the data is collected over
a plane containing 129540 data points at 19 different time steps and 30 different wall-normal
locations. Images of the renormalized mean and standard deviation of the magnitude of
torsion profiles versus wall-normal positions are presented in Figures 4-28 through 4-35. It
should be noted that the magnitude of torsion is used due to an equal amount of positive
and negative torsion creating statistics that are equal to zero.
The inner normalized mean magnitude of torsion and the inverse of inner normalized
mean magnitude of torsion versus wall-normal position are shown in image (a) and (b) of
Figure 4-28, respectively. The inverse of inner normalized mean magnitude of torsion, like
the inverse of mean curvature, is the inner normalized radius of torsion. Similar to the
mean curvature profiles, layer I exhibits an approximately constant mean torsion magnitude
of about 0.065 and a radius of torsion of about 15.5. The torsion magnitudes transition in
layer II of the channel to a local maximum in torsion magnitude or a local minimum in radius
of torsion within layer III. This local maximum or local minimum is located approximately
at y+ = 40. After this local maximum or local minimum, the torsion magnitudes decrease
or increase logarithmically for the mean torsion magnitude or radius of torsion, respectively.
Similar to the curvature profiles, the torsion magnitudes decrease moving toward the wall,
which agrees with the idea of the energy cascade. The scale separation between the maximum
and minimum values, however, is significantly less than that shown in the curvature. Thus,
torsion magnitudes indicate a dominance in layer III with smaller variations to changes in
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wall-normal position.
The mean magnitude of torsion normalized by the Taylor microscale is depicted in Figure
4-29. This figure highlights the intermediate length scale of the torsion magnitudes for the
channel flow. The profile shows that the torsion magnitudes logarithmically increase in
layer I at a steeper rate than that of the curvature intermediate scales. Torsion magnitudes
increase to a peak of about 4.8 in layer II at a wall-normal location of y+ ' 6.4. It should be
noted that this is the same peak location as that of the intermediate curvature length scales.
The torsion magnitudes appear to logarithmically decrease to the end of layer III. Layer IV
depicts the torsion magnitudes exhibiting an additional increase in magnitude to a smaller
secondary peak located at approximately y+ = 177 with a magnitude of about 3.9.
Figure 4-30 presents the mean magnitude of torsion normalized by the Kolmogorov mi-
croscale, which displays the viscous scales of the torsion data. Like the nearly constant
viscous length scales of the curvature, torsion also experiences a constant magnitude within
layer I. Layer II shows an increase in torsion magnitudes up to layer III. In layer III, the
slope changes to an approximately logarithmic increase in torsion magnitudes through layer
IV. The torsion magnitudes increase at a rate of about 6.53 ∗ 10−2.
The normalized mean magnitude of torsion by the mean magnitude of curvature profile
is presented in Figure 4-31. The profile shows a rapid decrease in the ratio of τ/κ from
layer I through the start of layer II. The ratio then transitions to an approximately loga-
rithmic decrease through layer III and IV. This ratio reveals that twisting motions of the
local geometry are more intense than bending motions in the channel flow. This would be
reminiscent of vortical tube-like structures dominating the near wall regions of the channel
flow. It is only in layer IV of the flow that curvature starts to dominate the ratio which is
less than one in the region y+ ≥ 60. The lower ratio in layer IV might be indicative of the
structure containing more blob-like features as the structures are more compacted owing to




Figure 4-28: (a) Mean of the magnitude of torsion normalized by inner variables versus wall-
normal locations. (b) The inverse of inner normalized torsion (radius of torsion) at different
y+ locations.
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Figure 4-29: Mean torsion magnitude normalized by the Taylor microscale at wall-normal
locations.
Figure 4-30: Normalized mean torsion magnitude by the Kolmogorov microscale at various
wall-normal distances.
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Figure 4-31: Normalized magnitude of torsion by the mean curvature at different wall-normal
locations
to the description of helical structure based on the ratio of torsion and curvature described
in Millman [37].
From the mean magnitude of torsion profiles, the standard deviation profiles of the
magnitude of torsion are evaluated with the various normalizations. The first profile of the
standard deviation of torsion is depicted with the inner normalization in Figure 4-32. The
profile of the inner normalized standard deviation, though somewhat scattered, reveals a
logarithmically decaying trend. The decrease in standard deviation of torsion is at a rate of
approximately -0.109. When normalized by the Taylor microscale, the standard deviation
of torsion shows the same logarithmically decreasing trend. Figure 4-33 shows the standard
deviation of torsion normalized by the Taylor microscale. The logarithmic decrease is at a
different rate than that of the inner normalized standard deviation, where the slope changes
from approximately -0.109 to -7.42. It is only when the standard deviation of torsion is
normalized by the Kolmogorov microscale that the magnitudes of the standard deviation
remain about constant. This is visible in Figure 4-34. Besides a couple of outliers, the
profile shows that, when normalized by the Kolmogorov microscale, the standard deviation
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Figure 4-32: Inner normalized standard deviation of the torsion at different wall-normal
locations.
remains at a constant of roughly 0.6.
Normalizing the standard deviation of torsion by the mean curvature presents a figure of
the ratio of the range of torsion length scales over the mean curvature length scales. Figure
4-35 shows the profile of the standard deviation of torsion normalized by the mean curvature
at different wall-normal locations. The profile shows a rapid decent of the magnitudes of the
standard deviation from layer I through the start of layer II. The slope of the magnitudes
changes in layer II to an approximately constant value in layers III and IV. The profile results
show that the range of length scales of the standard deviation of torsion is significantly larger
throughout the flow besides layer IV. Layer IV exhibits a ratio that describes the range of
torsion magnitudes as approximately 1 to 2 times that of the mean curvature values.
The results of the mean and standard deviation profiles of the magnitude of torsion
quantify the structural features previously investigated by visual means. The mean of the
magnitude of torsion profiles show that the magnitudes decrease as one approaches the wall
as the radii of torsion expresses. The difference between the radii of curvature and the
radii of torsion is that the torsion has a smaller scale separation between torsion magnitudes
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Figure 4-33: Standard deviation normalized by the Taylor microscale over wall-normal dis-
tances.
Figure 4-34: Plot of the standard deviation of torsion normalized by the Kolmogorov mi-
croscale at wall-normal locations.
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Figure 4-35: Standard deviation of the torsion values normalized by the mean curvature
values at different wall-normal distances.
throughout the flow. This is indicated by the range of length scales represented in the
standard deviation profiles, whereby, nearly all profiles suggest a shallow linear decrease
in variations. The Kolmogorov scale normalization depicted the only standard deviation of
torsion profile resulting in a fairly constant trend of variations in the mean torsion values. The
ratio of the mean torsion to mean curvature proposed by Millman [37] suggests a majority
of the structures contained within the channel flow are mostly helical in nature with a larger
scale range than the mean curvature. Overall, the torsion suggests structures follow the
energy cascade model with structural features reminiscent of vortical tubes.
4.1.9 Correlations of Torsion with Dynamical Properties
Correlation coefficients of the torsion with the dynamical properties of fluctuating velocity
and vorticity magnitude are evaluated at different wall-normal locations. Unlike the correla-
tion coefficients evaluated from the curvature data, the results from the torsion correlation
coefficients show values that are approximately zero at all wall normal locations. This is
similar to the results of the statistical data which showed about an equal amount of positive
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and negative torsion. Again, torsion is a direction dependent quantity which is negative
if a field line is moving in the opposite direction to the binormal vector and positive if a
field line is moving with the direction of the binormal vector. Thus, the investigation of the
correlations of torsion utilizes the magnitude of torsion with the fluctuating velocity and
vorticity magnitudes. Profiles of the correlation coefficients of the magnitude of torsion with
the magnitudes of the fluctuating velocity and vorticity are presented in Figures 4-36 and
4-37, respectively.
Correlation coefficients for the magnitude of torsion with the magnitude of fluctuating
velocity are shown in Figure 4-36. The profile shows two distinct regions as compared to
the three regions of the curvature correlation with fluctuating velocity. The first of these
regions is from the wall boundary to approximately the beginning of layer III. This region is
characterized by a logarithmic increase in correlation coefficients. Following this region, the
coefficients level out to a constant value of about 0.6 from layer III through layer IV. This
region of constant high correlation is slightly longer than that of the curvature correlation,
but has nearly identical magnitudes. This profile indicates that, like the curvature, torsion
experiences nearly the same relationship within layer IV with a decreasing trend as the wall
is approached.
The correlation coefficients of the magnitude of torsion with the fluctuating vorticity
magnitude are presented in Figure 4-37. The coefficients show an increase from the boundary
to a wall-normal position within layer II of about y+ = 19.9. The increase in correlation
coefficients is logarithmic at a rate of about 0.186. Following y+ ' 19.9, the correlation
coefficients become level at a constant value of approximately 0.51 within layers III and IV.
It should be noted that the magnitudes of the correlation of the torsion and fluctuating
vorticity are very different from those with the curvature and vorticity magnitude. The
magnitudes suggest that vorticity and velocity correlations are nearly identical which shows
an equal relationship in defining torsion of the local geometry.
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Figure 4-36: Correlation coefficients of the magnitude of torsion with the velocity magnitude
verses y+ locations.
Figure 4-37: Correlation coefficients of the magnitude of torsion with the vorticity magnitude
at various y+ locations.
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Correlations between torsion and the dynamical properties share some similarities to
the curvature correlations, but there are some subtle differences. Layer IV in both cases
indicate that the magnitudes are significant for correlations with velocity and vorticity for
both the curvature and torsion. This relationship decreases as the wall is approached in
all cases, though fairly constant from the channel centerline to about the middle of layer
II. While the magnitudes of the coefficients are nearly identical for the fluctuating velocity
magnitude correlations, torsion and fluctuating vorticity magnitude correlations suggest a
drop from approximately 0.77 to 0.51. Thus, torsion correlations indicate that the velocity
and vorticity magnitudes share a nearly equal importance throughout the entire flow.
4.1.10 Cross-sectional Torsion and −λ2
The structures in the channel flow are investigated further by comparing the results of the
torsion to the results of the−λ2 criterion. Cross-sections of the torsion and−λ2 are presented
on streamwise-spanwise planes at a wall-normal height of y+ ' 14.0 in Figures 4-38 and 4-39.
As from before, torsion is dependent on the direction the field line is traveling relative to the
binormal vector. Thus, images are presented separately with positive torsion in one figure
and negative torsion in the other. Figures are presented with side-by-side cross-sections of the
positive (negative) torsion, shown in image(a), and −λ2 structures with positive (negative)
torsion overlay, shown in image (b), of Figures 4-38 and 4-39, respectively. While white
areas in the top images of positive (negative) torsion represent areas of negative (positive)
torsion, white regions in the bottom images of −λ2 represent regions of positive λ2. For the
−λ2 cross-sections, the colored regions represent the positive or negative torsion in the −λ2
structures of Figures 4-38 and 4-39, respectively. The colorations show the log10(τ ≥ 0) for
the positive torsion image, while the coloration in the negative torsion image represent the
−log10|τ < 0|, again due to the large range of torsion values. The black regions for these
figures represent the regions of negative and positive torsion, respectively.
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The figures of the −λ2 structure show that nearly all vortical features contain both
negative and positive torsion values, as seen in Figures 4-38 and 4-39. The inclusion of
both signs of torsion makes the pattern descriptions more complex, which was not the case
for the curvature data. For instance, consider the vortical feature detected at −400 ≤
x+ ≤ 0,−300 ≤ z+ ≤ −200 in the image (b) of Figures 4-38 and 4-39. The majority of
the feature shows values with positive torsion with some scattered negative torsion regions.
Let us consider that this vortical structure is a quasi-streamwise vortex that has a uniform
direction of rotation. If we consider this structure to be a right hand helix due to the positive
torsion, than the areas of negative torsion represent a compression of the vortical structure
verses the stretching that the positive torsion shows. This could be a similar interpretation
in the case of the vortical feature at −350 ≤ x+ ≤ 50, 300 ≤ z+ ≤ 350. This feature
is primarily negative torsion which could represent a left hand helix due to the negative
torsion and positive torsion representing compression of the structure. It should be noted
that these examples are not necessarily how the geometry is behaving in these regions as
the cross-sections are just two-dimensional. It would take a fully three-dimensional view to
physically describe the exact feature at any location. Even though the structural patterns
are difficult to describe, some uniform traits are visible, such as the range of torsion in the
structures and the location of the maximum magnitudes of torsion. The range of the values
contained within the −λ2 is approximately from −103 to 103. The largest magnitudes nearly
follow the central axis of the −λ2 structures, while torsion values reduce in magnitude to the
outer edges of the features. This can be seen by the −λ2 detected vortical structure located
at −400 ≤ x+ ≤ 100, z+ = −325 in both figures. Additional images of the log10(τ ≥ 0) and
−log10|τ < 0| overlaid on −λ2 structures for different wall-normal locations can be viewed
in Appendix K.
Similar to the curvature data, the exploration of the ratios for the area coverage of the




Figure 4-38: (a) Planar x+, z+ cross-section of the log of positive torsion values at a wall-
normal height of y+ = 14.0. (b) Results of the vortex detection method showing the areas of





Figure 4-39: (a) Planar x+, z+ cross-section of the log of negative torsion at a wall-normal
height of y+ = 14.0. (b) Results of the vortex detection method showing the areas of −λ2
with the log of negative torsion overlay. (Black areas represent areas of positive torsion.)
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vortical regions are determined. Unlike the expectation that curvature values are large in
detected vortical regions, the torsion is anticipated to be compacted. Thus, lower values of
torsion magnitudes would be expected. This is similar to the idea of the values of the inverse
spiraling compactness by Chakraborty et al [13]. The ratios, in this case, use the torsion
magnitudes less than a specified threshold, which will be referred to as ζ. Plots for the
ratios of coverage of the −λ2 structures and torsion not a part of the detected features are
shown in Figures 4-40 and 4-41, respectively. The threshold values of the torsion magnitudes
are ζ = 1, 10, and 100. The ratio of the coverage shows that torsion magnitudes less than
100 show a nearly constant value of 98 percent. Of this 98 percent, approximately 80 to
40 percent contain torsion values below the magnitude of 10 depending on which layer one
is in. Ratios of the coverage with magnitudes less than ζ = 1 show about 30 to 5 percent
of the torsion of the −λ2 falls below this range. These ratios of the coverage of the −λ2
structure reveal that there is a range of magnitudes that does not include magnitudes close
to zero. Instead, the magnitudes of torsion are on some thresholds which are between 1 and
100. This is similar in nature to that of the thresholds for three-dimensions of the inverse
spiraling compactness by Chakraborty et al [13]. Investigation of the ratio of torsion data
below the specified thresholds not included in the regions of −λ2 reveal a nearly uniform
profile. The data ranges between 50 to 80 percent of the torsion magnitudes are undetected
by −λ2 features depending on which layer is investigated. The largest percentage missed is
within layer I of the turbulent boundary layer while the transition to a constant value starts
within layer II and constant through layers III and IV. Thus, the results of the vortical
motions detected from the −λ2 detection scheme must have some combination of thresholds
of curvature and torsion data in order to detect the same features. This can lead to future
investigations but is not relevant for the present research.
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Figure 4-40: Correlation depicting the coverage of the −λ2 structures by the magnitude of
torsion below a threshold, ζ, at various wall-normal locations.
Figure 4-41: Correlation showing the amount of torsion values undetected by the −λ2 de-
tected features at different wall-normal positions.
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4.2 Magnetohydrodynamic Turbulence
4.2.1 Planar Curvature Results
The results of the curvature evaluated in the reduced magnetohydrodynamic (RMHD) flow
reveal similar and different features to that of the channel flow. This section explores the
features of the RMHD flow through the instantaneous cross-sections of the curvature data.
Cross-sections of the curvature are shown on z, y planes, where x and y are the perpendicular
directions and z is the parallel streamwise direction. The images are used to detect and
classify the vortical motions of the RMHD flow and compare them to those of the turbulent
channel flow. The uniform colorbar, as before, represents the log10(κ) as the curvature
data covers a large range of curvature magnitudes. Representations of the curvature across
instantaneous snapshots at different x locations are shown in Figure 4-42.
The structure of the RMHD flow shows similar streak-like and blob-like regions of high
and low curvature. This is viewed in the various cross-sectional planes of the RMHD flow
presented in Figure 4-42. The streak-like structures are reminiscent of the high and low
curvature thin streaks within layer I of the turbulent channel flow. While the magnitudes of
curvature in the high curvature regions are on the order of 101 to 102, low curvature regions
have magnitudes from 0 to 101/2, as represented by the yellow and green colorations of the
logarithmic scaling. Along with the streak-like structures, various high and low curvature
blob-like features also appear. The streak-like and blob-like features are visible in the cross-
section of curvature in Figure 4-42. The cross-section in image (a) shows the high and
low curvature streaks from 1 ≤ z ≤ 3.5, 0.2 ≤ y ≤ 0.8. It should be noted that most
of the streak-like structures are aligned in the parallel streamwise direction. Also, there
are regions with curvature magnitudes above 103 represented by the red regions of the
curvature cross-sections. By having such high values of curvature, the folded field line
type structure, described by Schekochihin et al. and Yousef et al [49; 50; 63], is perhaps
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defined by these regions. From the cross-section of the curvature data in image (c), various
blob-like features of high and low curvature are located at 4 ≤ z ≤ 4.5, 0 ≤ y ≤ 0.25 and
at 0.25 ≤ z ≤ 1, 0.25 ≤ y ≤ 0.5. The streak-like and blob-like features contained within the
RMHD flow are reminiscent of the eddy and vortex tubes that were described by Carbone
[12] and Brandenburg et al [9].
The curvature cross-sectional images provide the visual representation to allow for the
comparison of the structures within the RMHD flow to those of the turbulent channel flow.
Several structures of the flow are comparable to both structures found in the turbulent
channel and those described in previous literature of chapter 1. With the expectation of
structures going from integral scales to the subviscous scales, as discussed by Schekochihin
et al. and Yousef et al [49; 50; 63], the expectation is for the curvature values to increase
in magnitude providing a wide range of structure length scales. To quantify this, statistical
data is evaluated in the following section. Additional images of the curvature cross-sections
of the MHD flow can be viewed in Appendix L.
4.2.2 Curvature Statistics
The statistics of the curvature data of the RMHD flow are used to investigate the length
scales of the structures contained within the flow. Statistics evaluated are, again, the mean
and standard deviation. Data is collected over planes of containing 260100 data points on 5
different snapshots in space at 4 different time steps. Normalizations of the statistical data
are evaluated using three different variables. These variables include the integral length
scale, L, the Talyor microscale, λ, and the Kolmogorov microscale, η. The normalizations of
the statistics with these variables show the scales of the RMHD flow and can be compared to
those of the turbulent channel flow. The statistical results with the different normalizations
are viewed in Table 4.1.
Unlike the turbulent channel flow, the statistics for the RMHD flow result in larger
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(a) (b) (c)
Figure 4-42: Log of curvature presented on cross-sectional images for the MHD flow at
different locations and time steps.
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magnitudes of mean and standard deviation of curvature. The larger values suggest that the
underlying structure of the turbulent flow contains structural features of smaller size and
larger range than the channel flow. Results of the mean curvature from integral to viscous
scales indicate that magnitudes are approximately 100 to 0.36, respectively. This could be
reminiscent of having the so-called subviscous range of structures discussed by Schekochihin
et al. and Yousef et al [49; 50; 63].The range of magnitudes of the structures are indicated
to be over a much broader range given the larger magnitude of 3.39 ∗ 104 for the standard
deviation of curvature at the integral scales and 123 at the viscous scales. The normalizations
by the Taylor and Kolmogorov microscales show that the mean curvature is approximately
2/3 and 3.5 times that of the maximum value in the channel flow data, respectively. Thus,
the MHD flow statistics strongly suggest that the flow contains structures at a larger span
of scales and the majority of which are rotating in tighter radii.
4.2.3 Correlations of Curvature with Dynamical Properties
The correlation coefficients of the curvature with the various dynamical properties are de-
termined for the RMHD. Similar to the channel flow the dynamical properties used include
the magnitudes of the velocity and vorticity. Due to the interaction of the magnetic field
on the conductive fluid, the addition of the correlation of the curvature with the magnetic
field magnitude is also included. As from before, the correlations are computed by equation
(2.14), where the ensemble average is taken at each spatial location on the 512 x 512 grid
over 20 snapshots then averaged over the entire plane. The results from the correlation
coefficients are viewed in Table 4.2.
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Table 4.2: MHD flow correlation coefficients of the curvature with velocity, vorticity, and
magnetic field magnitudes.




Correlations of the curvature of the RMHD flow with the dynamical properties of the
velocity, vorticity, and magnetic field magnitude share some similarities to the channel flow.
The curvature structure of the RMHD flow is shown to be defined primarily by the vor-
ticity magnitude. Correlations with the curvature and velocity magnitude, again, show the
structure is least dependent on the velocity field. Although curvature shows the strongest
relationship with the vorticity magnitude, the correlation coefficients of curvature with the
magnetic field magnitude show a nearly similar dependence on the structure. Thus, the
curvature correlations indicate that the structures of the local geometry is defined primarily
by the vorticity and magnetic field magnitudes.
4.2.4 Cross-sectional Curvature and −λ2
Similar to the turbulent channel flow, the curvature data of the RMHD flow is compared to
the vortical features detected from the −λ2 criterion. The curvature data and −λ2 detected
features are displayed on cross-sections of the parallel axis, z, and a perpendicular axis,
y. Figure 4-43 presents several example snapshots at different locations and times of the
−λ2 detected vortical motions. As before, the white areas denote regions of λ2 > 0 and
colored regions show the overlay of log10κ. The overlay of log10κ, again, allows for ease
in comparing the curvature contained in the −λ2 detected vortical features. Part of the
snapshot of −λ2 features in image (b) is zoomed in to enhance the features for comparison.
This zoomed in image of the −λ2 detected features along with a side-by-side image of the
curvature throughout the same zoomed in region is shown in Figure 4-44.
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From Figure 4-43 and especially 4-44, the structures determined by the vortex detection
method appear to coincide with regions of strong curvature. There are still noticeable regions
where the size and shape of the features are distorted which were seen in the turbulent channel
flow data. An example can be viewed in the zoomed in images at z = 4.8 and y = 0.5 to 1
of Figure 4-44. At this location, there is a long folding strand of large magnitude curvature
viewed in image (a) represented by the area of orange and red. This same strand in the results
of the vortex detection method is divided into smaller pieces visible in image (b). Like the
channel flow, there are several thin streak-like features located from 4 ≤ z ≤ 4.6, 0 ≤ y ≤ 0.4
in image (b) of Figure 4-44. These streak-like features tend to be rotated at approximately
45 to 90 degrees to the parallel component. Most of the detected features of the RMHD
flow are shown to be blob-like. The blob-like structures can be seen in the zoomed in figure
at 5 ≤ z ≤ 5.6, 0.2 ≤ y ≤ 0.8 of image (b). The magnitude of curvature within the various
vortical regions shows that the central axis of the vortical features contains the largest
magnitude of curvature which decreases to the outer edge. This is consistent with data
shown in the channel flow case. Thus, the comparison of the curvature and −λ2 suggests
that the vortical features detected are similar, but like the channel flow, there are some
discrepancy in the size and shape. Additional images of the log10 of curvature overlaid on
−λ2 structures for different snapshots of the RMHD flow can be seen in Appendix M.
Consistent with the channel flow data, the curvature of the RMHD flow and detected
vortical features are investigated to determine the coverage by curvature above a threshold
value, γ, and the amount of curvature neglected by the −λ2 detection criterion. As was
the case for the turbulent channel flow, the threshold values are selected to be γ = 1, 10,
and 100. The results of the correlation ratios are shown in Table 4.3. The ratio of −λ2
coverage shows that curvature above a threshold γ = 1 covers 90 percent of the −λ2 regions
of the RMHD flow. This value again reduces for curvature above thresholds of γ = 10 and
100. The curvature magnitudes above these threshold values that are undetected by the
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Figure 4-43: Cross-sections of the log of curvature overlaid onto regions of −λ2 at different




Figure 4-44: Zoomed in cross-sections of the log of curvature (a) and the log of curvature
overlaid on −λ2 structures (b) from image (b) of Figures 4-42 and 4-43.
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Table 4.3: MHD flow ratios of the curvature above a threshold within regions of −λ2 and
outside regions of −λ2.




vortex detection scheme account for approximately 57 percent. This is reminiscent of the
data missed in the turbulent channel case within layer II to layer IV. The results of the
curvature and torsion with −λ2 vortical structures and the exploratory correlation ratios for
both turbulent flows strongly suggest that the properties of the local geometry can lead to
the detection of similar vortical features as other detection methods though the defining of
threshold values, as stated previously, must undergo further investigation.
Chapter 5
Conclusions
This study aimed to quantify the structure of turbulent fluid flows based on the local geom-
etry of the field lines. Motivation for this research stems from the idea that vortical motions
distort the field lines in some manner that should be identifiable within the statistics of the
local geometry. The investigation of the local geometry utilized the Frenet-Serret appara-
tus which provides a basis to compare curves by a local coordinate system and the scalar
quantities of curvature and torsion. A numerical program was developed to determine the
Frenet-Serret apparatus of the field lines. This numerical program was validated against
known test cases with acceptable error and stability. Streamline data was collected from di-
rect numerical simulations (DNS) of a fully developed turbulent channel flow and a reduced
magnetohydrodynamic (RMHD) flow at different spatial locations and at different time steps
to analyze the structure of the local geometry.
Solutions of the numerically evaluated Frenet-Serret apparatus revealed a significant im-
portance in the determination of the structure of the turbulent flows from the local streamline
geometry. Results suggested that the streamlines experience large bending and twisting mo-
tions made visible from instantaneous cross-sectional images of the curvature and torsion.
These instantaneous images showed several features reminiscent to the streak-like, tube-like,
and blob-like features found in previous investigations. For the torsion cross-sections, a new
comb-like feature appeared but is difficult to determine its existence mathematically in the
statistical data. In the case of the turbulent channel flow, statistical profiles of the curvature
and torsion indicated a consistent trend which consists of nearly constant values in layer I,
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increasing values in layer II, transition in layer III, and new constant value or logarithmic in-
crease in layer IV. This consistent trend of the statistical profiles suggests that there is some
correlation of the scalar quantities of local geometric structure and the four layer structure of
the mean momentum balance. The statistical data for the RMHD flow indicated significantly
larger magnitudes suggesting that the flow experiences smaller structures than the channel
flow reminiscent of the subviscous scales and more variations in structure sizes throughout
the flow. Correlation coefficients indicated that vorticity magnitude experiences a strong
relationship to the curvature in both of the turbulent flows. However, the correlation close
to the wall showed that the velocity and vorticity magnitude share equal importance to the
geometric structure. The added effects of the magnetic field in the RMHD flow suggested
a strong secondary relationship with the curvature. Unlike the correlations with curvature,
torsion correlations resulted in a reduced correlation coefficients with the vorticity. This
reduction in correlation coefficients indicated an equal importance of the velocity magnitude
and vorticity magnitude with the magnitude of torsion throughout the flow. Comparisons
of the features detected from the local geometry and the −λ2 criterion indicate some strong
similarities, but contain subtle differences which sparks future investigations. The results of
numerically evaluated Frenet-Serret apparatus strongly suggest that investigating the local
geometry is important in future explorations of the structure of turbulent fluid flows.
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* Computes the Frenet-Serret apparatus, [T,N,B,Kappa,Tau], on
* the fieldlines of turbulent flows using:
* T = (dB/dt)/(—dB/dt—ˆ2)
* B = (dB/dt x dˆ2B/dtˆ2)/—dB/dt x dˆ2B/dtˆ2—
* N = B x T
* Kappa = —dB/dt x dˆ2B/dtˆ2—/(—dB/dt—ˆ3)
* Tau = [dB/dt,dˆ2B/dtˆ2,dˆ3B/dtˆ3]/(—dB/dt x dˆ2B/dtˆ2—ˆ2)
*
* returns: values of the Frenet-Serret apparatus along each









int main( void )
{













/* Setup intergers for loops */
int i = 0;
int j = 0;
int k = 0;
int row = 0;
int stop = 0;
int count = 1;
int num = 0;
double interval[NR][1]; /* number of datapoints on a fieldline */
double data[NR][NC]; /* fieldline datapoints */
double dB[NR][3]; /* dB/dt vector */
double ddB[NR][3]; /* dˆ2B/dtˆ2 vector */
double dddB[NR][3]; /*dˆ3B/dtˆ3 vector */
double magdB[NR][1]; /* |dB/dt| */
double magcross[NR][1]; /* |dB/dt x dˆ2B/dtˆ2| */
double cross[NR][3]; /* dB/dt x dˆ2B/dtˆ2 */
double tan[NR][3]; /* tangent vector */
double bi[NR][3]; /* binormal vector */
double n[NR][3]; /* normal vector */
double kappa[NR][1]; /* curvature values */
double tau[NR][1]; /* torsion values */
/* Import the rake files containing the fieldline data
* ——————————————————-
* each file contains streamline data on a xy plane of a turbulent
* channel flow of dimension 256 x 512. The files are named rakeXX.dat,
* where XX is from 01-86, and contains 1536 streamlines in all except
* number 86 which contains 512. Rake files start with a header, which is
* dumped. After the header, data is importing starting with the first
* streamline’s interval value and all its x,y, and z coordinates, duration,
* and value of streamfunction. The Frenet-Serret apparatus is computed and values
* stored to file. Then the function repeats with the next streamline.
*/
int a = 0;
int b = 0;



























































































printf( ”%s\n”, filename );
if(( B = fopen( filename, ”r”)) == NULL )
{
printf( ”\nERROR: could not open %s exiting program\n”, filename );
exit(0);
}
/* Dump the header of the rake files */
fscanf( B, ”%s”, &word );
fscanf( B, ”%d”, &num );
fscanf( B, ”%d”, &num );
fscanf( B, ”%s”, &word );
fscanf( B, ”%s”, &word );
fscanf( B, ”%d”, &num );
fscanf( B, ”%s”, &word );
fscanf( B, ”%s”, &word );
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fscanf( B, ”%d”, &num );
fscanf( B, ”%s”, &word );
fscanf( B, ”%s”, &word );







for( k = 0; k < stop; k++ )
{
/* Import the streamline Interval */
fscanf( B, ”%lf”, &interval[k][1] );
row = interval[k][1];
printf( ”%d\n”, count );
count++;
Interval = fopen( ”Interval.txt”, ”a” );
fprintf( Interval, ”%d\n”, row );
fclose( Interval );
/* Import the x,y,z,duration,streamfunction value for the entire streamline */
for( i = 0; i < row; i++ )
{
for( j = 0; j < NC; j++ )
{
fscanf( B, ”%lf”, &data[i][j] );
}
Stream = fopen( ”Stream.txt”, ”a” );
fprintf( Stream, ”%lf %lf %lf\n”, data[i][0], data[i][1], data[i][2] );
fclose( Stream );
}
/* Compute the Frenet-Serret apparatus using forward, backward, and center
* difference methods depending on datapoint location on streamline */
for( i = 0; i < row; i++ )
{
for( j = 0; j < 3; j++ )
{
if( i == 0)
{
dB[i][j] = (data[i+1][j] - data[i][j])/(data[i+1][3]-data[i][3]);
}
else if( i == row-1 )
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for( i = 0; i < row; i++ )
{
for( j = 0; j < 3; j++ )
{
if( i == 0 )
{
ddB[i][j] = (dB[i+1][j] - dB[i][j])/(data[i+1][3]-data[i][3]);
}
else if( i == row-1 )
{







for( i = 0; i < row; i++ )
{
for( j = 0; j < 3; j++ )
{
if( i == 0 )
{
dddB[i][j] = (ddB[i+1][j] - ddB[i][j])/(data[i+1][3]-data[i][3]);
}
else if( i == row-1 )
{















bi[i][0] = cross[i][0] / magcross[i][0];
bi[i][1] = cross[i][1] / magcross[i][0];
bi[i][2] = cross[i][2] / magcross[i][0];
tan[i][0] = dB[i][0] / magdB[i][0];
tan[i][1] = dB[i][1] / magdB[i][0];




kappa[i][0] = magcross[i][0] / pow(magdB[i][0],3);
tau[i][0] = (cross[i][0]*dddB[i][0]+cross[i][1]*dddB[i][1]+cross[i][2]*dddB[i[2])
/pow(magcross[i][0],2);
T = fopen( ”T.txt”, ”a” );
fprintf( T, ”%lf %lf %lf\n”, tan[i][0], tan[i][1], tan[i][2] );
fclose( T );
Bi = fopen( ”Bi.txt”, ”a” );
fprintf( Bi, ”%lf %lf %lf\n”, bi[i][0], bi[i][1], bi[i][2] );
fclose( Bi );
N = fopen( ”N.txt”, ”a” );
fprintf( N, ”%lf %lf %lf\n”, n[i][0], n[i][1], n[i][2] );
fclose( N );
K = fopen( ”K.txt”, ”a” );
fprintf( K, ”%lf\n”, kappa[i][0] );
fclose( K );
Tau = fopen( ”Tau.txt”, ”a” );











* Imports the Frenet-Serret apparatus data from solve.c and
* filters it to locate the data point from each streamline
* on a given xy plane.
*
* returns: The 131072 curvature (kappa) and torsion (tau)









int main( void )
{








/* Setup integers for loops */
int i = 0;
int j = 0;
int k = 0;
int row = 0;
int l = 0;
int count = 0;
double stream[3][3]; /* Streamline data */
double grid[NR][NC]; /* Given xy plane gridpoints */
double kappa[3][3]; /* Curvature values */
double tau[3][3]; /* Torsion values */




















for( k = 0; k < NR; k++ )
{
for( l = 0; l < NC; l++ )
{
fscanf( A, ”%lf”, &grid[k][l] );
}
}
printf( ”\nENTER INTERVAL: ”);
scanf( ”%s”, filename );




printf( ”\nENTER STREAM: ” );
scanf( ”%s”, filename );




printf( ”\nENTER K: ” );
scanf( ”%s”, filename );





printf( ”\nENTER Tau: ” );
scanf( ”%s”, filename );




/* Filter streamline data by importing the interval value for amount
* of datapoints on a streamline. Until the end of the streamline, load
* and test the streamline, curvature, and tau data points against the
* xy plane data. If data point matches a point on the grid, export
* curvature and torsion values to file.
*/
count = 0;
for( i = 0; i < NR; i++ )
{
fscanf( E, ”%lf”, &Interval[1][1] );
row = Interval[1][1];
printf( ”%d\n”, i);
for( j = 0; j < row; j++ )
{
for( k = 0; k < NC; k++ )
{
fscanf( B, ”%lf”, &stream[1][k] );
}
fscanf( C, ”%lf”, &kappa[1][1] );
fscanf( D, ”%lf”, &tau[1][1] );
if( grid[count][0] == stream[1][0] && grid[count][1] == stream[1][1] )
{
printf( ”%lf\n”, kappa[1][1] );
Kap = fopen( ”Kap.txt”, ”a” );
fprintf( Kap, ”%lf %lf %lf %lf\n”, stream[1][0], stream[1][1], stream[1][2]
,kappa[1][1] );
fclose( Kap );
Taup = fopen( ”Taup.txt”, ”a” );














* Imports the curvature and torsion data files from filter.c














int i = 0;
int j = 0;
int k = 0;




printf( ”\nENTER FILE: ” );
scanf( ”




for( i = 0; i < 131072; i++ )
{
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for( j = 0; j < 4; j++ )
{
fscanf( A, ”%lf”, &data[i][j] );
}
}
/* Reformation of curvature and torsion xy planes are based on the




while( i < NR )
{
if( i == 0 )
{
























/* Creates files named KARRAY.txt or TAUARRAY.txt when changed manually */
KARRAY = fopen( ”TAUARRAY.txt”, ”w” );
for( i = NR-1; i >= 0; i– )
{
for( j = 0; j < NC; j++ )
{
fprintf( KARRAY, ”%lf ”, kappa[i][j] );
}
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! This program takes the MHD turbulent data formatted for IDL and reformats it
























! plot3d format starts with the grid dimensions in x,y,z
! followed by the number of variables





























% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - %
% %
% Channel Flow starts with importing importing the validation data to %
% construct the Frenet-Serret apparatus. Then, x, y, and z grid points %
% are imported from an xy and yz plane. The direction of the flow is %
% along the x-axis with the z-axis being the wall normal direction. %
% Next, U, u’, v’, w’, u’w’, u’v’, v’w’ are loaded from the experimental %
% dataset along with the Jimenez datasets for comparison. Curvature %
% xy-planes are imported next at the various zˆ+ locations and different %
% time steps. Statical profiles are obtained with the various %
% normalizations and correlations performed with the fluctioning %
% velocity and vorticity magnitudes. The second largest eigenvalue of %
% S ik*S kj+O ik*O kj is equated. Areas of neqative lambda 2 reveal %
% areas of vortical structures. The torsion xy-plane data is finally %
% imported and the same mathematical procedure as the curvature data is %
% performed. %
% %
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - %
%% Import validation streamlines data points and Frenet-Serret Apparatus %%
streamlines = importdata(’validation/Stream.txt’);
Interval = importdata(’validation/Interval.txt’);
Tan vector = importdata(’validation/T.txt’);
Bi vector = importdata(’validation/Bi.txt’);







































































hledl = legend(’helix of r = 1 and p = 2 ’, ’Tangent vector’, ’Binormal vector’, ’Normal
vector’);
set(hledl,’Location’,’NorthEast’);















%% - - Importing U, u’, v’, w’, u’v’, u’w’, v’w’, and Jimenez data - - - - - - - %%
for(i = [31:43,45:50])
myfiles = sprintf(’Ubar/Ubar%d.out’,i);






















































% - Reynolds number based on half channel height given by Yves Dubief - - - - - - %
Re = 7500;













%% - - - - - Determine ensemble averaged profiles - - - - - - - - - - - - - - - - - - - - - - - - - %%
for(i = [31:43,45:50])
a = [’Ubar = Ubar + Ubar’ int2str(i) ’(:,4);’];
eval(a);
a = [’uprime = uprime + uprime’ int2str(i) ’(:,4);’];
eval(a);
a = [’vprime = vprime + vprime’ int2str(i) ’(:,4);’];
eval(a);
a = [’wprime = wprime + wprime’ int2str(i) ’(:,4);’];
eval(a);
a = [’uv = uv + uv’ int2str(i) ’(:,4);’];
eval(a);
a = [’uw = uw + uw’ int2str(i) ’(:,4);’];
eval(a);
a = [’vw = vw + vw’ int2str(i) ’(:,4);’];
eval(a);
a = [’urms = urms + uprms’ int2str(i) ’(:,4);’];
eval(a);
a = [’vrms = vrms + vprms’ int2str(i) ’(:,4);’];
eval(a);















a = [’clear Ubar’ int2str(i) ];
eval(a);
a = [’clear uprime’ int2str(i) ];
eval(a);
a = [’clear vprime’ int2str(i) ];
eval(a);
a = [’clear wprime’ int2str(i) ];
eval(a);
a = [’clear uv’ int2str(i) ];
eval(a);
a = [’clear uw’ int2str(i) ];
eval(a);
a = [’clear vw’ int2str(i) ];
eval(a);
a = [’clear uprms’ int2str(i) ];
eval(a);
a = [’clear vprms’ int2str(i) ];
eval(a);
a = [’clear wprms’ int2str(i) ];
eval(a);
end
%% - - - - Find nu, u tau, eta, and lambda for normalization - - - - - - - - - - - - - - - - - %%
Ubar c = Ubar(129,1);
uwbar w = uw(1,1);
nu = Ubar c*h channel/Re;
u tau = sqrt((nu*Ubar(1,1)/z(1,1))-uwbar w);
x plus = x * u tau/nu;
y plus = y * u tau/nu;
z plus = z * u tau/nu;
Re tau = h channel * u tau/nu;
count = 1;
for(i = [3,5,7,9,10,12,15,17,19,21,25,28,32,34,36,39,42,45,47,49,52,55,58,63,74,81,91,102,112,129])
a = [’sumgradu(count,1) = 0’];
eval(a);
for(j = [31:43,45:50])
myfiles = sprintf(’grad u/gradu%dF%d.dat’,i,j);






a = [’if(gradu’ int2str(i) ’F’ int2str(j) ’(k,1) ∼= dump); velocity(l,:) = gradu’
int2str(i) ’F’ int2str(j) ’(k,:); dump = gradu’ int2str(i) ’F’ int2str(j) ’(k,1); l = l + 1; end;’];
eval(a);
end
a =[’clear gradu’ int2str(i) ’F’ int2str(j) ’;’];
eval(a);








a = [’clear gradu’ int2str(i) ’F’ int2str(j) ];
eval(a);
end
a = [’sumgradu(count,1) = sqrt(sumgradu(count,1)/(131072*19));’];
eval(a);





for( j = [31:43,45:50])
myfiles = sprintf(’uprime instant/uprime%dF%d.dat’,i,j);
a = [’uprime’ int2str(i) ’F’ int2str(j) ’ = importdata(myfiles);’];
eval(a);
for(k = 1:256)
for( l = 1:512)









for( count = 1:30)







myfiles = sprintf(’grad u/gradu%dF%d.dat’,i,j);





a = [’if(gradu’ int2str(i) ’F’ int2str(j) ’(k,1) ∼= dump); velocity(l,:) = gradu’
int2str(i) ’F’ int2str(j) ’(k,:); dump = gradu’ int2str(i) ’F’ int2str(j) ’(k,1); l = l + 1; end;’];
eval(a);
end
a =[’clear gradu’ int2str(i) ’F’ int2str(j) ’;’];
eval(a);
a = [’gradu’ int2str(i) ’F’ int2str(j) ’= velocity;’];
eval(a);
clear velocity;
myfiles = sprintf(’grad v/gradv%dF%d.dat’,i,j);





a = [’if(gradv’ int2str(i) ’F’ int2str(j) ’(k,1) ∼= dump); velocity(l,:) = gradv’
int2str(i) ’F’ int2str(j) ’(k,:); dump = gradv’ int2str(i) ’F’ int2str(j) ’(k,1); l = l + 1; end;’];
eval(a);
end
a =[’clear gradv’ int2str(i) ’F’ int2str(j) ’;’];
eval(a);
a = [’gradv’ int2str(i) ’F’ int2str(j) ’= velocity;’];
eval(a);
clear velocity;
myfiles = sprintf(’grad w/gradw%dF%d.dat’,i,j);





a = [’if(gradw’ int2str(i) ’F’ int2str(j) ’(k,1) ∼= dump); velocity(l,:) = gradw’




a =[’clear gradw’ int2str(i) ’F’ int2str(j) ’;’];
eval(a);




a = [’Sij = Sij + 2*gradu’ int2str(i) ’F’ int2str(j) ’(k,8)ˆ2 + gradu’ int2str(i) ’F’
int2str(j) ’(k,9)ˆ2 + gradu’ int2str(i) ’F’ int2str(j) ’(k,10)ˆ2 + gradv’ int2str(i) ’F’ int2str(j)
’(k,8)ˆ2 + 2*gradv’ int2str(i) ’F’ int2str(j) ’(k,9)ˆ2 + gradv’ int2str(i) ’F’ int2str(j) ’(k,10)ˆ2
+ gradw’ int2str(i) ’F’ int2str(j) ’(k,8)ˆ2 + gradw’ int2str(i) ’F’ int2str(j) ’(k,9)ˆ2 + 2*gradw’
int2str(i) ’F’ int2str(j) ’(k,10)ˆ2 + 2*gradu’ int2str(i) ’F’ int2str(j) ’(k,9)*gradv’ int2str(i)
’F’ int2str(j) ’(k,8) + 2*gradu’ int2str(i) ’F’ int2str(j) ’(k,10)*gradw’ int2str(i) ’F’ int2str(j)
’(k,8) + 2*gradv’ int2str(i) ’F’ int2str(j) ’(k,10)*gradw’ int2str(i) ’F’ int2str(j) ’(k,9);’];
eval(a);
end
a = [’clear gradu’ int2str(i) ’F’ int2str(j) ];
eval(a);
a = [’clear gradv’ int2str(i) ’F’ int2str(j) ];
eval(a);




epsilon(count,1) = nu * Sij;
eta(count,1) = (nuˆ3/epsilon) ˆ (1/4)
count = count + 1;
end
%% - - Mean momentum balance profile - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - %%
for( i = [31:43,45:50])
myfiles = sprintf(’momentum balance/BC%d.out’,i);
a = [’BC’ int2str(i) ’= importdata(myfiles);’];
eval(a);
end
for( i = 1:129)
meanBC(i,1) = 0;
end
for( i = [31:43,45:50])
for( j = 1:129)




























hledl = legend(’Re {\tau} = 180’, ’Re {\tau} = 550’, ’Re {\tau} = 950’, ’Re {\tau} =














hledl = legend(’Re {\tau} = 180’, ’Re {\tau} = 550’, ’Re {\tau} = 950’, ’Re {\tau} =















hledl = legend(’Re {\tau} = 180’, ’Re {\tau} = 550’, ’Re {\tau} = 950’, ’Re {\tau} =














hledl = legend(’Re {\tau} = 180’, ’Re {\tau} = 550’, ’Re {\tau} = 950’, ’Re {\tau} =














hledl = legend(’Re {\tau} = 180’, ’Re {\tau} = 550’, ’Re {\tau} = 950’, ’Re {\tau} =
2000’, ’Re {\tau} = 379’);
set(hledl,’Location’,’NorthWest’);
for(i = [180,550,950,2000])




loglaw(i,1) = 1/.4*log(z plus(i,1))+5.5;
end
semilogx(z plus(1:129,1),loglaw)









% - - - - - - - - - - - - - - Edit nan and inf from data due to short streamlines - - - - - - - %
for(i = [3,5,7,9,10,12,15,17,19,21,25,28,32,34,36,39,42,45,47,49,52,55,58,63,74,81,91,102,112,129])
for( j = [31:43,45:50])
a = [’if(isnan(KARRAY’ int2str(i) ’F’ int2str(j) ’(k,l)) == 1);KARRAY’ int2str(i)
’F’ int2str(j) ’(k,l) = 0; end’];
b = [’if(isinf(KARRAY’ int2str(i) ’F’ int2str(j) ’(k,l)) == 1);KARRAY’ int2str(i) ’F’









%% min and max kappa for setting up uniform colorbar %%
minkappa = 1;
for(i = [3,5,7,9,10,12,15,17,19,21,25,28,32,34,36,39,42,45,47,49,52,55,58,63,74,81,91,102,112,129])
for( j = [31:43,45:50])
a = [’if(KARRAY’ int2str(i) ’F’ int2str(j) ’(k,l) < minkappa && KARRAY’ int2str(i)










for( j = [31:43,45:50])
a = [’if(KARRAY’ int2str(i) ’F’ int2str(j) ’(k,l) > maxkappa ); maxkappa = KAR-









for( j = [31:43,45:50])
figure;

















for( j = [31:43,45:50])
for( k = 2:255 )
for( l = 2:511 )














for( j = [31:43,45:50])
for( k = 2:255 )
for( l = 2:511 )
a = [’deviation(count,1) = deviation(count,1) + (KARRAY’ int2str(i) ’F’














a = [’temp = importdata(myfiles);’];
eval(a);
for(i = 1:257)






z p(count,1) = z plus(i,1);
dUz(count,1) = dUdz(i,1);
UBAR(count,1) = Ubar(i,1);


























































































































































a = [’abbar’ int2str(i) ’(j,k) = 0;’];
eval(a);
a = [’a2bar’ int2str(i) ’(j,k) = 0;’];
eval(a);







for( j = [31:43,45:50])
for( k = 1:256 )
for( l = 1:512 )
a = [’abbar’ int2str(i) ’(k,l) = abbar’ int2str(i) ’(k,l) + velmag’ int2str(i) ’F’
int2str(j) ’(k,l) * KARRAY’ int2str(i) ’F’ int2str(j) ’(k,l);’];
eval(a);
a = [’a2bar’ int2str(i) ’(k,l) = a2bar’ int2str(i) ’(k,l) + (velmag’ int2str(i) ’F’
int2str(j) ’(k,l) ˆ 2);’];
eval(a);
a = [’b2bar’ int2str(i) ’(k,l) = b2bar’ int2str(i) ’(k,l) + (KARRAY’ int2str(i)





a = [’abbar’ int2str(i) ’ = abbar’ int2str(i) ’ / 19;’];
eval(a);
a = [’a2bar’ int2str(i) ’ = a2bar’ int2str(i) ’ / 19;’];
eval(a);




for( j = 2:255 )
for( k = 2:511 )







a = [’clear abbar’ int2str(i) ];
eval(a);
a = [’clear a2bar’ int2str(i) ];
eval(a);














a = [’abbar’ int2str(i) ’(j,k) = 0;’];
eval(a);
a = [’a2bar’ int2str(i) ’(j,k) = 0;’];
eval(a);






for( j = [31:43,45:50])
for( k = 1:256 )
for( l = 1:512 )
a = [’abbar’ int2str(i) ’(k,l) = abbar’ int2str(i) ’(k,l) + vormag’ int2str(i) ’F’
int2str(j) ’(k,l) * KARRAY’ int2str(i) ’F’ int2str(j) ’(k,l);’];
eval(a);
a = [’a2bar’ int2str(i) ’(k,l) = a2bar’ int2str(i) ’(k,l) + (vormag’ int2str(i) ’F’
int2str(j) ’(k,l) ˆ 2);’];
eval(a);
a = [’b2bar’ int2str(i) ’(k,l) = b2bar’ int2str(i) ’(k,l) + (KARRAY’ int2str(i)





a = [’abbar’ int2str(i) ’ = abbar’ int2str(i) ’ / 19;’];
eval(a);
a = [’a2bar’ int2str(i) ’ = a2bar’ int2str(i) ’ / 19;’];
eval(a);
a = [’b2bar’ int2str(i) ’ = b2bar’ int2str(i) ’ / 19;’];
eval(a);
end
for( i = [3,5,7,9,10,12,15,17,19,21,25,28,32,34,36,39,42,45,47,49,52,55,58,63,74,81,91,102,112,129]
)
for( j = 2:255 )
for( k = 2:511 )







for( i = [3,5,7,9,10,12,15,17,19,21,25,28,32,34,36,39,42,45,47,49,52,55,58,63,74,81,91,102,112,129])
a = [’corvelkappa(count,1) = mean2(corvel’ int2str(i) ’(2:255,2:511));’];
153
eval(a);
a = [’corvorkappa(count,1) = mean2(corvor’ int2str(i) ’(2:255,2:511));’];
eval(a);
a = [’clear corvel’ int2str(i) ’;’];
eval(a);
a = [’clear corvor’ int2str(i) ’;’];
eval(a);
























str=’$$< |\omega|\kappa>/< |\omega| {rms}\kappa {rms}>$$’;
ylabel(str,’interpreter’,’latex’,’FontNAME’,’Times New Roman’,’FontSize’,26);
%% - - - Lambda 2 vortical detection method - - - - - - - - - - - - - - - - - - - - - - - - - - - - - %%






s = [’if(gradu’ int2str(i) ’F’ int2str(j) ’(k,1) ∼= dump); velocity(count,:) = gradu’





s =[’clear gradu’ int2str(i) ’F’ int2str(j) ’;’];
eval(s);








s = [’if(gradv’ int2str(i) ’F’ int2str(j) ’(k,1) ∼= dump); velocity(count,:) = gradv’




s =[’clear gradv’ int2str(i) ’F’ int2str(j) ’;’];
eval(s);








s = [’if(gradw’ int2str(i) ’F’ int2str(j) ’(i,1) ∼= dump); velocity(count,:) = gradw’




s =[’clear gradw’ int2str(i) ’F’ int2str(j) ’;’];
eval(s);















s = [’dudy’ int2str(i) ’F’ int2str(j) ’(k,l) = (gradu’ int2str(i) ’F’ int2str(j)
’(count,9));’];
eval(s);
s = [’dudz’ int2str(i) ’F’ int2str(j) ’(k,l) = (gradu’ int2str(i) ’F’ int2str(j)
’(count,10));’];
eval(s);








s = [’dvdx’ int2str(i) ’F’ int2str(j) ’(k,l) = (gradv’ int2str(i) ’F’ int2str(j)
’(count,8));’];
eval(s);
s = [’dvdy’ int2str(i) ’F’ int2str(j) ’(k,l) = (gradv’ int2str(i) ’F’ int2str(j)
’(count,9));’];
eval(s);
s = [’dvdz’ int2str(i) ’F’ int2str(j) ’(k,l) = (gradv’ int2str(i) ’F’ int2str(j)
’(count,10));’];
eval(s);








s = [’dwdx’ int2str(i) ’F’ int2str(j) ’(k,l) = (gradw’ int2str(i) ’F’ int2str(j)
’(count,8));’];
eval(s);
s = [’dwdy’ int2str(i) ’F’ int2str(j) ’(k,l) = (gradw’ int2str(i) ’F’ int2str(j)
’(count,9));’];
eval(s);
s = [’dwdz’ int2str(i) ’F’ int2str(j) ’(k,l) = (gradw’ int2str(i) ’F’ int2str(j)
’(count,10));’];
eval(s);











s = [’S1(1,1) = (1/2)*(dudx’ int2str(i) ’F’ int2str(j) ’(k,l)+dudx’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(1,2) = (1/2)*(dudy’ int2str(i) ’F’ int2str(j) ’(k,l)+dvdx’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(1,3) = (1/2)*(dudz’ int2str(i) ’F’ int2str(j) ’(k,l)+dwdx’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(2,1) = (1/2)*(dvdx’ int2str(i) ’F’ int2str(j) ’(k,l)+dudy’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(2,2) = (1/2)*(dvdy’ int2str(i) ’F’ int2str(j) ’(k,l)+dvdy’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(2,3) = (1/2)*(dvdz’ int2str(i) ’F’ int2str(j) ’(k,l)+dwdy’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(3,1) = (1/2)*(dwdx’ int2str(i) ’F’ int2str(j) ’(k,l)+dudz’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(3,2) = (1/2)*(dwdy’ int2str(i) ’F’ int2str(j) ’(k,l)+dvdz’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(3,3) = (1/2)*(dwdz’ int2str(i) ’F’ int2str(j) ’(k,l)+dwdz’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(1,1) = (1/2)*(dudx’ int2str(i) ’F’ int2str(j) ’(k,l)-dudx’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(1,2) = (1/2)*(dudy’ int2str(i) ’F’ int2str(j) ’(k,l)-dvdx’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(1,3) = (1/2)*(dudz’ int2str(i) ’F’ int2str(j) ’(k,l)-dwdx’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(2,1) = (1/2)*(dvdx’ int2str(i) ’F’ int2str(j) ’(k,l)-dudy’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(2,2) = (1/2)*(dvdy’ int2str(i) ’F’ int2str(j) ’(k,l)-dvdy’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(2,3) = (1/2)*(dvdz’ int2str(i) ’F’ int2str(j) ’(k,l)-dwdy’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);




s = [’O1(3,2) = (1/2)*(dwdy’ int2str(i) ’F’ int2str(j) ’(k,l)-dvdz’ int2str(i) ’F’
int2str(j) ’(k,l));’];
eval(s);








if(eigenvalues(n,1) < MAX && eigenvalues(n,1) > MIN )












a = [’neglambdakappa’ int2str(i) ’F’ int2str(j) ’(k,l) = 0;’];
eval(a);
a = [’if(lambda’ int2str(i) ’F’ int2str(j) ’(k,l) < 0 ); neglambdakappa’ int2str(i)




a = [’clear lambda’ int2str(i) ’F’ int2str(j) ’;’];
eval(a);





for( j = [31:43,45:50])
figure;



















% - - - - - - - - - - - - - - Edit nan and inf from data due to short streamlines - - - - - - - %
for(i=[3,5,7,9,10,12,15,17,19,21,25,28,32,34,36,39,42,45,47,49,52,55,58,63,74,81,91,102,112,129])
for(j=[31:43,45:50])
a = [’if(isnan(TAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l)) == 1);TAUARRAY’ int2str(i)
’F’ int2str(j) ’(k,l) = 0; end’];
b = [’if(isinf(TAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l)) == 1);TAUARRAY’ int2str(i)











for( k = 1:256)
for( l = 1:512)
a = [’NEGLOGTAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l) = -100;’];
eval(a);
a = [’LOGTAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l) = -100;’];
eval(a);
a = [’if(TAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l) < 0); NEGLOGTAUAR-
RAY’ int2str(i) ’F’ int2str(j) ’(k,l) = -log10(abs(TAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l)));












for( j = [31:43,45:50])
a = [’if(LOGTAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l) > maxpostau ); maxpostau










for( j = [31:43,45:50])
a = [’if(LOGTAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l)<minpostau && isinf(LOGTAUARRAY’
int2str(i) ’F’ int2str(j) ’(k,l)) ∼= 1 && LOGTAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l) ∼=










for( j = [31:43,45:50])
a = [’if(NEGLOGTAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l) > maxnegtau ); maxneg-










for( j = [31:43,45:50])
a = [’if(NEGLOGTAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l) < minnegtau && NE-
GLOGTAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l)∼= -100); minnegtau = NEGLOGTAUAR-










for( j = [31:43,45:50])
figure;











for( j = [31:43,45:50])
figure;
















for( j = [31:43,45:50])
for( k = 2:255 )
for( l = 2:511 )















for( j = [31:43,45:50])
for( k = 2:255 )
for( l = 2:511 )
a = [’deviationtau(count,1) = deviationtau(count,1) + (TAUARRAY’ int2str(i)


































for( i = 1:30)










































for( i = 1:30)















for( i = 1:30)









































a = [’abbar’ int2str(i) ’(j,k) = 0;’];
eval(a);
a = [’a2bar’ int2str(i) ’(j,k) = 0;’];
eval(a);






for( j = [31:43,45:50])
for( k = 1:256 )
for( l = 1:512 )
a = [’abbar’ int2str(i) ’(k,l) = abbar’ int2str(i) ’(k,l) + velmag’ int2str(i) ’F’
int2str(j) ’(k,l) * TAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l);’];
eval(a);
a = [’a2bar’ int2str(i) ’(k,l) = a2bar’ int2str(i) ’(k,l) + (velmag’ int2str(i) ’F’
int2str(j) ’(k,l) ˆ 2);’];
eval(a);
a = [’b2bar’ int2str(i) ’(k,l) = b2bar’ int2str(i) ’(k,l) + (TAUARRAY’ int2str(i)





a = [’abbar’ int2str(i) ’ = abbar’ int2str(i) ’ / 19;’];
eval(a);
a = [’a2bar’ int2str(i) ’ = a2bar’ int2str(i) ’ / 19;’];
eval(a);
a = [’b2bar’ int2str(i) ’ = b2bar’ int2str(i) ’ / 19;’];
eval(a);
end
for( i = [3,5,7,9,10,12,15,17,19,21,25,28,32,34,36,39,42,45,47,49,52,55,58,63,74,81,91,102,112,129]
)
for( j = 2:255 )
for( k = 2:511 )







for( i = [3,5,7,9,10,12,15,17,19,21,25,28,32,34,36,39,42,45,47,49,52,55,58,63,74,81,91,102,112,129]
)
a = [’clear abbar’ int2str(i) ];
eval(a);
a = [’clear a2bar’ int2str(i) ];
eval(a);
a = [’clear b2bar’ int2str(i) ];
eval(a);
for( j = [31:43,45:50] )














a = [’abbar’ int2str(i) ’(j,k) = 0;’];
eval(a);
a = [’a2bar’ int2str(i) ’(j,k) = 0;’];
eval(a);






for( j = [31:43,45:50])
for( k = 1:256 )
for( l = 1:512 )
a = [’abbar’ int2str(i) ’(k,l) = abbar’ int2str(i) ’(k,l) + vormag’ int2str(i) ’F’
int2str(j) ’(k,l) * KARRAY’ int2str(i) ’F’ int2str(j) ’(k,l);’];
eval(a);
a = [’a2bar’ int2str(i) ’(k,l) = a2bar’ int2str(i) ’(k,l) + (vormag’ int2str(i) ’F’
int2str(j) ’(k,l) ˆ 2);’];
eval(a); a = [’b2bar’ int2str(i) ’(k,l) = b2bar’ int2str(i) ’(k,l) +






a = [’abbar’ int2str(i) ’ = abbar’ int2str(i) ’ / 19;’];
eval(a);
a = [’a2bar’ int2str(i) ’ = a2bar’ int2str(i) ’ / 19;’];
eval(a);
a = [’b2bar’ int2str(i) ’ = b2bar’ int2str(i) ’ / 19;’];
eval(a);
end
for( i = [3,5,7,9,10,12,15,17,19,21,25,28,32,34,36,39,42,45,47,49,52,55,58,63,74,81,91,102,112,129]
)
for( j = 2:255 )
for( k = 2:511 )







for( i = [3,5,7,9,10,12,15,17,19,21,25,28,32,34,36,39,42,45,47,49,52,55,58,63,74,81,91,102,112,129])
a = [’corveltau(count,1) = mean2(corvel’ int2str(i) ’(2:255,2:511));’];
eval(a);
a = [’corvortau(count,1) = mean2(corvor’ int2str(i) ’(2:255,2:511));’];
eval(a);
a = [’clear corvel’ int2str(i) ’;’];
eval(a);
a = [’clear corvor’ int2str(i) ’;’];
eval(a);












str=’$$< |\omega|\tau>/< |\omega| {rms}\tau {rms}>$$’;
ylabel(str,’interpreter’,’latex’,’FontNAME’,’Times New Roman’,’FontSize’,26);
%% - - - Lambda 2 vortical detection method - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - %%
for(i = [3,5,7,9,10,12,15,17,19,21,25,28,32,34,36,39,42,45,47,49,52,55,58,63,74,81,91,102,112,129])
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for( j = [31:43,45:50])
for( k = 1:256 )
for( l = 1:512 )
a = [’if( lambda’ int2str(i) ’F’ int2str(j) ’(k,l) < 0); neglambdatau’ int2str(i)









for( j = [31:43,45:50])
for( k = 1:256 )
for( l = 1:512 )
a = [’if( neglambdatau’ int2str(i) ’F’ int2str(j) ’(k,l) == 1 && LOGTAUAR-
RAY’ int2str(i) ’F’ int2str(j) ’(k,l) ∼= 0); overlaypostau’ int2str(i) ’F’ int2str(j) ’(k,l) =
LOGTAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l) * neglambdatau’ int2str(i) ’F’ int2str(j)





a = [’clear neglambdatau’ int2str(i) ’F’ int2str(j) ’;’];
eval(a);





for( j = [31:43,45:50])
for( k = 1:256 )
for( l = 1:512 )
a = [’if( neglambdatau’ int2str(i) ’F’ int2str(j) ’(k,l) == 1 && NEGLOG-
TAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l) ∼= 0); overlaynegtau’ int2str(i) ’F’ int2str(j)
’(k,l) = NEGLOGTAUARRAY’ int2str(i) ’F’ int2str(j) ’(k,l) * neglambdatau’ int2str(i) ’F’
int2str(j) ’(k,l); else; overlaynegtau’ int2str(i) ’F’ int2str(j) ’(k,l) = neglambdatau’ int2str(i)




a = [’clear neglambdatau’ int2str(i) ’F’ int2str(j) ’;’];
eval(a);




%% Using log10(mintau-(maxtau+mintau)/61), reset values of -100 for proper colorbar %%
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for(i = [3,5,7,9,10,12,15,17,19,21,25,28,32,34,36,39,42,45,47,49,52,55,58,63,74,81,91,102,112,129])
for( j = [31:43,45:50])
for( k = 1:256 )
for( l = 1:512 )
a = [’if( overlaypostau’ int2str(i) ’F’ int2str(j) ’(k,l) == -100); overlaypostau’
int2str(i) ’F’ int2str(j) ’(k,l) = -6.188; elseif( overlaypostau’ int2str(i) ’F’ int2str(j) ’(k,l) ==
0); overlaypostau’ int2str(i) ’F’ int2str(j) ’(k,l) = log10(overlaypostau’ int2str(i) ’F’ int2str(j)







for( j = [31:43,45:50])
for( k = 1:256 )
for( l = 1:512 )
a = [’if( overlaynegtau’ int2str(i) ’F’ int2str(j) ’(k,l) == -100); overlaynegtau’
int2str(i) ’F’ int2str(j) ’(k,l) = -5.4; elseif(overlaynegtau’ int2str(i) ’F’ int2str(j) ’(k,l) ==
0); overlaynegtau’ int2str(i) ’F’ int2str(j) ’(k,l) = log10(0); else; overlaynegtau’ int2str(i) ’F’







for( j = [31:43,45:50])
figure;











for( j = [31:43,45:50])
figure;












% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - %
% %
% MHD flow starts with the removal of values of infinity or nans due %
% to short streamlines with less than 5 data points. This is followed up %
% by the removal of any outliers due to singularities in the flow field. %
% Outliers are determined by plotting bar graphs of the the amount of %
% KARRAY data points there are in each power of 10. Statistics for the %
% curvature of the flow is equated. Correlations of the curvature and %
% and the dynamical properties are obtained. The vortex detection scheme %
% is used in conjuction with the curvature to visualize structures in %
% the flow. %
% %
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - %
for(i = 1:512)
y(i,1) = (i-1) /511;
z(i,1) = (i-1) * 6 / 511;
end










a = [’if(isnan(KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l)) == 1);KARRAY’ int2str(i) ’s’
int2str(j) ’(k,l) = 0; end’];
b = [’if(isinf(KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l)) == 1);KARRAY’ int2str(i) ’s’









%% - - - - - Setup of error data to check if any points are missed from the - - - - - - - - %%
% - - - - - - - outlier analysis - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - %
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for(i = [16,32,64,128,256])
for( j = 1:4 )




% - Setup and computing of the amount of KARRAY data points in each power- - - - - %
% - of 10 for outlier analysis - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - %
for(i = [16,32,64,128,256])
for( j = 1:4 )
for(k =1:17)






for( j = 1:4 )
for(k=2:511)
for(l=2:511)
a = [’if( KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) <= 1 ); amount’ int2str(i) ’s’
int2str(j) ’(1,1) = amount’ int2str(i) ’s’ int2str(j) ’(1,1) + 1; elseif( 1 < KARRAY’ int2str(i)
’s’ int2str(j) ’(k,l) && KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) <= 10ˆ1 ); amount’ int2str(i)
’s’ int2str(j) ’(2,1) = amount’ int2str(i) ’s’ int2str(j) ’(2,1) + 1; elseif( 10ˆ1 < KARRAY’
int2str(i) ’s’ int2str(j) ’(k,l) && KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) <= 10ˆ2 ); amount’
int2str(i) ’s’ int2str(j) ’(3,1) = amount’ int2str(i) ’s’ int2str(j) ’(3,1) + 1; elseif( 10ˆ2 <
KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) && KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) <= 10ˆ3
); amount’ int2str(i) ’s’ int2str(j) ’(4,1) = amount’ int2str(i) ’s’ int2str(j) ’(4,1) + 1; elseif(
10ˆ3 < KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) && KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l)
<= 10ˆ4 ); amount’ int2str(i) ’s’ int2str(j) ’(5,1) = amount’ int2str(i) ’s’ int2str(j) ’(5,1) + 1;
elseif( 10ˆ4 < KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) && KARRAY’ int2str(i) ’s’ int2str(j)
’(k,l) <= 10ˆ5 ); amount’ int2str(i) ’s’ int2str(j) ’(6,1) = amount’ int2str(i) ’s’ int2str(j)
’(6,1) + 1; elseif( 10ˆ5 < KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) && KARRAY’ int2str(i)
’s’ int2str(j) ’(k,l) <= 10ˆ6 ); amount’ int2str(i) ’s’ int2str(j) ’(7,1) = amount’ int2str(i) ’s’
int2str(j) ’(7,1) + 1; elseif( 10ˆ6 < KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) && KARRAY’
int2str(i) ’s’ int2str(j) ’(k,l) <= 10ˆ7 ); amount’ int2str(i) ’s’ int2str(j) ’(8,1) = amount’
int2str(i) ’s’ int2str(j) ’(8,1) + 1; elseif( 10ˆ7 < KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) &&
KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) <= 10ˆ8 ); amount’ int2str(i) ’s’ int2str(j) ’(9,1) =
amount’ int2str(i) ’s’ int2str(j) ’(9,1) + 1; elseif( 10ˆ8 < KARRAY’ int2str(i) ’s’ int2str(j)
’(k,l) && KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) <= 10ˆ9 ); amount’ int2str(i) ’s’ int2str(j)
’(10,1) = amount’ int2str(i) ’s’ int2str(j) ’(10,1) + 1; elseif( 10ˆ9 < KARRAY’ int2str(i) ’s’
int2str(j) ’(k,l) && KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) <= 10ˆ10 ); amount’ int2str(i)
’s’ int2str(j) ’(11,1) = amount’ int2str(i) ’s’ int2str(j) ’(11,1) + 1; elseif( 10ˆ10 < KARRAY’
int2str(i) ’s’ int2str(j) ’(k,l) && KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) <= 10ˆ11 ); amount’
int2str(i) ’s’ int2str(j) ’(12,1) = amount’ int2str(i) ’s’ int2str(j) ’(12,1) + 1; elseif( 10ˆ11 <
KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) && KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) <= 10ˆ12
); amount’ int2str(i) ’s’ int2str(j) ’(13,1) = amount’ int2str(i) ’s’ int2str(j) ’(13,1) + 1; elseif(
10ˆ12 < KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) && KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l)
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<= 10ˆ13 ); amount’ int2str(i) ’s’ int2str(j) ’(14,1) = amount’ int2str(i) ’s’ int2str(j) ’(14,1)
+ 1; elseif( 10ˆ13 < KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) && KARRAY’ int2str(i) ’s’
int2str(j) ’(k,l) <= 10ˆ14 ); amount’ int2str(i) ’s’ int2str(j) ’(15,1) = amount’ int2str(i) ’s’
int2str(j) ’(15,1) + 1; elseif( 10ˆ14 < KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) && KARRAY’
int2str(i) ’s’ int2str(j) ’(k,l) <= 10ˆ15 ); amount’ int2str(i) ’s’ int2str(j) ’(16,1) = amount’
int2str(i) ’s’ int2str(j) ’(16,1) + 1; elseif( 10ˆ15 < KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) &&
KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) <= 10ˆ16 ); amount’ int2str(i) ’s’ int2str(j) ’(17,1)
= amount’ int2str(i) ’s’ int2str(j) ’(17,1) + 1; else; error’ int2str(i) ’s’ int2str(j) ’= error’









for(l = 1:17 )
a = [’amount(l,k) = amount’ int2str(i) ’s’ int2str(j) ’(l,1);’];
eval(a);
end










% find minimum for uniform colorbar %
minkappa = 10;
for(i = [16,32,64,128,256])
for( j = [1:4])
for( k = 2:511 )
for( l = 2:511 )
a = [’if( KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) < minkappa && KARRAY’



























a = [’if( KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l) < 10ˆ7 ); mhdmean = mhdmean +












a = [’mhddeviation = mhddeviation + ( KARRAY’ int2str(i) ’s’ int2str(j) ’(k,l)-








mhddeviation = sqrt( mhddeviation / (260100 * 20) );
l = 1;
Re = 1800;
lambda = l * sqrt(15) * Re ˆ (-1/2);
eta = l * Re ˆ (-3/4);
mhdmeanlambda = mhdmean * lambda;
mhdmeaneta = mhdmean * eta;
mhddeviationlambda = mhddeviation * lambda;
mhddeviationeta = mhddeviation * eta;
%% - - - - - Import velocity, vorticity, and magnetic field magnitudes to - - - - - - %%

















for( j = [1:4])
for( k = 1:512 )
for( l = 1:512 )
a = [’abbar(k,l) = abbar(k,l) + velmag’ int2str(i) ’F’ int2str(j) ’(k,l) * KAR-
RAY’ int2str(i) ’s’ int2str(j) ’(k,l);’];
eval(a);
a = [’a2bar(k,l) = a2bar(k,l) + (velmag’ int2str(i) ’F’ int2str(j) ’(k,l) ˆ 2);’];
eval(a);






abbar = abbar / 20;
a2bar = a2bar / 20;
b2bar = b2bar / 20;
for( i = 2:511 )























for( j = [1:4])
for( k = 1:512 )
for( l = 1:512 )
a = [’abbar(k,l) = abbar(k,l) + vormag’ int2str(i) ’F’ int2str(j) ’(k,l) * KAR-
RAY’ int2str(i) ’s’ int2str(j) ’(k,l);’];
eval(a);
a = [’a2bar(k,l) = a2bar(k,l) + (vormag’ int2str(i) ’F’ int2str(j) ’(k,l) ˆ 2);’];
eval(a);






abbar = abbar / 20;
a2bar = a2bar / 20;
b2bar = b2bar / 20;
for( i = 2:511 )






















for( j = [1:4])
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for( k = 1:512 )
for( l = 1:512 )
a = [’abbar(k,l) = abbar(k,l) + magmag’ int2str(i) ’F’ int2str(j) ’(k,l) * KAR-
RAY’ int2str(i) ’s’ int2str(j) ’(k,l);’];
eval(a);
a = [’a2bar(k,l) = a2bar(k,l) + (magmag’ int2str(i) ’F’ int2str(j) ’(k,l) ˆ 2);’];
eval(a);






abbar = abbar / 20;
a2bar = a2bar / 20;
b2bar = b2bar / 20;
for( i = 2:511 )







%% - - - - - - - - - Compute Lambda 2 vortical detection - - - - - - - - - - - - - - - - - - - - %%









s = [’if(gradu’ int2str(i) ’s’ int2str(j) ’(k,2) ∼= dump); velocity(count,:) = gradu’




s =[’clear gradu’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);










s = [’if(gradv’ int2str(i) ’s’ int2str(j) ’(k,2) ∼= dump); velocity(count,:) = gradv’




s =[’clear gradv’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);









s = [’if(gradw’ int2str(i) ’s’ int2str(j) ’(k,2) ∼= dump); velocity(count,:) = gradw’




s =[’clear gradw’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);
s = [’gradw’ int2str(i) ’s’ int2str(j) ’= velocity;’];
eval(s);
clear velocity;




s = [’dudx’ int2str(i) ’s’ int2str(j) ’(k,l) = (gradu’ int2str(i) ’s’ int2str(j)
’(count,8));’];
eval(s);
s = [’dudy’ int2str(i) ’s’ int2str(j) ’(k,l) = (gradu’ int2str(i) ’s’ int2str(j)
’(count,9));’];
eval(s);
s = [’dudz’ int2str(i) ’s’ int2str(j) ’(k,l) = (gradu’ int2str(i) ’s’ int2str(j)
’(count,10));’];
eval(s);







s = [’dvdx’ int2str(i) ’s’ int2str(j) ’(k,l) = (gradv’ int2str(i) ’s’ int2str(j)
’(count,8));’];
eval(s);
s = [’dvdy’ int2str(i) ’s’ int2str(j) ’(k,l) = (gradv’ int2str(i) ’s’ int2str(j)
’(count,9));’];
eval(s);
s = [’dvdz’ int2str(i) ’s’ int2str(j) ’(k,l) = (gradv’ int2str(i) ’s’ int2str(j) ’(count,10));’];
eval(s);






s = [’dwdx’ int2str(i) ’s’ int2str(j) ’(k,l) = (gradw’ int2str(i) ’s’ int2str(j)
’(count,8));’];
eval(s);
s = [’dwdy’ int2str(i) ’s’ int2str(j) ’(k,l) = (gradw’ int2str(i) ’s’ int2str(j)
’(count,9));’];
eval(s);
s = [’dwdz’ int2str(i) ’s’ int2str(j) ’(k,l) = (gradw’ int2str(i) ’s’ int2str(j)
’(count,10));’];
eval(s);
count = count + 1;
end
end
% - - - - - - - - - - - - - - - create 3 x 3 S matrices - - - - - - - - - - - - - - - - - - - - - - - - - - - - %
for(k=1:512)
for(l=1:512)
s = [’S1(1,1) = (1/2)*(dudx’ int2str(i) ’s’ int2str(j) ’(k,l)+dudx’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(1,2) = (1/2)*(dudy’ int2str(i) ’s’ int2str(j) ’(k,l)+dvdx’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(1,3) = (1/2)*(dudz’ int2str(i) ’s’ int2str(j) ’(k,l)+dwdx’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(2,1) = (1/2)*(dvdx’ int2str(i) ’s’ int2str(j) ’(k,l)+dudy’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(2,2) = (1/2)*(dvdy’ int2str(i) ’s’ int2str(j) ’(k,l)+dvdy’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);




s = [’S1(3,1) = (1/2)*(dwdx’ int2str(i) ’s’ int2str(j) ’(k,l)+dudz’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(3,2) = (1/2)*(dwdy’ int2str(i) ’s’ int2str(j) ’(k,l)+dvdz’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’S1(3,3) = (1/2)*(dwdz’ int2str(i) ’s’ int2str(j) ’(k,l)+dwdz’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(1,1) = (1/2)*(dudx’ int2str(i) ’s’ int2str(j) ’(k,l)-dudx’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(1,2) = (1/2)*(dudy’ int2str(i) ’s’ int2str(j) ’(k,l)-dvdx’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(1,3) = (1/2)*(dudz’ int2str(i) ’s’ int2str(j) ’(k,l)-dwdx’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(2,1) = (1/2)*(dvdx’ int2str(i) ’s’ int2str(j) ’(k,l)-dudy’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(2,2) = (1/2)*(dvdy’ int2str(i) ’s’ int2str(j) ’(k,l)-dvdy’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(2,3) = (1/2)*(dvdz’ int2str(i) ’s’ int2str(j) ’(k,l)-dwdy’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(3,1) = (1/2)*(dwdx’ int2str(i) ’s’ int2str(j) ’(k,l)-dudz’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);
s = [’O1(3,2) = (1/2)*(dwdy’ int2str(i) ’s’ int2str(j) ’(k,l)-dvdz’ int2str(i) ’s’
int2str(j) ’(k,l));’];
eval(s);








if(eigenvalues(n,1) < MAX && eigenvalues(n,1) > MIN )





s = [’maxeigen’ int2str(i) ’s’ int2str(j) ’(i,j) = MAX;’];
eval(s);




s =[’clear gradu’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);
s =[’clear gradv’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);
s =[’clear gradw’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);
s =[’clear dudx’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);
s =[’clear dudy’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);
s =[’clear dudz’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);
s =[’clear dvdx’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);
s =[’clear dvdy’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);
s =[’clear dvdz’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);
s =[’clear dwdx’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);
s =[’clear dwdy’ int2str(i) ’s’ int2str(j) ’;’];
eval(s);


















a = [ ’if( lambda’ int2str(i) ’s’ int2str(j) ’(k,l) < 0 ); neglambda’ int2str(i) ’s’











a = [ ’mhdlambda’ int2str(i) ’s’ int2str(j) ’(k,l) = neglambda’ int2str(i) ’s’








a = [’clear KARRAY’ int2str(i) ’s’ int2str(j) ];
eval(a);
a = [’clear maxeigen’ int2str(i) ’s’ int2str(j) ];
eval(a);





















- -fv script(”outline off”)
dofile(’build IJK rakes.fvx’)
- -buildrakes seeds the FieldView data to create streamlines.
- -The file seeds a z plane that is chosen from the turbulent channel flow.
- -Seeds are created from x = 1 to x = 512 over 3 rows in y due to the





D.2 Build IJK rakes.fvx
——————————————————————
– This FVX script is an input to the FVX file seedXX.fvx –
– That script will call this script to provide function build rakes() –
– in order to create a rake using an array of seeds conforming –
– to a range of IJK values specified as input. –
——————————————————————












numseeds = depthI * depthJ
print(”IxJ = ”..depthI..”x”..depthJ..” = ”..numseeds)
print()
Itab= – initialize I table
Jtab= – initialize J table
for i = 1, depthI do
Itab[i] = begI + i-1
end
for i = 1, depthJ do
Jtab[i] = begJ + i-1
end
–dumpall(Itab) – to see table in terminal, for debugging
–dumpall(Jtab) – to see table in terminal, for debugging
for i = 1, depthI do










Table E.1: Numerical Results of the Frenet-Serret Apparatus on a unit circle.
Tx Ty Tz Nx Ny Nz Bx By Bz κ τ
-0.996917 -0.078461 0 0.078461 -0.996917 0 0 0 1 0.498436 0
-0.987689 -0.156433 0 0.156433 -0.987689 0 0 0 1 0.751532 0
-0.951057 -0.309015 0 0.309015 -0.951057 0 0 0 1 1.000012 0
-0.891006 -0.453992 0 0.453992 -0.891006 0 0 0 1 1.000006 0
-0.809017 -0.587785 0 0.587785 -0.809017 0 0 0 1 0.999990 0
-0.707107 -0.707107 0 0.707107 -0.707107 0 0 0 1 1.000004 0
-0.587785 -0.809017 0 0.809017 -0.587785 0 0 0 1 0.999990 0
-0.453992 -0.891006 0 0.891006 -0.453992 0 0 0 1 1.000006 0
-0.309015 -0.951057 0 0.951057 -0.309015 0 0 0 1 1.000012 0
-0.156433 -0.987689 0 0.987689 -0.156433 0 0 0 1 0.999991 0
0 -1 0 1 0 0 0 0 1 0.999996 0
0.156433 -0.987689 0 0.987689 0.156433 0 0 0 1 0.999991 0
0.309015 -0.951057 0 0.951057 0.309015 0 0 0 1 1.000012 0
0.453992 -0.891006 0 0.891006 0.453992 0 0 0 1 1.000006 0
0.587785 -0.809017 0 0.809017 0.587785 0 0 0 1 0.999990 0
0.707107 -0.707107 0 0.707107 0.707107 0 0 0 1 1.000004 0
0.809017 -0.587785 0 0.587785 0.809017 0 0 0 1 0.999990 0
0.891006 -0.453992 0 0.453992 0.891006 0 0 0 1 1.000006 0
0.951057 -0.309015 0 0.309015 0.951057 0 0 0 1 1.000012 0
0.987689 -0.156433 0 0.156433 0.987689 0 0 0 1 0.999991 0
1 0 0 0 1 0 0 0 1 0.999996 0
0.987689 0.156433 0 -0.156433 0.987689 0 0 0 1 0.999991 0
0.951057 0.309015 0 -0.309015 0.951057 0 0 0 1 1.000012 0
0.891006 0.453992 0 -0.453992 0.891006 0 0 0 1 1.000006 0
0.809017 0.587785 0 -0.587785 0.809017 0 0 0 1 0.999990 0
0.707107 0.707107 0 -0.707107 0.707107 0 0 0 1 1.000004 0
0.587785 0.809017 0 -0.809017 0.587785 0 0 0 1 0.999990 0
0.453992 0.891006 0 -0.891006 0.453992 0 0 0 1 1.000006 0
0.309015 0.951057 0 -0.951057 0.309015 0 0 0 1 1.000012 0
0.156433 0.987689 0 -0.987689 0.156433 0 0 0 1 0.999991 0
0 1 0 -1 0 0 0 0 1 0.999996 0
-0.156433 0.987689 0 -0.987689 -0.156433 0 0 0 1 0.999991 0
-0.309015 0.951057 0 -0.951057 -0.309015 0 0 0 1 1.000012 0
-0.453992 0.891006 0 -0.891006 -0.453992 0 0 0 1 1.000006 0
-0.587785 0.809017 0 -0.809017 -0.587785 0 0 0 1 0.999990 0
-0.707107 0.707107 0 -0.707107 -0.707107 0 0 0 1 1.000004 0
-0.809017 0.587785 0 -0.587785 -0.809017 0 0 0 1 0.999990 0
-0.891006 0.453992 0 -0.453992 -0.891006 0 0 0 1 1.000006 0
-0.951057 0.309015 0 -0.309015 -0.951057 0 0 0 1 1.000012 0
-0.987689 0.156433 0 -0.156433 -0.987689 0 0 0 1 0.751532 0
-0.996917 0.078461 0 -0.078461 -0.996917 0 0 0 1 0.498436 0
185
Table E.2: Frenet-Serret apparatus determined numerically for a right hand helix of pitch 1.
Tx Ty Tz Nx Ny Nz Bx By Bz κ τ
-0.984501 -0.077484 0.157335 0.080397 -0.996688 0.012222 0.155867 0.024682 0.987470 0.486135 0.077952
-0.975313 -0.154473 0.157809 0.157715 -0.987451 0.008158 0.154568 0.032846 0.987436 0.732841 0.086866
-0.939140 -0.305143 0.157809 0.309015 -0.951057 0 0.150085 0.048766 0.987470 0.975108 0.117111
-0.879841 -0.448303 0.157809 0.453992 -0.891006 -2.00e-06 0.140610 0.071642 0.987470 0.975103 0.155830
-0.798880 -0.580420 0.157808 0.587785 -0.809017 0 0.127670 0.092757 0.987470 0.975087 0.155838
-0.698247 -0.698247 0.157809 0.707107 -0.707107 0 0.111588 0.111588 0.987470 0.975101 0.155832
-0.580420 -0.798880 0.157808 0.809017 -0.587785 0 0.092757 0.127670 0.987470 0.975087 0.155838
-0.448303 -0.879841 0.157809 0.891006 -0.453992 2.00e-06 0.071642 0.140610 0.987470 0.975103 0.155830
-0.305143 -0.939140 0.157809 0.951057 -0.309015 0 0.048766 0.150085 0.987470 0.975108 0.155828
-0.154473 -0.975313 0.157809 0.987689 -0.156433 1.00e-06 0.024686 0.155866 0.987470 0.975087 0.155833
0 -0.987470 0.157809 1 0 0 0 0.157809 0.987470 0.975092 0.155825
0.154473 -0.975313 0.157809 0.987689 0.156433 -1.00e-06 -0.024686 0.155866 0.987470 0.975087 0.155833
0.305143 -0.939140 0.157809 0.951057 0.309015 0 -0.048766 0.150085 0.987470 0.975108 0.155828
0.448303 -0.879841 0.157809 0.891006 0.453992 -2.00e-06 -0.071642 0.140610 0.987470 0.975103 0.155830
0.580420 -0.798880 0.157808 0.809017 0.587785 0 -0.092757 0.127670 0.987470 0.975087 0.155838
0.698247 -0.698247 0.157809 0.707107 0.707107 0 -0.111588 0.111588 0.987470 0.975101 0.155832
0.798880 -0.580420 0.157808 0.587785 0.809017 0 -0.127670 0.092757 0.987470 0.975087 0.155838
0.879841 -0.448303 0.157809 0.453992 0.891006 2.00e-06 -0.140610 0.071642 0.987470 0.975103 0.155830
0.939140 -0.305143 0.157809 0.309015 0.951057 0 -0.150085 0.048766 0.987470 0.975108 0.155828
0.975313 -0.154473 0.157809 0.156433 0.987689 1.00e-06 -0.155866 0.024686 0.987470 0.975087 0.155833
0.987470 0 0.157809 0 1 0 -0.157809 0 0.987470 0.975092 0.155825
0.975313 0.154473 0.157809 -0.156433 0.987689 -1.00e-06 -0.155866 -0.024686 0.987470 0.975087 0.155833
0.939140 0.305143 0.157809 -0.309015 0.951057 0 -0.150085 -0.048766 0.987470 0.975108 0.155828
0.879841 0.448303 0.157809 -0.453992 0.891006 -2.00e-06 -0.140610 -0.071642 0.987470 0.975103 0.155830
0.798880 0.580420 0.157808 -0.587785 0.809017 0 -0.127670 -0.092757 0.987470 0.975087 0.155838
0.698247 0.698247 0.157809 -0.707107 0.707107 0 -0.111588 -0.111588 0.987470 0.975101 0.155832
0.580420 0.798880 0.157808 -0.809017 0.587785 0 -0.092757 -0.127670 0.987470 0.975087 0.155838
0.448303 0.879841 0.157809 -0.891006 0.453992 2.00e-06 -0.071642 -0.140610 0.987470 0.975103 0.155830
0.305143 0.939140 0.157809 -0.951057 0.309015 0 -0.048766 -0.150085 0.987470 0.975108 0.155828
0.154473 0.975313 0.157809 -0.987689 0.156433 1.00e-06 -0.024686 -0.155866 0.987470 0.975087 0.155833
0 0.987470 0.157809 -1 0 0 0 -0.157809 0.987470 0.975092 0.155825
-0.154473 0.975313 0.157809 -0.987689 -0.156433 -1.00e-06 0.024686 -0.155866 0.987470 0.975087 0.155833
-0.305143 0.939140 0.157809 -0.951057 -0.309015 0 0.048766 -0.150085 0.987470 0.975108 0.155828
-0.448303 0.879841 0.157809 -0.891006 -0.453992 -2.00e-06 0.071642 -0.140610 0.987470 0.975103 0.155830
-0.580420 0.798880 0.157808 -0.809017 -0.587785 0 0.092757 -0.127670 0.987470 0.975087 0.155838
-0.698247 0.698247 0.157809 -0.707107 -0.707107 0 0.111588 -0.111588 0.987470 0.975101 0.155832
-0.798880 0.580420 0.157808 -0.587785 -0.809017 0 0.127670 -0.092757 0.987470 0.975087 0.155838
-0.879841 0.448303 0.157809 -0.453992 -0.891006 2.00e-06 0.140610 -0.071642 0.987470 0.975103 0.155830
-0.939140 0.305143 0.157809 -0.309015 -0.951057 0 0.150085 -0.048766 0.987470 0.975108 0.117111
-0.975313 0.154473 0.157809 -0.157715 -0.987451 -0.008158 0.154568 -0.032846 0.987436 0.732841 0.086866































































































y − 2βnz βn+1y − βn+2z βn−1y − βn−2z βn−1y + 2βnz βn−1y )
−(βn+2y βn+1z + βn−2y βn+1z − 2βny βn+1z − βn+2y βn−1z − βn−2y βn−1z + 2βny βn−1z )ˆi














x − 2βny βn+1x − βn+2y βn−1x − βn−2y βn−1x + 2βny βn−1x )









βnj = βj (F.5)










β j4t4 + ... (F.6)










β j4t4 − ... (F.7)










β j164t4 + ... (F.8)










β j164t4 − ... (F.9)






































































































β z4t3 + ...)kˆ|3
(F.10)








































































































β z4t2 + ...)kˆ|3
(F.11)



































































































y − 2βnz βn+1y − βn+2z βn−1y − βn−2z βn−1y + 2βnz βn−1y )
−(βn+2y βn+1z + βn−2y βn+1z − 2βny βn+1z − βn+2y βn−1z − βn−2y βn−1z + 2βny βn−1z )ˆi














x − 2βny βn+1x − βn+2y βn−1x − βn−2y βn−1x + 2βny βn−1x )



















= |(e2σteikyeikz(e3σ4t + 3e−σ4t − 3eσ4t − e−3σ4t − e3σ4t − 3e−σ4t + 3eσ4t + e−3σ4t)ˆi
+(e2σteikxeikz(e3σ4t + 3e−σ4t − 3eσ4t − e−3σ4t − e3σ4t − 3e−σ4t + 3eσ4t + e−3σ4t)jˆ
+(e2σteikxeiky(e3σ4t + 3e−σ4t − 3eσ4t − e−3σ4t − e3σ4t − 3e−σ4t + 3eσ4t + e−3σ4t)kˆ
/(e2σte2ikx(e2σ4t − 2 + e−2σ4t)
+e2σte2iky(e2σ4t − 2 + e−2σ4t)




[(e2ikx + e2iky + e2ikz)(e2σ4t − 2 + e−2σ4t))]3/2 (G.11)
eσt =
0
[(e2ikx + e2iky + e2ikz)(e2σ4t − 2 + e−2σ4t)]3/2κ < 1 (G.12)
4t > 0 and κ > 0 (G.13)
Appendix H
Log of Curvature Images
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H.7 y+ = 120
H.8 y+ = 244
Appendix I




I.1 y+ = 0.323
I.2 y+ = 2.94
197
I.3 y+ = 6.43
I.4 y+ = 22.9
198
I.5 y+ = 37.9
I.6 y+ = 60.9
199
I.7 y+ = 120





J.1 y+ = 0.323
202
J.2 y+ = 2.94
203
J.3 y+ = 6.43
204
J.4 y+ = 22.9
205
J.5 y+ = 37.9
206
J.6 y+ = 60.9
207
J.7 y+ = 120
208
J.8 y+ = 244
Appendix K




K.1 y+ = 0.323
211
K.2 y+ = 2.94
212
K.3 y+ = 6.43
213
K.4 y+ = 22.9
214
K.5 y+ = 37.9
215
K.6 y+ = 60.9
216
K.7 y+ = 120
217
K.8 y+ = 244
Appendix L






Negative λ2 Images with Curvature
Overlay for MHD Turbulence
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