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Abstract
This thesis examines the electron-phonon (e-ph) interaction in multiorbital correlated
systems using various numerical techniques, including determinant quantum Monte Carlo
and dynamical mean field theory. First, I studied the non-linear e-ph coupling in a one
band model and found that even a weak non-linear e-ph couplings can significantly shape
both electronic and phononic properties. Second, I study the interplay between the e-ph and
electron-electron (e-e) interactions in a multiorbital Hubbard-Holstein model in both one-
and infinite-dimension. In both cases, I found that a weak e-ph interaction is enough to
induce a phase transition from the Mott phase to the charge-density-wave phase. Moreover,
I find that not only the e-e correlation but also the e-ph interaction can induce an orbital-
selective phase. Our results imply that the e-ph interaction is significant in the multiorbital
correlated materials, such as the iron-based superconductors. Last, I studied the offdiagonal
e-ph interaction in a two-dimensional three-orbital model defined on a Lieb lattice. I consider
an sp-type model, which is like a 2D analog of the barium bismuthate high temperature
superconductors. I found a metal-to-insulator (MI) transition as decreasing temperature at
half filling and identified a dimerized structure in the insulating phase. With hole doping,
the ordered polarons and bipolarons correlations disappear but the short-range correlations
are present, implying that polarons and bipolarons preform in the matellic phase and freeze
into a periodic array in the insulating state. In sum, this thesis reveals the importance of
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A superconductor is a material that has zero electric resistance below a critical temperature
Tc and zero internal magnetic field below a critical field Hc [Meissner effect [181]].
Superconductivity was first discovered in mercury in 1911 [59]. After that, numerous
studies have been done in looking for new superconducting materials. Although hundreds
of superconducting materials have been discovered, in general, there are only two different
classes of superconductors. The first one is called the conventional superconductor, which can
be explained by the BCS theory [9]. The BCS theory claims that attractive potential between
two electrons is given by the electron-phonon (e-ph) interaction. In experiments, the highest
recorded conventional superconducting temperature before 1980 was 23.2 K discovered in
the film Nb3Ge [197]. Later, a higher conventional superconducting temperature Tc = 40 K
was found in MgB2, due to anharmonic phonons [189].
The second class of superconductor is the unconventional superconductor, which can not
be explained by the BCS theory. Some unconventional superconductors can have a very high
critical transition temperature compared to the conventional superconductors. For example,
the BiSrCaCu2Ox has Tc of about 105 K [164]. Usually, we refer to those superconductors,
which has a critical transition temperature Tc > 77 K (boiling point of liquid N2), as
”high TC” superconductors. The mechanism of the unconventional superconductivity is
unclear, although the majority of physicsts believe that it is driven by the electronic or
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magnetic interactions between electrons [228, 229]. The first sample of high-temperature
superconductivity is La1−xBaxCuO4 discovered in 1986 with Tc = 30 K [17]. Further research
found the highest critical temperature of cuprates is around Tc = 133 K, discovered in
HgBa2Ca2Cu3O8 [232]. In addition, another widely studied group of superconductors are
the iron-based superconductors (FeSCs), which was first discovered in F-doped LaFeAsO in
2008 [117]. The symmetry of the superconducting order of the FeSCs is suggested as an
extended s-wave with sign reversal [174, 132, 162], while it is d-wave symmetry in cuprates.
Hence, the unconventional superconductor has abundant physical phenomena, which makes
understanding its mechanism more difficult. In the following, I will discuss some details
about these two groups of materials.
1.1.1 The High Tc cuprates
Cuprate superconductors have a common feature in the crystal structure, that the crystal
is divided into CuO2 planes and blocking layers [see Fig. 1.1 (a)]. Superconductivity occurs
only in CuO2 planes and the blocking layers supply charge carriers to the CuO2 plane [214].
In different cuprate compounds, the blocking layers are different. Fig. 1.1 shows the unit cells
of four cuprates: HgBa2CuO4+δ (Hg1201), YBa2Cu3O6+δ (YBCO), La2−xSrxCuO4 (LSCO),
and TI2Ba2CuO6+δ (Tl2201). These four cuprates show completely different structures in
the blocking layers, but that doesn’t change the electronic properties near the fermi surface
very much because those properties are determined by the CuO2 planes (Fig. 1.1 (c)) [205].
In the cuprates, the Cu atom is partially filled with a 3d9 shell and the oxygen atom is
fully filled with a 2p6 shell. In Hg1201, the Cu2+ ions are surrounded by four oxygen atoms
in the plane and two oxygen atoms outside of the plane. The six oxygen atoms form an
octahedron and generate a crystal field, which lifts the five-fold degeneracy of the 3d orbitals
and separates them into the eg doublet and t2g triplet, as shown in Fig. 1.2. The elongation
of the octahedron along the c-axis lifts the remaining degeneracy of the eg and t2g orbitals
leaving the 3dx2−y2 orbital lying highest in energy. At the same time, the tetragonal structure
of the unit cells in Fig. 1.1 (b) breaks the degeneracy of the three O 2p orbitals, as shown
in Fig 1.2. Because of the similar energy of the Cu d orbitals and the O 2p-orbitals, there is
2
Figure 1.1: (a) Schematic structure of high-temperature superconductors. (b) Crystal
structure of four cuprates: Hg1201, YBCO, LSCO, and TI2201. (c) The CuO2 sheet is
presented and the most important electronic orbitals, Cu dx2−y2 and O pσ are shown. This
diagram comes from Ref. [10].
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Figure 1.2: A schematic of the orbital energy levels and covalent bonding in the CuO2
plane.This diagram comes from Ref. [214].
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a strong hybridization between them. The topmost partially filled band is the pd− σ∗ band
composed of the Cu 3dx2−y2 and O 2px,y orbitals.
A typical phase diagram of cuprate high-temperature superconductor is shown in the left
part of Fig. 1.3, in which the phase of zero dopant concentration is an antiferromagnetic
insulator (AF, the blue region), and the doped carriers destroy AF and lead to a
superconducting phase (red region). With increasing hole doping, the pseudogap appears,
in which conventional Fermi-Landu liquid theory fails to work and a superconducting gap
is opened. The pseudogap is not found in conventional superconductors. The optimal
hole concentration x is about 0.16, where Tc is maximum. In the overdoped region when
x > 0.16, the superconducting phase disappears and a “Normal” metallic phase appears. On
the electron doping side, there is no pseudogap and the superconducting phase penetrates
into the AF region. The phase diagram is not symmetric about x = 0.
1.1.2 Iron-based Superconductors
The iron-based superconductors mainly have five classes according to their structure: “1111”
type (LaFeAsO) [161],“122” type (AFe2As2) [222], “111” type (MFeAs) [257], “11” type
(FeSe) [102] and “32522” type (Sr3Sc2O5Fe2As2) [238](Fig. 1.4 (a)). Similar to the cuprates,
the iron-based superconductors have Fe-As layers and blocking layers alternatively stacking
along the c-axis. The blocking layers usually act as the insulating charge reservoir and the
Fe2As2 layer acts as the active conducting block. The Fe2As2 plane structure is shown in
Fig. 1.4 (b), where As atoms reside above and below this plane. The magnetic structure of
the Fe2As2 plane consists of ferromagnetic chains that are coupled antiferromagnetically in
the orthogonal direction [198].
Although the crystal structure of cuprates and FeSCs are similar that both are layer
structures, their electronic properties are very different. Most of the cuprates are octahedral,
while most of the FeSCs are tetrahedral at room temperature. Fig. 1.5 (b) shows that the t2g
orbitals (dxy, dxz, and dyz orbitals) have higher energy in the tetrahedral crystal structure and
are relevant to the conduction in FeSCs, while the higher energy orbitals eg (dx2−y2 and dz2
orbitals) are associated with conduction in cuprates. Also comparing the superconducting
phase diagrams of cuprates and iron pnictides (Fig. 1.3), two different things can be easily
5
Figure 1.3: The generalized temperature-filling phase diagram of the high-Tc cuprates (left)
and iron-based superconductors (right). This diagram comes from Ref. [135].
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Figure 1.4: Crystallographic and magnetic structures of the iron-based superocnductors.
(a) The five tetragonal structures known to support supercoductivity. (b) Iron layer
structure. Iron ions are shown in red and pnictogen.chalcogen anions are shown in gold.
(c) The magnetic structure in the iron layer. This diagram comes from Ref. [198].
7
Figure 1.5: (a) Tetraheral ligand field surrounding a central transition metal (green sphere).
(b) Splitting of the degenerate d-orbitals (withoud a ligand field) due to an oactahedral ligand
field (left) and the tetraheral field (tight). This diagram comes from [8].
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identified. There is no pseudogap in the iron pnictides and one additional phase, the nematic
phase [190, 255], is presented. The nematic phase sits below the structure phase transition
and above the antiferromagnetism transition. The nematic phase has been reported in
the 1111 [118] and 11 system [261], but in the 122 system, the structure phase transition
temperature coincides with the magnetic transition temperature. Although it was recently
reported that the nematic phase in BaFe2(As1−xPx)2 appears at a temperatures higher than
the structural/magnetic transition [119], it is still unknown whether the existence of nematic
phase is universal for each FeSCs.
Different from the cuprate, there are five d orbitals near the fermi surface in iron pnictides.
Fig. 1.6 shows the five 3d orbitals distribution near the Fermi surface, which is calculated via
a two-dimensional band model [81]. Around the Γ point, the 3d2z orbital contributes to the
two band ζz2 and ωz2 well below EF . There are two hole pockets at the Γ point, formed from
3dxz and 3dyz orbitals. The 3dxy orbital contributes to the electron pocket at the M point.
This electron pocket is also associated with 3dyz orbital along the x-axis and the 3dxz orbital
along the y-axis, respectively. The 3dx2−y2 orbital was found to be irrelevant to the low-
energy electronic structure. These results also consist with an angle-resolved photoemission
spectroscopy (ARPES) study in BaFe1.85Co0.15As2 [290] and generally true across the FeSCs.
1.1.3 Ba1−xKxBiO3 and BaPb1−xBiO3 superconductors
Pure BaBiO3 is insulating to well above 800 K and has a perovskite structure. At room
temperature, its crystal structure is a cubic lattice with Bi atoms siting at each corner and
O atoms linking each Bi pair (see Fig. 1.7). In the insulating state, the uniform crystal
structure is distorted and the BiO6 unit cell is tilted and consisted by two octahedron that
one is expanded and the other one is collapsed. Earlier, it was recognized that this insulating
phase comes from the charge order state comprised of Bi3+ and Bi5+ sites [50, 51, 204], and
the two octahedron correspond to the Bi3+ and Bi5+ oxidation states [110]. But experiments
have not observed distinct bismuth valences in BaBiO3 [89, 31, 267]. Some theories have
proposed the insulating state is induced by the attractive on-site interaction [217, 251] or
the negative charge transfer energy that holes reside on the oxygen ligands [182]. The origin
of the insulating state is still not clear now. A recent DFT calculation showed that the
9
Figure 1.6: A typical orbital assignment of bands of iron pnictide as calculated in Ref.
[290]
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Figure 1.7: (a) Sketch of the x-T phase diagram of Ba1−xKxBiO3. The space groups are:
Mono. I=P21/n; Mono. II=I2/m; Rhomb.=R3̄; Cubic II=Fm3̄m. (b) Depiction of the
insulating ground state (x = 0) exhibiting breathing and tilting distortions. The collapsed
and expanded BiO6 octahedra are shown in dark and light blue (gray), respectively. [207]
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electronic band structure of BaBiO3 near the Fermi surface is dominated by the Bi 6s and O
2p states (see Fig. 1.8[207]). It was found that most of Bi 6s states contribute to dispersive
bands roughly 8 to 13 eV below the Fermi surface, while the O 2p states are located from
4 to 7 eV below the Fermi surface. This result consistent with the ARPES results [207]
and suggests that when hole doping ( i. e. K doping), most of holes occupy the O 2p
orbitals within the sublattice of collapsed BiO6 octahedra [73]. This result does not favor
the Bi3+Bi5+ charge order state, in which holes should reside on the Bi atom to destroy the
charge order.
In Pb or K-doped BaBiO3 with high values of superconducting transition temperature
are observed, which extended up to 13 K for Pb-doped alloys [11] and up to 30 K for K
alloys [173]. The superconductivity of Ba1−xKxBiO3 is observed with x values from about
0.30 to 0.45. The maximum Tc is 34 K occurs at x ≈ 0.35. The crystal structure in the
superconducting phase is tetragonal. The cubic-to-tetragonal transition is continuous. In
Ba1−xKxBiO3, with increasing x, holes are added to the parent system but without modifying
the underlying BiO lattice. While in BaPb1−xBixO3, the case is different. With increasing x,
not only are holes introduced but also Bi atoms are replaced by Pb atoms. Superconductivity
with narrow transition temperature is observed only close to x = 0.25 in BaPb1−xBixO3.
1.2 Correlations in High Tc superconductors
1.2.1 Cuprates
Electrons on 3d orbitals have a strong local Coulomb interaction U that prevents two
electrons to reside on a single site. Typically, the insulator driven by a strong local Coulomb
interaction (U  t, t is the hopping integral) is called a Mott insulator. And the phase
related to the Mott insulator is called a Mott phase, which can be described by the Hubbard
model. It was found that the Mott transition in a single band Hubbard model is related
to the lattice geometry, dimension, and U . For example, on a one-dimensional chain, the
ground state for a half-filled band is insulating for any nonzero U [152]. On two-dimensional
square lattices the critical value for the Mott phase transition at half filling is Uc ∼ 4t[268];
12
Figure 1.8: Calculated total DOS (solid line), as well as the O 2p and bi 6s orbital-projected
DOS (short and long dashed lines, respectively.)[207]
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but on two dimensional triangular lattices the phase transition boundary at hall filling is at
12t [7].
For the cuprates, the case is a little more complex. The hybridization between the Cu
3dx2−y2 and O 2px(y) electrons forms a bonding (B), nonbonding (NB), and antibonding
(AB) bands near the Fermi surface (see fig. 1.9 (a)). The bonding and nonbonding bands
are fully occupied and the antibonding band is half occupied. At half filling, the Hubbard
interaction splits the antibonding band into two bands (see fig. 1.9(b)): the upper Hubbard
band (UHB) and the lower Hubbard band (LHB). In the cuprates, the charge transfer
energy ∆ of moving one electron from oxygen atoms to the copper atom is smaller than
the onsite Coulomb repulsion U , which characterizes these compounds more precisely as
charge-transfer insulators (see fig. 1.9(c)) [284]. In the undoped cuprates, both the inverse
photoemission spectroscopy [77, 274] and optical conductivity [250, 49] measurements found
the charge transfer gap ∆ is about 1.5 eV. Also, an extended photoemission spectroscopy
study found that local Coulomb repulsion on the copper is about 12 eV in La2−xSrxCuO4 [237]
and Bi2Sr2CaCu2O8 [286]. All these results support that the cuprates are charge-transfer
insulators.
Therefore the cuprates should be described in terms of the three-band Hubbard model, in
which Cu 3dx2−y2 as well as O 2px and 2py orbitals are included [67, 251]. However, because
of the hybridization between the correlated Cu and the O orbitals, the first hole occupied
state correspond to the O-derived Zhang-Rice singlet band (see fig. 1.9(d)) [288]. It was
suggested that one can use an effective single-band Hubbard model to describe the cuprates.
In the effective single-band Hubbard model, the Zhang-Rice singlet band corresponds to the
lower Hubbard band, and the in-plane Cu-derived band is treated as the the upper Hubbard













Figure 1.9: Density of states for opening a correlated gap. (a) the system is metallic in the
absence of electronic correlations, and becomes (b) a Mott insulator or (c) a charge-transfer
insulator, respectively, for ∆ > W and U > ∆ > W . (f) due to the hybridization with
the upper Hubbard band, the nonbonding band further splits into triplet and Zhang-Rice
single states. In the graph, B, AB, and NB represent bonding, antibonding, and nonbonding







creates (annihilates) an electron or hole on site i with spin σ, 〈i, j〉
represnets nearest-neighbor pairs, t is the hopping integral, and n̂i,σ = c
†
i,σci,σ is the number
operator.
In the strong-coupling limit (U  t), the Hubbard Hamiltonian can simplify into the
t− J Hamiltonian [56], which is more commonly used in studying the low-lying excitations
















where the operator c̃i,σ = ci,σ(1 − n̂i,−σ) excludes double occupancy, J = 4t2/U is the
antiferromagnetic exchange coupling constant, and Si is the spin operator for site i.
1.2.2 Iron-based superconductors
Many theoretical and experimental studies have shown that the electronic correlations in the
iron-based materials are not as strong as in the cuprates[273, 211]. A simple indication of
this is the absence of any Mott physics in the FeSCs: the parent compounds are all metallic
and there is no indication of nearby insulating behavior. Also x-ray absorption and inelastic
scattering measurements on SmFeAsO0.8, BaFe2As2, and LaFe2P2 show that their spectra
closely resemble that of elemental metallic Fe, suggesting Hubbard U . 2 eV and Hund’s
coupling strength J ∼ 0.8 eV [273].
Another key difference is that all 3d orbitals rather than a single 3dx2−y2 play essential
roles in electronic properties in FeSCs, which requires us to consider a multiorbital hubbard
model. The details of the multiorbital Hubbard model will be discussed in chapter 5.
Multiple d orbitals in FeSCs produces more diverse phenomena than that in cuprates, such
as Hund’s metals [79] and spin-freezing behavior [265]. Also, it was found that different 3d
orbitals in iron chalcogenides have different properties, which is called the orbital-selective
property [275, 282]. For example, the dxy orbital at Γ point is renormalized by a factor of
∼ 16, while dxz and dyz orbitals are only renormalized by a factor of ∼ 4 in FeTe0.56Fe1.72Se2
[275]. Moreover, an ARPES study showed that the spectral weight of the dxy orbital near
the Fermi surface disappears when warming FeTe0.56Se0.44, K0.76Fe1.72Se2, and FeSe film
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grown on SrTiO3, which suggests that the orbital-selective Mott phase (OSMP) transition
occurs in iron chalcogenides as well [275, 276]. The OSMP refers to a phase in which a part of
orbitals is Mott insulating while the other orbitals are metallic. Fig. 1.10 shows a theoretical
simulation of the OSMP transition with different quasiparticle weight and orbital filling on
five 3d orbitals for the regular and 1/5-depleted iron selenides square lattices, respectively
[282]. The orbital-selective properties could be easily captured in fig. 1.10 and the Mott
phase transition firstly occurred on the dxy orbital, which coincides with experimental results.
In sum, the physics picture in the FeSCs is more complex than that in the cuprates and many
people argued that those multiple degrees of freedom, including orbital, charge, and spin,
play a significant role in high-temperature superconductors [65].
1.2.3 Ba1−xKxBiO3 and BaPb1−xBiO3 superconductors
Ba1−xKxBiO3 is nonmagnetic and a transition-metal-free superconductor. Due to the fact
that CDW and SC phases are presented in the phase diagram, a negative-U extended
Hubbard model is proposed to explain the pairing mechanism [217, 251, 183]. But the issue is
where does the negative U come from. Rice and his co-workers claimed the negative U arises
from the electron-phonon interactions [217]; however, Varma proposed that the negative U
occurs due to the nonlinear screening and the polarization of interatomic repulsion [251].
The nonlinear screening is that the energy of the 6s0 configuration is screened by the charge
transfer from the oxygen octahedra to the 6p shell, which prefers double occupations on a Bi
site. If the negative U has an electronic origin, the semiconducting phase of these materials
is unique, because charge ±2e bosonic bound states of two electrons or two holes dominate
its transport properties. The electronic origin explains the two different gaps observed in
the optical and transport experiments (2 and 0.24 eV, respectively) that in the optical
experiments the excitation is two-particle excitation, while in the transport experiments
the excitation is single particle excitation [246, 247]. But the superconducting transition
temperature and the coherence length produced by the electronic origin are much higher
and lower than results from experiments, respectively. Instead, if the phonon mechanism is
employed, it is easy to get a reasonable numbers for the transition temperatures [246]. Later,
photoemission and x-ray absorption experiments showed that the two gaps 2 eV and 0.24
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Figure 1.10: (a), (b) The regular and 1/5-depleted square lattices, respectively,





vacancies. (c) and (d) shows the evolution of orbital resolved quasiparticle spectral weight
Zα and orbital filling factor (per iron site per spin) with U for the multiorbital model on
lattices (a) and (b), respectively. This graphs is cited from Ref. [282]
.
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eV in fact correspond to the direct and indirect energy gaps [124, 191]. This result is against
the electronic origin. However, the problem of the phonon mechanism is that the electron-
phonon coupling calculated by the standard DFT, LDA, or GGA approach is insufficient to
account for the high Tc in Ba1−xKxBiO3. This issue is addressed by introducing correlation
effects in the standard DFT [74, 279]. It is found that the strong electronic correlations
can enhance the e-ph coupling and estimated the realistic e-ph coupling λ ∼ 1.0 for optimal
hole doped BaBiO3, which is large enough to explain the high Tc in K-doped BaBiO3 [279].
However, Plumb et. al. compared band structures of BaBiO3 from the standard DFT
calculation and the angle-resolved photoemission spectroscopy (ARPES) experiment, and
found that both band structures are consistent with each other [207]. This result indicates
the electron correlations in BaBiO3 is weak. If this conclution is correct, to support the
phonon mechanism, the community needs to figure out to answer a question that how a
small e-ph coupling can lead to a high Tc.
1.3 Evidence for the Electron-Phonon Interactions in high-TC
superconductors
1.3.1 the Cuprates
Many people believe the e-e interaction plays a key role in superconductivity in the cuprates
and the e-ph interaction is negligible [12, 30, 87]. But this idea seems too premature in
light of several experimental studies. For example, in different hole-doped cuprate materials,
two kinks are observed in the electronic dispersion along the nodal and antinodal directions,
respectively, using ARPES [136, 54]. A common sense is that these kinks are induced by
the electron-boson coupling, but the question is whether the boson is the magnon or the
phonon. This issue can be addressed considering that both kinks exist above and below Tc
[54], suggesting the boson should not be the spin response mode, which only observed in
certain materials and only below Tc. Moreover, it is suggested the nodal kink is induced
by the half-breathing mode based on neutron experiments [206] and the antinodal kink is
induced by the 40 meV B1g oxygen ”bond-buckling” phonon [54, 60, 142]. Both kinks are
also observed in electron-doped cuprate superconductors and are likely induced by the half-
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and full breathing mode phonons, respectively [201]. The evidence to support phonon is that
in the electron-doped cuprate superconductors, neutron experiments showed that the energy
of the spin resonance mode is at most 10 meV [270], which is much smaller than the energies
of the nodal and antinodal kinks and the spin resonance mode could not be responsible for
both kinks.
The importance of the phonon is also corroborated in inelastic neutron-scattering
experiments and inelastic X-ray scattering, which showed the bond-stretching phonon
anomaly in La2−xSrxCuO4 and YBa2Cu3O0.95. [215, 216, 245]. This anomaly occurs at a
wave vector corresponding to the charge order and is associated with charge inhomogeneity
in cuprate superconductors.
Many people argue that the e-ph coupling cannot support the d-wave symmetry pairing
in the cuprate superconductors, but the aforementioned facts imply that the e-ph coupling
may be important to our understanding of superconductivity, although its contribution is
likely to be indirect [114]. This indicates the e-ph coupling remains necessary to be studied
in the correlated system.
Usually, there are two types of the e-ph couplings. The first one is via a deformation
coupling where the atomic vibration modulates the overlap of the atomic orbitals of
neighboring atoms. One famous theoretical model to capture this coupling is the Su-Shrieff-
Heeger model [243], which has been widely used to study in organic materials [146]. This
type of coupling is relevant to the half- and full breathing modes in the cuprates [60], which
will be discussed in detail in chapter 6. The second one is the electrostatic coupling. This
occurs when the lattice site oscillates through a local crystal field arising from an asymmetry
in the local crystal environment. In this case, the e-ph coupling modulates the onsite energy





















Here, c†i,σ (ci,σ) is the electron creation operator, and x̂i and p̂i are the atoms’ displacement
and momentum operators, respectively. The last term of the Hamiltonian describes the
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charge transfer e-ph coupling. In the cuprates, the coupling to the c-axis modes is largely of
this type [61].
1.3.2 the FeSCs
Similar to the cuprates, the electron-phonon (e-ph) interaction was considered as a secondary
interaction in FeSCs since a first principle study found the e-ph coupling constant in LaFeAsO
is only λ = 0.21, which is not enough to produce high Tc [26]. This calculation is based on
the paramagnetic phase, which is not the case for the parent compounds of FeSCs. It
is suggested that the e-ph coupling through the spin channel is relevant in Fe pnictides,
since the lattice is intimately involved in magnetism such as the Invar effect [66]. Later,
DFT studies showed that the e-ph interaction is enhanced by the magnetism up to λ .
0.35 [280, 25, 48], which is still not enough to explain the high superconducting critical
temperature but is strong enough to have a non-negligible effect on superconductivity and
other properties. In experiments, infrared spectroscopy studies find an unusual redshift of
the Eu mode in the K-doped BaFe2As2 [271] as well as the asymmetry line shape of the
optical conductivity near the Eu mode [271, 101], suggesting the coupling between lattice
vibrations and other channels, such as charge or spin. Recently, femtosecond time- and
angle-resolved photoemission spectroscopy (trAPRES) and time-resolved x-ray diffraction
(trXRD) measurements were performed to record the deformation energy induced by the
A1g phonon in FeSe [224]. It is found that the e-ph coupling strength is about ten times
as estimated in Ref. [26], which could be captured in DMFT+LDA calculations. All these
results highlight that phonons play an important role in shaping electronic properties in bulk
FeSCs materials.
In addition, phonons become more pronounced at interfaces. Recently, it was discovered
a dramatic enhancement of the superconducting transition temperature in FeSe, from 8 K in
bulk [102] to nearly 70 K [141] when grown as a single unit cell layer on SrTiO3 substrates.
One suggested that this enhancement comes from the forward phonon scattering between
the FeSe film and the substrate [141, 138, 258, 259, 213]. Also, some studies claimed that the
substrate allows an antiferromagnetic ground state of FeSe and opens e-ph coupling channels
within the monolayer[47]. In sum, the e-ph interaction cannot be neglected a priori in FeSCs.
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1.3.3 Ba1−xKxBiO3 and BaPbxBiO3 superconductors
The importance of e-ph interactions in Ba1−xKxBiO3 has been revealed by many experiment
studies and has been postulated in many theoretical works. For example, the oxygen-
isotope effect is prominent in Ba1−xKxBiO3 [13, 158, 94]. For a BCS superconductors,
isotopic substitution of a particular atomic species will affect the superconducting transition
temperature as well as the phonon spectrum. By measuring Tc between a 100%
16O sample
and a 65% 18O exchanged sample of Ba0.6K0.4BiO3, it was found the Tc obeys Tc ∼ M−αOO ,
where MO is the mass of the oxygen isotope and αO = 0.22 ± 0.03 [13]. Also, the e-ph
coupling is confirmed in the Tunneling spectroscopy measurements and it was found clear
evidence of phonon images in tunneling conductance up to 60 meV [287, 103] and the e-ph
coupling constant λ ∼ 1 [94]. This large e-ph coupling constant is confirmed by specific heat
experiments as well [130].
Although it was proposed that the nonlinear screening can induce the negative-U in the
Hubbard model, the detailed numerical calculations are not available. Moreover, it was
found the effective Hubbard U is always positive in the five-orbital model, including Bi s
and p, and O pσ orbitals, in the four-orbital model, including Bi s and O pσ orbitals, and in
an effective one band model using the constrained density-functional theory [253]. There is
no indication of a negative U arising from the electronic origin.
1.3.4 Nonlinear electron-phonon coupling
The electron-phonon coupling is one of the factors determining the stability of cooperative
order in solids, such as the superconductivity, charge, and spin density waves. In the pump-
probe experiments, the transient lattice displacement driven by the optical photons could be
large, implicating the nonlinear e-ph coupling needed to be considered. Therefore, the ability
of controlling the e-ph coupling strength by optical driving may open up new possibilities
to steer materials’ functionalities. For example, the nonlinear e-ph coupling of Raman-
active modes has been widely studied in MgB2 and is treated as a key factor to explain
the observed high TC and boron isotope effect in MgB2 [277]. Also, both terahertz time-
domain spectroscopy (THZ TDS) and time- and angle-resolved photoemission spectroscopy
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(tr-ARPES) experiments showed a transient threefold enhancement of the e-ph coupling
constant in SiC [208], which is likely due to the nonlinear e-ph coupling [235]. But another tr-
ARPES experiment showed the transient electron-boson interaction is reduced in a cuprate
superconductor [289]. The suppression of the electron-boson coupling may be due to the
interplay between the nonlinear e-ph interaction and the Coulomb interaction. However,
it remains unclear how the nonlinear e-ph coupling corporate/compete with the linear e-
ph coupling and the Coulomb interaction in solid materials [120]. In the chapter 3, I will
answer a part of this question and explain the interplay between the nonlinear and linear
e-ph couplings and study its effect on the superconductivity and the CDW phase.
1.4 Scope and Organization
The goal of this thesis is to examine the role of e-ph interactions in multiorbital strongly
correlated systems using numerical techniques. The overall organization is as follows.
Chapter 1 (this chapter) focus on introducing e-e correlations and e-ph interactions in high-
temperature superconductors, including cuprates, FeSCs, and Ba1−xKxBiO3. The effective
Hubbard model for the cuprates and the Holstein model, in which the onsite energy of the
atomic orbitals is modulated by the lattice vibration, are introduced as well in this chapter.
Chapter 2 introduces two numerical techniques used to solve the Hamiltonian relevance
to phonons and correlated electrons. The first one is the determinant quantum monte carlo
(DQMC) and the second one is the dynamical mean field theory (DMFT). I will use the
Hubbard model to illustrate how these two techniques work.
In chapter 3 I will study the role of the nonlinear e-ph coupling in an modified Holstein
model. Here, the e-e interaction is not included in this model. My starting point is to
understand the interplay between the nonlinear and linear e-ph couplings absence of the
Coulomb interaction. The influence of the Coulomb interaction will be considered in my
future research.
In chapter 4 I will examine the momentum dependence of the orbital-selective behavior
in a three-orbital Hubbard model. It will be shown that itinerant electrons in the OSMP
have strong momentum dependence while the localized electrons are almost momentum
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independent. This study also paves a way to further examine the role of the e-ph interaction
in the OSMP.
In chapters 5 I will study the influence of the e-ph interaction on the orbital-selective
behavior in a multiorbital Hubbard-Holstein model. This work will be done in both infinite-
and one-dimensions using DMFT and DQMC, respectively. It will show that a weak to
intermediate e-ph coupling can strongly modified the phase diagram both in a 1D system
and an infinite dimension system. It is hopefully to extend my conclusion to two and three
dimensions, where the cuprates and FeSCs is relevant.
In chapter 6 I will study the breathing phonon in superconductors Ba1−xKxBiO3. I will
show how the nonlocal e-ph coupling produces a dimerized structure and how this structure
disappears as doping. Also, I will study the localization of polarons and bipolarons in the
metal-to-insulator transition. The superconducting state induced by the breathing phonon
will examined as well.
Finally, in chapter 7, conclusions will be presented as well as discussion of possible




Most of the strongly correlated many body problems cannot be solved in analytically. One
simple model for the correlated systems is the Hubbard model. In this chapter, I will present
two numerical methods to solve the Hubbard model. The first method is the determinant
quantum Monte Carlo, which allows to treat e-e and e-ph interactions exactly. The second
one is the dynamical mean field theory, which neglects spatial correlations. The application
of the determinant quantum Monte Carlo to the Holstein model is also discussed in this
chapter.
2.1 Hubbard model
The Hubbard model was originally proposed to describe the ferromagnetism in transition
metals [104]. The Hamiltonian includes the electron hopping and onsite electron-electron













in which c†i,σ creates an electron with spin σ on site i, tij is the hopping integral, U is the
onsite Coulomb repulsion strength, and µ is the chemical potential used to fix the charge
density. The Hubbard model describes an interacting many-body system which cannot be
solved analytically, except in dimension d = 1 with nearest-neighbor hopping [152]. To study
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correlation phenomena such as the Mott transition in higher dimensions, both dynamical
mean field theory (DMFT) [78, 166] and Quantum Monte Carlo (QMC) methods have been
widely applied.
To better understand the Hubbard model, I will discuss the solution of the single site
case, which is the simplest case. In the single site limit, the electron Green’s function at the




1 + 2eβµ + eβ(2µ−U)
, (2.2)
where β is the reciprocal of the thermodynamic temperature. The Green’s function in the
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. (2.3)











1 + 2eβµ + eβ(2µ−U)
δ (ω + µ) +
eβµ + eβ(2µ−U)
1 + 2eβµ + eβ(2µ−U)
δ (ω + µ− U) . (2.5)
Equation 2.5 shows that there are two δ functions in the spectral functions. These two δ
functions are separated by a Mott gap with a scale of U . On the cluster, these two δ functions
are expanded to continuous functions.
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2.2 Determinant Quantum Monte Carlo Method
Solving the Hubbard model on the cluster remains a big challenge to date. Determinant
quantum Monte Carlo is one of the ways to solve the Hubbard model exactly. DQMC is
an auxiliary field imaginary-time Monte Carlo method for simulating interacting systems of
particles in the grand canonical ensemble [24, 231, 269]. In the following, I will discuss the
application of DQMC in solving the Hubbard model.
2.2.1 The General Methodology
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Here, K is the non-interacting Hamiltonian and V is the Hubbard interaction. In DQMC, the
major task is to calculate the partition function Z ≡ Tre−βH . One way to obtain the partition
function is dividing the inverse temperature interval [0, β] into many small imaginary time



















In the Eq. (2.8) the Trotter approximation is applied [269, 76]. ∆τ is a controllable error,
and when ∆τ is small enough, this approximation is reasonable. The Hubbard interaction
term can be reduced into quadratic terms by introducing an auxiliary field si,l = ±1 at each
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−λsi,l(ni,↑+ni,↓−1)+α2 (α < 0)
, (2.9)
where λ = ln(e|α|/2 +
√
e|α| − 1). In the single band Hubbard model α = ∆τU > 0. Then

















































































is a row vector and I is a N × N identity matrix (N is the size

















































Most observables can be expressed in terms of the single particle Green’s function. The equal
time Green’s function Gσij(l) at a discrete time τ = l∆τ and at a displacement d = ri − rj
for an electron propagating through the field produced by the si,l is given by [269]
Gσij(l) = 〈Tτ [ci,σ(τ)c
†
j,σ(τ)]〉









= M−1i,j . (2.16)
To evaluate 〈Ô〉, Eqs. 2.14 and 2.15 show that I need to do a summation over all {si,l}
configurations. However, it is impossible to go through all {si,l} configurations in numerical
calculations. To overcome this issue, I use the importance sampling method in the Monte
Carlo. Here, the importance sampling generates a sequence of Hubbard-Stratonovich (HS)
configurations {si,l}, with a distribution probability p ({si,l}) = detM
↑detM↓
Z
. In the Monte




decides how to accept an update. The
relationship between the transition probability and the distribution probability is given by












































once it satisfy Eq. (2.18). One typical solution is the Metropolis-Hastings






 RR+c R > 1R
1+c×R R ≤ 1
, (2.19)
where c is adjusted in our code to maintain a certain acceptance rate.
In the determinant quantum Monte Carlo, I first set the initial HS field for each time
slice and site and then flip the HS field at one site and time slice. The ratio of determinants
after and before flipping is




in which M ′σ is a new M matrix after flipping a field si,l → −si,l. There is an efficient




= 1 + [1−Gσii(l)]∆σii(i, l), (2.21)
in which ∆↑,↓jk (i, l) = δjiδki[e
±2∆τsi,l−1]. For each flip, the transition probability is calculated




> r I accept
this field flipping with a new Green’s function
G′σ(l) = Gσ(l)− G
σ(l)∆σ(i, l)[1−Gσ(l)]
1 + [1−Gσii(l)]∆σii(i, l)
. (2.22)
After all sites on a given time slice have been updated, I advance to the next time slice. The
Green’s function for the next slice is given by




In DQMC I first set a large number of updating steps for warming up in that the HS fields
should be updated close to the thermal equilibrium configurations before any measurement
is applied.
2.2.2 Unequal Time Green’s Function
Green’s function G(ri, τl; rj, τl′) is a function of ri − rj and τl − τl′ . When τl = τl′ = l∆τ ,
Green’s function G(ri, τl; rj, τl′) becomes equal time Green’s function Gij(l). The equal time
Green’s function can be calculated via Eq. (2.16). However, in order to measure dynamic
quantities, one needs to measure the unequal time Green’s function (τl 6= τl′), which can be
obtained by [115]
G(τl, τl′) =
 G(l′) [B(l − 1) · · ·B(l′)] (τl > τl′)−G(l′) [B(l − 1) · · ·B(1)B(L) · · ·B(l′)] (τl < τl′) (2.24)
2.2.3 Measurements and Error Estimates






where M is the number of measurements, 〈O〉k is the result at a given field configuration






[〈O〉k − 〈Ô〉]2, (2.26)
Many physical observables can be evaluated by the Green’s function. For example, the




















and the local moment on site i is


















Correlation functions can be expressed in terms of Gσ(τ) through application of the Wick

















in which ρq(τ) =
∑
ri,σ
e−iq·rinri,σ(τ), nri,σ = c
†
ri,σ
(τ)cri,σ(τ), and N is the total cluster size.
Following Wick theorem, 〈nri,σ(τ)nrj ,σ′(0)〉 is calculated by
〈nri,σ(τ)nrj ,σ′(0)〉 =

〈nri,σ(0)〉 ri = rj, σ = σ′, τ = 0
〈nri,σ(τ)〉〈nrj ,σ′(0)〉 σ 6= σ′
〈nri,σ(τ)〉〈nrj ,σ(0)〉−
Gσ(rj − ri,−τ)Gσ(ri − rj, τ) σ = σ′
.

















For conventional superconductors, the gap has s-wave symmetry; while for cuprates, the
gap has d-wave symmetry. The different gap symmetries lead to different formulas for pair-
field or superconducting susceptibilities. For completeness, a general formula for these two

























Here, δ is an index that runs over nearest neighbors of the site i and the phase factor Pδ
alternates in sign with P±x̂ = 1 = −P±ŷ. To distinguish the two gap symmetries, the
pair-field susceptibilities will be denoted χs and χd for the s- and d- wave case, respectively.
2.2.4 The Fermion Sign Problem
In general, the factor det(M↑)det(M↓) is not positive due to Fermi statistics. When I apply
an operator c†j,σ to a many-body wave function |ψ〉, a phase factor ±1 is determined by
the order of the creation operators c†i,σ applied to the vacuum state to produce |ψ〉. But
I don’t know this order in my DQMC calculations, which results in a negative value of
det(M↑)det(M↓) for some configurations. This negative problem is called the Fermion sign
problem. To overcome it the absolute value of the product |det(M↑)det(M↓)| is used and




where Ps denotes the sign of the product det(M
↑)det(M↓). The average sign depends on
a number of factors including the size of the system, the overall filling, the strength of the
interaction U , and inverse temperature β [157, 105]. At low temperature, the sign problem
becomes terrible and the average sign value tends toward zero for the Hubbard model at
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non-half fillings due to particle-hole asymmetry. When the average sign value close zero, the
observable obtained from Eq. 2.34 becomes a meaningless large value.
2.3 Dynamical Mean Field Theory
2.3.1 Fermions in infinite dimensions
The DMFT maps a lattice problem with many degrees of freedom onto an effective single-
site problem with fewer degrees of freedom. More specifically, instead of studying the lattice
problem, DMFT extracts a local site on the cluster and using bath levels to effective describte
the hybridization on the cluster. At the same time, DMFT keeps all local interaction on this
local site. Results from DMFT are quanlitive correct for high dimensions and become exact
in the limit of infinite dimensions (d→∞) [78, 84].
Before talking about the DMFT technique, it is necessaty to rescale the Hubbard
Hamiltonian to ensure that in the d→∞ limit the energy per lattice site does not diverge.
The on-site Coulomb interaction term is not sensitive to the dimensionality and U can be
the same. The total kinetic energy in the mean field approximation with nearest-neighbour
hopping t is HKE =
∫





δ(ε− εk), in which εk = −2t
∑d
i=1 cos(ki). In the infinity dimension (d→∞),
the bandwidth diverges and so do the density of states and kinetic energy. The proper scaling
is determined from the density of states for d→∞. One way to obtain the density of states


















































where J0(z) is a Bessel function and t = t∗/
√

















When t∗ is constant, the kinetic energy becomes finite. Hence, on the hypercubic lattice, the
nearest-neighbor hopping t must be scaled proportional to 1/
√
2d to obtain a meaningful
finite limit. In general, the n-th nearest neighbor hopping amplitude tn must be scaled
proportional to 1/
√
Zn, where Zn is the number of sites connected by tn. On the Bethe
lattice with infinite nearest neighbors Z (Z →∞), the nearest-neighbor hopping t = t∗/
√
Z






DMFT extracts one local site in the Hubbard model and treats it as an impurity site in the
Anderson impurity model (see Fig, 2.1). Here, the interaction bewteen the impurity site and
energy baths is effectively equal the interaction between this site and other sites in a lattice
model.











σapσ + h.c.) + Un̂↑n̂↓ − µ(n̂↑ + n̂↓), (2.37)
where a†pσ creates an electron with spin σ on the bath p, c
†
σ creates an electron with spin
σ on the impurity site, and n̂ = c†σcσ. The last term of Eq. (2.37) is introduced since this
Hamiltonian will be solved in the canonical ensemble and the chemical potential is used to
fixe the particle filling.
The Green’s function of the impurity site is defined as
G(iωn) =
1
iωn + µ− Γ(iωn)− Σ(iωn)
, (2.38)
where ωn is the Mastubara frequency ωn = 2(n+ 1)π/β, β is the inverse of the temperature,








Figure 2.1: DMFT extracts one site from lattices and keeps local interactions on this site.
At the same time, this site is coupled to energy baths.
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iωn − ξk − µ− Σ(k, iωn)
, (2.40)
where ξk is the eigenenergy of the kinetic energy of Eq. (2.1) and k is the momentum. In
the dynamical mean field approximation, I assume the self-energy Σ(k, iωn) is mometum
independent and labelled as Σloc(iωn). The local hybridization function of the Hubbard
model is obtained by
Γloc(iωn) = iωn + µ+ Σloc(iωn)−G−1loc(iωn). (2.41)
In the DMFT, I first give an initial value to Σloc(iωn) and calculate the local hybridization
function Γloc(iωn) via Eq. (2.41). This local hybridizarion function should equal Γ(iωn) in
that the hybridization to the bath is used to describe the hybridization between a local
site and other sites in the Hubbard model. The parameters Vp and ξp in Eq. (2.37) are
determined via Eq. (2.39) using the least squares minimization. Here, this fitting process is
done using the open-source MINPACK library. Solving the Anderson Impurity Hamiltonian,
I can get the impurity Green’s function G(iωn) and self-energy Σ(iωn). The DMFT requires
the impurity self-energy Σ(iωn) equal the local self-energy Σloc(iωn). For clarity, the whole
DMFT procedure is shown in Fig. 2.2. The iteration continues until a self-consistent solution
(Σ) is reached.
2.3.3 Impurity solver: Exact Diagonalization
In this thesis, I use the exact diagonalization to solve the Anderson impurity Hamiltonian
[155]. Assuming that I study the Anderson impurity Hamiltonian on a cluster with N − 1
bath sites and one impurity site, I have two possible states for each site: spin up and
spin down. Thus the system has 2N states, and this is the dimension of the Hamiltonian
matrix. The basis states in the charge number representations are |n1, n2, n3, · · · , nN〉↑ ⊗
|m1,m2,m3, · · · ,mN〉↓, where ni is the charge number on site i with spin up and mi is the
charge number on site i with spin down. For fermions, ni and mi can only be 0 or 1. The
37
Figure 2.2: DMFT self-consistent loop.
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2N states can be enumerated as
|φ1〉 = |0, 0, 0, · · · , 0, 0〉↑ ⊗ |0, 0, 0, · · · , 0〉↓,
|φ2〉 = |1, 0, 0, · · · , 0, 0〉↑ ⊗ |0, 0, 0, · · · , 0〉↓,
|φ3〉 = |0, 1, 0, · · · , 0, 0〉↑ ⊗ |0, 0, 0, · · · , 0〉↓,
...
|φ2N 〉 = |1, 1, 1, · · · , 1, 1〉↑ ⊗ |1, 1, 1, · · · , 1, 〉↓. (2.42)
The Anderson impurity Hamiltonian matrix is computed via
Hij = 〈ψi|H|ψj〉. (2.43)
For example, assume there are one impurity site and two bath levels. In the basis, I set the
first site as the impurity site and the other two sites corresponding to the bath 1 and bath
2. Here, I take the two basis states as
|φi〉 = |1, 1, 0〉↑ ⊗ |1, 0, 0〉↓,
|φj〉 = |1, 1, 0〉↑ ⊗ |1, 0, 0〉↓.





















〈φi| − µ (n̂↑ + n̂↓) |φj〉 = −2µ.
Then the Hamiltonian matrix element is ε1 + U − 2µ.
A big issue of the exact diagonalization is that the Hamiltonian matrix size grows
exponentially with increasing N , making even small lattices of typically 10 sites difficult
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to handle with standard diagonalization techniques. To make the Hamiltonian matrix size
accessible to the available computing power, I can reduce the matrix size by using
[H,S2] = [H,Sz] = [N̂ ,H] = 0, (2.44)
where H is the Hamiltonian, S2 is the total spin number, Sz is the total spin in the z
direction, and N̂ is number operator. This equation tells that S2, Sz, N̂ are good quantum
numbers, and I can divide the 2N states into (N + 1)2 subspaces with each subspace has a







 basis elements. For N = 10, the size of the largest subspace is
63,504, which is much smaller than 220 = 1, 048, 576. Hence, when the Hamiltonian matrix
is constructed in the subspace, it is much easier to diagonalize this small matrix.
2.3.4 Green’s function
After doing the exact diagonalization, I can get the eigenenergy En and eigenstate |φn〉. The
Green’s function is calculated using these eigenvalues via






















iωn + Em − En
+
〈φm|c†j|φn〉〈φn|ci |φm〉




There are two summations appearing in the expansion for the Green’s function, and if the
space of the basis is large, it will take a long time to calculate this Green’s function. To
reduce the time, I use a Lanczos vector procedure rather than doing summations directly






iωn + Em − En
= 〈φm|ci
1






iωn + En − Em
= 〈φm|c†j
1
iωn +H − Em
ci |φm〉. (2.47)






iωn + Em − En
= 〈φm|ci
1





iωn + En − Em
= 〈φm|c†i
1
iωn +H − Em
ci |φm〉. (2.49)
Then I need to evaluate 〈φm|A† 1z−HA |φm〉 or 〈φm|A
† 1
z+H
A |φm〉, in which z is a complex
value, A and A† are particle operators, and H is the Hamiltonian operator. The first
step of the Lanczos vector procedure is constructing a basis, on which the projection of the
Hamiltonian is a tridiagonal matrix. I construct the first basis element via
|f̃0〉 = A|φm〉,





Then I construct the second basis element |f1〉 through





where α0 = 〈f0|H|f0〉 and b0 =
√
〈f̃1|f̃1〉. Similary, the third basis element is constructed by






where α1 = 〈f1|H|f1〉 and b1 =
√
〈f̃2|f̃2〉. The fourth basis element is given by





where α2 = 〈f2|H|f2〉 and b2 =
√
〈f̃3|f̃3〉. In general, the lth basis element is defined as





where αl−1 = 〈fl−1|H|fl−1〉 and bl−2 =
√
〈f̃l−2|f̃l−2〉.
After constructing M basis elements, I construct the Hamiltonian matrix in the |fi〉 basis.
The Hamiltonian matrix then is
H =

α0 b0 0 0 · · · 0 0
b0 α1 b1 0 · · · 0 0








0 0 0 0 · · · bM−1 αM

(2.50)





































z−Es is the first element of the matrix
1
z−H . Since the matix z−H is
















































Then 〈φm|ci 1iωn+Em−H c
†




iωn−Em+H ci |φm〉 are calculated by using Eq. (2.51),
Eq. (2.52), Eq. (2.53), and Eq. (2.54).
If ri 6= rj, I need to construct another two operators to obtain 〈φm|c†j 1z+H ci |φm〉. I define
U = ci + cj,
V = ci + icj,
and note that






























j|φm〉 can be obtained using the same method.
The number of the basis elements M used in the Lanczos vector procedure must be large
enough to let 〈φm|A† 1z±HA |φm〉 converge. At low temperature, the Boltzmann factor
e−βEm
Z
decreases to zero for the high energy excited state. That means I don’t need to include all
eigenstates for the first summation over m in Eq. (2.45). Keeping the lowest 100 states is
usually enough to obtain an accurate result for β = 100/t.
2.4 Holstein model
The goal of this thesis is to study electron-phonon (e-ph) coupling in the presence of strong
e-e interactions. To this end, the application of DQMC to the Holstein model is examined. In
the Holstein model, phonons are included as independent harmonic oscillators, characterized
by a frequency Ω, on each site. The e-ph interaction is included as a local coupling. The
Hamiltonian is given by
H = K +Hlat +He−ph, (2.56)





























Here, b†i creates a phonon on lattice site, M is the ion mass, X̂i and P̂i are the lattice
position and momentum operators, respectively, and g = α/
√
2MΩ is the strength of the
e-ph coupling.














DX(0)DX(1) · · ·DX(L− 1)〈X(0)|e−∆τ(He−ph+K+Hlat)|X(1)〉
〈X(1)|e−∆τ(He−ph+K+Hlat)|X(2)〉 · · · 〈X(L− 1)|e−∆τ(He−ph+K+Hlat)|X(0)〉,
(2.59)
in which X(l) = {X1(l), X2(l), X3(l), · · · , XN(l)} is a set of displacement configuration on
the cluster at an imaginary time l∆τ . Considering that
z (X(l), X(l + 1)) = 〈X(l)|e−∆τ(He−ph+K+Hlat)|X(l + 1)〉
=
∫
DP (l)〈X(l)|P (l)〉〈P (l)|e−∆τ(He−ph+K+Hlat)|X(l + 1)〉
≈
∫












i |X(l + 1)〉
=
∫






























































z (X(l), X(l + 1)) is a function of X(l) and X(l + 1), and all phonon operator has been
integrated out. The position operator X̂i is replaced with a set of continuous variable Xi(l)
defined on the same discrete imaginary-time grid as the Hubbard-Stratonovich fields. The
momentum operator is replaced with a finite difference Pi(l) = M
Xi(l+1)−Xi(l)





DX(0)DX(1) · · ·DX(L− 1)z (X(0), X(1)) z (X(1), X(2)) · · ·
z (X(L− 1), X(L− 0)) (2.61)
Then the Bσl matrix defined in Eq. (2.11) is modified as
Bσl = e
−∆ταX(l)e−∆τK . (2.62)
The matrix X(l) is a diagonal matrix, whose ith diagonal element is Xi(l).
Similar with the update in the Hubbard model, the single-site update in the Holstein
model is performed by Xi(l) → X ′i(l) = Xi(l) + ∆Xi(l). The proposed update is accepted
with probability R = R↑R↓e−∆τ∆Eph , where ∆Eph is the total change in bare phonon energy


































Rσ is the same as defined in Eq. (2.21) with ∆σ(i, l) replaced by
∆σjk(i, l) = δikδjk [exp (−∆τ∆Xi(l))− 1] . (2.64)
In addition to the single-site update, I have to perform a block update at low temperature,
where the rate of acceptance of single-site updates is slow. For large β the total expectation
value of the phonon momentum is small and a large change of Xi(l) leads to a large change
of phonon momentum and will be rejected in the DQMC algorithm. As a result, phonon
configurations can be frozen and a large number of small phonon updates are needed to move
such a configuration to another statistically independent configuration. The introduced block
update allows large changes in Xi(l) with a small change in phonon kinetic energy. Therefore,
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the block update helps to efficiently move the phonon configurations out of false minima at
lower temperatures.
The block update is performed by Xi(l) → Xi(l) + ∆X for all l ∈ [0, L). There is no
fast updating formula for the block update and the equal time Green’s function is required
to be recomputed from Eq. (2.16). Then the block update takes a lot of time in DQMC
calculations, and scales as O(N3).
2.5 Analytical Continuation







〉 and the phonon Green’s function D(q, τ) = 〈Tτ [X̂q(τ)X̂−q(0)]〉 measured
on the imaginary time axis τ . In the analytical continuation calculation, I regroup these
samples into m bins by averaging M/m samples for each bin. The Green’s function is

















in which A(q, ω) and B(q, ω) are the electron and phonon spectral functions, respectively.
A(q, ω) is always positive and can be interpreted as a probability function. While B(q, ω)
is negative for ω < 0. B(q, ω) is not the probability function and not normalized. In order
to normalize the phonon spectral function, Eq. (2.66) is divided by a factor D(q, T ) =∫ β
0
D(q, τ)dτ . Generally, I can use a single equation to indicate the relationship between the





where O(τ) is G(ω) for fermions and D(τ)
D(T )
for bosons and f(ω) is A(q, ω) for fermions and
B(q,ω)
ωD(q,T )
for bosons. The kernel function K(ω, τ) is e
−τω
1+e−βω




The spectral function f(ω) is obtained by the Maximum Entropy method (MEM) [108,
32], which requires one to maximize
Q = 2αS − Y, (2.68)




[Õ(τi)− Ō(τi)][C−1]i,j[Õ(τj)− Ō(τj)]. (2.69)
Õ(τi) is the Green’s function at imaginary time slice τi produced from a proposed spectral
function by Eq. (2.66), and Ō(τi) is the average Green’s function at time slice τi from DQMC.






[Ok(τi)− Ō(τi)][Ok(τj)− Ō(τj)], (2.70)
in which Ok(τi) is the Green’s function at imaginary time slice τi from the kth bin in the















Here, µ0 is the median and σ
2 is the variance. Any information that is known about the
spectrum beforehand, can be encoded in the default model. The entropy has a maximum
value of zero when f(ω) = m(ω). When f(ω) 6= m(ω), S is negative. How negative is a
measure of how much f(ω) differs from m(ω).
The solution of the spectral functionf(ω) should minimize Y . Meanwhile, the principle
of maximum entropy says that the values of a spectral function f(ω) are to be assigned by
maximizing the entropy expression. α is introduced as a weight factor to denote which one is
more likely to be fitted. If α = 0 the solution just minimizes Y . If α→∞ the solution just
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maximizes entropy and is the default model m(ω). A good solution requires a ∼ 1, which
leads to both conditions being satisfied.
To maximize Q, one has to solve this equation
α∇S −∇Y = 0, (2.72)
with
∇S = −ln f(ωi)
m(ωi)
, (2.73)








The matrix K(ω, τ) can be decomposed as K = V ΣUT , where V and U are orthogonal
matrices. The solution could therefore be represented in terms of a new variable u, where
lnf/m = Uu. Then Eq. (2.72) can be written as
−αu = ΣV T ∂Y (Õ, Ō)
∂f
= g. (2.75)
A Newton method can be applied to Eq. (2.75) by starting some trial value of u and
increasing at each iteration being given by Jδu = −αu − g, where J = αI + ∂g/∂u is the
Jacobian of the system.
The solution of Eq. (2.75) depends on α, so the next step is to calculate the posterior
probability p(α|Ō,m) of α, which could be found in Ref. [108] and Ref. [32]. The expression


































The effects of non-linear
electron-phonon interactions
In this chapter, determinant quantum Monte Carlo (DQMC) simulations are used to study
non-linear electron-phonon (e-ph) interactions in a two-dimensional Holstein-like model on
a square lattice. The key result presented in this chapter have appeared in Ref. [147, 148]
Electron-phonon coupling is an important interaction in many molecular systems and
solids, which dresses carriers to form quasiparticles (called polarons) with increased effective
masses and modified dispersion relations [68, 62]. Nearly all treatments of this interaction
make use of linear models, where an electronic degree of freedom is coupled to the first-order
displacement of the ions. Theorists typically justify this by expanding the e-ph interaction
Hamiltonian in powers of the lattice displacement and then truncating the expansion under
the assumption that the net displacements from equilibrium are small. For example, the
motion of an atom in an external potential Ψext(X) established by the remainder of the
crystal introduces an on-site electrostatic coupling between the lattice displacement X and





Typically Φext is a non-linear function which scales like an inverse power of X. Thus, an
expansion of Φext(X) yields Hsite = H0+He−ph+O(X
2), where H0 is the on-site Hamiltonian
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in the absence of atomic motion and He−ph is the usual (linear) e-ph coupling. The higher-
order terms are typically dropped assuming that X is small; however, large displacements
are expected in a number of situations. For example, in the limit of a strong e-ph coupling,
linear models predict large lattice distortions surrounding carriers as small polarons are
formed [62, 80, 1, 3]. This result violates the assumptions underlying the linear models and
indicates the necessity of including higher-order terms in the expansion [1, 3].
Non-linear e-ph interactions have a dramatic effect on polaron properties in the single-
carrier limit. This was first demonstrated in Ref. [1], which examined the problem using
the non-perturbative “momentum average” approximation and found that small higher-order
interactions lead to a dramatic undressing of the polaron. This result is of potential relevance
to many systems where strong e-ph interactions have been inferred from experiments
[137, 143, 170, 277, 43]; however, it is not clear whether the single-polaron result will
generalize straightforwardly to the finite carrier concentrations relevant for these materials.
Calculations at finite carrier concentrations are also needed in order to understand the impact
of non-linearity on broken symmetry states like superconductivity [9] and charge density
waves (CDW) [83].
In this chapter, I examine non-linear interactions in the many body limit by studying
the non-linear single-band Holstein model in two dimensions using DQMC. DQMC has
previously been applied to linear Holstein models [231, 52, 113], but to the best of my
knowledge, it has not been applied to any e-ph models with non-linear interactions. First
I focus on the competition between Peierls CDW correlations and s-wave superconductivity
that is known to occur in the linear model [231, 172]. As with the single-carrier limit,
I find that inclusion of a nonlinear interaction renormalizes both the effective frequency
of the Holstein phonon and the effective e-ph coupling strength, resulting in significant
changes in both the electronic and phononic properties of the model. While this allows
superconductivity to emerge from behind the competing CDW order, I conclude that a non-
linear interaction is ultimately detrimental to superconductivity in the Holstein model due
to a renormalization of the effective linear e-ph coupling.
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3.1 The non-linear Holstein model
The modified single-band Holstein Hamiltonian is













































contains the interaction terms to kth order in the atomic displacement. Here, c†i,σ (ci,σ)
creates (annihilates) an electron of spin σ on lattice site i; b†i (bi ) creates (annihilates) a
phonon on lattice site i; n̂i,σ = c
†
i,σci,σ is the number operator; µ is the chemical potential; t
is the nearest-neighbor hopping integral; M is the ion mass; Ω is the phonon frequency; X̂i
and P̂i are the lattice position and momentum operators, respectively; and gk = αk(2MΩ)
− k
2
is the strength of the e-ph coupling to kth order in displacement.
The non-linear Holstein model is characterized by several dimensionless parameters, and
the specific choice in parametrization is not unique. Here, I follow the convention used
in previous works, where the usual dimensionless parameter λ = α21/(MΩ
2W ) = g21/(4tΩ)
parametrizes the linear coupling strength and ξk = gk/gk−1 parametrizes the non-linear
interaction terms. This choice provides a convenient interpretation with large λ implying a
strong linear interaction and large ξk implying strong non-linear effects. In the linear model
(ξk = 0) λ > 1 implies the formation of small polarons. Thus, this choice of parametrization
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is also useful for making comparisons to my expectations gained from studying the linear
model.
In my calculations I keep g1 > 0 without loss of generality. Furthermore, Ref. [1]
examined terms to 4th order in the interaction and found that the largest effect was produced
by the 2nd order terms. I expect a similar result here and restrict myself to k = 2 while
defining ξ = g2
g1
. Furthermore, I neglect the anharmonic terms in the lattice potential, which
are not expected to significantly alter my results when ξ > 0 [1]. (Such terms are needed,
however, when ξ is large and negative, see section 3.1.2.5.) I examine two-dimensional square
lattices with a linear dimension N (a total of N × N sites) and set a = t = M = 1 as the
units of distance, energy, and mass, respectively. I typically work on lattice sizes ranging
from N = 4 to 8 in size. In general I do not observe significant finite size effects [147], which
is likely due to the local nature of the interaction in the model.
The Holstein model and its non-linear extension do not suffer from a fermion sign problem
due to particle-hole symmetry [269, 157]. I am therefore able to perform simulations to
arbitrarily low temperatures [147]; however, I find that most of the physical properties I
am interested in can be examined for β = 4/t. I use this temperature for all plots in
this work unless stated otherwise and present results for an imaginary time discretization
of ∆τ = 0.1/t. In all of my simulations, I have not observed any significant ∆τ errors
introduced by this choice.
3.2 Results and Discussion
3.2.1 Charge-density-wave and superconductivity correlations
I first examine CDW and superconducting correlations. A measure of the CDW correlations











iq·Rin̂i,σ. Similarly, a measure of the s-wave superconducting correlations
















Figure 3.1 shows the CDW and superconducting correlations as a function of the band
filling in the linear and non-linear models at an inverse temperature β = 5/t. Here the linear
coupling has been fixed to λ = 0.25. The results for the linear model (ξ = 0) agree well
with previous work [230], where q = (π, π) CDW correlations are dominant due to a strong
q = (π, π) nesting condition on the Fermi surface near half filling (〈n〉 ∼ 1) [231, 172]. The
non-linear interaction dramatically alters these results. The initial effect is rapid and I find
that χC(π, π) is suppressed near 〈n〉 ∼ 1 by an order of magnitude for a relatively small
value of the non-linear coupling ξ = 0.05. This suppression continues for increasing values
of ξ, but it is less dramatic after the initial decrease.
The ξ dependence of χC(π, π) and χSC is examined further in Fig. 3.2. Results are
shown for N = 8 cluster with a fixed filling of 〈n〉 = 1 and λ = 0.25. The behavior matches
the expectations from Fig. 3.1 and the rapid initial suppression of the CDW correlations
for small non-zero values of ξ is evident. Similar results were obtained in the single-polaron
limit, where a small value of ξ produced large changes in the polaron’s effective mass and
quasiparticle weight, but gave way to more gradual changes in these properties for further
increases in the value of ξ [1].
In the linear model, CDW correlations directly compete with s-wave superconductivity
and the former dominate at low temperatures, particularly for fillings near 〈n〉 ≈ 1 [231, 52,
113, 172]. Thus, there is a concomitant enhancement in the pair-field susceptibility once the
CDW correlations are suppressed by the non-linear interaction, which is evident in Figs. 3.1
and 3.2. After its initial rise, however, χSC is relatively independent of the value of ξ for all
values of the band filling examined, apart from a slight suppression of χSC in the vicinity
of 〈n〉 ≈ 0.65. Thus, the non-linear coupling does not significantly enhance or suppress
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Figure 3.1: (color online) (a) q = (π, π) charge and (b) pair-field susceptibilities as a
function of filling for the linear (ξ = 0, black downward triangle) and non-linear (ξ = 0.05,
blue circle; ξ = 0.10, red square; and ξ = 0.25, green diamond) Holstein models with Ω = t
and λ = 0.25. The remaining parameters are N = 8, β = 5/t, and ∆τ = 0.1/t. Error bars
smaller than the marker size have been suppressed for clarity.
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Figure 3.2: (color online) The charge χC(π, π) (black square and red downward triangle)
and pair-field χSC (green circle and blue diamnond) susceptibilities as a function of ξ at
half filling 〈n〉 = 1. Results are shown for a N = 8 cluster and in the thermodynamic limit
N →∞, which is obtained from a finite-size scaling analysis. The remaining parameters are
identical to those used in Fig. 3.1. The charge susceptibility has been rescaled by a factor of
25. Inset: the average value of the lattice displacement as a function of ξ. Error bars smaller
than the marker size have been suppressed for clarity.
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superconductivity at this temperature once the competition with the CDW correlations has
been suppressed or eliminated.
The inset of Fig. 3.2 plots the average lattice displacement 〈X〉 = 1
N
∑
iXi as a function
of ξ. This quantity serves as a proxy for the average number of phonon quanta (which is
not directly accessible in the DQMC formalism) as larger lattice distortions are described by
coherent states with increasing numbers of phonon quanta. For increasing values of ξ, the
average lattice displacement is reduced, and thus, so is the number of phonon quanta on each
site. This is fully consistent with the single-carrier limit where the number of phonon quanta
in the polaron cloud dropped dramatically for non-zero values of ξ [1]. This relaxation of the
lattice displacement shown here thus reflects the undressing of the lattice bipolarons that
from the q = (π, π) CDW state.
Finite-size effects are also examined in Fig. 3.2, where results in the thermodynamic
limit N → ∞ obtained from a finite-size scaling analysis are also shown. The behavior
of the CDW susceptibility is nearly identical to the finite cluster results, while the pair-
field susceptibility is slightly suppressed in the thermodynamic limit. This indicates that
suppression of the CDW correlations for increasing ξ is well captured by the N = 8 clusters
while the pair-field susceptibility is slightly overestimated. I conclude that finite-size effects
associated with determining the susceptibilities on the N = 8 cluster are small and have
little bearing on my conclusions.
If the non-linear coupling results in a undressing of the polarons, one might expect the
system to relax back to a metallic state for large values of ξ. I therefore examine the spectral
weight at the Fermi level in order to confirm this expectation. A measure of the spectral
weight at the Fermi level (ω = 0) can be obtained from the imaginary time Green’s function
via the relationship [248]




dωA(k, ω)g(ω, β), (3.8)
where g(ω, β) = cosh−1(βω/2) and A(k, ω) = − 1
π
ImG(k, ω) is the spectral function. At
low temperatures g(ω, β) is peaked at ω = 0 and therefore weights the spectral weight at
the Fermi level. The local propagator G(r − r′ = 0, τ = β/2) ∝
∑
kG(k, β/2) is then
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a measure of the total spectral weight at the Fermi level. For simplicity I introduce the
notation βG(r = r′, τ = β/2) = βGβ/2.
Figure 3.3(a) shows βGβ/2 as a function of ξ. Results are shown at half filling for a
number of cluster sizes, as well as the thermodynamic limit. The behavior is similar for all
cases examined. For ξ = 0 the CDW correlations dominate, resulting in the formation of
a CDW gap that reduces the spectral weight at ω = 0. The spectral weight is restored for
increasing values of ξ, which is consistent with the closing of the CDW gap. For large ξ the
value of βGβ/2 approaches the non-interacting value, which is indicated by the dashed lines.
Therefore, at β = 5/t, the system is metallic but with a slightly reduced ξ-dependent spectral
weight. The metallicity of the system is further evidenced by the temperature dependence
of βGβ/2, shown in Fig. 3.3(b) for the ξ = 0.25, N = 8 case. Here, βGβ/2 increases for
decreasing temperatures as expected for a Fermi liquid where the quasiparticle scattering
rate scales as T 2. The full DQMC result, however, deviates from the non-interacting limit,
indicating that the quasiparticles remain slightly dressed by the e-ph interaction. This
picture is consistent with the one obtained from the single-carrier limit, where the small
polaron relaxes to a large polaron with a renormalization factor Z only slightly reduced
from 1 at large values of ξ [1].
I have demonstrated that the system re-enters a metallic phase as the value of ξ is
increased and the effective linear coupling is decreased. I would therefore like to access
if superconductivity emerges as the ground state if the temperature is lowered further. To
examine this, Fig. 3.4(a) plots the temperature dependence of several relevant susceptibilities
for the half filling (Fig. 3.4(a)) and approximately quarter-filled models (Fig. 3.4(b)). At half
filling the q = (π, π) CDW correlations are weakened; however, they remain as the dominate
correlations in the system for all values of ξ examined (for reference, χC(π, π)/χSC ∼ 2.2 for
ξ = 0.5 and β = 5/t). This remains true upon further cooling and thus the ground state
of the system with ξ = 0.2 remains a q = (π, π) CDW insulator albeit with a drastically
reduced transition temperature.
Away from half filling χC(π, π) is reduced by a combination of the non-linear interaction
and the loss of the Fermi surface nesting at this wave vector. For example, in the vicinity
of a quarter filling I find χSC > χC(π, π). But other ordering vectors become relevant at
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Figure 3.3: (color online) (a) The spectral weight at the Fermi level given by βG(r =
r′, τ = β/2) ≡ βGβ/2 (see main text) as a function of the non-linear coupling ξ for various
cluster sizes and Ω = t and λ = 0.25. Results are also shown in the thermodynamic limit
N →∞, which was obtained from a finite-size scaling analysis. The inverse temperature is
β = 5/t. The dashed lines indicae the value for the non-interacting (λ = ξ = 0) case βG
(0)
β/2.
(b) The temperature dependence of βGβ/2 for the N = 8 cluster and ξ = 0.25. The red
dashed line is the result for the non-interacting case. Error bars smaller than the marker
size have been suppressed for clarity.
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Figure 3.4: (color online) The charge χC(q) and pair-field χSC susceptibilities as a function
of temperature for the non-linear model (ξ = 0.25) at fillings (a) 〈n〉 = 1 and (b) 〈n〉 = 0.52.
The charge susceptibilities at wave vectors q = (π, π) (black downward triangle) and q =
(π, 0) (blue upward triangle) are shown. The remaining parameters were λ = 0.25, Ω = t,
and ∆τ = 0.1/t, and the results were obtained on an N = 8 cluster. The red dashed line is
the result for the non-interacting case. Error bars smaller than the marker size have been
suppressed for clarity.
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these fillings, and for 〈n〉 ∼ 0.52 the q = (π, 0) ordering vector becomes the dominate
vector. Moreover, for β = 5/t, χC(π, 0) ∼ χSC suggesting that superconductivity could
emerge as the ground state at this filling. For decreasing temperatures χC(π, 0) and χSC
increase concurrently, but the superconducting pair-field susceptibility overtakes the charge
susceptibility at β ∼ 14/t. This signals a superconducting ground state at low temperature
but with a reduced Tc owing to the renormalized effective linear coupling. (see section 3.1.2.4)
Finally, in Fig.3.5 I examine the dependence of my results at half-filling on the linear
coupling strength λ and the phonon frequency Ω. Figures 3.5(a) and (b) show χC(π, π)
and χSC, respectively, for Ω = t, 3t/2, and 3t and λ = 0.5. The results follow the trends I
have discussed. For ξ = 0 the CDW correlations increase with increasing linear coupling or
with decreasing phonon frequency, consistently with prior work [230]. In all cases, however,
the CDW correlations are suppressed for increasing non-linear interaction strengths. The
weakening of the effective linear coupling and suppression of the CDW ordered phase by the
non-linear interaction is therefore a generic result, and I expect that this result will hold into
the adiabatic regime Ω t.
3.2.2 The quasiparticle residue
In this section, I examine the carrier’s quasiparticle reside Z(k) as a function of the non-
linear coupling strength and doping. This quantity is related to the effective mass via
Z−1 ∝ m∗
m
. It can be obtained from the imaginary axis self-energy Σ(k, iωn) using the












Here, I approximate b(k) by evaluating Eq. (3.9) for the lowest Matsubara frequency ωn =
π/β.
Fig. 3.6 shows Z(k) as a function of carrier concentration for several values of the non-
linear coupling ξ. These results were obtained on an N = 4 cluster, using a linear coupling
strength λ = 0.25 and Ω = t. In the linear model (ξ = 0, red dots) the quasiparticle residue
decreases as the filling approaches 〈n〉 = 1, where the Q = (π, π) CDW correlations begin
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Figure 3.5: (color online) The Ω-dependence of the (a), (c) charge χC(π, π) and (b), (d)
superconducting pair field χSC susceptibilities for the half-filling model. The linear couplings
are λ = 0.25 for the top panels and 0.5 for the bottom panels. Results are shown for an
N = 8 cluster. Error bars smaller than the marker size have been suppressed for clarity.
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Figure 3.6: (color online) The quasiparticle residue Z(k) as a function of band filling 〈n〉
for (a) k = (0, 0), (b) (0, π/2), (c) (0, π), (d) (π/2, π2), (e) (π/2, π), and (f) (π, π). Results
are shown for various values of the non-linear interaction strength ξ, as indicated in panel
(f), and are obtained using an N = 4 × 4 cluster with a linear coupling λ = 0.25 and an
inverse temperature β = 4/t. Error bars smaller than the marker size have been suppressed
for clarity.
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to dominate the system. Note that strong CDW correlations are observed, even for the
small value of the linear coupling used here, due to a perfect (π, π) nesting condition in the
two-dimensional Fermi surface. (For reference, this choice of parameters predicts a CDW
transition temperature βc ∼ 5.2/t on an N = 8 cluster for the linear model, obtained from
extrapolating 1/χC(q) to zero as a function of β.) This nesting condition also results in large
lattice displacements in the linear model. As a result, the inclusion of the non-linear terms
has a significant effect on the quasiparticle residue where, for ξ > 0, a significant undressing
of the quasiparticles occurs and the quasiparticle residues at all momenta begin to rise. This
occurs at all doping, however, the effect is more pronounced near half-filling. (My ξ = 0
results are in good agreement with Ref. [185], which examined larger system sizes using a
complementary diagrammatic Monte Carlo method.)
The formation and suppression of the CDW gap is also reflected in the spectral weight
at the Fermi level. Fig. 3.7a plots Gβ/2 as a function of filling 〈n〉 for the same parameters
used in Fig. 3.6. Fig. 3.7b plots similar results obtained on a larger cluster and at
lower temperature, where the qualitative behavior is the same. The spectral weight in
the linear model initially grows with increasing carrier concentration, but saturates as the
concentration approaches half-filling and CDW correlations begin to dominate. When a
non-linear interaction is introduced, however, Gβ/2 increases at most fillings, which is most
pronounced near 〈n〉 ∼ 1. (The dip around 〈n〉 = 0.6 is a finite size effect due to the
smaller number of momentum points in the N = 4 cluster. It is much less pronounced on
the larger N = 8 cluster.) This spectral weight increase directly reflects the increase in the
quasiparticle residue and the suppression of the CDW correlations. Previously I showed that
a large non-linear coupling drives the system into a metallic state at half-filling, with the
value of βGβ/2 approaching the non-interacting value [147]. The results in Fig. 3.7 indicate
that this also occurs for carrier concentrations away from half-filling.
The results presented in Figs. 3.6 and 3.7a are obtained on a N = 4 cluster; however,
they are qualitatively representative of the results obtained for all examined cluster sizes,
as hinted at by comparing Figs. 3.7a and 3.7b. To confirm this, in Fig. 3.8 I perform
a finite size scaling analysis for Z(0, π) at half-filling, where the reduction in Z by CDW
correlations is most pronounced. From this analysis it is clear that the qualitative behavior
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Figure 3.7: The spectral weight at the Fermi level given by βG(r = 0, τ = β/2) ≡ βGβ/2
as a function of band filling 〈n〉 for various values of the non-linear coupling strength ξ.
(a) Results for a N = 4 cluster and an inverse temperature β = 4/t. (b) Results for a
larger N = 8 cluster and a lower temperature β = 5/t. All results are obtained for a linear

















Figure 3.8: (color online) A finite size scaling analysis of Z(0, π) as a function of 1/N
where N is the linear dimension of the cluster. The parameters for the calculations are
β = 4/t, Ω = t, and λ = 0.25. Error bars smaller than the marker size have been suppressed
for clarity.
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is not affected by finite size effects and survives in the thermodynamic limit. Moreover, the
more pronounced finite size effects occur when the non-linear interaction is weak. As similar
scaling results were obtained for both the charge susceptibility and the electron spectral
weight in my previous work [147], I conclude that the qualitative physics of the non-linear
model can be obtained on an N = 4 cluster.
In Fig. 3.9a I consider the temperature dependence of Z(k) and average displacement





l=1Xi,l for the half-filled model. Here, results for Z(0, π)
only are shown, since similar trends were found at all momenta. Focusing first on the linear
model, I find that Z(0, π) decreases with temperature as the CDW correlations begin to
set in. The average lattice displacement, however, does not exhibit the same temperature
dependence (see inset of Fig. 3.9a). As the non-linear interaction strength grows, however,
the quasiparticle residue increases back towards its non-interacting value. For small ξ this
rise is somewhat rapid, but it gives way to a more gradual increase for ξ & 0.1. The increase
is also accompanied by a decrease in the average lattice displacement (inset of Fig. 3.9).
This behavior mirrors the observed ξ-dependence of the CDW susceptibility [147], and is
consistent with the conclusion that a finite ξ > 0 undresses the carriers and relaxes the
lattice distortions normally present in the linear model.
The Ω-dependence of Z(π, 0) and 〈X〉 for the same model are shown in Fig. 3.9b. Here,
the ξ = 0 results are consistent with those obtained for the 1D Holstein model, where the
tendency to form a CDW grows with decreasing phonon frequencies [98]. Consequently,
both the quasiparticle residue and average lattice displacement decrease as the value of Ω
increases. The introduction of ξ > 0 results in the further decrease in these quantities.
From this section I conclude that the non-linear interaction with ξ > 0 acts to undress
the quasiparticles and that this is a generic result, regardless of the values of Ω and β. The
undressing, however, is much more pronounced at low temperatures, for smaller values of
the phonon frequency, and near half-filling, where the CDW correlations (and subsequently
the local lattice displacements) are largest in the linear model.
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Figure 3.9: The (a) temperature and (b) Ω dependence of the quasiparticle residue in
the half-filled model as a function of non-linear coupling strength ξ. The insets show the
corresponding expectation value of the lattice displacement. All results are obtained on an
N = 4 cluster and with a linear coupling λ = 0.25. Error bars smaller than the marker size
have been suppressed for clarity.
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3.2.3 Electron and Phonon energetics




i,σcj,σ〉 at β =
4/t is shown in Fig. 3.10. Results are shown as a function of band filling 〈n〉 for various
ξ and for a linear coupling λ = 0.25. For ξ = 0 the total kinetic energy −〈KE〉e increases
as a function of 〈n〉 as higher momentum states are populated in the Fermi sea, however,
the total kinetic energy saturates as the filling increases beyond 〈n〉 > 0.6. This is due to
the saddle point in the band dispersion at (0, π) and is also present in the non-interacting
model (indicated by the dashed line). When the non-linear interaction is added I see an
overall increase in the total kinetic energy, which tends towards the non-interacting value
at all fillings for large ξ. This again reflects the undressing of the quasiparticles and the
subsequent increase in mobility of the electronic subsystem.
Fig. 3.10b shows the corresponding e-ph interaction energy, defined as 〈E〉e−ph =∑
i〈g1n̂iX̂i + g2n̂iX̂2i 〉. Unsurprisingly, the total e-ph interaction energy increases with band
filling as both the average number of electrons per site and the average lattice displacement
increase. This is most evident in the linear model (ξ = 0). Increasing the value of ξ naturally
leads to smaller lattice displacements and a significant decrease in 〈E〉e−ph.
The average kinetic 〈KE〉ph and potential 〈PE〉ph energies of the lattice are shown in Figs.





















(The factor of 1
2∆τ
appearing in Eq. (10) is a Euclidean correction introduced by the Wick
rotation to the imaginary-time axis [113].)
In the linear model I see a very weak variation in the phonon kinetic energy as a function
of filling, with a slight decrease observed near half-filling when the CDW correlations increase.
This is consistent with prior observations of the lattice kinetic energy in the vicinity of a
CDW transition in the Hubbard- Holstein model [113]. The average potential energy of the
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Figure 3.10: (color online) (a) The electron kinetic energy 〈KE〉el and (b) the e-ph energy
〈E〉e−ph as a function of band filling 〈n〉 for various non-linear interaction strengths ξ, as
indicated. Results are obtained on an N = 4 cluster and with a linear coupling λ = 0.25,
phonon frequency Ω = t, and an inverse temperature β = 4/t. The dashed lines in panels
(a) and (c) indicate the non-interacting result. (c) and (d) show corresponding results for a
larger N = 8 cluster and β = 5/t. The remaining parameters are the same as in (a) and (b).
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(c) N = 4, β = 5/t
Figure 3.11: (color online) The phonon (a) kinetic energy 〈KE〉ph and (b) potential energy
〈PE〉ph as a function of band filling 〈n〉 for various of the non-linear interaction strength
ξ, as indicated in panel (b). Results are obtained on an N = 4 cluster and with a linear
coupling λ = 0.25, Ω = 1,and β = 4/t. (c) and (d) show similar results obtained on a larger
N = 8 cluster with β = 5/t. Error bars smaller than the marker size have been suppressed
for clarity.
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is introduced and the lattice distortions diminish (see 3.9b, inset), and I see an increase in
the lattice kinetic energy, which is attributed to the hardening of the phonon dispersion. At
the same time, I see a decrease in the total lattice potential energy. Here, the non-linear
interaction has two opposing effects: the increase in the phonon frequency increases the
lattice potential energy while the decrease in the effective linear coupling decrease the net
lattice distortions and subsequently lowers the potential energy. My results indicate that
the latter effect has the stronger impact.
The energetics reported here are completely consistent with the conclusion that the
non-linear interaction acts to harden the phonon frequency and weaken the effective linear
interaction, which results in an undressing of the quasiparticles for ξ > 0.
3.2.4 Phonon Spectral Properties
In the linear Holstein model the formation of the CDW phase is accompanied by a softening of
the phonon dispersion to zero energy at the nesting wavevector Q = 2kF = (π, π) [195, 172,
252, 262]. This softening is generated by the strong nesting condition of the non-interacting
Fermi surface. The inclusion of the non-linear e-ph interaction is therefore expected to
modify the phonon dispersion in two important ways: first, it will undo the softening at Q
as the CDW correlations are suppressed. Second, it will result in an overall renormalization
of the phonon frequency, as showed in the Ref. [1]. I confirm these expectations in this






In the non-interacting limit, B(q, ν) and Nph(ν) are delta functions centered at the bare
phonon frequency Ω. In the presence of a non-zero linear interaction only, this distribution
shifts to lower energy and broadens. This is illustrated in Figs. 3.12 and 3.13a, which plot
Nph(ν) and the momentum-resolved phonon spectral function B(q, ν), respectively, for the
half-filled model. These results were obtained on N = 8 clusters, with a linear coupling
λ = 0.25, Ω = t, and at an inverse temperature of β = 4/t. Due to the finite value of λ,
the phonon frequency softens from its non-interacting value and Nph(ν) for the linear model
consists of a broad, asymmetric distribution centered at ∼ 0.60t. The asymmetry in Nph(ν)
reflects the momentum dependence of the softening and the low-energy spectral weight in
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 ξ = 0.00
 ξ = 0.02
 ξ = 0.05
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N = 8, Ω = t , λ = 0.25
β = 4/t, Δτ = 0.1/t





the half-filled model as a function of the non-linear interaction strength. The remaining
calculation parameters are as indicated.
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Figure 3.13: (color online) The momentum resolved phonon spectral function B(q, ν) for
the half-filled model and for various values of the non-linear interaction strength, as indicated
in each panel. Results were obtained on an N = 8 cluster with λ = 0.25, Ω = t, β = 4/t
and ∆τ = 0.1/t. The black squares indicate the position of the peak in the phonon spectral
function.
75
B(Q, ν), coupled with the requirement that B(0) = 0 for bosons. This is more easily seen
in the momentum-resolved spectral function (Fig. 3.13a), which has a clear Kohn anomaly
at Q = (π, π).
Two prominent changes occur when ξ 6= 0. First, the peak in the DOS shifts to higher
energies, which verifies the hardening of the effective phonon frequency. This behavior is
also clearly seen in the momentum resolved spectral functions, shown in Fig. 3.13. Second,
the pronounced Kohn anomaly begins to disappear as the CDW correlations are suppressed
with increasing values of ξ. Both of these results confirm my expectations.
3.2.5 Mean-field Treatment of the quadratic e-ph interaction
As I have repeatedly seen, the non-linear e-ph interaction acts to renormalize both the bare
linear interaction strength λ and the bare phonon frequency Ω. Both of these effects can
be qualitatively understood at the mean-field (MF) level for the quadratic model, where an
effective linear Hamiltonian is obtained by performing a MF decoupling of the interaction
terms proportional to b†ib
†
i and bibi [1]. The resulting effective MF Hamiltonian is

















where ΩMF = Ω+2g2 and gMF = g1(1− 2g2Ω+4g2 ) are the renormalized phonon frequency and e-
ph coupling constants, respectively. One immediately sees that the quadratic e-ph interaction
leads to a softening (hardening) of the phonon frequency and an increase (decrease) in the
effective linear interaction strength g1 for ξ < 0 (ξ > 0). These two effects combine to





The MF treatment of the non-linear interaction is consistent with the general trends
reported here and in Refs. [147] and [1]. I stress, however, that the MF description only
provides a qualitative picture of the non-linear effects. To illustrate this, I compare my
DQMC results for the full non-linear Hamiltonian against the predictions obtained from two
sets of effective linear models. The first is the MF-derived model defined by Eq. (3.12). The
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second is the set of effective linear models whose parameters are obtained by tuning the Ωeff
and geff to reproduce the electronic properties of the system.
I consider the MF-derived model first. Fig. 3.14 compares the results for the quasiparticle
residue, χC(π, π), and the pair-field susceptibility χSC calculated using the full non-linear
model [Eq. (3.2)] to results obtained from a DQMC simulation of the corresponding MF-
derived linear model [Eq. (3.12)] at half-filling. I find that the MF model does a poor job in
quantitatively capturing the electronic properties; it underestimates both the quasiparticle
residue Z(0, π) and the tendency towards the formation of a CDW when compared to the full
non-linear model. The MF model also over-predicts the magnitude of the superconducting
pair-field susceptibility when ξ is large and under-predicts it when ξ is small.
The results shown in Fig. 3.14 demonstrate that the MF treatment of the quadratic
interaction can only provide a qualitative picture of the physics of the non-linear model;
however, another choice in effective model might do a better job. I explored this possibility
by adjusting the effective coupling strength in the linear model such that the linear model
reproduced the electronic properties of the full non-linear model. This procedure was
performed for two choices in the phonon frequency. First, I set the phonon frequency equal to
the bare value and adjusted the value of the coupling strength to reproduce the quasiparticle
residue, as shown Fig. 3.15a. The value of the linear coupling strength geff needed to
produce this agreement is shown in the inset (black solid 4), where it is compared against
the corresponding value of gMF = g1+2g2. By tuning the value of geff I am able to accurately
capture the quasiparticle residue. The charge and superconducting pair-field susceptibilities
are also well reproduced, indicating that this effective model is capable of capturing the
electronic properties of the system. But when I examine the phonon properties (Figs. 3.15c
& 3.15d) I find some disagreement, particularity with respect to the predicted kinetic energy
of the lattice, where the linear model systematically under-predicts the correct results.
The comparison between the two models can be improved somewhat if I set the phonon
frequency to be equal to ΩMF and again readjust the value of geff . This case is shown in Fig.
3.15e-h. Using this choice I am again able to accurately capture the electronic properties
and improve the comparison between the kinetic energy. But this comes at the expense of
the level of agreement between the average lattice potential energy and the average lattice
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Figure 3.14: (color online) A comparison of (a) the quasiparticle residue and (b) CDW
χC(π, π) and pair field susceptibilities χSC obtained from the non-linear model and its
effective linear model, as defined in the main text. The bare linear coupling and phonon
frequency are λ = 0.25 and Ω = t, respectively. In both cases results are obtained on an
N = 8 cluster and at an inverse temperature of β = 4/t. Error bars smaller than the marker
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Figure 3.15: (color online) A comparison of the results obtained for the full non-linear
model and an effective linear model where the value of the e-ph coupling constant has been
adjusted to reproduce the electronic properties of the non-linear model. Panels (a)-(d) show
a comparison for an effective linear model with Ω = t, equal to the bare phonon frequency.
Panels (e)-(f) show a comparison for an effective linear model with Ω = ΩMF . The top
row [panels (a) & (e)] compares the quasiparticle residues obtained with both models. The
second row [panels (b) & (f)] shows the resulting charge (solid lines) and pair-field (dashed
lines) susceptibilities. The third row [panels (c) & (g)] show the resulting phonon potential
and kinetic energies. The potential energy has been divided by a factor of three and is
indicated by the solid lines while the kinetic energy is indicated by the dashed lines. Finally,
the bottom row [panels (d) & (h)] show the average value of the lattice displacement. The
remaining parameters of the simulation are β = 4/t and N = 8.
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displacement. From this I conclude that an effective linear model cannot capture both the
electronic and phononic properties of the non-linear model, for a fixed value of the phonon
frequency. These results show that while the qualitative effects can be understood using
an effective linear model, the full non-linear interaction should be retained if one wishes
to accurately capture the effects of the non-linear interaction on both the phononic and
electronic properties of the system. A similar conclusion was reached in Ref. [1] in the single
carrier limit.
3.2.6 Negative values of ξ
I have shown that a positive (ξ > 0) non-linear coupling results in a hardening of the phonon
frequency and a renormalization of the effective linear e-ph coupling to weaker values. But
what about the case when ξ < 0, where the MF model predicts an enhanced effective linear
coupling? Before examining this case, one should note that a large negative ξ necessarily
requires the inclusion of additional anharmonic terms in the lattice potential [2]. For ξ < 0
(g2 < 0) the phonon frequency given by Ωeff = Ω + 2g2 can become negative for sufficiently
large values of g2, indicating an instability in the lattice. In this event the anharmonic
terms of the lattice potential are required to maintain stability. At present, my codes do not
contain such terms and I am unable to examine this case in great detail. I therefore restrict
ourselves to a larger value of Ω = 2t and small values of |g2| in order to get a feel for the
g2 < 0 regime while ensuring the stability of the lattice.
Fig. 3.16a shows the quasiparticle residue, χC(π, π), and χSC as a function of band filling
for various values of ξ < 0. These results were obtained for a linear coupling of λ = 0.25
and on an N = 8 cluster. I find that the quasiparticles are more effectively dressed when
ξ < 0, and the quasiparticle residue is much smaller for all fillings when increasing negative
quadratic interactions are included. The CDW correlations are also significantly enhanced,
as reflected in the charge susceptibility shown in Fig. 3.16b. Both of these observations are
in line with the expected increase in the effective linear coupling. Furthermore, since the
CDW phase directly competes with s-wave superconductivity, the pair-field susceptibility
is suppressed at filling values where the CDW correlations dominate. In addition, I also
see a noticeable decrease in the pair-field susceptibility at band fillings where the CDW
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Figure 3.16: (color online) (a) the quasiparticle residue and (b) CDW χC(π, π) (open
symbols) and pair field susceptibilities χSC (solid symbols) as a function of band filling. The
parameters are set as: λ = 0.25, Ω = 2t, β = 4. The results are obtained on an N = 8
cluster. Error bars smaller than the marker size have been suppressed for clarity.
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does not dominate. This suggests that the negative non-linear interaction has a detrimental
effect on the superconducting transition temperature, which stems from the decrease in the
quasiparticle residue. Fig. 3.17 plots the momentum dependence of the charge susceptibility
χ(q) as a function of negative ξ at half filling, where it is clear that the dominant CDW
correlations are still being set by the Fermi surface nesting condition.
3.3 Conclusion
We have examined a non-linear Holstein model on a two-dimensional square lattice and at
finite temperatures and carrier concentrations using determinant quantum Monte Carlo. The
competition between CDW and superconducting correlations was re-examined as a function
of the non-linear e-ph interaction strength. The primary effect of the positive non-linear
e-ph interaction is a dramatic suppression of the CDW correlations that dominate the linear
model. A less pronounced effect was observed for the superconducting correlations. These
effects are attributed to a combined hardening of the phonon mode and renormalization
of the effective linear coupling by the non-linear terms. The net result is an overall
reduction in the e-ph interaction strength. This assumption is corroborated by checking
quasiparticle properties. It found that a positive nonlinear interaction term serves to
undress the quasiparticles leading to carriers with lighter effective masses. This leads to
changes in the energetics of both the electrons and phonons, as well as the relaxation of
the local lattice distortions surrounding each carrier. I have also examined the case when
the quadratic e-ph interaction has the opposite sign as the linear interaction, although this
case cannot be explored in detail without the inclusion of additional anharmonic terms in
the lattice potential. Nevertheless, in my limited range of accessible parameters, I found
that a quadratic interaction results in an increased dressing of the carriers and an enhanced
tendency towards the formation of a Q = (π, π) CDW ordered phase.
While many of the effects we have discussed can be understood qualitatively at the mean-
field level, we have demonstrated that the quantitative effects can only be captured by the
full non-linear model. Specifically, the effective linear models fail to simultaneously capture
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Figure 3.17: (color online) The momentum dependence of the charge susceptibility χ(q)
as a function of non-linear interaction strength ξ < 0 at half filling. The parameters are set
as: λ = 0.25, Ω = 2t, β = 4. The results are obtained on an N = 8 cluster. Error bars
smaller than the marker size have been suppressed for clarity.
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if one wishes to accurately capture the properties of the electrons and the phonons. Our
results are in good agreement with the results obtained in the single particle limit,[1] and
show that non-linearities are relevant at finite carrier concentrations.
My results also have implications for pump-probe experiments aimed at studying the
strength of the e-ph interaction. For example, the higher-order interaction terms can become
important in such experiments if the external field drives the lattice to large displacements,
even if the electron-lattice coupling at equilibrium is weak. Therefore, if the lattice is pumped
too strongly, there is a danger that the non-linearity will enter and renormalize the effective
coupling to smaller values. In doing so, one could drive the system hard enough that they
extinguish the interactions they are trying to probe. Obviously, this will be less of an issue
if the pump pulses are weak and the lattice is only slightly perturbed; however, these effects
may become extremely important if the lattice is strongly pumped as our results show that
even a small non-linear contribution can have an order-of-magnitude impact. Moving forward
it will be important to study the role of non-linear electron-lattice coupling and anharmonic
lattice potentials as the community continues to study systems driven far from equilibrium.
Finally, these results call for a re-evaluation of claims of high-Tc superconductivity
mediated by non-linear e-ph coupling [192]. I stress, however, that physics arising from
the non-linear coupling is different from anharmonic effects due to the lattice potential,
which are thought to play key role in MgB2 [277] and KOs2O6 [39].
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Chapter 4
The orbital-selective Mott phase
In this chapter, I study non-local correlations in a three-orbital Hubbard model defined on
an extended one-dimensional chain using determinant quantum Monte Carlo. Besides, some
DMRG calculations have been done to support my DQMC results by Nitin Kaushal. I focus
on a parameter regime with robust Hund’s coupling, which produces an orbital-selective
Mott phase (OSMP) at intermediate values of the Hubbard U . The OSMP has been widely
studied using dynamical mean field theory, which neglects non-local correlations. In this
chapter, I will show the momentum dependence of the OSMP and discuss the importance of
the non-local correlations. The results presented in this chapter have appeared in Ref. [148].
In recent years the scientific community renewed its interest in understanding the
properties of multi-orbital Hubbard models, and this has been intensified by the discovery
of the iron-based superconductors [111, 240, 57, 220]. On a theoretical front, this is
a challenging problem due to a lack of non-perturbative methods for treating multi-
orbital Hubbard models at intermediate or strong couplings and on extended systems.
Nevertheless, considerable progress has been made using mean-field-based approaches
[220, 282, 71, 79, 291, 126, 266, 154, 180, 178, 187, 233, 72, 153], resulting in new concepts
such as that of a Hund’s metal [291, 278, 79, 133] and the orbital-selective Mott phase
(OSMP) [5, 79]. These concepts are central to understanding the paradoxical appearance
of both localized and itinerant characteristics in many multi-orbital systems [179, 169] and
bad metallic behavior in the presence of sizable electronic correlations [179].
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The most widely used numerical approach in this context is single-site multi-orbital
dynamical mean-field theory (DMFT) [78, 220]. Generally speaking, DMFT maps the
full lattice problem onto an impurity problem embedded in an effective medium, which
approximates the electron dynamics on a larger length scale as a local renormalization [78].
While this technique has had considerable success in addressing many aspects of the OSMP
and other physics related to the multi-orbital problem [126, 154, 38, 153, 21, 180, 178, 266,
106, 82], it is unable to capture spatial fluctuations and non-local correlations encoded in the
k-dependent self-energy Σ(k, ω). This is a potential short coming as non-local correlations
are known to have an impact in the case of the single-band Hubbard model [85, 199]. It
is therefore important to assess the importance of such non-local effects on multi-orbital
properties such as the OSMP.
To date, most non-perturbative studies of non-local effects have used cluster DMFT or
the dynamical cluster approximation (DCA) [194, 139, 140, 16, 144, 233]; however, these
techniques are typically limited to a handful of sites when multiple orbitals are included in
the basis. This is due to technical issues related to each choice in impurity solver, such as
the Fermion sign problem in the case of quantum Monte Carlo or the exponential growth
of the Hilbert space in the case of exact diagonalization. As a result, these studies have
only addressed short-range spatial fluctuations. One study of the OSMP has been carried
out on a larger two-dimensional cluster using determinant quantum Monte Carlo (DQMC).
In that case, however, the OSMP was imposed by the model by assuming that electrons
in a subset of orbitals were localized as Ising spins [29]. In light of these limitations it is
desirable to find situations where multi-orbital physics can be modeled on extended clusters
that support long-range spatial fluctuations and where the properties under study emerge
from the underlying many-body physics of the model.
In this regard, one dimensional (1D) models are quite promising. For example, two
recent density matrix renormalization group (DMRG) studies have been carried out for an
effective 1D three-orbital model representative of the iron-based superconductors [218, 219].
More recently, it was demonstrated that DQMC simulations for a simplified version of the
same model can also be carried out to low temperatures due to a surprisingly mild Fermion
sign problem [156]. These observations open the doorway to non-perturbative studies of this
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model on extended clusters, thus granting access to the momentum-resolved self-energies and
non-local correlations. 1D studies along these lines are also directly relevant for the recently-
discovered quasi-1D selenide Ba1−xKxFe2Se3 [35, 34, 203, 63, 160, 159]. In this context, it is
important to note that DMFT becomes more accurate in higher dimensions and therefore
one expects its ability to describe multi-orbital Mott physics in 1D to be diminished.
Motivated by these considerations, I examine the properties of a three-orbital Hubbard
Hamiltonian on an extended 1D cluster using DQMC and DMRG, with a particular focus
on its k-resolved self-energies and spectral properties. I thus gain explicit access to non-
local correlations occurring on longer length scales than those addressed in previous non-
perturbative studies. In general, I find that the OSMP leads to a mixture of localized and
itinerant bands, where the former are characterized by a localized (momentum-independent)
self-energy while the latter exhibits significant non-local (momentum-dependent) correla-
tions. This also leads to a band-dependent relative shift of the underlying electron- and
hole-like bands. I also identify an insulating state driven by orbital ordering in a region of
parameter space previously associated with an OSMP [218, 219].
Before proceeding, I clarify my definition for the OSMP region and its critical
temperature. This region is defined here by the situation where the population of a particular
orbital (orbital three) converges to 〈n3〉 = 1 while a gap simultaneously opens in the density
of states for this orbital. While this is a sound operative definition of my purpose, there
are subtleties that must be addressed as a warning to the reader. In the context of DMFT,
investigations of multiorbital models [199, 153] in the plane defined by temperature T and
coupling strength U/W (W is the bandwidth) show that there is an analytic connection
between the Mott insulating side of a line of first order transitions and the weak coupling
metallic side. The line of first-order transitions survives the introduction of temperature,
but it has an end point at a finite T in analogy to the gas/liquid transition. For example,
in the analysis of the localized orbital reported in Ref. [153], the quasiparticle weight Z is
claimed to be nonzero at finite T on the insulating side (although it is extremely small at
low temperatures). I believe that Z being zero or very small is similar to the condition that
my localized orbital’s population is equal to or very close to one. As a consequence, what
I have defined as a transition towards an OSMP may in fact be a region where 〈n3〉 ≈ 1
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but not exactly 1. If this is the case, then my critical temperature is in reality a very sharp
crossover towards a region that only reaches true OSMP characteristics at T = 0 (or at the
much lower temperature where magnetic block correlations develop). Note that DMFT is
valid in infinite dimension, while my problem is in the opposite limit, so these arguments
are all qualitative at best. In spite of these subtleties, I will refer to the region below my
critical temperature defined by 〈n3〉 converging to 1 as an OSMP for simplicity, with the
caveat that exact OSMP characteristics may be reachable only at lower T .
4.1 One-dimensional three-orbital Hubbard model
I study a simplified three-orbital model defined on a 1D chain as introduced in Ref.
[218]. This model displays a rich variety of phases including block ferromagnetism,
antiferromagnetism, Mott insulting phases, metallic and band insulating phases, and several
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contains the on-site Hubbard and Hund’s interaction terms. Here, 〈. . . 〉 denotes a sum over
nearest-neighbors, c†i,γ,σ (ci,γ,σ) creates (annihilates) a spin σ electron in orbital γ = 1, 2, 3
on site i, ∆γ are the on-site energies for each orbital, S
z
i,γ is the z-component of the spin
operator Si,γ, and n̂i,γ,σ = c
†
i,γ,σci,γ,σ is the particle number operator.
Note that in Eq. (4.2) I have neglected the pair-hopping and spin-flip terms of the
interaction. These terms can have an important influence on the details of the OSMP in
higher dimensions. In the context of the current model, however, a previous DMRG [156]
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study found that these terms only alter the location of the phase boundaries and do not
qualitatively change the nature of the underlying phases. Since my focus here is on the
non-local correlations associated with these phases, rather than subtle issues regarding their
boundaries, I neglect the spin-flip and pair hopping terms in order to manage the Fermion
sign problem in the DQMC calculations.
Following Ref. [218], I set t11 = t22 = −0.5, t33 = −0.15, t13 = t23 = 0.1, t12 = 0,
∆1 = −0.1, ∆2 = 0, and ∆3 = 0.8 in units of eV while the chemical potential µ is adjusted
to obtain the desired filling. These parameters produce a non-interacting band structure
analogous to the iron-based superconductors, with two hole-like bands centered at k = 0
and an electron-like band centered at k = π/a, where a is the lattice constant, as shown in
Fig. 4.1. Due to the weak inter-orbital hopping, each of the bands is primarily derived from
a single orbital, as indicated by the line thickness and colors in Fig. 4.1. One can therefore
(loosely) regard the orbital character as an indicator of the band in this model. For example,
the top most band is primarily composed of orbital γ = 3. The total bandwidth of the non-
interacting model is W = 4.9|t11| = 2.45 eV. This will serve as the unit of energy. I further set
a = 1 as the unit of length. The interaction parameters are fixed to U ′ = U − 2J , J = U/4,
while U is varied. This parameter regime results in a robust OSMP for intermediate values
of U [156, 219, 218], which is my focus here.
The model is studied using non-perturbative DQMC method. The primary drawback to
DQMC is the Fermion sign problem [157, 105], which typically limits the range of accessible
temperatures for many models. Indeed, when the spin-flip and pair hopping terms of the
Hund’s interaction are included in the Hamiltonian, I find that the model has a prohibitive
sign problem. But when these terms are neglected the corresponding sign problem becomes
very mild [156], even in comparison to similar simplified multi-orbital models in 2D [212, 28].
Given that these terms do not qualitatively affect the phase diagram [156] for current model,
I have neglected them here. Unless otherwise stated, all of my DQMC results were obtained
on an L = 24 site cluster with periodic boundary conditions and for an average filling of
〈n〉 = 4 electrons, which corresponds to 2/3 filling.
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Figure 4.1: (color online) A fat band plot of the non-interacting band structure at a total
filling of 〈n̂〉 = 4, where the thickness of the lines indicates the majority orbital content of
the band. The top most band has the narrowest bandwidth and is primarily of orbital 3
character. The lower two bands disperse over a much larger energy range and are primarily
composed of orbitals 1 and 2, respectively.
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4.2 Results
4.2.1 Low temperature properties
I first focus on the low temperature β = 73.5/W , where I can identify the ground state
properties. Here, I set the chain length L = 16. Fig. 4.2a plots the average sign value as a
function of U . The average value of the sign is quite high for most values of U , indicating
the low-temperature properties can be accessed. It is interesting to observe that the sign
problem is at its worst when U/W ∼ 0.4, which is near the phase boundary between the
metallic and orbital-selective Mott phases for this model. This phase transition between the
metallic and OSMP can be easily identified in Fig. 4.2b, which plots the U dependence of
orbital occupations. As increasing U , n3 increases and finally is locked at 1, which implying
that a Mott gap is opened on the orbital 3. While, n1 and n2 are still fractional in that orbital
1 and orbital 2 are metallic phases. The OSMP sits in U/W ∈ [0.4, 1]. Fig. 4.2 c shows
the magnetic structure factor on the orbital 3 at U/W = 0.01 and U/W = 0.8, respectively.
The magnetic structure factor is defined as Sf (q) = 1/L
∑
j,m e
iq(rj−rm)Sj,γ=3 · Sm,γ=3. In
the metallic phase (U/W = 0.01), the orbital 3 is paramagnetic, while in the OSMP, the
magnetic structure on the orbital 3 has a peak around q = 0.5π/a, implying the magnetic
structure on the chain is the block spin state [156, 219, 218]. As increasing the temperature
to β = 19.6/W , the block spin state disappears (see Fig. 4.2d) and the magnetic structure
on the orbital 3 becomes disordered. In the following, I will show the Mott gap is still there
at this elevated temperature. This result shows that the insulating state on the orbital 3 is
a Mott insulator rather than slater insulator.
4.2.2 Self-energies in the OSMP
I then study some of the standard metrics for the formation of an OSMP as a function of
temperature, namely the average filling per orbital and the quasiparticle residue Zγ(k, iωn).
DQMC results for 〈n〉 = 4 and U/W = 0.8 are summarized in Fig. 4.3. The temperature
dependence of the individual orbital occupations 〈nγ〉, plotted in Fig. 4.3a, has the standard
indications of the formation of an OSMP: At high temperature (small β) I see noninteger

































































Figure 4.2: (color online) (a) the average sign value as a function of the Hubbard U . (b)
The U dependence of orbital occupations. (c) The magnetic structure factor of the orbital
3 at U/W = 0.8. In (a)-(c), the temperature is β = 73.5/W . (d) The magnetic structure
factor of the orbital 3 at U/W = 0.8 and β = 19.6/W . In each panel, error bars smaller
than the marker size have been suppressed for clarity.
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Figure 4.3: (color online) Orbitally resolved electronic properties for U/W = 0.8 (W =
2.45 eV) at different temperatures. (a) The temperature dependence of orbital occupations.
(b) The orbital resolved quasiparticle residue Zγ(k, iπ/β) at an inverse temperature β =
19.6/W . (c) The normalized electron self energies ImΣγ(k, iπ/β) at ωn = π/β as a function
of momentum. Each curve is normalized by its k = 0 value to highlight the overall momentum
dependence. The scale is determined by ImΣγ(0, iπ/β) = −0.53, −0.57, and −2.53 for γ =
1, 2, 3, respectively, and in units of the bandwidth W . The blue, red, and green dash lines in
(b) and (c) correspond to the bare Fermi momentum of the non-interacting bands. Panel (d)
shows orbitally resolved quasiparticle residues Zγ(k
0
F, iπ/β) and self energies ImΣγ(k
0
F, iπ/β)
at Fermi momentum as a function of temperature. In each panel, error bars smaller than
the marker size have been suppressed for clarity.
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and two smoothly approach fillings of ∼ 1.53 and ∼ 1.47, respectively, while orbital three
locks into an integer value of exactly 1. In many studies the “stiffness” of orbital three’s
integer occupation is taken as an indication of an OSMP [218, 219], where this orbital has
undergone a transition to a Mott insulating state while remaining orbitals host itinerant
electrons. Indeed, for U/W = 0.8 and at low temperature, the integer filling observed in
orbital three is robust against changes in the chemical potential and interaction strength
U (see Refs. [156, 218, 219]). This indicates that this integer filling is indeed driven by
the interaction and is not a simple coincidence of the non-interacting band parameters.
However, as I will show, this does not always correspond to an OSMP. For U/W = 0.8
the two fractionally filled orbitals are in fact itinerant, but for larger values of U/W these
same orbitals retain a fractional filling but are driven into an insulating state by the onset
of orbital ordering in these two orbitals.
The mixed itinerant/localized nature of the OSMP at U/W = 0.8 is reflected in the
momentum dependence of quasi-particle residue Zγ(k, iπ/β) and the orbitally resolved
normalized self-energies R(k) = ImΣγ(k, iπ/β)/ImΣγ(0, iπ/β), plotted in Figs. 4.3c and
4.3d, respectively, for ωn = π/β. The self-energy is extracted from the dressed Green’s
function using Dyson’s equation
Ĝ−1(k, iωn) = Ĝ
−1
0 (k, iωn)− Σ̂(k, iωn), (4.3)
where the Ĝ notation denotes a matrix in orbital space, Ĝ0(k, iωn) = [iωnÎ − Ĥ0(k)]−1 is the
non-interacting Green’s function, and Ĥ0(k) is the Fourier transform of the non-interacting
Hamiltonian defined in orbital space. The quasi-particle residue is obtained from the diagonal
part of the self-energy using the identity
Ẑ(k, iπ/β) =
(




where Î is a 3× 3 unit matrix.
As can be seen from Fig. 4.3c, the self-energies for each orbital have a sizable k-
dependence at this temperature. (In this case I have normalized the self-energy by its
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value at k = 0 in order to highlight the overall momentum dependence. The magnitude
of ImΣγ(0, iπ/β) is given in the figure caption.) In the case of orbitals one and two, the
magnitude of the self-energy varies by nearly 50% throughout the Brillouin zone. In contrast,
the momentum dependence of Σ3(k, iπ/β) for orbital three is much weaker, varying by only
5-10% and reflecting the localized nature of the carriers in these orbitals. Similarly, the quasi-
particle residue for the orbital three is essentially momentum independent, while it increases
for the two itinerant orbitals as k tracks towards the zone boundary. The k dependence at
the remaining Matsubara frequencies accessible to my simulations (not shown) exhibits a
similar trend, with orbitals one and two having a strong k-dependence while orbital three is
nearly momentum independent at each ωn.
The momentum dependence shown in Fig. 4.3 indicates that the local self-energy
approximation introduced by DMFT may miss quantitative aspects of the electronic
correlations in the OSMP with mixed itinerant and local characteristics. It should be noted
that my results have been obtained in 1D, which is the worst case situation for DMFT [4].
It is expected that the local approximation will perform better in higher dimensions, since
DMFT becomes exact in the limit of infinite dimensions; however, it is unclear how well
the method will capture similar non-local correlations in two dimensions relevant for the Fe-
based superconductors. A recent study [233] has argued that the local approximation is quite
accurate for parameters relevant to the iron-based superconductors, however, it remains to
be seen if this will remain true for all parameter regimes or when longer range fluctuations are
included. My results further highlight the need for the continued development of numerical
methods capable of handling the strong Hubbard and Hund’s interactions in intermediate
dimensions and on extended clusters.







Fermi momenta k0F of the non-interacting system. (These are indicated by the dashed lines
in 4.3b and 4.3c.) Here, I find indications of anomalous behavior for the itinerant electrons,
where the quasiparticle residues of all three orbitals decrease with temperature. This is
accompanied by an increase in ImΣ(kF,
iπ
β
) as T is lowered. This is perhaps expected for
orbital three, as Z (ImΣ) for the localized orbitals should decrease (increase) as this orbital
becomes more localized. For the itinerant orbitals, however, one would naively expect the
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self-energy to decrease as temperature is lowered, which is opposite to what is observed. I
believe that this is due to the Hund’s interaction between the itinerant electrons and the
localized spins on orbital three. At this temperature I find no evidence of a magnetic ordering
in my model [156], despite the fact that a local moment has clearly formed in the OSMP.
This means that the orientation of the local moment is random and fluctuating at these
temperatures. This produces a fluctuating potential acting on the itinerant electrons via the
Hund’s coupling, thus generating a residual scattering mechanism at low temperatures that
reduces the quasiparticle residue and increases the self-energy.
4.2.3 Momentum and Temperature Dependence of the Spectral
Weight
Next, I turn to the momentum dependence of the spectral weight for the three orbitals in the
vicinity of the Fermi level. This can be estimated directly from the imaginary time Green’s
function using the relationship [248]



















is sharply peaked around ω = EF = 0. The quantitiy βG(k, τ = β/2) therefore
provides a measure of the spectral weight at momentum k, integrated within a window of a
few β−1 of the Fermi level. Using this relationship I do not have to perform the extra step
of analytically continuing the data to the real frequency axis.
Figures 4.4a-4.4c summarize βG(k, β/2) for U/W = 0.1, U/W = 0.8, and U/W = 2,
respectively. The results in the weak coupling limit (U/W = 0.1, Fig. 4.4a) are consistent
with that of a fully itinerant system: all three orbitals have a maximal spectral weight at a
momentum point very close to the Fermi momenta of the non-interacting system (indicated
by the dashed lines). This is exactly the behavior one expects for a well-defined quasi-
particle band dispersing through EF, where the peak in the spectral weight occurs at kF.
The proximity of the peaks in βG(k, β/2) to the non-interacting values of kF indicates that
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Figure 4.4: (color online) The momentum dependence of Green functions G(k, τ = β/2) for
a) U/W = 0.1, b) 0.8, and c) 2.0. The inverse temperature in all three cases is β = 19.6/W .
The blue, red, and green dash lines in each panel indicate the Fermi momentum of the three
non-interacting bands. (d) G(kF, τ = β/2) as a function of inverse temperatures β for the
OSMP U/W = 0.8. Error bars smaller than the marker size have been suppressed for clarity.
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the Fermi surface is only weakly shifted for this value of the interaction parameters. However,
as I will show in Sec. 4.2.4, these shifts are band dependent.
In the intermediate coupling regime (U/W = 0.8, Fig. 4.4b), where the OSMP has
formed, I again see both localized and itinerant characteristics. The spectral weight of
the localized orbital is small and independent of momentum, as expected for the formation
of a localized Mott state. Conversely, the spectral weight of the remaining orbitals still
exhibits a momentum dependence characteristic of dispersive bands. Despite this, the total
spectral weight is decreased, indicating that spectral weight has been transferred to higher
binding energies by the Hubbard and Hund’s interactions. This is also reflected in the
position of the maximum spectral weight, which has shifted to a slightly larger k value
due to a renormalization of the Fermi surface by the interactions. I also observe that the
spectral weight at the zone boundary increases relative to the zone center, consistent with a
flattening of the bands and a broadening of the spectral function with increasing U . (This
will be confirmed shortly when I examine the spectral functions directly.) A similar transfer
of spectral weight was observed in a two-dimensional cluster DMFT study [194].
The temperature evolution of spectral weight βG(kF, β/2) at the Fermi momentum for
the OSMP (U/W = 0.8) is shown in Figure 4.4d. In a metallic system one generally expects
the spectral weight at the Fermi level to increase as the temperature is decreased. Initially,
this is what is observed for all three orbitals, however, the spectral weight for orbital three
reaches a maximum around β = 7.5/W before decreasing as the temperature is lowered
further and the OSMP gap forms on this orbital. Conversely, the spectral weight of the
itinerant orbitals continues to rise until saturating at β/W ≈ 15. This saturation is again
due to the presence of a residual scattering channel, which I associate with the fluctuating
localized spins present on the localized orbital three.
The U/W = 0.8 results confirm the mixed itinerant/local character of the model at
intermediate coupling. When the value of U is further increased, I find that all three bands
become localized while maintaining partial occupancies for each band. To demonstrate this,
Fig. 4.4c shows results for U/W = 2. In this case, the orbital occupations for the three
orbitals are 〈n1〉 = 1.55, 〈n2〉 = 1.44, 〈n3〉 = 1, which are similar to those obtained at
U/W = 0.8. At face value one might therefore conclude that the system is in an OSMP
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[218, 156], however, an examination of the spectral weight reveals that the system is in fact
insulating. As can be seen in Fig. 4.4c, at U/W = 2 and β = 19.6/W , βG(k, β/2) is nearly
momentum independent and the total spectral weight of all three orbitals has significantly
decreased (note the change in scale of the y-axis). This behavior is indicative of the formation
of a charge gap throughout the Brillouin zone. The ultimate origin of this insulating behavior
is the formation of a long-range orbital ordering, as I will show in Sec. 4.2.5.
4.2.4 Band-dependent Fermi surface renormalization
It is now well known that ab initio band structure calculations based on density functional
theory (DFT) do not describe the electronic structure of the iron based superconductors as
measured in ARPES experiments. (For a recent review, see Ref. [220].) Generally speaking,
the calculated band structure usually needs to be rescaled by an overall factor, which is
attributed to reduction in bandwidth driven by electronic correlations. In addition, the
size of the Fermi surfaces is often overestimated by DFT in comparison to measurements. A
prominent example of this is LiFeAs [41], where the inner most hole pocket realized in nature
is substantially smaller than the one predicted by DFT [134, 69]. In order to correct this,
the electron- and hole-bands need to be shifted apart [220], which requires a momentum-
dependent self-energy correction.
I examine this issue within my model in Fig. 4.5, which plots the expectation value of the







values of the interaction strength. In the non-interacting limit, and in a single-band case,
this quantity is equal to the Fermi-Dirac distribution and the location of the leading edge
corresponds to kF. In a multi-band system the mixing of the orbital character complicates
this picture; however, in my model the leading edge still corresponds to kF due to the weak
hybridization between orbitals. In the weak coupling case (U/W = 0.1) I observe a small
shift in the position of the leading edge. Within error bars, the curve n1(k) and n2(k) shift
to slightly larger momenta while n3(k) shifts towards smaller momenta. This indicates that
the size of the Fermi surfaces are increasing and the electron-like and hole-like bands are





























k,γ,σck,γ,σ〉 for each band. Results are shown for the non-interacting case U = 0 (black
dashed, ), U/W = 0.1 (blue solid, 4), U/W = 0.8 (red solid ◦), and U/W = 2 (green solid
) and at an inverse temperature of β = 19.6/W .
100
to 0.8; however, in this case the electron-like band is significantly smeared out due to the
formation of the OSMP.
I note that the direction of the band shifts is reversed from what is generally required
for the two-dimensional iron-based superconductors, where the calculated hole-like Fermi
surfaces generally need to be shrunk relative to the electron-like Fermi surfaces. I attribute
this to differences in the underlying tight-binding model and differences in dimensionality.
In this light, it would be interesting to compare the ARPES observed band structures in the
quasi-one-dimensional pnictides against the predictions of my model and DFT calculations
[203]. Nevertheless, my results do show that non-local correlations arising from a local
interaction can produce relative shifts of the electron-like and hole-like bands in a multi-
orbital system.
4.2.5 Spectral Properties
4.2.5.1 Intermediate Coupling U/W = 0.8
I now examine the spectral properties of the model, beginning with the OSMP. Figure
4.6a shows the temperature evolution of the total density of states (DOS) at U/W =




ImĜγγ(k, ω + iδ). In the non-interacting limit (the long-dashed (blue) curve), the
DOS has a double peak structure, where the lower (upper) peak corresponds to the bands
derived from orbitals one and two (orbital three). The overall structure of the DOS in the
interacting case is similar at high temperatures, but some spectral weight is transferred to
a broad incoherent tail extending to lower energies. As the temperature is decreased, the
peak on the occupied side shifts towards the Fermi level and sharpens. At the same time, a
small amount of spectral weight is transferred from the vicinity of the Fermi level into this
peak. The appearance of this apparent “pseudogap” is a direct consequence of the OSMP
forming on orbital three, which is easily confirmed by examining the orbital-resolved DOS
Nγ(ω) = − 1π
∑
k ImĜγ,γ(k, ω) shown in Fig. 4.6b. As can be clearly seen, orbitals one and



















































Figure 4.6: (color online) (a) The density of states at different temperatures. (b) The
orbitally-resolved density of states for each orbital at an inverse temperature β = 19.6/W .
(c) The density of states at the Fermi surface of the orbital 3 as a function of inverse
temperatures β. The Coulomb interaction strength is U/W = 0.8 in all three graphs.
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I also begin to see the formation of an additional peak near the Fermi level at the lowest
temperature I examined (β = 19.6/W ). This feature is more clearly seen in the orbital-
resolved DOS (Fig. 4.6b), where it is found to originate from the itinerant orbitals. This
peak is due to a hybridization between the itinerant and localized orbitals, which is observable
in the k-resolved spectral functions (see Fig. 4.7).
The relevant temperature scale for the formation of the OSMP can be estimated by
tracking N3(0) as a function of temperature, as shown in Fig. 4.6c. Here, a continuous
suppression of N3(0) is observed, with the value reaching zero at β ≈ 20/W . The rate at
which N3(0) decreases also undergoes a distinct change at β ≈ 7.5/W , which coincides with
the temperature at which the spectral weight for this orbital at kF is largest (see Fig. 4.4d).
I interpret this to mean that the Mott gap on orbital three has formed at βW ≈ 10 (on
the L = 24 site lattice), growing continuously from zero as the temperature is lowered. In
this case, the finite spectral weight between βW = 10 – 20 is due to thermal broadening
across this gap. Since I have observed similar behavior on smaller clusters with DQMC and
at zero temperature using DMRG, I believe that the transition to the OSMP will survive in
the thermodynamic limit, however, the gap magnitude has some finite size dependence.
The extended length of my 1D cluster grants us access to the momentum dependence of
the spectral function, which is shown in Fig. 4.7. The top row of Fig. 4.7 shows the results
in the OSMP with U/W = 0.8 and β = 19.6/W , which is the same parameter set used in






is shown in Fig. 4.7a
and the orbital-resolved components Aγ(k, ω) = − 1π ImĜγγ(k, ω) are shown in Figs. 4.7b-d,
as indicated. The lower row of Fig. 4.7 shows similar results obtained for U/W = 2 and
L = 8. (In this case a smaller cluster is sufficient due to the non-dispersing nature of the
band dispersions.)
The results in the OSMP with U/W = 0.8 reveal localized and itinerant characteristics
that are consistent with the spectral weight analysis presented earlier. The itinerant orbitals
primarily contribute to dispersing bands that track through the EF (ω = 0), while orbital
three has split into two relatively dispersionless upper and lower Hubbard bands above and
below EF. At first glance, these Hubbard bands appear to be sharper than the corresponding
Hubbard bands in the single-band Hubbard model; however, an examination of the DOS
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Figure 4.7: (color online) (a) The spectral function for U/W = 0.8. (b), (c), and (e) are
the orbital 1, 2, and 3 parts of the spectral function in (a), respectively. (e) The spectral
function for U/W = 2. (f), (g), and (h) are the orbital 1, 2, and 3 parts of the spectral
function in (e), respectively. The dash white line labels the Fermi surface. The inverse
temperature is set as β = 19.6/W . Results where obtained with Maximum Entropy DQMC.
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(Fig. 4.6b) reveals that they are spread out over an energy interval that is larger than the
non-interacting bandwidth of the top most band (W3 ∼ 0.3W ∼ 0.735 eV). In addition to
the formation of the Hubbard bands for orbital 3, I also observe two additional effects. The
first is an expected narrowing of the bandwidth of the itinerant bands. For this parameter
set I obtain W1 ∼ 1.7 and W2 ∼ 1.65 eV for orbitals one and two, respectively, which
should be compared to the non-interacting values of 1.88 and 1.97 eV. The second is the
aforementioned hybridization and level repulsion between the itinerant and localized orbitals.
This is manifest in the spectral function as a slight “buckling” of orbital three’s upper
Hubbard band near k = 0, and the tracking orbital one’s spectral weight along EF near
k = ±π/2a. It is this trailing intensity that forms the peak observed in the DOS just above
the Fermi level at low temperatures.
4.2.5.2 Strong Coupling U/W = 2
The spectral properties of the model are very different when the Hubbard interaction is
increased to U/W = 2. In this case, the total spectral function (Fig. 4.7e) and its orbitally-
resolved components (Fig. 4.7f-4.7h) all split into relatively flat Hubbard-like bands above
and below EF. (In the case of orbital three, the lower band below EF has been pushed outside
of the energy range shown in the figure.) For this value of the interaction strength there
is no spectral weight at the Fermi level, and the system is insulating even though orbitals
one and two have on average 1.55 and 1.44 electrons/orbital, respectively. (These values are
obtained both from the measured equal time orbital occupancies, and from integrating the
total spectral weight above and below EF.)
The imaginary axis spectral weight analysis (Fig. 4.4c) and the spectral function analysis
(Fig. 4.7) both indicate that for U/W = 2 the model is an insulator. The origin of this
behavior is the combined action of the Hund’s coupling and the onset of an orbital ordering
of the itinerant orbitals. All indications show that orbital three has already undergone an
orbital selective Mott phase transition (OSMT) when U/W = 2. This has the effect of
localizing one electron per site within this subset of orbitals while leaving three additional
electrons to be distributed among the remaining two itinerant orbitals. A sizable Hund’s
coupling will decouple the individual orbitals when the crystal field splittings are smaller
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than the bandwidth of the material [179]. This is precisely the situation at hand, and thus
the remaining nominally itinerant orbitals are decoupled from the localized orbital by the
large J = U/4. This results in an effective nearly-degenerate two-band system with (nearly)
three-quarters filling. This is special case for the two-orbital Hubbard model, which is prone
to orbital ordering in one and two-dimensions [93, 38, 226].
The situation is sketched in Fig. 4.8. Assuming ferromagnetic nearest neighbor
correlations for orbital three, I have a low-energy ground state configuration as shown in the
left side of 4.8a. Here, orbitals one and two adopt alternating double occupations in order
to maximize their delocalization energy through virtual hopping processes. This results in
near-neighbor orbital correlations. Subsequent charge fluctuations such as the one shown
in the right side of the Fig. 4.8a cost a potential energy PE ∼ U ′ − J = W/2. This is
compensated for by a kinetic energy gain KE ∼ 4t11 ∼ 4W/4.9. The ratio between these
competing energy scales is ∼ 5/8, suggesting that charge fluctuations are strongly suppressed
by the strong electronic correlations in this subsystem. Note that the situation is worse for
antiferromagnetic nearest neighbor correlations in orbital three. The energy cost in this
case increases to ∼ U ′, as shown in Fig. 4.8b. Thus both ferro- and antiferromagnetic
correlations in orbital three will suppress charge fluctuations and promote orbital ordering.
Since the type of magnetic correlations does not matter, such orbital ordering tendencies
can be expected in the paramagnetic phases, provided the localized moments have formed
in orbital three. This picture is then consistent with insulating behavior (and short-range
orbital ordering tendencies, see below) at high temperatures, where no magnetic correlations
are observed.
I verify this picture explicitly in Fig. 4.9, which plots the equal-time orbital correlation
function 〈τ̂i+dτ̂i〉, with τ̂i = (n̂i,2−n̂i,1). Here, results are shown for finite temperature DQMC
calculations (Fig. 4.9a) and zero temperature DMRG calculations (Fig. 4.9b) and with
U/W = 2 in both cases. The “long-range” (with respect to the cluster size) anti-ferro-orbital
correlation is clear in the zero temperature results obtained on L = 8 and L = 16 chains.
At finite temperatures (β = 19.6/W ) I find that the orbital correlations are suppressed
at long distances, but local anti-ferro-orbital correlation remains on shorter length scales.
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Figure 4.8: A cartoon sketch of the relevant charge fluctuation processes leading to
the insulating state when U/W = 2 assuming (a) ferromagnetic and (b) antiferromagnetic
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Figure 4.9: Results for the orbital correlation function for the system in the strong coupling
case U/W = 2. Results are obtained at (a) finite temperature using DQMC and (b) T = 0
(β = ∞) using DMRG. In both cases, results are shown on L = 8 (red dots) and L = 16
(blue triangles) chains. The DQMC results were obtained on a chain with periodic boundary
conditions. The DMRG results were obtained on a chain with open boundary conditions.
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temperatures, which grow in length as the temperature is decreased. The corresponding
orbitally resolved DOS are plotted in Fig. 4.10 for both cases. Both methods predict that
the system is insulating, with a charge gap width on orbitals one and two of about 0.5 eV
(estimated from half the peak-to-peak distance in the DOS). The presence of a gap at finite
temperature also confirms that the short range orbital correlations are sufficient to open a
gap in the spectral function. Finally, I stress these results will survive in the thermodynamic
limit L→∞. This is confirmed in the inset in Fig. 4.10b, which plots the T = 0 gap ∆ as
a function of chain length L, as obtained from DMRG. In this case, computing the DOS for
the longer chains is impractical. Therefore, I defined an alternative measure of the gap as
∆ = E(N + 1) + E(N − 1)− 2E(N), where E(N) is the ground state energy of the system
with N = 4L electrons. This definition agrees with the gap size obtained directly from the
DOS that was explicilty computed for the shorter chains. Using this, I find that the DMRG
gap size ∆ decreases with increasing chain lengths, until leveling off at a value of ∼ 0.2 eV
in the L→∞ limit.
4.3 Discussion and Summary
I have performed a momentum-resolved study of a multi-orbital model defined on extended
1D chains using non-perturbative DQMC and DMRG. This has allowed me to compute
the several properties of an OSMP in a momentum resolved manner without resorting to
approximate methods. I find that several properties do indeed exhibit significant momentum
dependencies, not be captured by local approximations introduced by DMFT; however, the
1D case I have considered represents the worst case for DMFT. In that sense my results
complement existing DMFT efforts by providing analysis in a region where the method is
expected to perform badly.
My results establish the hierarchy of charge and magnetic orderings in this model. At
low temperatures, the DMRG calculations (as well as those in Ref. [218]) demonstrate that
orbital three is ferromagnetically ordered at T = 0. Contrary to this, my finite temperature
DQMC calculations find no indications of any magnetic order for β < 19.6/W ; the magnetic















































Figure 4.10: Results for the orbitally-resolved density of states for each orbital obtained
for U/W = 2 and on L = 8 site chains. Panel (a) shows DQMC results at β = 19.6/W
and the inset zooms in to energy around Fermi surface. Panel (b) shows DMRG results for
the same conditons but at zero temperature (β = ∞). The inset plots a finite size scaling
analysis of the charge gap obtained within DMRG (see text). The dash line in both panels
indicates the Fermi energy.
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Despite this, my finite T calculations find an orbital-selective Mott phase, as well as a fully
insulating phase arising due to short-range orbital ordering, depending on the strength of
the Hubbard interaction U . I therefore conclude that the charge ordering occurs before any
magnetic ordering in this model.
The results shown in Fig. 4.3d and 4.4d show that orbital three in my model, which has
the narrowest band width, undergoes a transition to a Mott phase at βW ∼ 10 − 15. This
in combination with the lack of magnetic signal means that OSMP in this parameter regime
is a true Mott phase as opposed to a Slater insulator where the insulating behavior is driven
by magnetism. My results also demonstrate that it is insufficient to identify an OSMP using
the orbital occupations only in some instances. One should be particularly careful in regions
of parameter space where the itinerant bands have average occupations close to special cases
known for one and two-orbital Hubbard models. In my case, the average fillings of the
itinerant orbitals are 〈n1〉 ∼ 1.53 and 〈n2〉 ∼ 1.47, values very close to the special case of 3/4
filling in a degenerate two-band Hubbard model. At zero temperature, the DMRG results
obtain fillings of 1.5 for each orbital.
The orbital correlations in Fig. 4.9 give some indication as to the extend of the cluster
one might need to capture these effects using embedded cluster techniques. The β = 19.6/W
results shown in Fig. 4.9a indicate that the orbital correlations extend over (at least) three
lattice sites within the error bars of my data, while at T = 0 the correlations (Fig. 4.9b)
extend over the length of the cluster. Thus, the low-temperature correlation length can be
quite long, even in 1D. Single-site mean-field approaches cannot capture these correlations
in either case. However, one might hope that DCA or cluster DMFT extensions may be able
to address the short range correlations at elevated temperatures.
Finally, I discuss my results in the context of recent experimental work. ARPES results
for AFe2As2 have found evidence that the OSMP in these materials disappears as the
temperature is lowered [276]. This behavior was explained using a slave-boson approach
and attributed to the reduced entropy in the metallic phase in comparison to the OSMP.
My results do not show this behavior, and the OSMP is found at low temperature. This
difference may be related to the differences in the dimensionality (one vs. two) or number of
orbitals (three vs. five) between the models, or the differences between my non-perturbative
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approach and other mean-field methods. This highlights the need for continued application
of non-perturbative methods to tractable multi-orbital Hubbard models.
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Chapter 5
The electron-phonon interaction in
correlated multi-orbital systems
In this chapter, I study the interplay between the electron-phonon interaction and the
electron-electron interaction in multi-orbital systems. Here, we consider systems both in
one dimension and infinite-dimension. In the 1D case, I used the same parameters as I used
for the electronic properties in the chapter 4. Holstein phonons are then added into the
Hamiltonian to study the phonon effect. This 1D three-orbital Hubbard-Holstein model is
studied using DQMC. In infinite-dimension, I use dynamical mean field theory (DMFT) to
study a two-orbital Hubbard-Holstein model. The key results presented in this chapter have
appeared in Ref. [149] and Ref. [151].
In recent years, many researchers have began studying electron-electron (e-e) interactions
in multiorbital systems such as the iron-based superconductors (FeSCs). In doing so, they
have discovered numerous new phenomena, including the Hund’s metal [92, 79, 71] and the
orbital-selective Mott phase (OSMP) [5, 127, 179, 276, 148], which arise from the competing
action of the electronic interactions. These concepts have helped shape our understanding of
the enigmatic properties of these materials. Despite this success, however, surprisingly little
is currently known about how competition/cooperation with other factors such as impurities
or the electron-phonon (e-ph) interaction influences these phenomena. This question is
important for our microscopic understanding of these materials, as subtle multiorbital
correlation effects can produce states that are readily affected by small perturbations.
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In the case of the FeSCs, the e-ph interaction was ruled out as a possible pairing mediator
by early ab initio calculations [26] indicating that the total coupling strength was small, with
a dimensionless e-ph coupling λ ≤ 0.2. Because of this, many researchers have assumed that
this interaction plays a secondary role in these materials with regards to other aspects as
well. However, there is growing evidence that this outlook may have been premature. For
example, more recent calculations find that taking into account the possible magnetism
[280, 25, 48, 167] or orbital fluctuations [128, 225] can increase the total e-ph coupling
strength compared to the original estimates. This finding is consistent with the general
notion that electron correlations can enhance e-ph interactions [33]. Moreover, the discovery
of the FeSe films on oxide substrates [256] has implicated new possible lattice interactions,
either across the interface [141, 213] or within the FeSe film [47]. Since bulk FeSe is believed
to be in the OSMP regime [260, 70], these experiments naturally raise questions about when
and how e-ph interactions can influence such multi-orbital phenomena.
Hubbard-Holstein models are the simplest models capturing the interplay between e-e
and e-ph interactions. The single-band variant has been extensively studied, particularly
at half-filling, where a direct competition occurs between antiferromagnetic Mott insulating
(MI) and charge-density-wave (CDW) phases [14, 15, 20, 196, 188, 264, 227, 163, 193, 121].
In comparison, far fewer studies exist for multiband generalizations of the model [272, 128].
Motivated by this, I study the interplay between the e-e and e-ph in the multiorbital
Hubbard-Holstein model. In particular, I use DMFT [78] to study the inifinite-dimensional
case, since DMFT can give an exact solution in this case. Also, I use DQMC to study the
one-dimensional case in that DMFT fails to produce exact solutions in low dimensions.
5.1 The infinite-dimensional case
I first study the interplay between the e-e and e-ph interactions in the degenerate two-
orbital Hubbard-Holstein model in infinite-dimension. The Hamiltonian for this model [272]















































Here, 〈· · · 〉 denotes a summation over nearest neighbors; c†i,γ,σ creates an electron with spin
σ in orbital γ = 1, 2 on site i; b†i creates a phonon on site i; n̂i,γ,σ = c
†
i,γ,σci,γ,σ is the particle
number operator; tγ is the nearest neighbor hopping integral for orbital γ; U and U
′ are the
intra- and inter-orbital Hubbard interactions, respectively. Throughout, I choose U ′ = U−2J
due to rotational symmetry [78, 36]. J is the Hund’s coupling, which is fixed to J = U/5
unless otherwise stated; g is the e-ph interaction strength; Ω is the phonon energy; and µ is
the chemical potential, which is adjusted to fix the average particle per site to 〈n̂〉 = 2.
I work in infinite dimensions (where DMFT is exact) by adopting a Bethe lattice with a





2 − ε2, where Wγ = 4tγ is the bandwidth.
Throughout this chapter, I set W1 = 5W2 ≡ W = 2 eV, fix the temperature at T = 1β = 0.01
eV, unless otherwise stated, and set the phonon energy to Ω = 0.15 eV. The bandwidth
and Hund’s coupling J are chosen so that I can obtain a robust OSMP without the e-ph




model is solved using the exact diagonalization and the infinite phonon Hilbert space is
limited by only allowing up to Nph phonons, where Nph ∼ 40 is typical, depending on the
parameters used. I have checked that all of my results are well converged for increasing
values of Nph.
The convergence of quasiparticle weight with bath size Nb is shown in Fig. 5.1, where
Fig. 5.1(a) and 5.1(b) are results of λ = 0 and U = 0, respectively. Both Fig. 5.1(a) and
5.1(b) show that phase transition critical values are consistent for Nb = 4 and Nb = 6. There
is a slight difference between Nb = 4 and Nb = 6 for Z1, while results of Z2 are very close.
Hence, Nb = 4 is enough to produce reliable solutions for the two-orbital model. To reduce
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Figure 5.1: (color online) Convergence of quasiparticle weight Zγ with bath size Nb. Solid
lines and points are results of Nb = 4 and Nb = 6, respectively. In panel (a) λ = 0 and in
panel (b) U = 0 eV.
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5.1.1 Competition between U and λ
The λ-U phase diagram for the model is shown in Fig. 5.2. Here, I plot the orbitally





on a logarithmic scale. The
quasiparticle weight Zγ approaches to 1 when it is metallic, while Zγ approaches to 0 when it
is insulating. Five distinct phases can be identified from the values of Zγ, the local magnetic
moment m2γz = 〈(nγ↑ − nγ↓)
2〉, and the average number of phonon quanta Nph = 〈b†b〉 (all
shown in Fig. 5.3), and their boundaries are indicated by the white lines. Three of these
phases are similar to those found in the single-band Hubbard-Holstein model. The first
phase is a metallic phase (M) at small (λ, U), where both Z1 and Z2 are large. The second
is a Mott insulating (MI) phase, which appears at large U . It is identified by a situation
where Z1 = Z2 = 0, the magnetic moments are large m
2
1,z ≈ m22,z ≈ 1, and Nph is nearly
zero. The third phase is a CDW insulating phase where Z1 = Z2 = 0, while Nph is large
(Nph  1) and no local moments have formed (i.e. m21,z ≈ m22,z ≈ 0). An examination of the
wavefunctions reveals that the CDW phase corresponds to a state where the impurity site is
either fully occupied or entirely empty with equal probability, consistent with a checkerboard-
type ordering common to the single-band model [196, 15, 14]. This phase is likely to be a
(π, π, ...) CDW order (sometimes referred to as a strong coupling bi-polaronic insulating
phase in the single-band case). Alternatively, this phase could also reflect phase separation,
although delocalization effects should favor the CDW. Further studies on extended clusters
will be needed to address this issue.
In addition to the “standard” phases, I also observe two distinct phases with orbital
selective characteristics. The first is the widely studied OSMP, which appears between
the M and MI phases. It resembles the same OSMP found in the model without e-ph
interactions [177]. Here, the orbital with the narrower bandwidth becomes insulating with
Z2 = 0 and m
2
2z ≈ 1, while the orbital with the wider bandwidth remains itinerant with a
non-zero quasiparticle weight. Interestingly, I also observe a second region of orbital selective
behavior, located in a small portion of parameter space between the M/OSMP phases and
the fully insulating CDW phase, denoted as OSPI in Fig. 1. As with the OSMP, in this
region, the narrow band becomes insulating while the wide band remains itinerant with
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Figure 5.2: (color online) The phase diagram for the two-orbital Hubbard-Holstein model in
the e-ph interaction strength (λ) - Hubbard U plane at charge density n = 2 and temperature
β = 200/W . (a) and (b) show density plots of quasiparticle weights Z1 and Z2 on a
logarithmic scale, respectively. The different phases are labeled as follows: metal (M),
orbital-selective Mott phase (OSMP), Mott insulater (MI), charge density wave (CDW),
and orbital-selective Peierls insulator (OSPI). The white dots indicate points where the
calculations were performed, and I plotted them to show phases boundaries. The color scale
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Figure 5.3: (color online) The quasiparticle weights (a) Z1 and (b) Z2 as a function of
the e-ph interaction strength (λ) at different Hubbard U values. Mean values of the local
magnetic moments m21z, m
2
2z and phonon numbers (Nph) are shown in (c), (d), and (e),
respectively.
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Z1 6= 0 and Z2 = 0. But unlike the OSMP, here I find tiny local moments on orbital 2 with
m22z ≤ 0.05, and a large Nph (Nph > 1). The latter indicates the presence of a sizable lattice
distortion. The e-ph interaction drives the orbital-selective insulating properties in this case
rather than the Hubbard and Hund’s interaction. I label this state an orbital selective Peierls
insulator (OSPI), in analogy to the OSMP.
For reference, Fig. 5.3 shows the evolution of the quantities used to identify the five
regions of the phase diagram as a function of λ for different values of U . When U ≤ 0.4 eV,
m2γz and Nph vary smoothly near the phase transition, while for U > 0.4 eV, these quantities
vary quickly in the transition region, but are nevertheless continuous. This behavior is
consistent with a previous DMFT study of the single band Hubbard-Holstein model [15],
where a smooth transition occurs at weak coupling that becomes increasingly sharp as U/W
increases.
5.1.2 Hysteresis
To study the analogy between the OSMP and the OSPI further, I examine the classification of
the phase transitions and their possible hysteresis behavior [153]. Fig. 5.4(a) and 5.4(b) plot
the evolution of Zγ at T = 0.002 eV along the (U, λ = 0) and (U = 0, λ) axes, respectively.
Along the (U, λ = 0) line, there are two Mott transitions in the two-orbital system, I observe
a single hysteresis loop near the OSMP boundary, which indicates a coexistence region,
as discussed in Ref. [153]. The critical U values for increasing and decreasing interaction
strengths are Uc,1 = 0.6 eV and Uc,2 = 0.5 eV, respectively. Similarly, along the (U = 0, λ)
line I also find a single coexistence region, consistent with DMFT studies for the single band
Holstein model [184, 109]. As with the Mott transition, the hysteresis loop appears close to
the first Peierls transition and the critical λ values for increasing and decreasing interactions
are λc,1 = 0.08 and λc,2 = 0.066, respectively. Thus, the OSMP and OSPI transitions
phenomena appear to be analogous to one another. The appearance of hysteresis indicates
a first order transition out of the metallic phase while the other transitions are continuous.
Finally, I note that the hysteresis behavior disappears at T = 0.01 eV, where I performed
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Figure 5.4: (color online) (a) The quasiparticle weight Zγ as a function of U at a fixed
λ = 0. (b) The quasiparticle weight Zγ as a function of λ at a fixed U = 0. Zγ are results
at T = 0.002 eV and Z̄γ are results at T = 0.01 eV. The solid lines and the dashed lines are
results of increasing and decreasing U or λ, respectively.
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5.1.3 Interplay between λ and Hund’s coupling
The Hund’s coupling plays a major role in establishing the boundaries of the OSMP [127,
180]. Therefore, I explored its role in determining the CDW and OSPI phases observed here.
Fig. 5.5 shows the phase diagram in the λ - J/U plane for a fixed U = 0.8 eV. For λ < 0.3,
the metallic phase survives to larger values of J/U as λ increases. This result is consistent
with the notion that the e-ph interaction mediates an effective attractive interaction that
competes with the onsite Hubbard interactions. When 0.3 < λ < 0.4, the OSMP disappears
and is replaced by the OSPI and CDW phases and the critical λ value for both phases is
decreased as J/U increases. For larger λ, the CDW phase persists for all J/U values. Thus,
the Hund’s coupling not only favors the OSMP transition but also has a stabilizing effect
for the lattice-driven phases.
To gain further insight into the influence of J on the OSPI phase transition, I examined
the phase transition from the metallic state to the CDW at a fixed U = 0.8 and λ = 0.384,
as shown in Fig. 5.6(a) and 5.6(b). Fig. 5.6 (a) shows quasiparticle weights Z1 and Z2 as a
function of J/U . The dashed lines are the boundaries of each phase.
On the impurity site, the electronic subspace of the ground state at half-filling can be
written as
|ψ〉 = P1 (|0000〉+ |1111〉) +
P2 (|1000〉+ |0100〉+ |1011〉+ |0111〉) +
P3 (|0010〉+ |0001〉+ |1101〉+ |1110〉) +
P4 (|1100〉+ |0011〉) + P5 (|1010〉+ |0101〉) +
P6 (|1001〉+ |0110〉) ,
in which |n1,↑n1,↓n2,↑n2,↓〉 are the basis elements for the electronic subspace and nγ,σ is the
electron number for the orbital γ and spin σ. Here, I only need six distinct coefficients Pi
due to the particle-hole symmetry of the underlying Hamiltoniain. For example, the weight
for the basis states |0000〉 and |1111〉 must be the same and equal P1.
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Figure 5.5: (color online) The phase diagram in the λ-J/U plane at filling n = 2. (a) and
(b) plot quasiparticle weights Z1 and Z2, respectively. The labels used in this graph are the
same as in Fig. 5.2. The Coulomb interaction is fixed at U = 0.8 eV and U ′ = U − 2J .
The white dots indicate points where the calculations were performed, and I plotted them





















































Figure 5.6: (color online) (a) and (c) plot the quasiparticle weights Z1 and Z2 vs. J/U .
(b) and (d) plot the probabilities |Pi|2 of the eight states mentioned in the text vs. J/U .
The interorbital repulsion is fixed to U ′ = U − 2J in (a) and (b). In (c) and (d) U ′ = U .
The Hubbard interaction strength is U = 0.8 eV and e-ph interaction strength is λ = 0.384
in all panels. The dashed lines in (a) and (b) correspond to phase boundaries.
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Pn = 0 for n = 2, ..., 6. This ground state produces 〈nγ,σnγ′,σ′〉 = 0.5, where γ (γ′) = 1 or 2
and σ (σ′) =↑ or ↓. In a cluster system, the two bases |0000〉 and |1111〉 should be arranged
on alternating lattice sites to minimize the kinetic energy of the system. This arrangement
corresponds to a CDW with ordering vector Q = π in 1D, (π, π) in 2D, (π, π, π) in 3D,
etc.. The value of the six probabilities for each state as a function of J/U is plotted in Fig.
5.6(b). Near the phase transition from the metallic state to the OSPI, P1 increases quickly,
which implies that the state (|0000〉+ |1111〉) has a lower energy and is being preferentially
populated. This energy reduction is achieved by decreasing the effective e-e interaction via
the e-ph interaction, such as Ueff = U +
2λWγ
ω2/Ω2−1 . In addition, U
′ is also renormalized by
the e-ph interaction via U ′eff = U
′ − 2λW in the limit of Ω → ∞. When U ′eff − J < 0 and
the attraction potential between two orbitals can compensate the energy cost for double
occupation on the individual orbitals, thus stabilizing the CDW state. Hence, in the multi-
orbital case, the stabilization of the CDW phase with increasing J/U is due to the reduction
of the interorbital Hubbard interaction, imposed by the condition that U ′ = U − 2J . In
short, increasing J reduces U ′ and therefore also reduces the total potential energy cost for
a double occupation of a given site. The cost for creating a charge ordered phase, where
each site alternates between fully occupied and empty, is therefore lowered. To confirm
my arguments, I fix U ′ = U and use the same U and λ values to calculate Zγ and P
2
n in
Fig. 5.6(c) and 5.6(d), respectively. In this case, neither the CDW nor the OSPI phase
are found because the fixed U ′ prevents U ′eff − J from becoming negative at an intermediate
λ. For larger large λ values both the OSPI and CDW phases appear; however, their phase
boundaries are largely independent of J/U when U = U ′.
5.2 The one dimensional case
The prior study was carried out in infinite dimensions, where DMFT is exact; however, given
the dependence on dimensionality found for the single-orbital HH model [44, 15, 196], it is
essential to study the problem in other dimensions, as a function of doping, and with different
techniques. Motivated by this, I present here a complementary study of the three-orbital
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HH model defined on an extended 1D chain at an average electron filling 〈n̂〉 = 4. I study
the model using DQMC, which is a nonperturbative auxiliary-field technique and capable of
handling both the e-e and e-ph interactions on equal footing.
My starting point is a simplified one-dimensional three-orbital Hubbard model as shown
in chapter 4. I then add a Holstein-type interaction, where the atomic displacement is coupled











(∆γ − µ)n̂i,γ,σ (5.1)


















































are the e-ph coupling terms. Here, 〈. . . 〉 denotes a sum over nearest neighbors; c†i,γ,σ (ci,γ,σ)
creates (annihilates) a spin σ electron in orbital γ = 1, 2, 3 on site i; b†i (bi ) creates
(annihilates) a phonon on lattice site i; Szi,γ is the z-component of the spin operator Si,γ;
n̂i,γ,σ = c
†
i,γ,σci,γ,σ is the number operator; and X̂i and P̂i are the lattice position and
momentum operators, respectively. The parameters ∆γ are the on-site energies for each
orbital; tγ,γ′ are the intra- and interorbital hopping integrals; U and U
′ are the intra- and
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interorbital Hubbard interactions, respectively, and J is the Hund’s coupling. The parameter
g = α
√
2MΩ is the strength of the e-ph coupling and Ω is the phonon energy. Finally, µ is
the chemical potential, which fixes the average particle number.
In Eq. (5.3) I have neglected the pair-hopping and spin-flip terms of the Hunds
interaction, as was done in Ref. [148] for the same model without e-ph interactions. These
terms introduce a significant Fermion sign problem [157] for DQMC calculations and are
therefore neglected to make the problem tractable. Prior work [156] has shown that these
terms only change the location of the various phase boundaries for the model considered
here in the absence of the e-ph interaction. I, therefore, proceed assuming that this will also
hold true once the phonons are included in calculations.
Throughout this work, I choose U ′ = U − 2J , as is standard for enforcing rotational
symmetry [36], although I have neglected the pair hopping and spin-flip terms in Eq. (5.3).
I further vary U while holding J = U/4 fixed. This choice produces a robust OSMP [218, 156,
148] in the absence the e-ph interaction and is appropriate for the FeSCs. I work at a fixed
filling 〈n̂〉 = 4, which is typical for three-orbital Hubbard models used to describe the 2D
FeSCs with two hole pockets near the Γ point and one electron pocket near the X (Y ) point
[55]. I expect that the same filling is needed to describe the quasi-one-dimensional system
BaFe2S3. This choice of filling also allows us to make direct comparisons to previous studies
in the absence of the e-ph interaction [218, 156, 148], such as the one presented in chapter
4. In this spirit, I also set t11 = t22 = −0.5 eV, t33 = −0.15 eV, t13 = t23 = 0.1 eV, t12 = 0
eV, ∆1 = −0.1 eV, ∆2 = 0 eV, ∆ = 0.8 eV, and Ω = 0.5 eV, again following Refs. [148] and
[218]. The total bandwidth of the non-interacting model is W = 2.45 eV, which serves as
the unit energy in the following calculations. The dimensionless e-ph coupling constant is
defined as λ = α2/(MΩ2W ). (Note that since this is a multi-band system, different choices
of bandwidths are possible. Here, I select the total bandwidth, as was done for the infinite-
dimensional case.) Finally, I set a = M = 1 as units of distance and mass, respectively, and
work at an inverse temperature β = 14.7/W unless stated otherwise; this temperature is low
enough to identify the ordering tendencies in the model.
I use DQMC to solve the 1D three-orbital HH model. Throughout this work, I use
a one-dimensional chain with a chain size N = 16 and imaginary time discretization of
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∆τ = 0.245/W , unless otherwise stated. In all of simulations, I have not observed significant
∆τ errors introduced by this choice.
The main results are summarized in Fig. 5.7, which provides a schematic of the phase
diagram of the model. I find four distinct regions in the λ − U parameter space, including
states with metallic (M) characteristics, an OSMP region, a CDW order, and a region with
strong orbital correlations (OC) and insulating characteristics. Comparing with the infinite-
dimensional case, I find a new phase, namely OC state, but fail to produce the OSPI phase in
the one-dimensional case. The details of these four phases will be discussed in the following
sections.
5.2.1 Weak Electron-Phonon Coupling
In chapter 4 I presented that the model without phonons showed that an OSMP forms for U
values in the range 0.6 < U/W < 2 for my choice of J . In this state, orbital three becomes
insulating while the remaining orbitals host itinerant electrons [218, 156]. The onset of this
phase is signaled by the fact that the filling on orbital three 〈n̂3〉 = 1. For U/W > 2, orbitals
1 and 2 retain a noninteger filling but are driven into an insulating state by the onset of
short-range orbital ordering [148]. To avoid this complication, I restrict U/W < 1.
I now examine the impact of the e-ph interaction on the OSMP. Figure 5.8 plots the
electronic occupations of the three orbitals for different values of U/W and λ. For λ = 0,
Fig. 5.8(c) shows that 〈n̂3〉 converges to 1 as U/W increases, implying that a Mott gap is
formed on this orbital for U/W ≥ 0.4. At the same time, 〈n̂1〉 and 〈n̂2〉 maintain noninteger
values, implying that these orbitals remain itinerant [see Fig. 5.8(a) and 5.8(b)]. These
results are consistent with previous studies [218, 156]. When I include the e-ph coupling,
the orbital occupations are modified significantly. For example, Figs. 5.8(d) - 5.8(f) show
that the e-ph coupling tends to make electronic occupations on all three orbitals uniform
when U/W < 0.4, with the average filling on each orbital approaching 〈n̂i〉 = 43 when λ is
large. This value of the occupation on each orbital is consistent with a chagre-ordered state
where two sites are fully occupied and one site is empty, which is shown in the CDW region
of Fig. 5.7. This kind of charge order arises from the attractive interaction mediated by the
e-ph interaction. For the fully occupied site, the attractive interaction can be mapped into
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Figure 5.7: (color online) A sketch of the λ-U phase diagram for the model as inferred
from DQMC calculations. Four distinct regions are found, which include states with metallic
(M) characteristics, an orbital-selective Mott region (OSMP), a charge-density-wave (CDW)
order, and a region with strong orbital correlations (OC) and insulating characteristics. The












































Figure 5.8: (color online) The variation of electronic densities on the three orbitals as
a function of the Hubbard U and the e-ph coupling strength λ. Panels (a) - (c) show the
variation of electronic densities as a function of the Hubbard U on orbitals γ = 1, 2, and 3,
respectively. Similarly, panels (d) - (f) show the change of electronic densities as a function
of λ on the same three orbitals. In each panel, error bars smaller than the marker size have
been suppressed for clarity, and a smoothing spline used as a guide to the eye.
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a negative effective U for all three orbitals at this site in the large-Ω limit. For an empty
site, the effective interaction is not modified by the e-ph coupling. Therefore, the effective
Hubbard interaction is not uniform in real space if there is a density modulation. When the
e-ph coupling is strong, this nonuniform attractive interaction can produce a charge-ordered
state but with a uniform average occupation on each orbital. The transition from a CDW
phase to an OSMP can be seen in Fig. 5.8(c), where n̂3 decreases from
4
3
to 1 at λ = 0.33.
Increasing the e-ph coupling pushes this transition to larger values of U/W ; for example, for
λ = 0.41 it occurs at U/W ∼ 0.5.
The competition between the CDW and OSMP tendencies is also manifest in the behavior
of each orbital’s double occupation Dγ = 〈n̂γ,↑n̂γ,↓〉−〈n̂γ,↑〉〈n̂γ,↓〉, as summarized in Fig. 5.9.
When the phonon-mediated effective attraction overcomes the Coulomb repulsion, I expect
Dγ > 0; otherwise, Dγ < 0. Figures 5.9(a)-5.9(c) present Dγ as a function of U/W for fixed
values of λ, where I find that Dγ decreases as U is increased, and D3 converges to −14 in the
limit of a strong Hubbard interaction, consistent with a Mott insulating state where double
occupation is suppressed. Figs. 5.9(d)-5.9(f) alternatively plot the data as a function of λ
for fixed values of U/W . Here, I find that for U/W < 0.4, Dγ increases as λ increases and
converges to 2
9
on each orbital. This value is consistent with the double occupations expected
for the CDW phase shown in Fig. 5.7.
The electronic density and double occupations provide indirect evidence of the CDW







where q is the momentum, τ is the imaginary time, n̂q,γ =
∑
i,σ e
iqrin̂i,γ,σ, and ri is the lattice
vector.
Figure 5.10 shows the momentum dependence of the three intraorbital charge suscepti-
bilities for U/W = 0 and different e-ph coupling strengths. At weak coupling (i.e. λ = 0.0
and λ = 0.06), χcγ,γ(q) is small, with no clear peak at any momenta. This observation implies
that a finite value of λ is needed for charge correlations to develop at this temperature, and is











































Figure 5.9: (color online) The variation of double occupancies on the three orbitals as a
function of the Hubbard U and the e-ph coupling strengths λ. Panel (a) - (c) shows the
variation of double occupancies as a function of the Hubbard U on orbitals γ = 1, 2, and 3,
respectively. Similarly, panels (d) - (f) show the change of double occupancies as a function
of λ on the same three orbitals. In each panel, error bars smaller than the marker size have






































Figure 5.10: (color online) Momentum dependence of the charge correlation function
χcγ,γ(k) for orbtial 1 (a), orbital 2 (b), and orbital 3 (c) at different λ values. The Hubbard
U/W = 0. In each panel, error bars smaller than the marker size have been suppressed for
clarity.
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peak structure forms in χcγγ(q). For instance, already at λ = 0.18 I find a peak centered at
q = π/a for all three orbitals, indicating the formation of a two-sublattice charge correlation
at this simulation temperature (β = 14.7/W ). Upon further cooling of the system, I find
that additional charge correlations develop at a second q point. For example, Fig. 5.11
compares χcγ,γ(q) at β = 14.7/W and β = 49/W for the λ = 0.15 and U/W = 0 case. For
temperature β = 14.7/W , χcγ,γ(q) has a single peak at q = π/a; however, as the temperature
is decreased to β = 49/W , χcγ,γ(q) increases and a second peak forms q ∼ 2π/3 − 3π/4,
which is evident as a shoulder in χcγ,γ(q). To better recognize these two peaks, I plot as a
guide-to-the-eye the sum of two Lorentzian functions centered at q = 2π/3a (dash-dotted
line) and q = π/a (dotted line).
The two peak structures in χcγ,γ(q) likely reflect different ordering tendencies. The charge
configurations sketched in Fig. 5.7 are consistent with q1 ≈ 2π/3a and q2 = π/a orderings. I
propose, therefore, that the CDW state is characterized by a superposition of | . . . 660660 . . . 〉
and | . . . 606660〉 configurations along the chain, where the number indicates the number of
carriers on each site. These charge configurations are also consistent with the values of
the orbitally-resolved single and double occupancies discussed previously. In fact, these two
peaks reflect two different values of 2kF that appear in this multiorbital model; The Fermi
momentum for orbitals 1 and 2 is ∼ 0.33π/a, while the Fermi momentum for orbital 3 is
∼ 0.5π/a. Thus, these two peak values correspond to q = 2kF in the weak-coupling limit,
where the CDW tendencies are driven primarily by nesting conditions. When I increase the
e-ph coupling further, the kF for orbitals 1 and 2 increases to 0.5π/a. Therefore, I expect
that only one peak will be observed in the charge-denstiy-wave susceptibility in the limit of
strong e-ph coupling.
I now turn to the spectral weight of the three orbitals in the vicinity of the Fermi level
EF to assess whether the various phases I observe are insulating or not. The spectral weight
can be estimated directly from the imaginary-time Green’s function using the relationship
[248]





































Figure 5.11: (color online) Momentum dependence of the charge correlation function
χcγ,γ(q) for orbtial 1 (a), orbital 2 (b), and orbital 3 (c) at different β values. The Hubbard
U/W = 0 and λ = 0.15. The black dashed lines are eye-guided lines for a combination of two
Lorentzian functions with different peak positions. The two Lorentzian functions are shown
with dotted and dash-dotted lines, respectively. In each panel, error bars smaller than the
marker size have been suppressed for clarity.
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where Aγ(k, ω) is the orbitally resolved spectral function. At low temperature, the function
βsech(βω/2) is sharply peaked around ω = EF = 0 and thus provides a measure of the
spectral weight integrated within a window of a few β−1 of EF.
Figure 5.12 plots βGγ(r = 0, β/2) for the three orbitals for different values of U/W and
λ. In Figs. 5.12(a)-5.12(c), the spectral weight of each orbital is plotted as a function of
U for fixed λ. In the absence of the e-ph interaction (λ = 0), the spectral weight of all
three orbitals decreases as the Hubbard U is increased. However, the spectral weight on
orbital γ = 3 decreases much more rapidly than the other two orbitals, consistent with the
formation of an OSMP [148]. [The small but nonzero value of βG3(r = 0, β/2) is due to the
elevated temperature of the simulation.] As the value of λ increases, I begin to see the loss
of spectral weight in all three orbitals when U/W is small.
Fig. 5.12(d)-5.12(f) plot βGγ(r = 0, β/2) as a function of λ for fixed U/W . For U/W = 0,
the spectral weight of all three orbitals is suppressed as the e-ph coupling is increased. I
further observe a sudden decrease in the spectral weight of all three orbitals for λ ≥ 0.15,
where a prominent peak in χcγ,γ(k) is observed. Thus, for λ ≥ 0.15 and U/W = 0, the system
is an insulating state driven by CDW correlations. The behavior of the spectral weight is
qualitatively similar for U/W < 0.2, however the transition to the CDW phase occurs at
larger values of λ as U/W increases. Based on these results, I conclude that the CDW phase
appearing at large λ is insulating.
Unlike the OSMP, I do not find any orbital-selective behavior associated with the
formation of the CDW phase; the rate at which the spectral weight approaches zero appears
to be the same for all three orbitals at this temperature. This result is in contrast to the
degenerate two-orbital case with inequivalent bandwidths [149], where orbital-selective CDW
behavior was found. This difference could be attributed to changes in the total bandwidth,
dimensionality, or model. (For example, the current model has inequivalent bandwidths and
crystal-field splittings while the former only had inequivalent bandwidths.) Further studies
will be needed to better understand the differences between these two cases.
I now return to the competition between the OSMP and CDW phases. Figures 5.12(a)-
(c) reveal that the spectral weight decreases as the strength of the e-ph is increased when































































Figure 5.12: (color online) The variation of the spectral weights for the three orbitals as
a function of the Hubbard U and the e-ph coupling strength λ. Panels (a) - (c) show the
variation of spectral weights as a function of the Hubbard U for three orbitals, respectively.
Panels (d) - (f) show the change of spectral weights as a function of λ for three orbitals,
respectively. In each panel, error bars smaller than the marker size have been suppressed for
clarity, and a smoothing spline is used as a guideline to the eye.
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before reaching a maximum value and decreases along the U axis. This behavior reflects the
competition between the e-ph and the e-e interactions. At small U/W the CDW correlations
dominate, for large U/W the OSMP correlations dominate, and for intermediate values of λ
a metallic phase is realized.
5.2.2 Spectral properties of the CDW phase
The spectral function of the OSMP was studied in detail in chapter 4 in the absence of e-ph
interactions. I will focus, therefore, on the spectral function of the CDW phase. Figure 5.13
shows the spectral function for U = 0 and λ = 0.33 and the orbitally-resolved components.
The system is insulating, with a large CDW gap and broadened spectral features, consistent
with the spectral weight analysis. The upper bands of three orbitals have dispersions with
a clear folded shape, while the lower bands of orbitals 1 and 2 have a more cosine-like
dispersion. This cosinelike shape arises from the combination of an incoherent peak and
an additional peak arising from thermally activated transitions to states with additional
phonons excited [99]. To better recognize these two peaks, Figs. 5.13(e) - 5.13(l) plot the
spectral functions at fixed momentum k = 0, π/a, π/4a, and 3π/4a for orbitals 1 and 2.
The red dashed curve denotes Lorentzian fits of the data allowing for an incoherent peak
above and below the Fermi level and an additional thermally excited peak below the Fermi
level. The fitting results are consistent with the Maxent results. I find that the thermally
excited state is located around E = −2.5 eV and is momentum independent, consistent with
previous results for the one-dimensional single-band spinless Holstein model [99]. The folded
band is observed at k = 0 and k = π/a and at k = π/4a and k = 3π/4a, respectively. The
intensity of the incoherent peak below the Fermi level in the folded band is much weaker
than that of the thermally excited peak, leading to a cosine shape observed in the upper
panels of Fig. 5.13.
5.2.3 Strong electron-phonon coupling
The previous single-site DMFT study of the two-orbital HH model at a half-filling observed a
direct transition between the OSMP and CDW phase in the strong e-ph coupling limit [149],
with no intervening metallic phase. In contrast, for the current model, I find evidence for an
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Figure 5.13: (color online) Spectral functions for U = 0 and λ = 0.33. Panels (b),(c),
and (d) are the orbital 1, 2, and 3 components of the spectral function in (a), respectively.







, respectively. Similarly, (g), (h), (k), and (l) are spectral functions of the
orbital 2 at those four momenta. The black dashed lines show three peaks positions in the
maximum entropy results. The red dotted lines are Lorentzian fitting results.
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orbitally correlated insulating state located between the CDW phase and OSMP at strong
couplings. Figure 5.14 shows the spectral function [Fig. 5.14(a)] and its three orbitally
resolved components [Figs. 5.14(b) - 5.14(d)] at U/W = 1, λ = 0.6, and β = 29.4/W , where
a gap is clearly observed. The spectral function is similar to the CDW case shown in Fig.
5.14, however, the origin of the gap is not CDW correlations since χcγ,γ′(q) (not shown) is
small in this state. Also, the double occupation Dγ ≈ −19 < 0 (see Fig. 2), indicating the
Coulomb interaction is the dominant interaction in this phase.
The nature of this OC phase sketched on the left side of Fig. 5.15. It consists of one site
where all three orbitals are fully occupied and two neighboring sites that are half-filled and in
a high-spin state. This electronic configuration is consistent with the observed occupations
and the value of the double occupation Dγ = −19 .
In the HH model, the intra- and interorbital Hubbard interactions Ueff and U
′
eff are
renormalized by the e-ph interaction, and the ground state can change based on the value of
these effective Hubbard interactions. Figures 5.15(a) and 5.15(b) show two types of charge
fluctuations that are possible within the proposed OC state The potential energy costs of
these fluctuations are PE ∼ Ueff + J and PE ∼ −2(U ′eff − J), respectively. To estimate
the magnitude of these energies, I performed an exact diagonalization calculation in the
atomic limit and compared the ground state energies of the shown atomic configurations.
For U/W = 1 and λ = 0.6, I find that these two potential energies are 1.305 eV and 0.815
eV, respectively. When the orbital hybridization is introduced, the total potential energy
cost is compensated for by a kinetic energy gain of KE ≈ t11 = 0.5 eV. However, the ratio
PE
KE
> 1 in both cases, suggesting that charge fluctuations are suppressed, and the system
will be insulating. The conditions for forming the OC insulating state are then U ′eff − J < 0
and Ueff + J > 0, which in turn requires that the e-ph coupling strength is not too strong;
otherwise, the CDW phase is formed. (Note that a larger Hund’s coupling favors satisfying
these two conditions.) In the OC insulating state, the fully occupied site and two half-
occupied sites can be arranged randomly in a long chain as the energy cost will not change.
Therefore, short-range orbital correlations would be sufficient to produce insulating behavior
at finite temperature.
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Figure 5.14: (color online) Spectral functions for U/W = 1 and λ = 0.6. Panels (b), (c),
and (d) are the orbitals 1, 2, and 3 components of the spectral function in (a). The inverse
temperature is β = 29.4/W . The white dot line is the Fermi surface.
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Figure 5.15: (color online) Cartoon sketch of the relevant charge fluctuation processes
leading to the orbital ordered insulating state when U/W = 1 and λ = 0.6.
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〈(n̂i+d,γ − n̂i+d,γ′)(n̂i,γ − n̂i,γ′)〉. (5.7)
The charge configuration expected for the OC shown in Fig. 5.15 would produce an orbital
correlation function T ′γγ(d) = 0. Figure 5.16 (b) shows the variation of the on-site orbital
correlations Tγ,γ′(0) in the phase transition from the OSMP to the OC state. In general, the
correlation function for d = 0 is larger than that for d 6= 0. Thus, the on-site correlation is
a good indicator for when Tγγ′(d) → 0 and can be used to trace the forming of the orbital
correlations. In the OSMP region, Tγ,γ′(0) is greater than 0.1. For example, at λ = 0, T1,2(0),
T1,3(0), and T2,3(0) are 0.16, 0.14, and 0.125, respectively. Tγ,γ′(0) decreases slowly initial
as the e-ph coupling strength is enhanced. Conversely, near the phase transition, Tγ,γ′(0)
decreases very quickly; at λ = 0.6, T1,2(0), T1,3(0), and T2,3(0) are 0.056, 0.061, and 0.057,
respectively. The nonzero value at λ = 0.6 is likely due to the elevated temperature. I find
that T1,2(0), T1,3(0), and T2,3(0) are decreased to 0.038, 0.03, and 0.029, respectively, as the
inverse temperature is decreased to 29.4/W . I expect that the correlation function tends
towards zero as T → 0, and a sharp phase transition from the OSMP to the OC state would
occur.
I traced the phase transition from the OSMP to the OC in figure 5.16 (a), which shows
the variation of orbital occupations in the phase transition from the OSMP to the OC phase
at U/W = 1 and β = 14.7/W . Here, the chain size is N = 12. The critical e-ph coupling
value λc of the phase transition from the Mott phase to the OC state is about 0.43, where
n3 > 1. As U/W = 1 and λ = 0.6, orbital occupations for three orbitals are 1.4, 1.38, and
1.22 at β = 14.7/W , respectively. Those occupations are changed to 1.346, 1.344, 1.31 at
β = 29.4/W , implying the OC state supports the same occupation on each orbital, consistent
with the electron configuration shown in Fig. 5.15.
5.2.4 Phase diagram
I have performed a study of a three-orbital Hubbard-Holstein model on an extended one-

































Figure 5.16: (color online) (a) The electronic occupations 〈n̂γ〉 of orbital γ as a function
of the e-ph coupling strength λ. (b) The on-site orbital correlations Tγγ′ between orbital γ
and γ′ as a function of λ. These results were obtained on an N = 12 site chain. In each
panel, error bars smaller than the marker size have been suppressed for clarity.
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model for β = 14.7/W and n = 4, shown in Fig. 5.17, shares many similarities to the
one found for an infinite-dimensional degenerate two-orbital HH model with inequivalent
bandwidths [149], containing a metallic phase (M), a CDW phase, and an OSMP. The
metallic phase is most prominent in small values of U and λ but penetrates into the region
of intermediate interaction strengths separating the CDW and OSMP when U/W ∼ 2λ.
The critical e-ph coupling needed for the CDW phase transition at U = 0 in the model is
λc ∼ 0.15. The nonzero value of λc is consistent with results for the single band Holstein
model [96, 90].
At strong couplings, I found evidence for an orbital correlation state in the phase diagram,
which was not found in the previous DMFT study. I argue that this difference stems from
the filling used in the model (〈n̂〉 = 4
3
here versus 〈n̂〉 = 1 in Ref. [149]) and the use of
an extended cluster here [148]. The OC state resides between the CDW phase and OSMP
and tends to extend to large Hubbard U . This region of the phase diagram is the same one
where the OSMP disappears, and an anti-ferro-orbital correlation was found in the λ = 0
case [148]. I expect that a phase transition occurs between the anti-ferro-orbital order and
the OC state at U/W = 2. These results show that the phase diagram of multiorbital HH
models can exhibit remarkably rich physics as a function of interaction strengths, doping,
and other parameters.
5.3 Summary
I have studied the interplay between the e-e and e-ph interactions in three- and two-orbital
Hubbard-Holstein model in one- and infinite-dimension, respectively. In both cases, I find a
competition between the onsite e-e and e-ph interactions leads to many competing phases.
In the 1D case, the competition occurs between the OSMP and CDW at small coupling,
while this competition occurs between the OSMP and OSPI in the infinite-dimension. I
also find that the Hund’s coupling J has nontrivial effects on the phases driven by the
e-ph interactions. Importantly, these results demonstrate that weak to intermediate e-ph














Figure 5.17: (color online) The phase diagram of the three-orbital Hubbard-Holstein
model for β = 14.7/W and n̂ = 4. The different phases are labeled as follows: metal
(M), charge-density-wave order (CDW), orbital selective Mott phase (OSMP), and orbital
correlation(OC).
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such, one cannot rule out an important role for phonons a priori in multi-orbital systems,
when multiple electronic interactions are already competing with one another.
In the past, the e-ph interaction has not been widely studied in the FeSCs in that an
early ab initio calculation shows this interaction strength λ in the FeSCs is too small and
only about 0.21 [26]. However, I find the electronic intrinsic characteristics could have a
significant change under such a small e-ph coupling in both my one- and infinite-dimension
models. These results suggest that one needs to be cautious of the e-ph interaction when
studying FeSCs.
I close with a short note and some speculation. Ref. [241] has also used the term
OSPI in the context of a two-orbital dimer model, where superexchange is stronger between
a particular subset of orbitals, creating a preferential dimerization. An entirely different
mechanism drives the OSPI, where I start from a metallic state and obtain the OSPI through
the e-ph interaction. To the best of my the knowledge, this is the first time that theoretical
calculations have produced such a mechanism. As with OSMP, the OSPI, in this case,
is induced by the different bandwidths for the two orbitals. Finally, although the OSPI
discovered here was derived from a Holstein coupling, I believe bond-stretching phonons
that modulate interatomic hopping integrals could induce a similar phenomenon. In such





model in two dimensions
6.1 Introduction
Model Hamiltonians have played a vital role in shaping our understanding of e-ph interactions
in materials. These models can be broadly divided into two categories based on whether the
e-ph coupling is diagonal or off-diagonal in the orbital space. Diagonal e-ph interactions
(e.g., in the Holstein [100] or Fröhlich [75] models) couple the atomic displacements directly
to the charge density at each site, modulating the carrier’s potential energy. Conversely, off-
diagonal e-ph couplings (e.g., the Su-Schrieffer-Heeger [SSH] [242] model in one-dimension)
occurs when the atomic motion modulates the overlap integrals between neighboring atoms,
generating off-diagonal terms in orbital space.
Diagonal e-ph interactions have received the most attention to date and many techniques
have been employed to study their properties [227, 163, 14, 15, 196, 188, 149, 19]. In the
strong coupling limit, these interactions produce polaronic quasiparticles with large effective
masses m∗ [27, 129, 88, 221, 150], which are prone to forming insulating charge-density-wave
phases [37, 27, 210, 19]. Far fewer studies have been carried out for off-diagonal interactions,
and most of these have been restricted to one-dimension (1D) using either approximate
[242, 146, 171, 239] or quantum Monte Carlo methods [234, 97, 46]. Few studies of SSH-type
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models in two-dimensions (2D) exist [223, 254, 292, 145], and many of these employ the
frozen phonon approximation [223, 145].
The lack of studies addressing off-diagonal e-ph interactions represents a significant gap
in the communities’ knowledge. These interactions are believed to be the dominant e-ph
interactions in many materials, including the organic charge-transfer solids [242, 146, 45]
and many perovskites systems like the rare-earth nickelates [176, 236, 112], and the high
Tc superconducting cuprates [136, 263] and bismuthates [122]. More importantly, recent
studies in the single- and two-particle limit have shown that the physics of off-diagonal
e-ph interactions differs substantially from that of the more commonly studied diagonal
one. For example, strong off-diagonal interactions can produce highly mobile polarons with
light effective masses [239], generate robust phonon-mediated pairing, and even stabilize
and control the location of a type-II Dirac point [186]. It is, therefore, imperative to study
the off-diagonal e-ph interactions in higher dimensions and for arbitrary fillings, as one’s
intuition gained from the standard diagonal models may not serve us well.
In this chapter, I present a combined exact diagonalization (ED) and determinant
quantum Monte Carlo (DQMC) study of a two-dimensional, multi-orbital sp-model defined
on the Lieb lattice (see Fig. 6.1) with off-diagonal SSH-type e-ph interactions. My approach
treats the problem in a numerically exact manner and does not suffer from a Fermion sign
problem in the absence of a Hubbard interaction. Here, I focus on the so-called “negative
charge transfer” regime [73, 207, 122], where the holes preferentially occupy the oxygen
sublattice. This choice is motivated by the fact that this parameter regime is believed to be
relevant to several perovskite systems with off-diagonal e-ph coupling, including the high-Tc
superconducting bismuthates Ba1−xKxBiO3 [73, 207] and the rare-earth nickelates RNiO3
[112, 200, 23]. Since I neglect the Hubbard interaction, my model can be viewed as a 2D
analog of the model describing the bismuthates. At half-filling, corresponding to one hole per
unit cell, I find that the system is an insulator with a distorted structure, where the ligand
O atoms (the p orbitals) have collapsed and expanded about alternating Bi (the s orbitals)
sites. Upon hole doping, the insulating phase is suppressed giving way to a metallic phase
characterized by holes that are locally bound to fluctuating local structural distortions.
My results provide strong support for the polaronic view often adopted when describing
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the bismuthates [73, 207], as well as the one recently proposed for the related rare-earth
nickelates [236]. Finally, at low temperatures, I find s-wave superconducting tendencies that
form primarily on the oxygen sublattice.
6.2 Model Hamiltonian
I study a three-orbital model defined on a Lieb lattice, as shown in Fig. 6.1(a). The
orbital basis consists of a Bi 6s atom (red circle) and two O 2p orbitals (blue lobes) situated
halfway between each of the Bi atoms. In what follows, I freeze the heavier Bi atoms into
place and restrict lighter O atoms to move along the bond directions. The full Hamiltonian








































Here, 〈. . . 〉 denotes a sum over nearest neighbor atoms, δ, δ′ = ±x, ±y index the oxygen




and p†r,δ,σ (pr,δ,σ) are the
creation (annihilation) operators for spin σ holes on the Bi 6s and O 2pδ orbitals, respectively.
The unit cells are indexed by r = nxa+nyb, where (nx, ny) ∈ Z, a = (a, 0), b = (0, a) are the
primitive lattice vectors along x- and y-directions, respectively, and a is the Bi-Bi bond length
in the undistorted structure (and also the unit of length). To simplify the notation, I have







r,α,σpr,α,σ are the number operators for s and pα (α = x, y)
orbitals, respectively; εs and εp are the onsite energies; µ is the chemical potential; tsp and
tpp are the nearest neighbor Bi-O and O-O hopping integrals in the undistorted crystal;











































Figure 6.1: (a) The lattice structure of the three-orbital model. Panels (b) - (e) show four
oxygen vibration modes and its related molecule orbitals. Panel (f) shows the energy of four
oxygen molecule orbitals and Bi 6s orbital when there is no hybridization between 6s and
2px(y) orbitals. Panel (f) and (h) show the hole occupation on each orbital for 〈n̂〉 = 1 and
〈n̂〉 > 1, respectively, as 6s and 2px(y) orbitals are hybridized.
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P±x,±y = P±y,±x = −P±x,∓y = −P∓y,±x = 1. The motion of the lattice is described by the
atomic displacement (momentum) operators X̂r,α (P̂r,α). M is the oxygen mass and K is
the coefficient of elasticity between each Bi and O atom, and each O atom is linked by two
springs to the neighboring Bi atoms. Thus, the bare phonon frequency is Ω =
√
2K/M .
Finally, the displacement of the O atoms modulate the hopping integral as tsp(1 + αûr,δ),
where I have introduced shorthand for the displacement operators ûr,x = X̂r, ûr,−x = X̂r−a,
ûr,y = Ŷr, and ûr,−y = Ŷr−b.
Throughout, I adopt parameters motivated by a recent DFT study of BaBiO3 [122] with
tsp = 2.08, tpp = 0.056, εs = 6.42, and εp = 2.42 (all in units of eV). As mentioned, these
parameters place us in the negative charge transfer regime, where holes primarily reside on




r,σ〉 = 0.685 in the
absence of the e-ph coupling. The oxygen holes reside in a molecular orbital defined by the
A1g combination of the the ligand oxygen orbitals surrounding the Bi atom (see below) [122].
Finally, I adopt the e-ph coupling strength α = 4a−1.
6.3 A molecular orbital viewpoint
Before I proceed to the DQMC simulations of the model, I present a simplified molecular
orbital analysis of a Bi2O4 cluster, which provides a more transparent view of the physics. I
first expand the simple square unit cell to allow for two distinct Bi 6s orbitals and four O 2p
orbitals, as indicated by the black dashed frame in Fig. 6.1(a). This expanded cell defines
the cluster after I apply periodic boundary conditions. The two Bi 6s orbitals as denoted as




































with an analogous definitions for the momentum operators. Figs. 6.1(b)-6.1(e) sketch the
phases factors of the ligand 2pδ orbitals using ± signs, and the displacement patterns of the
new eigenmodes are indicated by the black arrows. Note that in this representation, the
dimerized structure that forms in the insulating state of the 3D bismuthates and nickelates
corresponds to a coherent state of the optical xr,Ls phonon modes. The xr,Lx and xr,Ly modes
form the basis for the acoustic phonon branches.














































Here, the sums on γ are taken over γ = s, d, x, y.
Several insights into the problem at hand can be gleamed from this cluster model. In
the atomic limit (tsp = 0 and tpp = 0) and in the negative charge transfer regime (εp < εs,
in hole language), the four molecular orbitals are degenerate, as shown in Fig. 6.1(f). This
degeneracy is lifted when the atomic overlaps are reintroduced. A nonzero tpp raises (lowers)
the onsite energy of the Ls (Ld) molecular orbital, while a nonzero tsp hybridizes the two Bi
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s orbitals with the Ls molecular orbital to form new bonding (sLs), nonbonding (sLS)
0, and
antibonding (sLs)
∗ states. Here, the bonding state’s energy is lowered by 2tsp relative to the
atomic energies, such that the two holes at half filling completely fill this state, as shown in
Fig. 6.1(g). This ground state charge distribution is analogous to the one inferred for 3D
bismuthates in ab initio calculations [73] and ARPES measurements [207].
The impact of the e-ph coupling is also evident from this form of the Hamiltonian; holes
occupying the Lγ molecular orbital couple directly to the phonon eigenmode with the same
symmetry. As such, the holes in the bonding (sLs) state will excite the breathing motion of
the surrounding oxygen atoms. In an extensive system, this coupling can lead to a coherent
state of xLs modes, and a static breathing distortion of the lattice. In this case, a spontaneous
symmetry breaking occurs that selects one of the Bi sites as the center of the compressed
plaquette. From this analysis, it is also clear that additional doped holes will generally enter
the Ld and Lx,y orbitals, where they will excite the other phonon modes. Since the total
displacement of the oxygen atoms is determined by the sum of the individual modes, the
breathing distortion will begin to relax as the other phonon modes are excited. This is the
fundamental mechanism behind the weakening of the static breathing distortion observed in
the doped bismuthates.
To confirm this physical picture, I diagonalized the Hamiltonian HM on a Bi2O4 cluster
and evaluated several observables in the grand canonical ensemble where β = 14.56/tsp,
Ω = tsp, and µ was adjusted to set the particle number. When diagonalizing the model,
I included up to Nph = 5 quanta for each phonon mode, which was sufficient to obtain
converged results for my choice of parameters.
Figure 6.2 summarizes the results of the ED calculations. Panel 6.2(a) and 6.2(b) show
the evolution of the hole density 〈n̂γ〉 on each molecular orbital, and the fluctuation in the
atomic displacement δ(xγ) = 〈x̂2γ〉 − 〈x̂γ〉2, respectively, for each phonon mode as a function
of the total hole occupation of the cluster. At half-filling, the holes occupy the Ls orbital
(the missing weight is on the Bi sites and is not shown for clarity) and no holes occupy the
Ld, Lx, and Ld orbitals. At the same time, the displacement of the xLs mode fluctuates
significantly, while the xLd , xLx , and xLy modes all have fluctuations consistent with zero





































































Figure 6.2: Exact diagonalization results for the Bi2O4 cluster as a function of the total
filling and at a temperature of β = 14.56/tsp. (a) The hole density on each molecule orbital
as a function of doping. The missing hole weight is located equally on the Bi orbitals and is
not shown. (b) The average fluctuation of the atomic displacement associated with each of
the four eigenmodes shown in Fig. 1. (c) The average of phonon quanta in the cluster. (d)
The expectation value of the polaron and bipolaron operator (see the main text).
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Upon increasing total hole number, 〈n̂Ls〉 does not change while the occupation on the
other molecular orbitals increases linearly, as expected based on the level diagram shown in
Fig. 6.1(h). In this case, the Ld orbital has a larger hole occupation due to the finite value
of tpp. At the same time, δ(xLd), δ(xLx), and δ(xLd) also increase linearly. The fluctuations
of the four phonon modes are comparable for hole doping 〈n̂〉 = 2.4− 2.6. The excitation of
xLd , xLx , and xLy phonon modes could also be observed by the phonon number 〈B†γBγ〉 of







BLy〉 are larger than 〈B
†
Ls
BLs〉, indicating the excitation
of xLd , xLx , and xLy phonons is more prominent than that of xLs phonon. Hence, at this
level of doping, I expect that the dimerized structure would be completely washed out by
the sum of the phonon fluctuations.
To test for the presence of polaron-like objects, I also computed the expectation value of
〈P 〉 = 〈(n̂s1 + n̂Ls)x̂Ls − (n̂s2 + n̂Ls)x̂Ls〉















These two quantities represent the number of polaron and bipolaron, respectively, which are
shown in Fig. 6.2(d). With increasing hole dopng, both 〈P 〉 and 〈BP 〉 decrease, implying
that the breathing distortion is suppressed. Throughout whole doping region, I find both
〈P 〉 and 〈BP 〉 are larger than zero, indicating polarons and bipolarons always exist on the
cluster.
6.4 DQMC simulations of an extended lattice
The molecular orbital picture presented in the previous section provides an intuitive way of
understanding the physics of the model. With this in mind, I now turn to detailed DQMC
simulations for the model, defined on an extended cluster withN = 4×4 Bi atoms (48 orbitals
in total) and with Ω =
√
2tsp. Here, I am restricted to larger values of the phonon energy
by the long autocorrelation times that develop in DQMC simulations with smaller values of
Ω. All of the remaining parameters are identical to those used in the previous section. With
these values, the DQMC calculations give 〈X〉 = 〈Y 〉 = 0 and 〈X2〉 = 〈Y 2〉 = 0.57(a/4)2 at
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half-filling. These values show that the oxygen atoms do not cross the bismuth atoms during
the DQMC sampling, and these parameters are in a physically reasonable region.
I study the three-orbital model using DQMC, which can exactly treat the nonlocal e-ph
coupling at finite temperature. The detailed algorithm as applied to the model is provided
in Appx. C.
I first examine the dimerized insulating phase that forms at 〈n̂〉 = 1. Figures 6.3(b)-
6.3(d) show the lattice displacement correlation functions 〈X̂(r)X̂(0)〉, 〈Ŷ (r)Ŷ (0)〉, and
〈Ŷ (r)X̂(0)〉, as a function of position at temperature 1/βtsp = 0.1, which shows evidence
of a static dimerized structure. For example, both 〈X̂(r)X̂(0)〉 and 〈Ŷ (r)Ŷ (0)〉 alternate in
sign following a checkerboard pattern while 〈Ŷ (r)X̂(0)〉 alternates in sign along x- and y-
directions but is constant along the diagonal. These results are consistent with the breathing
distortion pattern sketched in Fig. 6.3(a), as well as the observed lattice distortion that
appears in the insulating phase of the bismuthates [50, 217, 123].
Remaining at 〈n̂〉 = 1, I now examine the temperature evolution of this phase. Figure
6.4(a) plots the direct current (dc) conductivity σdc and orbital-resolved spectral weight as
a function of temperature 1/βtsp. The dc conductivity is defined as σdc =
β2
π
Λxx(q = 0, τ =
β/2) [249], where Λxx(q, τ) =
∑
r〈ĵx(r, τ)ĵx(0, 0)〉eiq·r is the current-current correlation
function and














where Q±x,±y = −Q±y,±x = −Q±x,∓y = Q∓y,±x = 1. At high-temperature σdc (black dots)
initially rises with decreasing temperature until reaching a maximum at 1/βtsp ≈ 0.2, when it
rapidly falls off signaling the formation of an insulating state. The orbital-resolved spectral
weight βGγ,γ(r = 0, τ = β/2), where γ is the orbital index also reflects this behavior.
Above the transition temperature, βGs,s(r = 0, β/2) increases as temperature decreases
while βGpx/y ,px/y(r = 0, β/2) remains relatively flat. Below the transition temperature,
however, the spectral weights of all three orbitals decrease rapidly as the insulating state
forms, signaling the removal of spectral weight from the Fermi level. The dc conductivity
is proportional to the product of the mobility and concentration of carriers in a metal. My
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Figure 6.3: (a) A sketch of dimerized geometry. The red and blue dots indicate the s and
px,y orbitals, respectively, while the black arrow indicate the displacement pattern of each
oxygen atom in the dimerized structure. Panels (b) and (c) plot the lattice displacement
correlation functions 〈X̂(r)X̂(0)〉 and 〈Ŷ (r)Ŷ (0)〉 as a function of distance r = nxa + nyb,
respectively. Here, a and b are the primitive vectors along x- and y-directions, respectively.
Panel (d) plots the real-space displacement correlation function 〈Ŷ (r)X̂(0)〉 indicating the
two-sublattice structure of the dimerized state. The distance between two nearest Bi atom























































Figure 6.4: (a) The temperature dependence of the spectral weight at the Fermi level
βG(r = 0, τ = β/2) and the direct current (dc) conductivity σdc. (b) The temperature
dependence of the charge-density-wave susceptibility χCDW(π, π). In both panels, the average
filling is 〈n〉 = 1 corresponding to the “half-filled” case with one hole per unit cell. Error
bars smaller than the marker size have been suppressed for clarity.
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results show that changes in σdc are correlated with the changes in the concentration of free
carriers.
The formation of charge order in the insulating phase can also be observed in the





dτ〈n̂q,γ(τ)n̂q,γ(0)〉. Here, q is the momentum, τ is
the imaginary time, n̂q,γ =
∑
i,σ e
iq·rin̂ri,γ,σ, and ri is the lattice vector. Figure 6.4(b) plots
the temperature evolution of χCγ,γ(q) at q = (π, π), corresponding to the real space ordering
inferred from Fig. 6.3. Below 1/βtps = 0.2, the charge correlations rapidly increase on the s
orbital, while there is little change in the signal on the p orbitals.
The behavior observed in Fig. 6.4 implies that the average density on the O sublattice
remains uniform above and below the metal-to-insulator transition (MIT) while a density
modulation forms on the Bi sites. This view is confirmed in the inset of Fig. 6.4(b), which
plots the equal time Bi-Bi charge density correlation along the high symmetry directions of
the cluster, where a clear (π, π)-ordering is observed. The fact that the charge order signal
appears in the Bi orbital component can be understood once one recognizes that all of the
oxygen orbitals in the system are equivalent, even in the insulating dimerized structure. In
this case, the effect of the breathing distortion is to increase the hybridization between the
Ls orbital and one of the Bi s orbitals at the expense of the other. The two holes are then
shared between the Ls and compressed Bi s orbitals, while no hole occupies the s orbital of
the expanded Bi site, thus accouting for the Bi charge density modulation.
Next, I study effects of hole doping on the MIT at fixed temperature βtsp = 0.1. Figure
6.5(a) plots σdc as a function of filling, where it increases upon hole doping until saturating
at 〈n̂〉 ≈ 1.4, indicating metallic behavior. I also find evidence for the formation of mobile
polarons in this region, where holes are bound to local breathing distortions of the oxygen
sublattice. This behavior can be seen by examinng the polaron operator p̂(r) = X̂r,Ls(n̂
s
r +
n̂Lsr ). The composite operator p̂(r) measures the presence of a local breathing distortion
centered at site r in combination with holes in the (sLs) orbitals associated with that site.




The polaron number is relatively constant in the insulating phase, and monotonically
decreasing in the metallic phase but still nonzero, indicating that a finite number of polarons
are present in the system at all dopings, consistent with the previous conclusion obtained
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Figure 6.5: (a) The dc conductivity as a function of doping. (b) polaron and bipolaron
number as a function of doping. (c)-(f) Staggered polaron correlation function 〈P (r)〉 and
(h)-(j) staggered bipolaron correlation function 〈BP (r)〉 at different doping levels. The red
(gray) color indicates values larger (smaller) than zero. The numerical value of the correlation
function, along with the associated 1σ statistical error are indicated at each point. All results
are for a temperature 1/(βtsp) = 0.1 and error bars smaller than the marker size have been
suppressed for clarity.
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from the small cluster. The real space correlations of the polarons can be extracted from
the staggered polaron correlation function 〈P (r)〉 = (−1)rx+ry〈p̂(r)p̂(0)〉, which is plotted in
Figs.6.5(c)-(f) for selected hole concentrations. At half filling, 〈P (r)〉 is positive for any r,
indicating that the polaron correlations have frozen into a long-range two-sublattice order,
consistent with the patterns inferred from Figs. 6.3. With increasing hole concentrations,
〈P (r)〉 decreases at long range, indicating a relaxation of the ordered dimerized structure.
In the high doping region, where the system is metallic (e.g. 〈n̂〉 > 1.44), the correlations
are short-ranged. These observations are consistent with the proposal that the holes form
mobile polarons at these dopings.
The mobile polarons can form polaron island or polaron liquid in the system. However,
this study is limited in a 4× 4 cluster, which is too small to distinguish the phase separation
and the polaron liquid. To answer this question, one needs to study the three-orbital SSH
on a larger cluster. Larger cluster sizes are currently not possible be done given our CPU
resources. I expect this problem could be solved by employing self-learned DQMC technique
[40].
Throughout, I have worked in the negative charge-transfer regime, where ∆ = εs− εp > 0
and the holes primarily reside on oxygen sublattice. My ED analysis showed that holes
preferentially occupy the (sLs) bonding states, which then couple to the local breathing
distortion forming small lattice polarons and bipolarons. To explore this possibility,




ĝ(r) = X̂r,Ls(n̂r,s,↑ + n̂r,Ls,↑)(n̂r,s,↓ + n̂r,Ls,↓). I also examined the staggered bipolaron
correlation function 〈BP (r)〉 = (−1)rx+ry〈ĝ(r)ĝ(0)〉. When computing the latter quantity,
I only considered the signal on the Bi site by keeping only those terms proportional to
n̂r,s,↑n̂r,s,↓. This simplification was necessary due to the enormous number of terms generated
by the Wick contraction of the product of ĝ(r) operators. It is also justified by the fact that I
can clearly see excess charge density on the Bi sites when a local breathing distortion forms.
The doping evolution of the bipolaron number operator is plotted in Fig. 6.5(b). As with
the polaron number, it is largest near half-filling and decays slowly with doping. However,
at high dopings it is still finite, suggesting that a significant fraction of the carriers have a
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bipolaron character. The staggered bipolaron correlation function is plotted in Figs. 6.5(g)-
(j). At 〈n̂〉 = 1, the bipolaron correlations are clear and long-ranged. This result lends to
the interpretation that the insulating phase can be thought of as a static bipolaron lattice.
As the hole concentration is increased, however, I find that the bipolaron correlations are
entirely suppressed at all length scales, while a finite number of bipolarons are present in
the system, as indicated in Fig. 4b. These results support the notion that mobile bipolarons
exist in the metallic phase.
This scenario raises questions regarding possible superconductivity. I therefore computed





dτ〈∆γ(τ)∆†γ(0)〉, where ∆s =
∑
r sr,↑sr,↓ and ∆pδ =∑




sc are the same, I use χpsc to denote pairing on the O atoms.
Figure 6.6 plots χγsc as a function of temperature at 〈n̂〉 = 1.59, and compares it against the
dominant charge correlations at this doping χCss(π, π/2). All three susceptibilities increase
with decreasing temperature, but χpsc dominates below 1/βtsp ≈ 0.04. Extrapolating 1/χsc to
zero (as shown in the inset), yields a Tc ≈ 382 K (1/βtsp ≈ 0.0158). This value is artificially
high, due to the large value of Ω used in the calculations. Nevertheless, these results provide
evidence that the bipolaronic rich metallic phase has a superconducting ground state.
6.5 Discussion and Summary
I have studied off-diagonal e-ph interactions in the 2D three-orbital model on a Lieb
lattice. At half filling, I find a MIT at low temperature, which is accompanied by a lattice
dimerization, consistent with the charge-ordered insulating state observed in the 3D barium
bismuthates. The insulating phase is suppressed upon hole doping, leading to a metallic
phase with evidence of delocalized polaronic carriers. I argue that the relaxation of the
breathing distortions with doping can be understood from the excitation of the other types
of phonon modes when holes are introduced to the unoccupied molecular orbitals in the
material. I again stress that in this picture the breathing distortion relaxes when a significant
number of additional phonon modes are excited by the doped holes entering the unoccupied
molecular orbitals. In other words, the breathing-type optical phonons are still present in


































(b) 1/βtsp = 0.03
Figure 6.6: (a) The charge-density-wave χCDW(π, 0) and pairing χSC susceptibilities as
a function of temperature 1/(βtsp) at 〈n〉 = 1.59. The inset plots 1/χpsc as a function of
temperature 1/(βtsp). The black dashed line is the fitting result. (b) The doping dependence
of χSC at a temperature of 1/(βtsp) = 0.03. Error bars smaller than the marker size have
been suppressed for clarity.
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orbital. Overall, my results are consistent with a picture where polarons create fluctuating
local lattice distortions in the metallic phase but freeze into an ordered insulating phase
below the MIT. Moreover, I find an s-wave superconducting state at finite doping, where
the superconducting tendencies form on the oxygen sublattice as the system cools.
Finally, I stress that I have studied the off-diagonal e-ph interaction in a model that
includes multiple orbitals. Previously, it has been proposed that this model can be
downfolded onto an effective single band model with an attractive Hubbard interaction
[217, 209, 168, 116, 281, 107, 22]. Since neither model suffers from a Fermion sign problem,
it would be interesting to contrast the pictures created by these two scenarios to test the




Although many studies claim that the fluctuations are essential to the high-TC supercon-
ductors, including the cuprates and iron-based superconductors, there are many lines of
evidence show that the phonon is not negligible as discussed in chapter 1. In general, there
are two types of e-ph couplings used in theoretical models. The first one is the local e-ph
coupling, which links the displacement of an atom to the total charge density in a given
orbital. One typical model for the local e-ph coupling is the Holstein model. To understand
the role of phonons in strongly correlated systems, the Holstein model has been extended
to the Hubbard-Holstein (HH) model, which includes both e-e and e-ph coupling. To date,
the single band HH model has been studied in various dimensions with different fillings
[20, 44, 163, 90, 196, 14, 113, 131]. But the role of phonons in strongly correlated systems
has not been fully understood. For example, the non-linear e-ph coupling, which cannot
be captured by the Holstein model, has not been widely studied, although it is proposed
that the non-linear e-ph coupling could suppress the electron-boson coupling in a cuprate
superconductor [289]. This fact asks us to continuously explore the interplay between the
e-e and e-ph interactions. Moreover, the correlated materials are not always captured by the
single-band model. For example, the iron-based superconductors are multiorbital materials,
which have five d orbitals near the Fermi surface [81]. In this case, one needs to extend the
single-band HH model to a multiorbital HH model.
The second e-ph coupling is the nonlocal e-ph coupling, which links the displacement of
an atom to both its nearest neighbors and itself. The typical model for the nonlocal e-ph
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coupling is the Su-Schreiff-Heeger model [242]. This model has been extensively studied
in the one-dimension and the single-band case [146, 234, 97, 46]. But many high-TC
superconductors are high-dimensional multiorbital materials. Then to study the role of
the nonlocal e-ph coupling in those high-TC superconductors, such as barium bismuthate
and high-TC cuprates, one needs to build the SSH model in a high-dimension with multiple
orbitals.
In sum, the role of phonons in high-TC superconductors has not been completely
understood to date. In this dissertation, I continue to explore the role of phonons in high-TC
superconductors. My project included three parts: (1) the non-linear e-ph coupling, (2)
the interplay between e-ph and e-e couplings in a multiorbital system, and (3) breathing
phonons in a two-dimensional multiorbital model.
The first part of my research studied the non-linear e-ph coupling in a nonmagnetic
system [147, 148]. It was found that a positive non-linear e-ph interaction could dramatically
suppress the CDW correlations that dominate the linear Holstein model and a negative non-
linear e-ph interaction has an opposite effect. Both the positive and negative non-linear
e-ph interactions have a less pronounced effect for the superconducting correlations. These
effects are attributed to a combined hardening of the phonon mode and weakening of the
effective linear coupling by the positive non-linear terms, or softening of the phonon mode
and enhancing of the effective linear coupling by the negative non-linear terms. I also found
that the electronic and phononic properties of the non-linear Holstein model cannot be
captured by an effective linear Holstein model simultaneously, indicating that one should be
cautions of the strength of the e-ph interaction in pump-probed experiments. In this work,
I didn’t include the e-e interaction. To understand the role of non-linear e-ph interaction in
a correlated materials, where e-e interactions is not negligible, I will study a modified HH
model in the future, which includes both linear and non-linear e-ph coupling.
The second part of my research studies the interplay between the linear e-ph and e-
e couplings in a multiorbital system [148]. In the single band HH model, the interplay
between the e-e and e-ph interactions leads a competition between the CDW phase and
MI phase [14, 196, 113]. But in the multiorbital Hubbard-Holstein model, the situatution
is more complex due to an extra orbital degree of freedom. It was shown that the orbital
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degree of freedom is essential to some new phases discovered in the multiorbital Hubbard
model. One of the new phases is the OSMP, in which some orbitals are Mott insulators and
the other orbitals remain metallic. When the Holstein phonon is included in the multiorbital
Hubbard model, a phase transition from the OSMP phase to the CDW phase could be
found. Moreover, when the ratio between bands is large enough, an OSPI appears. Both
the OSMP and OSPI are the results of the orbital degree of freedom, which is absent in the
single band HH model. In addition, it was found that the e-ph coupling strength for the
phonon dominated phase in the multiorbital system is not necessary very large, indicating
that the phonon in the multiorbital material, such as FeSC, could be more important than
what people expect.
The third part of my research focuses on the breathing phonons in barium bismuthate.
Here, I present a method for modeling the off-diagonal e-ph coupling in a three-orbital model
using DQMC for the first time. The three-orbital SSH model includes Bi 6s and O 2px/y
orbitals, which is a 2D analog of the barium bismuthate high TC superconductors. I find a
metal-insulator transition with decreasing temperature at half filling and identify a dimerized
structure in the insulating phase. At the same time, a charge-density-wave (CDW) appears
on the Bi 6s orbital. With hole doping, the ordered polarons and bipolarons correlations
disappear but the short-range correlations are present, implying that polarons and bipolarons
preform in the metallic phase. At a finite doping, I observe that an s-wave superconducting
fluctuation first appears on oxygen atoms as temperature decreases and becomes an ordered
state at low temperature.
These are three studies I have done in this dissertation, but there are many more questions
needed to be studied in the future. The first one is studying the interorbital scattering
in a multiorbital HH model. In the single band model, phonons and electrons could be
renormalized by intra-orbital scattering. In the multiorbital model, one might expect that
the properties of both phonons and electrons could be modified by the extra scattering,
namely inter-orbital scattering. But it is not clear how the inter-orbital scattering changes
both properties. Comparing the CDW phase transition in the one-, two-, and three-orbital
system can give us a direct clue how the orbital degree of freedoms reshapes both electronic
and phononic properties. The second question concerns studying the phase diagram of the
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three-orbital Hubbard-SSH model on a two-dimensional layer. This work directly relates to
the cuprates. The thrid question is understanding the interplay between the holstein phonon
and the breathing phonon. In a one dimension, the charge order induced by the holstein
phonon is ”2000” type at a quarter filling, while the charge order induced by the breathing
phonon is ”0110” type [46]. These two charge ordered states will compete with each other
in a model including both the local e-ph and nonlocal e-ph interactions. Studying the phase
diagram of the Holstein-SSH model is helpful to understand microscopic mechanism of quasi-
one-dimensional organic superconductors, such as (DMEDO− TTF)2X, X = ClO4 and BF4
[175, 283, 285, 46, 125].
Throughout this work a number of aspects of e-ph coupling have been examined. The
highlighted jobs are the e-ph coupling in the multiorbital correlated system and the nonlocal
e-ph coupling project. My work first points out that the e-ph coupling strength for the
phonon-mediated phenomenon in a multiorbital system is not necessary large. Previous DFT
studies claim that the e-ph interaction strength in FeSCs is too small to change electronic
properties [26]. My results alert the community to notice even a weak e-ph interaction is
still important in a multiorbital system. The nonlocal e-ph coupling project paves a way to
exactly study the SSH model in a high-dimension using DQMC. This is important since many
nonlocal e-ph coupling problems are solved by classical methods or perturbation techniques
[223, 254, 292, 145]. It is not clear how reliable results obtained from these perturbation
theories are. Here, DQMC can be used to evaluate these perturbation theories. In summary,
my research not only broadens the view of phonons in multiorbital systems but also lays a
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[27] Bonča, J., Trugman, S. A., and Batistić, I. (1999). Holstein polaron. Phys. Rev. B,
60:1633–1642. 148
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Applications of the DQMC to a
three-orbital Hubbard model
The three-orbital Hubbard Hamiltonian is given by

































Here, c†i,γ,σ (ci,γ,σ) creates (annihilates) spin σ electron in orbital γ = 1, 2, 3 on site i;
tγ,γ′ are the hopping integrals between orbital γ and γ
′; ∆γ are the onsite energies for each
orbital; n̂i,γ,σ = c
†
i,γ,σci,γ,σ is the particle number operator; U and U
′ are the onsite intra- and
inter-orbital Coulomb repulsions; J is the Hund’s interaction.
In the DQMC, I cannot calculate e−∆τH directly in that H1, H2, and H3 have four
operators’ term. In order to calculate e−∆τH in the single electron basis, I need to use
Hubbard-Stratonovich transformation to decouple those operators’ term into two operators’
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term. In the following, I will show two Hubbard-Stratonovich transformations to decouple
H3.
A Discrete Hubbard-Stratonovich transformation
In the Trotter approximation, I write
e∆τH ≈ e−∆τH3(2,3)e−∆τH2(2,3)e−∆τH3(1,3)e−∆τH2(1,3)e−∆τH3(1,2)e−∆τH2(1,2)e−∆τH1e−∆τH0 ,
in which
H2(γ, γ



































λs(n↑+n↓−1)+a2 (a < 0)
(A.1)






















in which λ1 = ln(e
|U∆τ |/2 +
√
e|U∆τ | − 1) and λ2 = ln(e|U
′∆τ |/2 +
√
e|U ′∆τ | − 1).




















e|J∆τ | − 1),
b = ln(coshJ∆τ),









′) = f 2σ(γ, γ
′) = nγ,σ + nγ′,σ − 2nγ,σnγ′,σ.


















in which c = arccosh
√




























































where d(s) = arccosh(e|cs+
U′−2J
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A.1 The fast updating for v0, v1, v2, and v3
The processes of updating v0, v1, v2, and v3 are the same. In conenient, I only show the
details for updating v3. In the three-orbital model, The Bl matrix is defined as Bl =
ew3ev3ew2ev2ew1ev1ev0ek. Flipping the field s16, s17, or s18 on site i, e
v3 is changed to ev
′
3 . The





= ew3(I + ∆)ev2ew2ev2ew1ev1ev0ek
= R(I + ∆)L
= R(I + ∆)R−1Bl,
where I is a unitary matix, R = ew3 , and
∆ =























Then the new Green’s function is given by
G′l = [I +R(I + ∆)R
−1Al]
−1




−1 + ∆R−1(I −Gl)]−1R−1
= Gl[R
−1 + ∆Q]−1R−1,








∆n,nQn,1 ∆n,nQn,2 . . .
0 0 . . .

















 Qn,1 Qn,2 . . .
Qm,2 Qm,2 . . .

= uv.
Here u and v are N × 2 and 2 × N matrices. To do a fast calculation of the new Green’s
function, I use Woodbury matirxi identity here. The new Green’s function is obtained via
G′l = Gl[R
−1 + uv]−1R−1
= Gl[R−Ru(I2 + vRu)−1vR]R−1
= Gl[I −Ru(I2 + vRu)−1v]. (A.5)
The updating acceptance probability is
r = coeff × det|R(R−1 + uv)|
= coeff × det|R| × det|R−1 + uv|
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= coeff × det|R| × det|I2 + vRu| × det|R−1|









A.2 The fast updating for w1, w2, and w3
The processes of updating w1, w2, and w3 are the same, here I just show how to update w2.






















If I flip s20 on site i, the new Bl matrix is given by
B′l = e
w3ev3(I + ∆)ew2ev2ew1ev1ev0ek
= R(I + ∆)R−1Bl,






















. The index of x and y in ∆
matrix is labeled as (n, n) and (n,m). The new Green’s function is
G′l = [I +R(I + ∆)R
−1Al]
−1









Q = R−1(I −Gl)
∆Q =

0 0 . . .
xQn,1 + yQm,1 xQn,2 + yQm,2 . . .




yQn,1 + xQm,1 yQn,2 + xQm,2 . . .

















 Qn,1 Qn,2 . . .
Qm,1 Qm,2 . . .

= uv (A.8)




= Gl[R−Ru(I2 + vRu)−1vR]R−1
= Gl[I −Ru(I2 + vRu)−1v],
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and the updating probability is
r = det|R(R + uI2v)|
= det|I2 + vRu|
B Continuous Hubbard-Stratonovich transformation
The second way to decouple four operators in H3 is the continuous Hubbard-Stratonovich









Eq. A.9 decouples Â2 with additional field x. In order to decouple four operators in H3, I































2 − J(n2↑n3↑ + n3↓n2↓)
+J(n1↑ + n2↑ + n3↑ + n1↓ + n2↓ + n3↓) (A.10)
The [. . . ]2 terms in eq. A.10 can be decoupled using the continuous Hubbard-Strotonovich
transformation, nγ,σnγ′,σ in eq. A.10 can be decoupled using the discrete Hubbard-














































in which coshλ1 = e
U∆τ/2, coshλ2 = e
∆τU ′/2, coshλ3 = e
∆τ(U ′−2J)/2, A(x) = e−πx
2
, and






























B.1 The fast updating eV
The eV matrix is a diagonal matrix. If I flip a filed on site i, two diagonal elements in eV
will be changed. I define the new B′l matrix after flipping as
B′l = e
V ′eW1eW2eW3eK
= (I + ∆)eV eW1eW2eW3eK
= (I + ∆)Bl,
and the new Green’s function as
G′l = [I + (I + ∆Al)]
−1
= Gl[I + ∆(I −Gl)]−1


















 −Gm,1 . . . 1−Gm,m . . . −Gm,n −Gm,N
−Gn,1 . . . −Gn,m . . . 1−Gn,n −Gn,N
 . (A.12)
The updating probability is obtained via r = det(I2 + V U).
B.2 fast updating for eW1, eW2, and eW3
























l = R(I +
∆)R−1Bl, where R = e
V if x1 is updated, R = e
V eW1 if x2 is updated, and R = e
V eW1eW3 if
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where m and n are the matrix indexs associated with the updated field on site i. Here,









Green’s function is obtained via
G′l = [I +R(I + ∆)R
−1Al]
−1





−1 + ∆R−1(I −Gl)]−1R−1
= Gl[R
−1 + ∆Q]−1R−1
Q = R−1(I −Gl)
∆Q =

0 0 . . .
xQm,1 + yQn,1 xQm,2 + yQn,2 . . .




yQm,1 + xQn,1 yQm,2 + xQn,2 . . .


















 Qm,1 Qm,2 . . .





−1 + UI2V )
−1R−1
= Gl[R−RU(I2 + V RU)−1V R]R−1
= Gl[I −RU(I2 + V RU)−1V ].
The updating probability is
r = coeff × det|R(R + UI2V )|
= coeff × det|I2 + V RU, |






Applications of the Migdal theory to
the three-orbital SSH model
Before applying the Migdal theory, I need to rewrite the Hamiltonian in the momentum





































































Then I have sk+G,σ = sk,σ, pk+G,x,σ = e
−iG·a/2pk,x,σ, pk+G,y,σ = e
−iG·b/2pk,y,σ, ak+G =
e−iG·a/2ak, and bk+G = e
−iG·b/2bk. Hence, pk,x,σ, pk,y,σ, ak, and bk don’t have translation
symmetry. Here, G is the reciprocal lattice vector, a and b are the primitive vector along























































k,y,σ〉 = gpypy(k) (B.17)





Dbb(q) = dbb(q) (B.21)




















































































































































, where α̃ = αtsp~√
M

















































where Ak = ak + a
†





Feynman diagrams of the Migdal theory is show in Fig. B.1. The electron self-energy is
given by



















+dab(k− k′, iωn − iωm)×
4cos(kx/2)cos(ky/2)gpxpy(k
































+dbb(k− k′, iωn − iωm)×
4cos2(ky/2)gpypy(k







































































Figure B.1: (color online) Feynman diagrams of the Migdal theory. γ, γ′, γ1, γ2, γ3,γ4 are
orbital indexs. The solid line indicates electron Green’s function and the wave line indicates
phonon Green’s function. The single line and double line indicate bare and dressed Green’s
function, respectively.
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+Dbb(k− k′, iωn − iωm)×
4cos2(ky/2)Gpypy(k



















The Hartree term is given by
ΣH(k, iωn) =

0 ΣHspx(k, iωn) Σ
H
spy(k, iωn)
ΣHpxs(k, iωn), 0 0
ΣHpys(k, iωn) 0 0
 , (B.29)
where
























































Here, D0aa(k, iωn) and D
0







are the Matsubara frequency for fermions and
bosons, respectively.
The phonon self-energy is given by
Π(q, iνn) =
 Πaa(q, iνn) Πab(q, iνn)




































































































































































































































































































































)Gss(k + q, iωm + iνn)
]
. (B.34)
B Charge and superconducting susceptibility










dτ [〈n̂r,α,σ(τ)n̂r′,β,σ′(0)〉 − 〈n̂r,α,σ(τ)〉〈n̂r′,β,σ′〉] , (B.35)




k,nGαβ(k + q, iωn)Gβα(k, iωn). Since Gαβ(k, iωn) has a translation symmetry, χαβ(q)

























k,n gαβ(k + q, iωn)gβα(k, iωn) for the non-interacting system. χ̃αβ(q) is






II − Π(q, 0)D0(q, 0)
]−1
Qβ(q), (B.37)
where D0(q, 0) is the bare phonon Green’s function and II is a 2 × 2 unit matrix. Rα(q)
















































2 Gss(k + q, iωm)Gpxs(k, iωm)+































2 Gss(k + q, iωm)Gpys(k, iωm)+














)gpxs(k + q, iωm)gpxpx(k, iωm) + 2cos(
kx
2











2 Gpxs(k + q, iωm)Gpxpx(k, iωm)+














)gpys(k + q, iωm)gpypx(k, iωm) + 2cos(
ky
2













2 Gpxs(k + q, iωm)Gpypx(k, iωm)














)gpys(k + q, iωm)gpxpy(k, iωm) + 2cos(
kx
2














2 Gpys(k + q, iωm)Gpxpy(k, iωm)
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)gpys(k + q, iωm)gpypy(k, iωm) + 2cos(
ky
2












2 Gpys(k + q, iωm)Gpypy(k, iωm)














)gpxs(k + q, iωm)gss(k, iωm) + 2cos(
kx + qx
2




























)gpys(k + q, iωm)gss(k, iωm) + 2cos(
ky + qy
2





























)gpxpx(k + q, iωm)gpxs(k, iωm) + 2cos(
kx + qx
2


























)gpypx(k + q, iωm)gpxs(k, iωm) + 2cos(
ky + qy
2






























)gpxpy(k + q, iωm)gpys(k, iωm) + 2cos(
kx + qx
2





























)gpypy(k + q, iωm)gpys(k, iωm) + 2cos(
ky + qy
2


















2 Gspy(k + q, iωm)Gpypy(k, iωm)
]







































































Fαβαβ(k, iωm)Λαβαβ(k, iωm), (B.41)
where
Fτ1γ1τ2γ2(k, iωm) = Gτ1γ1(k, iωm)Gτ2γ2(−k,−iωm), (B.42)
fτ1γ1τ2γ2(k, iωm) = gτ1γ1(k, iωm)gτ2γ2(−k,−iωm). (B.43)
Λαβαβ(k, iωm) is the solution of the vertex equation:





























































































































































































































































































































































































































































where ∆ = β
L
, Wn = 2
1−cos(∆ωn)
∆2ω2n
, and Rn = −1−i∆ωn−e
−i∆ωn
∆ω2n
. Both formulas for the self-
energy and the susceptibility have two summation loops, including adding momentum k and
Matsubara frequency ωn or νn. Doing this summation directly is not efficient. Instead, I can
use the fast Fourier transformation to boost the computing speed. The first step to do the



























































dτD(r, τ)G(r, τ)eiωnτ = Wn∆
L−1∑
l=0
eiωnτlD(r, τl)G(r, τl)−RnD(r, 0)δ(r = 0)
The summation in the above equation can be done using the fast Fourier transformation
routine. When I calculate the superconducting susceptibility, there is another integral I
need to consider. That is
∫ β
0
dτD(r, τ)f(r, τ)eiωnτ = Wn∆
L−1∑
l=0
eiωnτlD(r, τl)f(r, τl)−RnD(r, 0)
[δ(r = (Nx − 1, 0)) + δ(r = (1, 0)) + 2δ(r = 0)] ,






)G(k, τ)eik·r When I calculate the phonon self-energy, the
convolution theory is used as the following way,
∑
k,m





dτG(R− r, β − τ)G(r, τ)eiνnτe−iq·r,
where R = Nxa +Nyb, N = Nx ×Ny, and




G(k, β − τ)e−ik·r




























Applications of DQMC to the
three-orbital SSH model
A Three-orbital SSH Model
































(εs − µ)n̂r,s,σ + (εp − µ)n̂r,px,σ + (εp − µ)n̂r,py ,σ
]
(C.1)






















































(annihilation) operators for electrons of spin σ on the Bi 6s, O 2px, and O 2py orbitals at
a coordinate r = (rx, ry), respectively; n̂r,s,σ = s
†
r,σsr,σ, n̂r,px,σ = p
†
r,x,σpr,x,σ, and n̂r,py ,σ =
p†r,y,σpr,y,σ are the number operators for s, px, and py orbitals, respectively; εs and εp are the
onsite energies for the 6s orbital and 2p orbital, respectively; µ is the chemical potential.
tsp is the hopping integral between the 6s orbital and 2pγ (γ = x or y) orbital in a uniform
crystal structure. tpp is the hopping integral between 2px and 2py orbitals. α is the e-ph
coupling constant. The movement of the oxygen atoms distorts the uniform crystal structure
and modulates the hopping integral tsp by αtspX̂r or αtspŶr. P̂r,x (P̂r,y) and X̂r (Ŷr) are the
momentum and displacement operators of oxygen atoms. M is the oxygen mass and K is





I use determinant quantum Monte Carlo (DQMC) to study the two-dimensional (2D) three-
orbital SSH model. The details of the method will be discussed in this section. In general,





where the averaging is performed within the grand canonical ensemble. To evaluate 〈Ô〉, the
imaginary-time interval [0, β] is divided into L discrete steps of length ∆τ = β/L. Then the










where K contains the noninteracting terms K = H0 + Hlat. In the Trotter approximation,
terms of order t0sp
2
α(∆τ)2 and higher have been neglected. This approximation is reasonable
when ∆τ is small.
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The phonon operators can then be treated in the usual way by inserting a complete set of
position and momentum eigenstates at each time slice. one then integrates out the phonon
momenta. After doing so, the partition function depends on a trace over continuous lattice
displacements Xr,l and Yr,l, and terms that are bilinear in the Fermion operators. The trace
over the former can then be evaluated analytically and expressed as a product of matrix
determinants. The final results is
Within the imaginary-time grid, the position operator X̂r (Ŷr) is replaced with a set







. The periodic boundary conditions
are enforced on the interval [0, β] such that Xr,L = Xr,0 and Yr,L = Yr,0. In this treatment,








dY are shorthand for integrating over all of continuous phonon
displacements Xr,l and Yr,l. M
σ = I + BσLB
σ
L−1 · · ·Bσ1 . Here, I is an N × N identity






















The integrals over X and Y are evaluated using Metropolis Monte Carlo sample. Here, I
include both single-site and block updates.
Most observables can be expressed in terms of the single particle Green’s function Gσ(τ).
For an electron propagating through field configurations {Xr,l} and {Yr,l}, the Green’s
function at time τ = l∆τ is given by
[Gσ(l)]ij = 〈T̂τci,σ(τ)c
†




where Aσl = B
σ
l · · ·Bσ1BσL · · ·Bσl+1 and T̂τ is the time ordering operator. The determinant of
Mσ is independent of l and is related to the Green’s function on any time slice Gσ(l) by
Mσ = detGσ(l)−1.
B.2 Efficient single-site updates
Equation C.9 shows that the next imaginary-time slice Green’s function Gσ(l + 1) can be
evaluated from the current Green’s function via






This forms the basis for an efficient single-site update scheme. The Monte Carlo starts by
computing the Green’s function on the time slice l = 0 using Eq. C.9. A series of updates
are then proposed for a phonon field at current imaginary-time slice while holding the other
phonon field fixed. For example, one proposes updates Xr,l → X ′r,l = Xr,l + ∆Xr,l while
holding the configuration {Yr,l} fixed. Then the acceptance probability for this updates is
given by











and Mσ correspond to the phonon fields with and without the proposed updated,
respectively.
After updating a field Xr,l, one has
Bσ(l)→ Bσ′(l) = e−∆τH′e−phe−∆τH0 = e−∆τ(He−ph+V )e−∆τH0 , (C.12)
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where V is the variation of He−ph after changing a phonon field. Equation C.3 shows V is a








· · · 0 αt0sp∆Xr,l 0 · · ·
· · · αt0sp∆Xr,l 0 αt0sp∆Xr,l · · ·








To fast calculate the new Bσ′l matrix, I take an approximation as
Bσ′l ≈ e−∆τVBσl . (C.14)
This approximation is valid only when ∆τ is small. Then e−∆τV is evaluated via e−∆τV =
Pe−∆τDP T , where P is the eigenstate matrix of V and D is a diagonal matrix with only
two non-zero elements, D1,1 = −
√
2αt0sp∆Xr,l and DN,N =
√
2αt0sp∆Xr,l. Then the new B
σ′
l
matrix can be written as
Bσ′l = Pe
−∆τDP TBσl = P (I + ∆)P
TBσl , (C.15)
where ∆ = 0 except ∆1,1 = e
√
2αt0sp∆Xr,l − 1 and ∆N,N = e−
√
2αt0sp∆Xr,l − 1.
The new Green’s function after changing a phonon field can be evaluated by










P T + ∆Q
]−1
P T , (C.16)
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∆1,1Q1,1 ∆1,1Q1,2 · · · ∆1,1Q1,N





0 0 · · · 0









 Q1,1 Q1,2 · · · Q1,N
QN,1 QN,2 · · · QN,N
 = uw, (C.17)
where u and w are N × 2 and 2 × N matrices, respectively. Using the Woodbury matrix





I − Pu(I2 + vPw)−1v
]
, (C.18)
and the acceptance ratio is given by
Rσ = det|I2 + wPu|, (C.19)
where I2 is a 2 × 2 identity matrix. Once updates have been performed for all fields time
time slice l, Gσ(l) is advanced to Gσ(l + 1) using Eq. C.10 and the process repeated.
This update scheme is efficient although an approximation Bσ′l ≈ e−∆τBσl is taken. In
the Sec. B.4 I will compare results from this update with results from an update explicitly
calculating Bσ′l to demonstrate that for a small ∆τ , our approximation can still produce an
exact solution.
B.3 Block updates
In the block update scheme, the lattice displacement for a given site is updated si-
multaneously for imaginary-time slices l. That means the phonon field is updated as
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Xr,l → Xr,l + ∆Xr or Yr,l → Yr,l + ∆Yr for all l ∈ [0, β]. This type of update helps
to efficiently move the phonon configurations out of false minima at lower temperatures.
However, there is no fast updating formula for the block update and the Green’s function is
required to be calculated from Eq. C.9. Therefore the block update takes a lot of time in
Monte Carlo calculations. To minimize the computing time, I set two to four block updates
at randomly selected sites for every full set of single-site updates to Xr,l and Yr,l.
B.4 Reliability of the fast updates
To assess the reliability of the approximation made in Eq. C.14, I performed two DQMC
calculations. In the first calculation, the updated Green’s function follows each single-site
update and the acceptance ratio is computed via Eq. C.9 and Eq. C.11, respectively. In
this case, the approximation in Eq. C.14 is not taken. In the second calculation, this
approximation is used, and the fast update formulas are used in each single-site update. In
both calculations, the cluster size is set as 2× 2 and the hole density is 〈n̂〉 = 1. The other
parameters are the same as in chapter 6. Figure C.1 shows that the Green’s functions for

















































































































 0  0.2  0.4  0.6  0.8  1
Gpypy(l)
Figure C.1: (color online) Green’s functions as a function of the imaginary time τ for
different displacement r = rxa + ryb. a and b are the primitive vectors along x- and y-
directions, respectively. The first, second, third columns are the results of Gs,s, Gpx,px , and
Gpy ,py , respectively. The red circles and blue triangular points represents results from the
exact update and the fast update, respectively. Error bars smaller than the marker size have
been suppressed for clarity.
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