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Level statistics of systems that undergo many–body localization transition are studied. An anal-
ysis of the gap ratio statistics from the perspective of inter- and intra-sample randomness allows
us to pin point differences between transitions in random and quasi-random disorder, showing the
effects due to Griffiths rare events for the former case. It is argued that the transition in the case of
random disorder exhibits universal features that are identified by constructing an appropriate model
of intermediate spectral statistics which is a generalization of the family of short-range plasma mod-
els. The considered weighted short-range plasma model yields a very good agreement both for level
spacing distribution including its exponential tail and the number variance up to tens of level spac-
ings outperforming previously proposed models. In particular, our model grasps the critical level
statistics which arise at disorder strength for which the inter-sample fluctuations are the strongest.
Going beyond the paradigmatic examples of many-body localization in spin systems, we show that
the considered model also grasps the level statistics of disordered Bose- and Fermi-Hubbard models.
The remaining deviations for long-range spectral correlations are discussed and attributed mainly
to the intricacies of level unfolding.
I. INTRODUCTION
It is 90 years already since Wishart in a seminal paper
[1] introduced the concept of random matrices into sci-
ence. His original aim was to generalize the chi-squared
distribution to multiple dimensions, random symmetric
non negative matrices played then the role of random
variables. The corresponding Wishart distribution found
many applications from modern random matrix theory
[2] to various applications in physics [3–6], wireless com-
munications [7] financial data for large portfolios [8] etc.
The next big step came with the introduction of Gaus-
sian ensembles and the realization of Wigner and oth-
ers [9] that spectra for usually unknown complex nu-
clear Hamiltonians may be understood statistically using
properties of these ensembles obeying appropriate sym-
metries. It became a textbook knowledge that there ex-
ist exactly three universality classes [10, 11] the Gaussian
Orthogonal Ensemble (GOE) corresponds to systems in-
variant with respect to (generalized) time-reversal, the
Gaussian Unitary Ensemble corresponds to systems with
broken time-reversal invariance and the symplectic en-
semble corresponds to half-integer spin systems with pre-
served time-reversal invariance and no other symmetries
present. Thus, since the sixties it was the common
knowledge that spectra of many-body interacting sys-
tems are statistically well described by random matrix
theory (RMT). Further justifications of successes of RMT
∗ jakub.zakrzewski@uj.edu.pl
come from the theory of Dyson yielding the gaussian
ensembles from an appropriate statistical mechanics de-
scription [12–15].
An interesting development appeared in the eighties
– the conjecture that statistical properties of spectra of
systems chaotic in the classical limit are faithful to ran-
dom matrix predictions [16]. This came as a surprise -
even simple single particle Hamiltonians containing no
randomness and represented by large, very sparse (due
to strong selection rules in appropriately chosen basis)
matrices were statistically faithful to RMT predictions
as revealed e.g. in the study of hydrogen atom spec-
trum in the presence of strong magnetic field inducing
the so called quadratic Zeeman coupling [17]. More pre-
cisely, after unfolding the levels (obtaining the mean den-
sity of states equal to unity) the remaining fluctuations
were faithfully represented by predictions of RMT [18]
as shown by nearest neighbor spacing distribution, P (s),
the so called number variance (i.e. the variance of the
number of levels in an interval of length L), correlation
functions etc. The same measures indicated, however,
that the transition from the chaotic to integrable situa-
tion (described by Poisson ensemble of uncorrelated lev-
els for systems of large dimensions [18]) seems system
specific and determined by the structure of the underly-
ing classical mechanics in the mixed phase space [19].
Similar transition from extended to localized states as
revealed e.g. by a change of level statistics from GOE-
like to Poisson-like appears in the Anderson localization
transition. The corresponding level statistics has been
addressed in the seminal paper [20] followed by other
important developments [21–23] to mention early contri-
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2butions – for a review see [24]. In those cases a single
particle problem in disordered medium was addressed.
Recent years provided another important example of
such a transition between ergodic (describable by stan-
dard gaussian RMT) and integrable limits – the many-
body localization (MBL). While for weak disorder many-
body interacting systems behave as expected for a long
time being ergodic and following gaussian RMT predic-
tions, for a sufficiently strong disorder a gradual (for fi-
nite systems sizes) crossover to localized situation occurs
[25]. This phenomenon attracted an enormous interest
in the last 10 years as it provides a robust example of
non ergodic behavior in a complex many-body system.
Instead of effectively thermalizing (as suggested by the
eigenvector thermalization hypothesis (ETH) [26]) such a
strongly disordered systems often remember their initial
state as manifested in a series of spectacular experiments
[27–29]. Already early theoretical studies [30] showed
that a transition to MBL situation is accompanied by a
change of level statistics from that corresponding to GOE
to Poisson-like for MBL.
Importantly, it has been suggested that MBL phase is
indeed integrable [31, 32], namely in MBL phase a com-
plete set of local integrals of motions (LIOMS) may be
defined. On one side finding LIOMs provides information
about the system for a given disorder realization (LIOMs
are disorder realization dependent) – on the other side the
very existence of LIOMs explains the Poissonian statis-
tics observed deep in the localized phase. While the two
extremal situations – the metallic, GOE-like ergodic be-
havior for a weak disorder and the full MBL phase seem
to be presently quite well understood it is desirable to
understand and describe the nature of the ergodic-MBL
transition.
The problem is not simple – it has been found, in par-
ticular, that the nature of the disorder plays a decisive
role in the character of the transition [33, 34]. Intra-
sample randomness was indentified as the dominant fea-
ture for quasiperiodic disorder (QPD) while the inter-
sample randomness is an essential property of transition
for purely random disorder (RD). Those important ob-
servations were made studying the entanglement entropy
behavior.
In this work, we show that a proper analysis of gap
ratio statistics allows us to get similar insight on the ran-
domness of system in MBL transitions as the entangle-
ment entropy [33]. Our method is conceptually simpler
as it relies only on the spectrum of the system and as such
can be straightforwardly used in studies of various com-
plex systems. Secondly, this analysis, as a by–product,
gives hints on the construction of universal model of level
statistics for MBL transition which we provide generaliz-
ing earlier attempts [20, 35, 36]. We introduce a weighted
short–range plasma model (wSRPM) and argue that it
describes faithfully the level statistics during the whole
crossover between ergodic and MBL phases at system
sizes accessible in exact diagonalization studies. Taking
into account the inter-sample randomness – an inherent
feature of MBL transition in systems with random dis-
order, the proposed model grasps correctly not only the
bulk properties of the level spacing distribution P (s) but
also its exponential tails and correctly reproduces the
number variance, Σ2(L), at L of the order of tens level
spacings. This implies that wSRPM reflects faithfully
both short-range and long-range spectral correlations in
systems across the ergodic-MBL crossover. Remaining
small discrepancies are discussed in details providing a
further insight into the long range spectral correlations
of the system. Furthermore, we show that the wSRPM
is universal as it works across the whole ergodic to MBL
crossover not only in spin models but also in disordered
bosonic and fermionic systems. We compare our results
with earlier propositions [35–39] showing that the model
proposed by us represents the data much more faith-
fully. We also discuss an alternative model of level statis-
tics – weighted power-law random banded matrix model,
which also accurately grasps spectral correlations across
the ergodic-MBL crossover.
II. GAP RATIO ANALYSIS
A dimensionless ratio of consecutive energy levels gaps
(referred as the gap ratio) was introduced in [30]. It
is defined as rn = min{δn, δn−1}/max{δn, δn−1} where
δn = En+1 − En is an energy difference between two
consequtive levels. The average gap ratio, r¯, is different
for systems with extended eigenstates (in the following
we shall concentrate on the gaussian orthogonal ensamble
(GOE) for time-reversal invariant systems) r¯GOE ≈ 0.53
and for localized systems r¯Poi ≈ 0.39 as was analyticaly
demonstrated in [40]. That property was used by many
authors in attempts to localize the MBL transition [30,
41–49].
The usual way of calculating the mean gap ratio r is to
average the rn variable over a certain number of energy
levels getting a mean gap ratio for one sample rS = 〈rn〉S .
Then, the mean gap ratio is obtained by averaging of rS
over disorder realizations r = 〈rS〉dis. While, as men-
tioned above r obtained in this way reflects the character
of eigenstates of the system [30, 41–45, 47] a part of in-
formation encoded in the rn variables is necessarily lost.
Let us examine P (rS) – the distribution of the sample
averaged gap ratio rS – it provides a direct information
about variations of the rS for different disorder realiza-
tions. As an example we consider the XXZ spin-1/2 chain
with additional next-nearest-neighbors coupling (similar
to that of [33])
H = J
K∑
i=1
~Si·~Si+1+W
K∑
i=1
cos(2piζi+φ)Szi +J1
K∑
i=1
Szi S
z
i+2,
(1)
where ~Si are spin-1/2 matrices, ζ = (
√
5 − 1)/2 (the
golden ratio) and φ is a fixed phase for a given disorder
realization (leading to QPD) or is random on each lattice
site (leading to RD with the same on–site distribution,
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Figure 1. Top: (a) the distributions P (rs) for quasi-periodic
disorder (QPD) of strength W . Dashed lines give limiting
GOE and Poisson behaviors. The tail of the W = 1 distri-
bution indicates that QPD reproduces GOE statistics only
approximately; (b) the distributions P (rs) for random disor-
der (RD). Bottom: (c) the inter-sample variance VS for RD
and QPD; (d) the intra-sample variance VI for QPD and RD
during the transition.
as in the QPD case) [33]. We fix J = 1 as the energy
unit and we study the case of J1 = J first. Periodic
boundary conditions are assumed so that ~SK+1 = ~S1.
For the system size K = 16 we consider sequences of
N = 400 consecutive eigenvalues from the middle of the
spectrum yielding a collection of rS values for ndis = 2000
disorder realizations. The resulting distributions, P (rS),
for different disorder strengths W are shown in Fig. 1.
Had all rn been independent of each other the distribu-
tion of rS =
∑N
n=1 rn/N should be Gaussian with width
determined by the variance of the rn distribution and
proportional to 1/
√
N . Despite the correlations – partic-
ularly strong for GOE – the P (rS) are Gaussian in the
limiting cases of GOE and Poisson statistics. Surpris-
ingly, the P (rS) distributions remain Gaussian for QPD
across the transition.
In a striking contrast, the distributions in the RD case
become strongly asymmetric with enlarged variance in
the transition region. This reflects the inter-sample ran-
domness importance for the RD and is a clear, nice mani-
festation of the existence of rare Griffiths regions [50–53]:
for samples with r¯ close to GOE there exist realizations
of disorder leading to rS close to Poisson limit. Similarly,
on a localized side for r¯ close to integrable limit there are
rare events with rS values close to GOE value. The stark
difference in the P (rS) distributions between the RD and
QPD cases can be quantified by calculating a variance:
VS = 〈r2S − r2〉dis. As Fig. 1c) shows, the inter-sample
variance VS has a clear peak in the MBL transition for
the RD whereas it varies only slightly for the QPD.
Consider now the variance vI of the rS variable,
vI = 〈r2n − r2S〉S . Averaged over disorder realizations
VI = 〈vI〉dis, it provides information about fluctuations
of rn within a single spectrum of the system at a certain
disorder strength – characterizing intra-sample random-
ness. As could be expected from the long range correla-
tions of GOE, it is small for GOE and conversely, it is
maximal for Poissonian spectrum. Fig. 1d) shows that
it behaves similarly for QPD and RD interpolating be-
tween the values for GOE and Poisson statistics. The
transition is sharper for the system with QPD, implying
that it is less affected by finite size effects [33].
Seeing that the distribution P (rS) and the variances
VS and VI provide a valuable information about the ran-
domness at the MBL transition, let us switch our atten-
tion to the more standard Heisenberg chain case taking
J1 = 0 in Eq. (1) and assuming random uniform disorder
so that W cos(2piζi + φ) is exchanged by hi ∈ [−W,W ]
in Eq. (1), explicitly
H = J
K∑
i=1
~Si · ~Si+1 +
K∑
i=1
hiS
z
i . (2)
Despite the fact that the distribution of disorder is differ-
ent and the studied model contains now nearest neighbor
couplings only, the P (rS) behaves quite similarly to the
case shown in Fig. 1b) revealing strong asymmetry and
broadening across the transition – as shown in Fig. 2.
Particularly, the broader distributions in the transition
regime suggest that one may use the maximal variance
VS as an indicator of the transition point.
A standard finite size scaling of different quantities can
be performed assumingW → (W−WC)K1/ν . For r¯ such
an analysis has been performed already [43, 54] with the
data collapsing to a single curve. Similar scaling may be
used for the variance VS . Observe that both the posi-
tion of the maximum as well as its value depend on the
system size – Fig. 2a). If, together with the rescaling of
the disorder strength, the variance VS is rescaled accord-
ing to VS → V˜S = (VS − VGOE)/Kκ (where VGOE is the
inter-sample variance for GOE) the data for various sys-
tem sizes collapse onto a single curve – Fig. 2c) for the
exponents ν = 0.95(10), κ = 1.2(1) and the critical dis-
order strength WC = 3.5(1). The scaling of the VS will
necessarily cease to work for larger system sizes as the
support of the P (rS) distribution is limited by rPoi and
rGOE . On the other hand, the critical disorder strength
WC = 3.5(1) and the exponent ν = 0.95(10) are in nice
agreement with results of [43]. A similar finite size scal-
ing may be performed for the intra-sample variance VI
with the same WC and ν – Fig. 2d). It is notable that
all three measures r, VS and VI scale in a very similar
manner. Being interconnected they still provide differ-
ent insights into physics of the system during the MBL
transition.
The gap ratio analysis demonstrates that more than
just an overall information about the crossover between
ergodic and MBL regimes can be obtained from the rn
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Figure 2. Top: (a) The variance VS of the rS distribution
characterizing the inter-sample randomness; (b) the variance
VI reflecting the intra-sample fluctuations in the spectrum of
the system. Bottom: (c) the rescaled inter-sample variance
V˜S and (d) the intra-sample variance VI collapse after the
rescaling of the disorder strength with WC = 3.5 and ν =
0.95. Data for system sizes K ∈ {14, 16, 18, 20}.
variables. The considered inter- and intra-sample vari-
ances VS and VI reflect nicely the differences between RD
and QPD universality classes. Furthermore, the P (rS)
distribution quantifies the inter-sample fluctuations of a
system undergoing MBL transition and gives a particu-
larly clear demonstration of the Griffiths regime.
Moreover, the gap ratio analysis hints how to formulate
the wSRPM model of spectral statistics across the MBL
transition for the random disorder – namely, the ensem-
ble we are looking for should take into account the large
inter-sample randomness of the RD case. The problem
of construction of such an ensemble will be considered in
the remaining part of the manuscript. We start by re-
viewing the existing models of level statistics in the MBL
transition.
III. LEVEL STATISTICS IN MBL TRANSITION
A number of models for intermediate statistics in the
MBL transition have been proposed in [35, 36, 38, 39]. In
this section we compare level spacing distributions P (s)
and number variances Σ2(L) predicted by those models
with data for the standard model of MBL – XXZ spin-1/2
chain Eq. (2), studied already in the previous section. As
we have seen this model undergoes a transition to MBL
at WC ≈ 3.5 in the thermodynamic limit K →∞, in the
center of the spectrum (WC ≈ 3.7 was obtained in [43]).
Fig. 3 shows level spacing distribution P (s) and number
variance Σ2(L) for the system (2) of size K = 16 at
disorder strength W = 1.9 compared with predictions of
different proposed models [35, 38, 39] of the flow of level
statistics between GOE and PS limits supplemented by
data for the short-range plasma model (SRPM) [55]. The
numerical data for spacing distribution and the number
variance for XXZ spin chain are fitted with those models.
Mean field plasma model. The work [35] describes the
flow of level statistics across the MBL transition. Close
to the ergodic regime a mean field plasma model [21] with
an effective power–law interaction between energy levels
is proposed. It predicts the level spacing distribution and
the number variance to be
P (s) = C1sβe−C2s
2−γ
and Σ2(L) ∝ Lγ (3)
with C1,2 determined by normalization conditions 〈1〉 =
〈s〉 = 1. The exponents β, γ reflect a local repulsion
of energy levels and an effective range of interactions
between energy levels. They are treated as fitting pa-
rameters which vary across the transition. Note that for
γ = 1 the eigenvalues are interacting only locally leading
to semi–Poisson statistics
P (s) ∝ sβe−(β+1)s and Σ2(L) ∝ 1
β + 1L. (4)
Between GOE and Poisson limits the exponent γ satisfies
0 < γ < 1. It follows from (3) that tail of the level spac-
ing distribution decays faster than exponentially with s
and that the number variance Σ2(L) increases as a power
law of L. The level spacing distribution and the num-
ber variance predicted by this model are denoted by the
solid violet line in Fig. 3 – the values of β and γ are ob-
tained by the least square fit to the bulk of P (s) and the
multiplicative factor in front of the Σ2(L) is treated as
the third fitting parameter. While the bulk of the level
spacing distribution is nicely recovered, the tail of the
P (s) distribution and the number variance are clearly
not matching the data for W = 1.9.
This two features were shown to be not obeyed by a
system across the MBL crossover in [36] where it was
demonstrated that the level spacing distributions decay
exponentially with s. At the same time the number vari-
ance increases as Lγ with γ > 1 close to the ergodic
phase and as the system becomes more localized it be-
comes asymptotically linear for large L.
Rosenzweig-Porter ensemble. Another work [38] sug-
gest that Rosenzweig-Porter (RP) ensemble can be ap-
propriate to describe the MBL transition. Multifractal
properties of eigenvectors of this model, which is defined
as an ensemble of real symmetric (for β = 1 orthogonal
class relevant for us) random matrices M = (Mij) of size
n× n with matrix elements being independent Gaussian
variables with zero average values Mij = 0 and
〈M2ii〉 = 1, and 〈M2ij〉 = σ/2 (5)
were studied in [56]. The dotted line in Fig. 3 shows
the obtained level spacing distribution and the number
variance which fits best the data for the XXZ spin chain
at W = 1.9. The presented data are for n = 3000 and
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Figure 3. Top: level spacing distribution P (s) for XXZ spin
chain (2) of size K = 16 at disorder strength W = 1.9 com-
pared with predictions of various models of the flow of level
statistics between GOE and PS limits in the MBL crossover
discussed in the main text. The vertical axis of the main plot
is logarithmic to enable the comparison of tails of the distri-
butions, inset shows the data in doubly linear scale; RP –
the Rosenzweig-Porter model at σ = 0.0016; βG – β Gaus-
sian ensemble with β = 0.81; SRPM – short range plasma
model with the range of interactions h = 5; SM – the mean
field model (3). Bottom: the number variance Σ2(L) for the
same system, inset shows the long range behavior of Σ2(L)
which encodes long range spectral correlations of eigenvalues.
Gray dashed lines correspond to level spacing distributions
and number variances for GOE and PS limits.
σ = 0.0016 and are in rather poor agreement even re-
garding the bulk of the P (s) distributions. Moreover,
at L & 3 the number variance bends abruptly upwards
– a feature which we do not observe for the W = 1.9
data. Similar trend persists at larger disorder strengths
W indicating that one cannot reproduce both the level
spacing distribution and the number variance Σ2(L) of
the XXZ spin chain across the MBL crossover within
the RP ensemble.
β-Gaussian ensemble. The two remaining models
[39, 55] can be specified by a joint probability distribution
function (JPDF) of eigenvalues. A JPDF for a Random
Matrix Ensemble can be written as the probability dis-
tribution of a one-dimensional gas of classical particles
with total energy W (E1, ..., En)
P(E1, ..., EN ) = Z−1N exp (−βW (E1, ..., En)) , (6)
where ZN is a normalization constant and the total en-
ergy
W (E1, ..., En) =
∑
i
U(Ei) +
∑
i<j
V (|Ei − Ej |) (7)
is determined by the trapping potential U(E) and inter-
particle interactions V (|E − E′|). For instance, for har-
monic trapping potential U(E) ∝ E2, and logarithmic
interactions V (|E − E′|) = − log(|E − E′|) and β = 1
one recovers from (6) the JPDFs for GOE, for which the
interactions in (6) are between all pairs of eigenvalues
which reflects the long range spectral correlations of the
GOE ensemble.
One way of constructing an ensemble with statistical
properties intermediate between GOE and PS is to put
a rational β ∈ [0, 1] into JPDF (6) – in such a way a β-
Gaussian ensemble (βGE) arises. A recent work [39] uses
βGE to describe the level spacing distribution P (s) and
the gap ratio distribution in the MBL transition. Setting
up appropriate tridiagonal matrices [57] of size n = 105
and diagonalizing them, we obtain P (s) and Σ2(L) for
this ensemble – denoted by the green line with squares
in Fig. 3. The agreement of this model with XXZ nu-
merical data in the bulk of the P (s) is not perfect. The
disagreement in the tail of the P (s) and the number vari-
ance is even more pronounced. Long–range correlations
of eigenvalues in βGE are visible in the spectral rigid-
ity of the spectrum – for the acquired data the number
variance grows only logarithmically, just like in the GOE
case, in a violent disagreement with the XXZ data. Thus,
contrary to statements in [39] based on short range corre-
lations only, the βGE is not a good candidate to describe
the flow of level statistics between GOE and PS regimes
across the MBL transition.
Short-range plasma models. Another way of construct-
ing intermediate level statistics is to restrict the range
of the logarithmic interactions in (6) to a finite number
h which leads to a family of short-range plasma models
(SRPMs) [55]. Consider N → ∞ particles in a ring ge-
ometry E0 < E1 < ... < EN < EN+1, EN+1+k = Ek
mod N with logarithmic interaction among h neighbor-
ing eigenvalues so that the JPDF is given by
Pβh (E1, ..., EN ) = Z−1N
N∏
i=0
|Ei − Ei+1|β ...|Ei − Ei+h|β .
(8)
For integer values of h and β this model can be analyti-
cally solved yielding the level spacing distribution
P βh (s) = s
βW (s)e−(hβ+1)s (9)
where W (s) is a polynomial. The corresponding number
variance has asymptotically linear behavior:
Σ2h,β(L)
L→∞−→ L
hβ + 1 . (10)
The SRPM can be solved analytically – see Appendix I
for details. While grasping the bulk of the level spacing
6distribution P (s) accurately, the SRPM model does not
outperform the mean field model (3-4). One still does not
obtain the correct tails of the level spacing distribution
P (s) or the correct slope of the number variance Σ2(L)
– see the line with triangles in Fig. 3.
IV. THE WEIGHTED SRPM MODEL
The preceding section shows that the analyzed models
reproduce the bulk of the level spacing distribution and
hence grasp purely local correlations of eigenvalues of a
system in ergodic to MBL crossover. However, when tails
of the level spacing distributions as well as the number
variance are considered, the differences between data for
XXZ spin chain and the predictions of the models are ap-
parent. This shows that the models do not faithfully re-
produce correlations between eigenvalues on scales larger
than few level spacings. The mean field plasma model,
β-Gaussian ensemble and SRPMs tend to underestimate
the number variance predicting stronger long-range cor-
relations between eigenvalues than are actually observed
across the MBL crossover. The opposite is true for the
RP ensemble. All in all, the SRPM with its asymptot-
ically exponentially decaying level spacing distribution
and asymptotically linear number variance gives predic-
tions closest to the data for XXZ spin chain. For that
reason we choose the SRPM as a basic building block of
a more complicated, weighted ensemble which, by con-
struction, takes into account another feature of the MBL
crossover – the large inter-sample randomness.
Results of Sec. II indicate that large inter-sample ran-
domness is an inherent feature of the MBL transition in
systems with purely random disorder. It manifests it-
self in shape of a distribution P (rS) of the gap ratio for
a single disorder realization rS = 〈rn〉S which signifi-
cantly broadens in the regime of MBL transition. The
broadening of P (rS) shows that system which has pre-
dominantly ergodic features becomes more localized for
certain disorder realizations – the converse statement for
mostly localized system is also true. The small fraction
of events for which the system is more localized than
usually reveals itself in the tail of the level spacing dis-
tribution and in the number variance. For instance con-
sider an ensemble of matrices created in such a way that
with probability 1 − p the matrix is taken from GOE
and with probability p 1 it has the Semi-Poisson level
statistics Pβ=1h=1 . The bulk of the level spacing distribu-
tion of such an ensemble will be very close to the Wigner
distribution PGOE(s) of the GOE matrix ensemble (as
p 1). However, for large level spacings the distribution
will be dominated by exponentially decaying tail of the
level spacing distribution P (s) from the small fraction of
matrices with Semi-Poisson statistics. Analogously, the
number variance Σ2(L) will be a sum of logarithmically
growing number variance for GOE and linearly increas-
ing number variance for Semi-Poisson statistics. Hence,
it will be dominated by the latter and increase linearly
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Figure 4. Level spacing distribution P (s) for XXZ spin
chain (2) of size K = 16 at disorder strength W = 2.5 (solid
blue line) – left: lin-lin scale, right: lin-log scale to facilitate
comparison of tails of P (s). Selecting disorder realizations
for which rS is from a given interval results in statistics with
properties which vary between those of an ergodic and nearly
localized system. The gray dashed lines correspond to level
spacing distributions of GOE and PS.
with L with a very good approximation.
This leads us to a question whether the inter-sample
randomness can be responsible for the exponential tails
of level spacing distribution and a linear number vari-
ance in the MBL transition via the mechanism described
above. To verify this, we examine level statistics of XXZ
system at certain disorder strength but accept only dis-
order realizations for which the rS belongs to a certain
narrow interval – results for W = 2.5 are presented in
Fig. 4. The procedure of selecting rS affects significantly
the resulting level statistics. As the interval of rS shifts
towards smaller values of rS one obtains level spacing dis-
tributions with weaker and weaker level repulsion char-
acterized by decreasing β and with growing weight of the
exponential tail. Both features are precisely the asymp-
totic characteristics of the level spacing distribution for
SRPM (9) for appropriately chosen β and h. However,
our goal is to reproduce the full level statistics. An appro-
priate model should thus combine the contributions from
disorder realizations with different localization properties
reflected by the varying value of rS .
This leads us to the formulation of the weighed short-
range plasma model (wSRPM) which, by definition, has
JPDF given by
PgSRMP (E1, .., EN ) =
∑
i
ciPβihi (E1, .., EN ) (11)
where hi and βi range over an appropriate set of values
and ci are weight coefficients (
∑
i ci = 1). The weight co-
efficients are determined by the requirement that the wS-
RPM reproduces the inter-sample randomness reflected
by the P (rS) distribution. By integrating the JPDF for
wSRPM with δ(s−|Ek−Ek−1|) one gets the level spacing
distribution
PwSRPM (s) =
∑
i
ciP
βi
hi
(s) (12)
7which is a linear combination of the level spacing distri-
butions P βihi (s). An analogous expression holds for the
number variance
Σ2wSRPM (L) =
∑
i
ciΣ2βi,hi(L), (13)
which stems from the formula Σ2(L) = L − ∫ L0 dE(L −
E)(1−R2(E)) and the fact that the two-level correlation
function R2(E) for wSRPM is a linear combination of
two-level functions of SRPMs Pβihi .
V. LEVEL SPACING DISTRIBUTION AND
NUMBER VARIANCE ACROSS THE MBL
CROSSOVER
The wSRPM model, defined by (11) depends on a
large number of parameters – one needs to specify JPDFs
of the SRPMs Phiβi which contribute to the full JPDF
of the generalized model PwSRPM and find appropriate
weight coefficients ci. To complete this task we utilize
the P (rS) distributions which encode the inter-sample
randomness across the MBL transition. Distributions
of rS for individual SRPMs Phiβi (rS) are Gaussian cen-
tered around rhiβi which depends on hi and βi parame-
ters. The corresponding distribution for wSRPM reads
PwSRPM (rS) =
∑
i ciP
hi
βi
(rS) and the set of parameters
{hi, βi, ci} is fixed by the requirement that PwSRPM (rS)
reproduces the P (rS) distribution for a given physical
model (in this case XXZ spin chain (2)) most faithfully.
To fulfil the requirement in a robust way, we select a
sequence of coefficients {(βi, hi)} with rhiβi covering the
interval rS ∈ [0.386, 0.531] possibly uniformly, i.e. we
choose
(βi, hi) =

( i100 , 1), i ∈ [0, 10],
( i−820 , 1), i ∈ [11, 30],
(1, i− 30), i ∈ [31, 30 + hmax],
(14)
where hmax specifies the maximal range of interactions in
the contributing SRPMs. The chosen set of coefficients
(14) determines the family of wSRPM that can be ob-
tained by various choices of the weight coefficients {ci}.
One way of finding the weight coefficients {ci} would be
to choose a number of points rj and solve the linear sys-
tem of equations P (rS = rj) = PwSRPM (rS = rj) for the
{ci} coefficients given that the function P (rS = rj) as
well as Phiβi (rS) are known. If the number of the points
rj is equal to number of coefficients ci, the solution is
unique. Unfortunately, this linear problem is badly con-
ditioned, small changes of positions of rj modify drasti-
cally the solution {c˜i}. In particular, it may happen that
certain coefficient c˜k is large and positive whereas the
next one c˜k+1 is large negative which illustrates that fur-
ther constraints should be imposed on {ci}. Namely, the
weight coefficients must be positive ci > 0 and the dif-
ferences between subsequent ci should not be too large.
W r χ rwSRPM χwSRPM
1.5 0.5306 0.0975 0.5282 0.078
1.9 0.5219 0.259 0.5189 0.238
2.1 0.5092 0.358 0.5074 0.338
2.5 0.4720 0.523 0.4719 0.562
2.9 0.4390 0.638 0.4384 0.711
3.5 0.4107 0.774 0.4101 0.850
4.5 0.3938 0.857 0.3941 0.929
Table I. Values of the mean gap ratio r and spectral com-
pressibility χ for XXZ spin chain are compared with predic-
tions of wSRPM model: rwSRPM and χwSRPM .
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Figure 5. The fit of P (rS) distributions. Distributions P (rS)
of the sample-averaged gap ratio rS for the XXZ spin chain
Eq. (2) are denoted by markers. The corresponding wSRPM
fits are denoted with solid lines. Gray dashed lines correspond
to P (rS) for GOE and PS center respectively around rGOE =
0.531 and rPS = 0.386.
This leads us to a fitting procedure which determines the
weight coefficients {ci} by minimizing
χ2 =
imax∑
i=0
1
m
(ci+1−ci)2+
∫ rMS
rm
S
(PwSRPM (rS)−P (rS))2drS .
(15)
The term
∑imax
i=0
1
m (ci+1−ci)2 assures the “continuity” of
ci coefficients, the condition ci > 0 becomes a constraint
of the minimization procedure. The constant m is taken
as 10−4 although changing it by a factor of 5 only mildly
affects the results. Finally, the minimization of (15) does
not resolve accurately SRPMs with large h as the spacing
between subsequent rhβ decreases drastically, so that we
take hmax = 5 in (14).
Determining the constitutive SRPMs by the choos-
ing the set {(βi, hi)} according to (14) and specifying
the method of obtaining the weight coefficients {ci}, we
defined a method of finding wSRPM which reproduces
inter-sample randomness and can be used across the
ergodic-MBL crossover.
A. Level statistics as function of disorder strength
The distributions PwSRPM (rS) found for the XXZ spin
chain for varying disorder strength W for system of size
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Figure 6. Top panel: level spacing distributions P (s) as a
function of disorder strength W in XXZ spin chain (2) of size
K = 16 are denoted by markers, wSRPM results denoted by
solid lines and gray dashed lines denote the level spacing dis-
tributions in the limiting GOE and PS cases; Middle panel:
same as above, but vertical axis in logarithmic scale to facil-
itate comparison between tails of level spacing distributions;
Bottom panel: dashed lines with markers – number variance
Σ2(L) for XXZ spin chain, solid lines – results for wSRPM
model. Gray dashed lines correspond to level spacing distri-
bution or number variance for GOE and PS.
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Figure 7. Coefficients ci for the wSRPM for XXZ spin chain
across the ergodic – MBL crossover.
r χ rwSRPM χwSRPM
W = 2.1
K = 14 0.4956 0.392 0.4946 0.432
K = 16 0.5092 0.354 0.5074 0.338
K = 18 0.5221 0.259 0.5193 0.231
W = 4.0
K = 14 0.4021 0.743 0.4024 0.888
K = 16 0.3996 0.805 0.3992 0.905
K = 18 0.3989 0.849 0.3981 0.910
Table II. Values of the mean gap ratio r and spectral com-
pressibility χ for XXZ spin chain are compared with predic-
tions of wSRPM model: rwSRPM and χwSRPM .
K = 16 are presented in Fig. 5. Distributions P (rS)
are indeed recovered in the whole crossover region. The
distribution for W = 1.5 which is already very close to
the GOE regime is modeled by a single SRPM with h =
12 and β = 1.
Level statistics predicted by the wSRPM model to-
gether with XXZ spin chain (2) data across the MBL
transition are presented in Fig. 6. We have accumulated
data for n = 2000 disorder realizations for each disor-
der strength W and we have set the mean level spacing
to unity (details described in the Sec. VII). The solid
lines which denote the predictions of wSRPMs match
with a very good accuracy both the bulks and the tails
of level spacing distributions for disorder strengths W
corresponding to the whole regime intermediate between
GOE and PS level statistics. In particular, the tails of
P (s) for W = 1.9, 2.1 are visibly bent upwards – this is a
clear manifestation that SRPMs which account for more
localized rare events must be included in the wSRPM.
The number variances Σ2(L) predicted by the wSRPM
are again reproducing the data for XXZ spin chain (2)
with a very good precision. The number variance pre-
dicted by fitting of a single SRPM presented in Fig. 3
was underestimating the result for W = 1.9 and it is the
contribution from other SRPMs included in the wSRPM
which ensures the agreement in the number variance.
Specific values of the weight coefficients are presented
in Fig. 7. We also compare the mean gap ratio r with
the prediction of wSRPM rwSRPM =
∑
i cir
hi
βi
in Tab. I
showing the agreement at the level of 0.5%. In addi-
tion, we also collate spectral comprehensibilities. Pre-
dictions of wSRPM χwSRPM =
∑
i ci/(hiβi + 1) agree
with spectral comprehensibilities for XXZ spin chain ob-
tained from quadratic fit to the number variance Σ2(L)
for XXZ spin chain in the interval L ∈ [10, 70] (see also
Section VII) up to 10%.
B. Level statistics as a function of system size K
We have thus demonstrated that by constructing ap-
propriate wSRPMs one can model flow of level statistics
across the ergodic-MBL crossover for XXZ spin chain at
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Figure 8. The fit of P (rS) distributions. Distributions P (rS)
of the sample-averaged gap ratio rS for the XXZ spin chain
Eq. (2) are denoted by markers. The corresponding wSRPM
fits are denoted with solid lines. Gray dashed lines correspond
to P (rS) for GOE and PS center respectively around rGOE =
0.531 and rPS = 0.386.
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Figure 9. Top panel: level spacing distributions P (s) in
XXZ spin chain (2) for varying system size K are denoted
by markers, wSRPM results denoted by solid lines and gray
dashed lines denote the level spacing distributions in the limit-
ing GOE and PS cases; Middle panel: same as above, but ver-
tical axis in logarithmic scale to facilitate comparison between
tails of level spacing distributions; Bottom panel: dashed lines
with markers – number variance Σ2(L) for XXZ spin chain,
solid lines – results for wSRPM model. Gray dashed lines
correspond to level spacing distribution or number variance
for GOE and PS.
0 10 20 30
i
0.0
0.1
0.2
ci
K=14, W=2.1
K=14, W=4.0
K=16, W=2.1
K=16, W=4.0
K=18, W=2.1
K=18, W=4.0
Figure 10. Coefficients ci for the wSRPM for XXZ spin chain
for varying system size on the two sides of the ergodic – MBL
crossover.
given system size. In the following subsection we demon-
strate how the level statistics evolve with system size K
for fixed disorder strength W .
A quick glance at Tab. III reveals the average gap ra-
tio r tends towards rGOE and rPS values with increasing
system size K at disorder strengths close either to the er-
godic regime (W = 2.1) or to the MBL phase (W = 4.0).
The system size dependence is much stronger in the for-
mer case than in the latter as it is also visible in Fig. 8.
The evolution of level spacing distribution P (s) and num-
ber variance Σ2(L) with increasing system size is pre-
sented in Fig. 9. The level spacing and the number vari-
ance change with increasing size as the gap ratio suggest
flowing either to GOE or to PS limit. The wSRPM deter-
mined by the requirement of reproducing the the P (rS)
distributions shown in Fig. 8 captures accurately level
spacing distribution as well as the number variance for
the considered system sizes. The evolution of parameters
of the model with increasing system size is presented in
Fig. 10 showing clearly that the weight of SRPMs closer
to the GOE (those with larger i) increases with the grow-
ing system size. Analogous (albeit weaker) dependence
is observed also close to the MBL regime (W = 4.0).
C. Flow of level statistics in the ergodic-MBL
crossover
We have shown that wSRPM accurately describes level
statistics of disordered XXZ spin chain across the whole
ergodic to MBL crossover. The agreement is remarkably
good even for long-range spectral correlations as shown
by the number variance Σ2(L). This leads us to conclu-
sion that the effective interactions between eigenvalues in
the MBL crossover are accurately grasped by level corre-
lations of wSRPM.
The picture of the flow of level statistics from GOE to
PS in the MBL transition which emerges is the follow-
ing. In the ergodic phase the range of interactions be-
tween eigenvalues tends to infinity, h = max{hi} → ∞,
and the level statistics reduces to GOE case. As the
disorder strength increases, the range of interactions be-
tween eigenvalues h declines to a finite value, level spac-
10
K W r χ
14 2.62 0.4528(4) 0.545(9)
16 2.7 0.4537(5) 0.587(5)
18 2.8 0.4569(7) 0.605(4)
rwSRPM χwSRPM
0.4530 0.639
Table III. The average gap ratio r and spectral compressibil-
ity χ for the XXZ spin chain at disorder strength which cor-
responds to WC at in the thermodynamic limit K →∞. For
comparison, the predictions of wSRPM rwSRPM and χwSRPM
are displayed.
ing distribution acquires an exponential tail and a finite
spectral compressibility χ appears as the number vari-
ance grows linearly Σ2(L) ∝ χL. Upon further increase
of the disorder strength, the range of interactions h de-
creases further. A larger contribution of level statistics
with short-range interactions appears as it is visible in
tails of level spacing distributions and in the enhance-
ment of spectral compressibility χ. As the MBL phase
is approached the interactions become local h = 1 and
parameter β = max{βi} starts to flow from β = 1 to
β = 0 in the MBL phase similarly as in the second stage
of the flow described in [35]. This final stage of the flow
is also accompanied by rare inclusions of systems which
have nearly ergodic properties as it is visible in the P (rS)
distribution in Fig. 5. The presence of this contribution
also slightly diminishes the number variance.
Level statistics on the ergodic side of crossover flow
towards GOE limit for growing system size. Similarly,
for disorder strength W & 4.0 system approaches the
PS limit as its size increases. The transition becomes
sharper and the range of disorder strengths W for which
a wSRPM with more than a single non-zero coefficient
shrinks with increasing system size. We speculate that
in the K →∞ limit only at the critical disorder strength
WC the level statistics is neither GOE nor PS. Candidate
for such critical level statistics for the MBL transition is
discussed in the subsection VD.
In conclusion, the wSRPM allows to model the level
statistics in the XXZ spin chain in the whole MBL
crossover. The level statistics are reproduced with a
nearly perfect agreement on the level of ten level spac-
ings. Slight discrepancies associated with long-range
spectral correlations are discussed in Sec. VII. Now, we
proceed to discussion of the critical level statistics in
subsection VD to further demonstrate that wSRPM de-
scribes also statistics observed for other systems that re-
veal MBL transition in Sec. VI.
D. Critical level statistics in MBL transition
We assume that the critical level statistics in MBL
transition can be extracted from data for a system of size
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Figure 11. Critical level statistics for XXZ spin chain with
random uniform disorder. Dashed lines correspond to the
GOE and Poisson cases.
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Figure 12. a) The P (rS) distribution for the critical statistics
in XXZ spin chain along with wSRPM and P (rS) for SRPM.
b) The ci coefficients of wSRPM shown in Fig 11.
K for disorder strength WK that maximizes the inter-
sample variance VS , e.g. WK = 2.7 for K = 16. The
finite size analysis assures that in the thermodynamic
limit K → ∞: WK → WC = 3.5(1) (as discussed in
Section II).
As the system size increases the statistics on the er-
godic (MBL) side of crossover tend towards GOE (Pois-
son) limit, the width of the crossover diminishes. The
critical level statistics which we conjecture to be relevant
exactly at the MBL transition in large system size limit
is presented in Fig. 11. The obtained wSRPM contains
SRPMs with long-range interactions h > 1 (non-zero
weights ci with i > 30) together with dominating contri-
bution of models with local interactions and β < 1. Large
number of contributing SRPMs allows to accurately re-
produce the P (rS) distribution (Fig. 12). Moreover, it is
vital to faithfully reproduce the number variance. The
values of spectral compressibility χ defined by the linear
large L behavior of the number variance Σ2(L) ∝ χL to-
gether with the average gap ratios r are shown in Tab. III.
11
This quantities are in good agreement with the predic-
tions of the wSRPM rwSRPM and χwSRPM . The data
suggest that the remaining small deviation in the spectral
compressibility χ is probably a finite size effect.
Level spacing distribution PA(s) in the Anderson tran-
sition [20] combines level repulsion at small s character-
istic for GOE and an exponential tail of Poisson level
statistics, the critical statistics shown in Fig. 11 also pos-
sess the two features. However, the large inter-sample
randomness encoded in broad P (rS) distribution is a cru-
cial property of the critical level statistics in MBL tran-
sition, whereas it does not play a role in the Anderson
transition in which the PA(rS) distribution has a Gaus-
sian shape the same width as in the GOE and Poisson
limits.
VI. UNIVERSALITY
The wSRPM model has so far been used to describe
level statistics in the standard model of MBL – the XXZ
spin chain (2). It has already been noted in [58] that there
are differences in level statistics across the MBL transi-
tion in systems of hard-core bosons and fermions. In this
section we demonstrate that wSRPM can faithfully re-
produce level statistics in ergodic to MBL crossover in a
disordered Bose-Hubbard model [47] as well as in disor-
dered Fermi-Hubbard model [42].
The system of disordered bosons is described by the
Bose-Hubbard Hamiltonian
HB = −J
∑
〈i,j〉
aˆ†i aˆj +
U
2
∑
i
nˆi(nˆi − 1) +
∑
i
µinˆi, (16)
where a†i , ai are bosonic creation and annihilation oper-
ators respectively, the tunneling amplitude J = 1 sets
the energy scale, U is interaction strength and the chem-
ical potential µi is distributed uniformly in an interval
[−W ;W ]. This model have been shown to be MBL [47]
above a critical disorder strength WB which depends on
the interaction strength U . The Hamiltonian for disor-
dered fermions reads
HF0 = −J
∑
i,σ=↑,↓
(cˆ†iσ cˆi+1σ+h.c)+U
∑
i
ni↑ni↓+
∑
i
µinˆi
(17)
where c†i ci are fermionic creation and annihilation oper-
ators respectively; J = 1 and U are tunneling and in-
teraction amplitudes and µi ∈ [−W ;W ] is uncorrelated
disorder. To avoid integrability in the absence of disor-
der it is sufficient [42] to add the next-to-nearest neighbor
tunneling terms
H1 = −J ′
∑
i,σ
(cˆ†iσ cˆi+2σ + h.c) (18)
and an additional symmetry breaking term
HSB = hB(ni↑ − ni↓) + µB(nL↑ + nL↓). (19)
Transition between GOE and PS statistics for the system
with the full Hamiltonian
HF = HF0 +H1 +HBS (20)
has been observed in [42].
Level statistics as a function of disorder strength in
the bosonic (16) and fermionic (20) models together with
wSRPM fits are presented in Fig. 13. Similarly as in
the case of XXZ spin chain, the level spacing distribu-
tions P (s) are characterized by exponential tails (which
are also bending upwards for large s), the number vari-
ance Σ2(L) is growing linearly at large L similarly as in
the case of disordered XXZ chain. It seems that these
are universal features of level statistics in ergodic to
MBL crossover in models with short-range interactions.
Such systems host an extensive number of LIOMs. Pre-
sumably, the observed common features of level statistics
across the MBL crossover are associated with the way in
which the LIOMs get delocalized as the disorder strength
decreases.
Predictions of wSRPM reproducing appropriate P (rS)
distributions for both systems are denoted by solid lines
in Fig. 13. In the case of the fermionic system, the
method of determining the wSRPM model was exactly
the same as for the XXZ spin chain, whereas for bosons
we have also included SRPM with β = 1 and h = 25
(it has rh=25β=1 = 0.5302 which can be compared with
rh=5β=1 = 0.5262). For the smallest disorder strengths
W = 8.5 (W = 4.5) for bosons (fermions), a single SRPM
with h = 12 (h = 13) was fitted. The bulks of level
spacing distributions as well as the tails are reproduced
reasonably accurately by the wSRPM across the whole
MBL crossover. The wSRPM prediction for the number
variance Σ2(L) is compatible with data for disordered
Fermi-Hubbard model. However, the number variance is
significantly 20 − 30% overestimated for the disordered
Bose-Hubbard model atW = 10 andW = 12. Inspecting
closely the P (rS) distributions in Fig. 14 we can clearly
see abundance of disordered realizations with rS & 0.57
for W = 10, 12 such that P (rS) is above the GOE dis-
tribution. Precisely this abundance lead us to consider
also the β = 1 and h = 25 SRPM in the fits for bosonic
system. While it diminishes the deviation of the number
variance, it is clearly insufficient to yield correct spec-
tral compressibility. This demonstrates model specific
long-range correlations between eigenvalues that cannot
be grasped straightforwardly by wSRPM.
Apart from the model specific details, the exponential
tails of level spacing distributions and the finite spectral
compressibility that appear already deeply in the metal-
lic phase were observed for the XXZ spin chain as well
as in the bosonic and fermionic systems. The wSRPM
model is able to grasp all of those features which pro-
vides an argument in favor of its generality. Moreover,
distinct numbers of rare events occur in various systems
during MBL transition which reveals itself in dissimilar
correspondences between the bulk of level spacing distri-
bution and its tail as well as the number variance. In
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Figure 13. Left: Level spacing distribution P (s) (in lin-lin scale and in lin-log scale) together with number variance Σ2(L)
during MBL transition in disordered Bose-Hubbard model (16). Results for N = 12 bosons on K = 8 lattice sites, interaction
amplitude U = 1 are denoted by markers, solid lines show wSRPM model fits. Right: Level statistics for the Fermi-Hubbard
model HF . Results for N↑ = 3 = N↓ fermions on K = 12 lattice sites with interaction strength U = 2 and µB = hB = 0.1,
J ′ = 0.5 are denoted by markers, solid lines correspond to wSRPM model predictions.
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Figure 14. The fit of P (rS) distributions. Data for bosonic
system (16) are denoted with markers, solid lines show wS-
RPM fits.
general, different systems are characterized by different
inter-sample randomness during the MBL transition –
compare for instance the shape of P (rS) distributions
displayed in Fig. 14 with data for the XXZ spin chain
in Fig. 5. This demonstrates that an accurate model of
level statistics must be flexible enough to reproduce var-
ious types of inter-sample randomness across the MBL
crossover – this necessitates an introduction of a weighted
model like wSRPM.
VII. LONG-RANGE SPECTRAL
CORRELATIONS
The number variance Σ2(L) at large L reflects corre-
lations between energy levels which lie far apart in the
spectrum of a system. Such long-range correlations be-
tween eigenvalues are strong in the GOE ensemble, re-
sulting in the so called spectral rigidity which is appar-
ent in the asymptotic behavior of the number variance
Σ2GOE(L) → log(L) at L  1. The spectral rigidity
of GOE is associated with the fact that the logarith-
mic interactions act between all pairs of eigenvalues in
the JPDF for GOE (7). And it is the spectral rigidity
of β-Gaussian model which causes the large discrepancy
between its prediction and the number variance for XXZ
spin chain in Fig. 3. On the other hand, the SRPMs de-
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scribe interactions only among a finite number h of neigh-
boring eigenvalues which results in the spectral compress-
ibility of those models Σ2GOE(L) → χL at L  1, with
0 < χ < 1. The resulting spectral compressibility of
the wSRPM model allows to grasp the linear behavior of
number variance in the MBL crossover. The similar be-
havior can be also obtained with wPLRBM as presented
in the preceding section.
To be able to compare statistical properties of eigen-
values from different parts of spectra of various systems,
one has to perform the unfolding of energy levels [11]
– the procedure of setting mean level spacing to unity.
Unfortunately, the number variance Σ2(L) is very sensi-
tive to details of the unfolding [59] which has already
been a source of discrepancies in descriptions of level
statistics in the MBL transition [35, 36]. Consider a
set of eigenvalues {Ei} ordered in an ascending man-
ner. During the unfolding, a level staircase function
σ(E) =
∑
i Θ(E−Ei) is separated into smooth and fluc-
tuating parts σ(E) = σ(E) + δσ(E) and the eigenvalues
are mapped via
Ei → i = σ(Ei). (21)
The difficulty of unfolding lies in an ambiguity of the def-
inition of the smooth part σ(E) of the staircase function.
The most common way is to fit the staircase function
σ(E) for each disorder realization with a polynomial of a
small degree which determines the smooth part σ(E).
In our case, a set of n = 400 consecutive eigenvalues is
gathered and the resulting level staircase is fitted with a
straight line which defines the smooth part σ(E) used in
the unfolding of energy levels. For each disorder realiza-
tion 7 non-overlapping sets of n = 400 eigenvalues from
the middle of spectrum are taken – effectively employ-
ing ≈ 20% of the spectrum to the analysis as the matrix
size for K = 16 is equal to 12870. The finite size n of the
set of eigenvalues introduces a correction −a2L2/n to the
number variance [60]. Carrying out the unfolding with
n = 50, 100, 200, 400, 800 we verify that it is indeed the
case. We perform a quadratic fit to Σ2(L) in the interval
L ∈ [10, 70] and obtain the coefficient a2 which is weakly
dependent on the chosen L interval. Therefore, in order
to eliminate the quadratic correction and thus to get rid
of the finite n effects we subtract the −a2L2/n term from
the number variance data. Let us note that unfolding
with finite number n of energy levels can have two conse-
quences. For eigenvalues which are strongly correlated at
large distances (e.g. GOE), it destroys level correlations
at approximately n level spacings meaning that at this
ranges the eigenvalues become uncorrelated. Hence, the
number variance becomes overestimated at L ≈ n. The
converse is true for uncorrelated energy levels – unfold-
ing based on n energy levels introduces correlations be-
tween them at a certain scale – and the number variance
is underestimated. We have checked that our unfolding
procedure (together with the −a2L2/n term subtraction)
allows us to get correct number variances in the two lim-
iting cases of GOE and PS statistics up to L ≈ 100.
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Figure 15. Long-range spectral correlations visible in large
L behavior of the number variance Σ2(L) for XXZ spin chain
(2) during the MBL transition. The dashed lines denote pre-
dictions of the wSRPMs with parameters from Tab. I.
The number variances for the XXZ spin chain (2) at
various disorder strengths W together with the wSRPM
results from Sec. VA are presented in Fig. 15. Nearly
perfect agreement between the XXZ spin chain data and
the predictions of wSRPM visible in Fig. 6 for L ∈ [0, 20]
is lost. Small deviations from the linear behavior of the
number variance predicted by wSRPM appear at larger
scales which was also indicated by the slight discrepan-
cies between spectral compressibility χ of the data and
the prediction of wSRPM. There are two distinct regimes.
For metallic systems with disorder strengthsW . 2.1 the
number variance obtained from the wSRPM is smaller
than the result for XXZ spin chain. This indicates that
there exists a regime (for L & 20) where the number vari-
ance grows faster than linearly which was interpreted in
[36] as a signature of anomalous Thouless energy in the
system [61]. We indicate below that this behavior of the
number variance for large L has to be examined with an
uttermost caution. The second regime arises as the disor-
der strength increases aboveW ≈ 2.5. Then, the number
variance predicted by wSRPM slightly overestimates the
number variance for the XXZ spin chain. As we have
shown in Fig. 9. this effect diminishes as one changes the
system size from K = 14 through K = 16 to K = 18 and
thus it is likely a finite size effect. However, we cannot
completely exclude the possibility that there are some
remaining long-range correlations between eigenvalues in
the system which are not grasped within the wSRPM.
The simple form of JPDF of wSRPM allows us to get
further insight into long-range spectral correlations of
system in the MBL crossover. The situation in which
wSRPM accurately reproduces level statistics up to 10-
20 level spacings but underestimates the number variance
for L & 20 is at first sight paradoxical. The wSRPM in-
corporates interactions between energy levels only at a
finite range h = max{hi}. In addition, the weaker the
correlation between eigenvalues separated by a given dis-
tance the bigger is the number variance at L correspond-
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Figure 16. The number variance Σ2(L) for XXZ spin chain
(2) of size K = 18 for W = 1.5. The dashed line show result
for local linear unfolding with n = 400, the solid line for un-
folding based on mean density of states [36] with n = 6000.
The number variance Σ2(L) obtained after introducing of fluc-
tuations of density of eigenvalues with parameter a are de-
noted with lines with markers.
ing to this distance. How it is, therefore, possible that
wSRPM grasps faithfully the level statistics at the local
scale but predicts stronger correlations at larger scales
as compared to the data for the XXZ spin chain while at
the same time it does not assume presence of any interac-
tions between energy levels beyond the range h? It turns
out that fluctuations of density of eigenvalues on scales of
tens level spacings increase the number variance at large
L. This is precisely the moment in which the unfolding
enters the scene as it is the way in which the σ(E) is de-
fined which determines whether the density fluctuations
are incorporated into σ(E) resulting in number variance
Σ2(L) growing linearly with L (or, conversely, they are
not incorporated and then Σ2(L) increases faster than
linearly for large L).
The work [36] reports that the number variance grows
according to a power-law Σ2(L) ∝ Lγ with γ > 1 for large
L for the XXZ spin chain (2) deep in the metallic regime
where the exponent γ acquires values up to γ ≈ 1.4.
The number variance obtained by us for W = 1.9 has
clearly some region in which it increases faster than lin-
early, but such a power-law growth is not observed by us.
This discrepancy has its root in the unfolding. Unfolding
employed in [36] relies on assumption that the shape of
mean density of states obtained for the system at given
disorder strength can be used (after appropriate linear
transformations) to unfold large portions of spectrum of
the system taking n ≈ 6000 consecutive energy levels for
K = 18. The fluctuations of density of eigenvalues on the
scales of tens or hundreds of eigenvalues which are differ-
ent for different disorder realizations are not incorporated
in the σ(E) as it is determined by the mean density of
states in which such fluctuations are averaged out.
Fig. 16 compares the number variances obtained af-
ter the local linear unfolding with n = 400 consecutive
eigenvalues and after the unfolding of [36]. The results
agree up to L ≈ 15. In order to show that the difference
between the results stems from the density fluctuations
we introduce a particular density modulation to the data
from the local linear unfolding. Namely, the unfolding is
modified so that the eigenvalues are mapped via
Ei → i = σ(Ei) + a(Ei − EC)2, (22)
where EC lies in the middle of the energy interval which
is unfolded. The a(Ei − EC)2 term mimics the density
fluctuations which were not incorporated into σ(E), for
a = 0 (22) reduces to the local linear unfolding (21).
Such a density modulation does not alter P (s) at all,
however, it modifies the number variance exactly in the
manner which allows us to reproduce the result of [36]
and showing that the density fluctuations are the mech-
anism which causes the power-law growth of the number
variance.
In conclusion, the behavior of the number variance
Σ2(L) suggests that long-range spectral correlations
might be present in the level statistics of XXZ spin chain
during MBL transition. This feature of MBL transition
lies beyond the scope of wSRPM, however, as we demon-
strated by examining bosonic and fermionic systems it is
model dependent. It is not clear whether the unfolding
employed in [36] is justified. As we have indicated, it
does not take into account variations of density of eigen-
values at scales of tens and hundreds of level spacings for
a given disorder realization. Let us emphasize once again
that the situation of localization of an interacting system
differs starkly from the usual RMT where a random ma-
trix depends on number of random entries which scales as
square of its size whereas the number of random entries
in the Hamiltonian of the XXZ spin chain scales only as
logarithm of the size of the Hilbert space of the system.
Therefore one may expect that while the density fluctua-
tions average out for RMT and using Wigner’s semi-circle
to unfold GOE is a good idea it may not be the case for
the many body quantum systems which undergo MBL
transition.
VIII. CONCLUSIONS AND BEYOND
Analyzing the gap ratios of systems in the crossover
between ergodic and many-body localized regimes we
have shown that a complete information about inter-
and intra-sample randomness can be obtained from the
rn variables. Distribution P (rS) of the sample averaged
gap ratio rS provides a suggestive illustration of Griffiths
regions in the case of random disorder while it shows ab-
sence of such rare events in systems with quasiperiodic
disorder. The proposed inter- and intra-sample variances
VS and VI provide a straightforward method to quantify
inter- and intra-sample randomness. While our analysis
provides further insights into role played by Griffiths re-
gions in MBL transition, it is conceptually and computa-
tionally (involves only eigenvalues) simple and therefore
can be straightforwardly employed in studies of other sys-
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tems where a transition between integrable and RMT-like
regimes occurs.
Examining the bulk and the tail of level spacing dis-
tribution together with the number variance we have
demonstrated that the proposed models of spectral statis-
tics in MBL crossover [35, 36, 38, 39] grasp level statistics
accurately only at the level of few of level spacings. To
reproduce broad distributions of the sample averaged gap
ratio rS in the MBL transition we have introducted the
wSRPM that is a statistical mixture of the well known
family of short-range plasma models. The wSRPM de-
scribes faithfully the flow of level statistics in the whole
ergodic to MBL crossover. According to wSRPM the
correlations between eigenvalues are present only at a fi-
nite range h. In the ergodic phase the range h diverges
resulting in GOE statistics and as the system flows to-
wards MBL phase the range of correlations diminishes.
At a certain point the interactions become local (h = 1),
finally in the vicinity of MBL phase the level repulsion
vanishes (β → 0) resulting in the Poisson statistics. The
wSRPM grasps universal features of level statistics across
MBL transition in a variety of spin, bosonic and fermionic
systems with interactions and random disorder. The as-
sumption that there are no correlations between eigen-
values at ranges larger than h predicts the finite spectral
compressibility χ in the transition. The latter seems to be
approximately true for the studied systems albeit small
deviations from the linear behavior of the number vari-
ance have been noticed. This may be either an artifact
of the unfolding procedure or could also stem from weak
long-range interactions between energy levels which are
model and system size dependent.
We also considered a weighted ensemble of power law
banded random matrices – see Appendix II. An appro-
priate mixture of PLBRM (again necessitated by a broad
distribution of gap ratio in physical samples) seems to be
at least competitive with wSRPM leading to small de-
viations of the fitted model from the data for XXZ spin
chain. Both approaches have their advantages. While
for SRPMs the eigenvalues may be generated by brute
force Monte Carlo integration of the JPDF, a softer semi-
analytic approach, working at certain range of eigenval-
ues interaction, h, is possible following the path shown by
Bogomolny and coworkers [55] as shown in Appendix I.
It provides expressions for the level spacing distribution
P (s) and, more importantly, gives analytical formulas
for asymptotic behavior of the number variance Σ2(L)
as well as for the tails of P (s). Moreover, the wSRPM
gives a concrete microscopic description of correlations
between eigenvalues across the whole MBL crossover and
allows us to speculate how the level statistics evolve in
the limit of large system sizes.
On the other hand that approach provides us with
no clue on the eigenvectors behavior. On the contrary,
PLBRM model provides access to both eigenvalues and
eigenvectors by a direct (although costly) diagonaliza-
tion of a large number of matrices from the ensemble.
The drawback of this approach is that there are no an-
alytical results for this model at finite N or µ 6= 1 so a
clear picture of correlations between eigenvalues is not
available.
Finally, it is also interesting to note that the MBL
transition for the quasiperiodic disorder case cannot be
described by the proposed weighted ensembles. It sup-
ports the claim of [33] that the transitions for RD and
QPD are of different universality classes. The ensemble
that reproduces level statistics for QPD in MBL transi-
tion is yet to be identified.
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I. APPENDIX: ANALYTICAL EXPRESSIONS
FOR SHORT-RANGE PLASMA MODEL
The following quantities are needed in order to con-
struct wSRPM: level spacing distributions P βh (s), num-
ber variances Σ2β,h(L), the sample gap ratio distribu-
tion P βh (rS) of the individual SRPMs used in the wS-
RPM. Semi-analytic expression for most of those quan-
tities have been given in Ref. [55]. We comment here on
how they can be used in the context of wSRPM.
Let us start with h = 1. The distribution of level
spacing between n-th neighboring eigenvalues reads
P βh=1(n, s) =
(β + 1)(n+1)(β+1)
Γ((β + 1)(n+ 1))s
β+n(β+1)e−(β+1)s,
(A.1)
where β ∈ [0, 1], for n = 0 this distribution reduces to
the usual level spacing distributions. For n ≥ 0, the
formula (A.1) can be used to obtain the number variance
according to the following general expression
Σ2(L) = L− 2
∫ L
0
ds(L− s)
(
1−
∞∑
n=0
P (n, s)
)
. (A.2)
From our Monte Carlo evaluation of JPDF (8) we know
that the P βh (rS) distributions (for range h and β relevant
in applications of our wSRPM) are Gaussian functions,
localized around certain values rβh with standard devi-
ation σ ≈ 0.01557 which changes only very slightly for
various h and β. Therefore, instead of deriving the full
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P βh=1(rS) distribution, we simply use the distribution of
gap ratio to calculate rβh=1 and use the Gaussian approx-
imation for the full distribution P βh=1(rS). The gap ratio
distribution P βh=1(r) reads [62]
P βh=1(r) =
Γ(2β + 2)Γ2(β + 2)
(β + 1)2Γ4(β + 1)
2rβ
(1 + r)2β+2 , (A.3)
from which we get rβh=1 as the first moment of P
β
h=1(r)
distribution.
For h > 1 the only interesting case for us is β = 1.
Then, the level spacing distribution is given by (9). In
order to determine the polynomial W (s) as well as the
distributions P βh (n, s) for h > 1 and n > 0 one needs to
solve the integral equation[55]∫ ∞
0
dξhe−ξhξh(ξh + ξh−1) . . . (ξh + . . .+ ξ1)ψj(ξ2, . . . , ξh)
= λjψj(ξ1, . . . , ξh−1), (A.4)
for function ψj(ξ1, . . . , ξk−1). The equation can be solved
by a polynomial ansatz
ψj(ξ1, . . . , ξh−1) =
1∑
i1=0
3∑
i2=0
. . .
(h−1)h/2∑
ih−1=0
ai1i2...ih−1ξ
i1
1 ξ
i2
2 . . . ξ
ih−1
h−1 , (A.5)
which reduces (A.4) to an eigenproblem for a matrix
of dimension Dh =
∏h−1
k=1 ik. Solving the eigenprob-
lem, the eigenfunctions ψj(ξ1, . . . , ξh−1) can be used to
find P βh (n, s) for h > 1 and n ≥ 0 as well as P βh (r)
which is then used to determine P βh (rS) as a Gaussian
function with standard deviation σ = 0.01557 centered
around rβh. The level spacing distribution is determined
as P βh (s) = P
β
h (n = 0, s), whereas P
β
h (n = 0, s) for
5 > n ≥ 0 are used to find the number variance Σ2β,h(L)
for L < 3. For larger values L ≥ 3 the asymptotic form
(10) of the number variance is used.
Unfortunately, the dimension Dh grows exponentially
with h which makes the semi-analytic approach feasible
only for h < 6 which incidentally covers all the SRPMs
used in (14). The coefficients which determine P βh (n, s)
are gathered in Tab. IV, V, VI,VII. The P β=1h (rS) dis-
tributions are approximated as Gaussian distributions
with standard deviation σ = 0.01557 centered around
the semi-analytically obtained values of rβ=1h which are
0.5155, 0.5206, 0.5231, 0.5246 for h = 2, 3, 4, 5 respec-
tively.
II. APPENDIX: WEIGHTED POWER-LAW
RANDOM BANDED MATRICES
The wSRPM describes faithfully level statistics in
MBL transition. However, it provides no information
on properties of eigenstates. One particularly interest-
ing property is multifractality of matrix elements of local
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Figure 17. Distributions P (rS) across the MBL transition
(denoted by markers) with fits from the weighted PLRBM
model.
operators [63, 64] in such states. Therefore, an identi-
fication of a random matrix model which could provide
some information about eigenvectors in MBL transition
can be productive.
In this Appendix we examine an ensemble of power-
law random banded matrices (PLRBM) [24, 65] which
is the ensemble of N × N symmetric real matrices with
matrix elementsHij being independent random Gaussian
variables with
〈Hij〉 = 0 and 〈H2ij〉 = (1+δij)
(
1 + (|i− j|/B)2µ
)−1
.
(A.6)
This ensemble interpolates between GOE statistics for
B  1, µ < 1 and PS statistics which arises for µ > 1 in
N → ∞ limit. In the special case of µ = 1 and large B
the model can be solved by a mapping onto an effective
σ model [66]. Numerical calculations of level statistics of
the PLRBM model at the critical line µ = 1 were carried
out in [60, 67].
We consider PLRBM of size N = 1000, accumulat-
ing 10000 matrices for each set of parameters (µ,B).
Let us note that the exact values of the (µ,B) coeffi-
cients are strongly dependent on size N of matrix from
PLRBM. With growing N a flow of level statistics in
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n = 0 n = 1 n = 2 n = 3 n = 4
w1 2.4773 2.505 42 0.325 782 0.016 065 3 1.9203·10−4
w2 6.068 11 3.0685 0.243 833 6.512 94·10−3 8.2295·10−5
w3 3.715 94 0.751 625 4.0723·10−2 6.0483·10−4 8.2297·10−6
Table IV. Coefficients, h = 2, P (n, s) = exp(−3s)s3n∑
j
wjs
j .
n = 0 n = 1 n = 2 n = 3 n = 4
w1 2.134 22 1.133 98 0.141 01 3.030 41·10−3 1.7921·10−5
w2 7.819 63 3.633 43 0.297 49 4.488 32·10−3 2.0107·10−5
w3 11.6945 5.018 86 0.264 16 2.813 78·10−3 9.7956·10−6
w4 9.074 29 3.711 22 0.123 38 9.587 31·10−4 2.6381·10−6
w5 3.685 54 1.503 68 3.2011·10−2 1.872 45·10−4 4.1257·10−7
w6 0.625 87 0.310 017 4.455·10−3 2.009 89·10−5 3.5835·10−8
w7 0 2.594 12·10−2 2.6414·10−4 9.370 94·10−7 1.3637·10−9
Table V. Coefficients, h = 3, P (n, s) = exp(−4s)s4n−1+δ0,n∑
j
wjs
j , where δi,j denotes the Kronecker delta.
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Figure 18. Level statistics of wPLRBM model fitted to data
for XXZ spin chain (2) with appropriate rS filtering – details
in Tab. III.
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Figure 19. Coefficients ci for the wPLRBM model for XXZ
spin chain across the ergodic MBL crossover.
this model occurs – points (µ,B) with µ < 1 correspond
to statistics closer and closer to GOE and analogously
– for µ > 1 statistics flow towards PS. Calculating the
P (rS) distribution for PLRBM model we have verified
that P (rS) remains Gaussian in large region of param-
eter space (µ,B). Moreover, there exist a region of pa-
rameters for which the level spacing distributions PµB(s)
decay exponentially and the number variance Σ2µ,B(L) is
asymptotically linear. Therefore, a similar extension as
in the case of SRPM can be proposed in which the inter-
sample randomness encoded in the P (rS) distribution is
mimicked by considering a mixture of PLRBM with var-
ious µi and Bi to describe the level statistics in given
point of MBL transition. More precisely, the selected
set of PLRBMs consists of models with Bi = 0.35 and
varying µi ∈ {0.75 + i ∗ 0.025}i=0,1,...23,22,24,26,28,32,39,49.
The corresponding weight coefficients are obtained by
minimizing χ2 as in (15) with results shown in Fig. 19.
The W = 1.5 was fitted with single PLRBM model with
B = 0.35, µ = 0.7.
Let us note that this model gives very good agreement
at the level of tens of level spacings. Tails of the level
spacing distributions as well as the number variance ob-
tained from weighted PLRBMmodel are compatible with
the XXZ spin chain data. Certain deviations are visible
in the spectral compressibility χ at larger L.
The PLRBM model was introduced as a model for
studies of critical properties of Anderson localization. In
its direct interpretation the model (A.6) describes a sin-
gle particle on one dimensional sample with disorder and
with long-range hopping – tunneling amplitude decays
according to a power-law with distance. Our results show
that the PLRBM can be used also in MBL transition pro-
vided the weighted mixture of matrices is considered.
Such an ensemble needs to be introduced to mimic
the large inter-sample randomness in the MBL crossover,
which is a specific feature of localization of an interact-
ing system, whose exponentially large in L Hamiltonian
matrix depends only on L random variables.
One way of interpreting this result is that MBL can
be thought of as a single particle localization in a ’Fock-
space lattice’ with complex geometry [68, 69] (reflecting
the quantum many-body character of the phenomenon).
Another approach is to view wPLRBM as the Hamilto-
nian of the system at late stages of diagonalization flow
[70–72] so that the diagonal entries represent random
eigenergies associated with soon-to-be LIOMs and the
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n = 0 n = 1 n = 2 n = 3
w1 1.9869 0.810 475 0.048 329 6 7.291 36·10−4
w2 9.446 65 3.615 82 0.190 586 2.120 01·10−3
w3 20.1982 7.541 95 0.351 477 2.856 49·10−3
w4 25.6905 9.671 93 0.399 671 2.356 67·10−3
w5 21.5383 8.442 98 0.310 511 1.324 41·10−3
w6 12.39 5.247 33 0.172 672 5.341 80·10−4
w7 4.902 93 2.358 89 7.015 59·10−2 1.587 84·10−4
w8 1.288 97 0.763 259 2.0934·10−2 3.513 89·10−5
w9 0.204 419 0.173 33 4.554 85·10−3 5.765 74·10−6
w10 0.014 894 8 2.619 95·10−2 7.066 31·10−4 6.865 17·10−7
w11 0 2.365 73·10−3 7.444 24·10−5 5.646 02·10−8
w12 0 9.630 45·10−5 4.792 82·10−6 2.875 66·10−9
w13 0 0 1.425 64·10−7 6.850 01·10−11
Table VI. Coefficients, h = 4, P (n, s) = exp(−5s)s(n+1)(n+4)/2−2∑
j
wjs
j .
n = 0 n = 1 n = 2 n = 3
w1 1.906 07 0.672 511 2 2.816 938·10−2 1.908 49·10−4
w2 11.0655 3.757 313 0.147 495 0 8.918 86·10−4
w3 30.0426 10.082 46 0.372 486 42 2.004 65·10−3
w4 50.783 17.241 74 0.602 841 24 2.879 98·10−3
w5 59.9035 21.026 83 0.700 455 60 2.964 13·10−3
w6 52.2919 19.391 66 0.620 20 2.321 37·10−3
w7 34.9026 13.993 34 0.433 444 42 1.434 10·10−3
w8 18.1222 8.063 93 0.244 350 0 7.150 49·10−4
w9 7.364 15 3.753 59 0.112 602 34 2.920 59·10−4
w10 2.332 83 1.417 89 4.273 32·10−2 9.8650·10−5
w11 0.567 501 0.434 113 2 1.339 465·10−2 2.770 77·10−5
w12 0.102 858 0.106 960 1 3.464 275·10−3 6.485 27·10−6
w13 4.053 58·10−5 2.091 30·10−2 7.357 053·10−4 1.263 72·10−6
w14 0 3.170 47·10−4 1.271 140·10−4 2.040 88·10−7
w15 0 3.590 91·10−4 1.760 258·10−5 2.708 05·10−8
w16 0 2.855 64·10−6 1.908 644·10−6 2.908 829·10−9
w17 0 1.419 36·10−6 1.561 970·10−7 2.447 68·10−10
w18 0 3.309 73·10−8 9.074 38·10−9 1.623 66·10−11
w19 0 0 3.335 32·10−10 5.179 73·10−13
w20 0 0 5.829 50·10−12 1.117 11·10−12
Table VII. Coefficients, h = 5, P (n, s) = exp(−6s)s(n+1)(n+4)/2−2∑
j
wjs
j .
quickly decaying off-diagonal elements account for still
present interactions which become weaker and weaker
close to the MBL phase.
If the latter is true, then to get the multifractal prop-
erties of matrix elements of local operators [63, 64] one
has to know transformation between the σzi eigenbasis
(in which the Hamiltonian matrix is straightforwardly
computed) and the basis in which the Hamiltonian be-
comes the banded matrix. This would also be the basis
in which an interesting relation between the multifractal
dimension D1 and the spectral compressibility χ holds.
This is beyond the scope of the present paper.
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