An approach to the recommendation of scientific articles according to their degree of specificity by Hernández, Antonio et al.
Una aproximacio´n a la recomendacio´n de art´ıculos cient´ıficos
segu´n su grado de especificidad∗
An approach to the recommendation of scientific articles according to their 
degree of specificity
Antonio Herna´ndez, David Toma´s, Borja Navarro
Universidad de Alicante
Carretera San Vicente del Raspeig s/n - 03690 Alicante (Spain) 
antoniojhb@gmail.com, {dtomas, borja}@dlsi.ua.es
Resumen: En este art´ıculo se presenta un me´todo para recomendar art´ıculos
cient´ıficos teniendo en cuenta su grado de generalidad o especificidad. Este enfo-
que se basa en la idea de que personas menos expertas en un tema preferira´n leer
art´ıculos ma´s generales para introducirse en el mismo, mientras que personas ma´s
expertas preferira´n art´ıculos ma´s espec´ıficos. Frente a otras te´cnicas de recomenda-
cio´n que se centran en el ana´lisis de perfiles de usuario, nuestra propuesta se basa
puramente en el ana´lisis del contenido. Presentamos dos aproximaciones para reco-
mendar art´ıculos basados en el modelado de to´picos (Topic Modelling). El primero
de ellos se basa en la divergencia de to´picos que se dan en los documentos, mientras
que el segundo se basa en la similitud que se dan entre estos to´picos. Con ambas
medidas se consiguio´ determinar lo general o espec´ıfico de un art´ıculo para su reco-
mendacio´n, superando en ambos casos a un sistema de recuperacio´n de informacio´n
tradicional.
Palabras clave: recuperacio´n de informacio´n, modelado de to´picos, sistemas de
recomendacio´n
Abstract: This article presents a method for recommending scientific articles taking
into consideration their degree of generality or specificity. This approach is based
on the idea that less expert people in a specific topic prefer to read more general
articles to be introduced into it, while people with more expertise prefer to read
more specific articles. Compared to other recommendation techniques that focus on
the analysis of user profiles, our proposal is purely based on content analysis. We
present two methods for recommending articles, based on Topic Modelling. The first
one is based on the divergence of topics given in the documents, while the second
uses the similarities that exist between these topics. By using the proposed methods
it was possible to determine the degree of specificity of an article, and the results
obtained with them overcame those produced by an information retrieval traditional
system.
Keywords: information retrieval, topic modelling, recommender systems
1 Introduccio´n
En los u´ltimos an˜os, se ha producido un au-
mento exponencial de la informacio´n digital
que se genera y distribuye a trave´s del World
Wide Web, produciendo un incremento en
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la dificultad de encontrar informacio´n inme-
diatamente acorde a las necesidades de los
usuarios. Ante la necesidad de escudrin˜ar es-
te marema´gnum de informacio´n digitalizada,
es que surgen los sistemas de recuperacio´n
de informacio´n (RI) (Baeza-Yates y Ribeiro-
Neto, 1999).
Estos sistemas reciben una consulta por
parte del usuario. Como resultado obtienen
una lista de documentos relevantes y orde-
nados siguiendo criterios que intenta reflejar
en que´ medida se corresponden con dicha pe-
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ticio´n. Para ponderar esta relevancia se han
propuesto numerosas medidas basadas en el
contenido de los documentos, como TF-IDF
(Salton y Buckley, 1988) y (Salton, 1991), los
modelos de lenguaje (Ponte y Croft, 1998) y
Okapi BM25 (Robertson et al., 1994).
Si bien estos sistemas han demostrado su
efectividad para encontrar documentos rele-
vantes que permitan satisfacer las necesida-
des de informacio´n expresadas por los usua-
rios mediante un conjunto de te´rminos claves.
Hay numerosas situaciones en las que la nece-
sidad de informacio´n de un usuario no puede
ser expresada ni satisfecha por estas v´ıas. Un
ejemplo de este tipo de situaciones se produ-
ce cuando un usuario pretende iniciarse en un
nuevo campo del conocimiento o profundizar
en un campo ya conocido.
Las medidas tradicionales de RI no resul-
tan va´lidas por s´ı solas para determinar co´mo
de bueno es un documento a la hora de ini-
ciarse en un tema. Hay aspectos como la ne-
cesidad de conocimientos previos, la diversi-
dad de temas tratados en el documento, o la
complejidad del discurso que no son tenidos
en cuenta.
En este art´ıculo presentamos una apro-
ximacio´n a la recomendacio´n de art´ıculos
cient´ıficos segu´n su grado de generalidad o es-
pecificidad. Para esta aproximacio´n nos basa-
mos en la nocio´n que los usuarios ma´s noveles
en un tema preferira´n leer art´ıculos ma´s gene-
rales para introducirse en el mismo, mientras
que otros con un nivel ma´s experto preferira´n
art´ıculos ma´s espec´ıficos.
Nuestras aproximaciones analizan el con-
tenido de los art´ıculos para determinar el gra-
do de especificidad. Partiendo de la salida
proporcionada por un sistema tradicional de
RI, nuestra propuesta realiza una reordena-
cio´n para ofrecer los art´ıculos de ma´s gene-
ral a ma´s espec´ıfico. Utilizamos el modelo
Latent Dirichlet Allocation (LDA) propuesto
por Blei, YNg, y Jordan (2003) para el mode-
lado de to´picos y planteamos dos aproxima-
ciones. La primera se basa en la divergencia
de to´picos entre art´ıculos, mientras que la se-
gunda se basa en la similitud de los mismos.
El resto del art´ıculo esta´ organizado de la
siguiente manera: en la Seccio´n 2 se aborda el
estado de la cuestio´n de los sistemas de reco-
mendacio´n; la Seccio´n 3 describe la aproxima-
cio´n propuesta; en la Seccio´n 4 se describen
los experimentos realizados y sus resultados;
en la Seccio´n 5 se detallan las conclusiones y
las propuestas de trabajo futuro.
2 Estado de la cuestio´n
Como estado de la cuestio´n asumimos los es-
tudios sobre la recomendacio´n de art´ıculos
cient´ıficos que se esta´n desarrollando. En este
estudio nos centramos en las aproximaciones,
te´cnicas de representacio´n del contenido y el
ana´lisis de la especificidad o generalidad de
los art´ıculos.
En la recomendacio´n de art´ıculos cient´ıfi-
cos, McNee et al. (2002) despue´s de analizar
ma´s de 170 algoritmos basados en Filtrado
Colaborativo (CF) y Basados en el Conteni-
do (CB), obtiene los mejores resultados con
los de CF para determinar la importancia de
un art´ıculo con sus citas a partir de las cita-
ciones web de los art´ıculos de Research.net.
Ekstrand et al. (2010), siguiendo la idea
anterior, aplica los algoritmos de CF y los
h´ıbridos para generar una lista automa´tica
de art´ıculos, evaluando estos algoritmos so-
bre los art´ıculos del ACM Computing Sur-
veys, que dan una visio´n general sobre un
tema, concluyendo tambie´n que los CF son
mejores en este tipo de recomendacio´n.
El perfil de usuario es una de las carac-
ter´ısticas que ma´s se analizan para recomen-
dar art´ıculos. Se puede crear a trave´s de la
valoracio´n que le proporciona el usuario a un
documento, sen˜alando su intere´s en el mismo
(Giugni y Leo´n, 2011). As´ı como examinando
los perfiles de usuarios existentes para detec-
tar temas en comu´n entre ellos (Wang y Blei,
2011).
Para determinar el cara´cter general o es-
pec´ıfico de los art´ıculos, hasta donde nosotros
sabemos, Candan et al. (2009) aplica la teor´ıa
de conjunto para detectar cuando los temas
de los foros de discusio´n son nuevos, genera-
les o espec´ıficos. Siguiendo esta´ misma l´ınea,
Wang et al. (2010) aplica tambie´n la teor´ıa
de conjuntos a perfiles de to´picos. Estos per-
files son creados extrayendo las palabras cla-
ves del t´ıtulo y las 10 primeras oraciones de
las noticias originales, incluyendo tambie´n los
comentarios de los lectores.
Las aproximaciones descritas previamen-
te determinan lo general o espec´ıfico de un
art´ıculos de noticias de los foros de discusio´n.
Estas aproximaciones u´nicamente aplican un
proceso de extraccio´n de to´picos basado en
TF-IDF.
A diferencia de los trabajos anteriores. En
nuestra aproximacio´n obtenemos un listado
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de art´ıculos mediante el uso de un sistema 
tradicional de RI. Al contenido de los art´ıcu-
los se le aplica el modelo LDA para extraer 
los to´picos. Estos to´picos son analizados me-
diante su similitud y divergencia. Y finalmen-
te obtenemos un listado reordenado de ma´s 
general a ma´s espec´ıfico.
En la siguiente seccio´n explicaremos en de-
talle nuestra aproximacio´n.
3 Descripcio´n de la aproximacio´n
3.1 Modelado de to´picos
El modelado de to´picos tiene como fin en-
contrar a trave´s de algoritmos estad´ısticos, 
los principales temas de colecciones de docu-
mentos.
Los recientes avances en este campo van 
ma´s alla´ de analizar las colecciones masivas 
de documentos al ana´lisis de colecciones de 
streaming de v´ıdeos, de ima´genes, as´ı como 
encontrar patrones en datos gene´ticos, ima´ge-
nes, redes sociales (Blei, Carin, y Dunson, 
2010).
Existen diferentes tipos de modelos de 
to´picos, entre los que podemos encontrar, 
Explicit Semantic Analysis, Latent Semantic 
Analysis, Latent Dirichlet Allocation, Hierar-
chical Dirichlet Process, Non-negative Matrix 
Factorization. Como ya se menciono´ en la in-
troduccio´n nosotros usamos el Latent Diri-
chlet Allocation (LDA).
LDA es un modelo probabil´ıstico generati-
vo de to´picos. Los documentos de un corpus 
se representan como una combinacio´n alea-
toria sobre los to´picos latentes, donde cada 
to´pico es caracterizado por una distribucio´n 
de probabilidades sobre un vocabulario fijo 
de palabras. Para cada documento del corpus 
se generan palabras aleatoriamente siguiendo 
las siguientes etapas:
1. Seleccionar aleatoriamente una distribu-
cio´n de to´picos.
2. Para cada palabra del documento:
Seleccionar un to´pico aleatoriamen-
te sobre los to´picos generados en el
paso 1.
Seleccionar una palabra aleatoria-
mente sobre su correspondiente vo-
cabulario.
Al final de proceso obtendremos la pro-
babilidad de pertenencia de cada palabra de 
cada documento a cada to´pico (Blei, YNg,
y Jordan, 2003) y (Blei, Carin, y Dunson,
2010).
3.2 Descripcio´n
Vamos a utilizar dos me´todos para analizar
el contenido de los art´ıculos, uno basado en
la divergencia de los to´picos de un art´ıculo y
otro basado en la similitud de to´picos entre
art´ıculos.
Para analizar la divergencia de los to´pi-
cos calculamos la desviacio´n esta´ndar entre
ellos, siguiendo la intuicio´n de que aquellos
art´ıculos cuya desviacio´n sea menor tendra´n
una distribucio´n de to´picos ma´s equilibrado
y por lo tanto tendra´n un cara´cter ma´s gene-
ral, ya que no tendra´n to´picos que destaquen
marcadamente sobre el resto. Por otra parte,
aquellos cuya desviacio´n t´ıpica sea ma´s eleva-
da sera´ porque existen to´picos ma´s represen-
tativos que otros en el art´ıculo, y que por lo
tanto se trata de un art´ıculo ma´s espec´ıfico.
En el caso de la similitud de to´picos entre
art´ıculos, emplearemos la similitud del coseno
siguiendo la idea de que los art´ıculos que pre-
sentan una similitud promedio ma´s alta con
otros art´ıculos sera´n ma´s generales, ya que
tienen ma´s to´picos comunes con otros art´ıcu-
los.
Los que tienen una similitud baja es por-
que tienen to´picos en comu´n con so´lo unos
pocos y seguramente sera´n art´ıculos ma´s es-
pec´ıficos.
Para determinar cua´ndo un art´ıculo
cient´ıfico es general o espec´ıfico. Seguimos los
siguientes pasos que se detallan a continua-
cio´n:
Consulta: es el tema que se desea buscar
en el corpus de art´ıculos cient´ıficos.
Indexacio´n y recuperacio´n de los art´ıcu-
los: usamos Lucene 1 que es un motor
de bu´squeda de alto rendimiento escrito
en Java y de co´digo abierto. Entre sus
caracter´ısticas permite la indexacio´n in-
cremental de documentos, pa´ginas web
y contenidos de bases de datos, entre
otras (McCandless, Hatcher, y Gospod-
netic, 2010).
Los art´ıculos recuperados se denotan por
P = (a1, a2, a3, a4, . . . , an) y esta´n orde-
nados de mayor a menor relevancia. Esta
relevancia viene dada por los para´metros
por defecto con que se configura Lucene.
1http://lucene.apache.org/core/
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Por lo tanto, este sistema de RI nos sir-
ve como un primer filtro para detectar
dentro de un corpus los documentos ma´s
relevantes al a´rea de estudio.
Ana´lisis del contenido de los art´ıculos:
para ello aplicamos la herramienta Ma-
llet (McCallum, 2002). Esta herramien-
ta esta´ basada en el algoritmo LDA pa-
ra el modelado de to´picos, permitiendo
detectar y extraer to´picos del corpus de
art´ıculos. Los to´picos se almacenan en
diferentes formatos y varios ficheros co-
mo resultado final.
Nuestro ana´lisis se centra en el fiche-
ro de pesos de los to´picos. Este fichero
esta´ conformado por una matriz donde
los art´ıculos esta´n en la filas y los pesos
de los to´picos de cada art´ıculo en las co-
lumnas. En otras palabras, cada art´ıculo
estar´ıa representado por los pesos de sus
to´picos.
Resultados: el listado de art´ıculos reco-
mendados se muestran segu´n su genera-
lidad (de ma´s general a espec´ıfico). Tam-
bie´n se puede configurar para que se
muestre de lo ma´s espec´ıfico a general,
es decir segu´n su especificidad.
3.3 Aproximacio´n #1. Divergencia
En esta aproximacio´n analizamos como difie-
ren entre s´ı los to´picos en un mismo art´ıculo.
Este ana´lisis lo hacemos calculando la desvia-






(ai − a¯)2 (1)
Como resultado obtenemos un valor pon-
derado para cada art´ıculo entre 0 y 1. Estos
valores se interpretan de la siguiente manera:
σ(P ) ≈ 1, se trata de un art´ıculo es-
pec´ıfico ya que la importancia de los dis-
tintos to´picos en el documento var´ıa mu-
cho de unos a otros.
σ(P ) ≈ 0, se trata de uno general ya que
todos los to´picos tienen aproximadamen-
te la misma relevancia en el art´ıculo.
3.4 Aproximacio´n #2. Similitud
En esta segunda aproximacio´n, analizamos la
similitud entre art´ıculos. La similitud se cal-
cula determinado el a´ngulo del coseno que
forman entre s´ı los vectores de to´picos de los
art´ıculos a trave´s de la fo´rmula 2:
Sim(ai, ai+1) =
∑n









Como resultado obtenemos un valor pon-
derado para cada art´ıculo entre 0 y 1. Estos
valores se interpretan de la siguiente manera:
σ(P ) ≈ 1, se trata de un art´ıculo general
ya que los to´picos del art´ıculo aparecen
en muchos otros art´ıculos.
σ(P ) ≈ 0, se trata de uno espec´ıfico ya
que todos los to´picos del art´ıculo apare-
cen en pocos.
En la siguiente seccio´n se explican me-
diante experimentos los resultados de ambas
aproximaciones.
4 Experimentos y resultados
4.1 Seleccio´n del corpus de
evaluacio´n
Para la comprobacio´n de nuestra aproxima-
cio´n a trave´s de los experimentos se deci-
dio´ usar el repositorio de art´ıculos cient´ıfi-
cos de la ACL Anthology 2. Ofrece de mane-
ra abierta ma´s de 20.000 art´ıculos cient´ıficos
pertenecientes a los diferentes congresos or-
ganizados por la Association for Computatio-
nal Linguistics (ACL) durante los u´ltimos 40
an˜os.
A trave´s del proyecto ACL Anthology
Network (Radev et al., 2013), se ofrece una
versio´n en texto plano de todos los art´ıculos
de la ACL Anthology desde sus inicios hasta
2012. Este proyecto ofrece adema´s informa-
cio´n adicional como son la redes de citas del
art´ıculo y la de citas recibidas por el autor,
etc.
4.2 Creacio´n del corpus de
referencia (gold standard)
Para poder evaluar el nivel de generalidad
o especificidad de un art´ıculo hemos creado
un corpus de referencia (gold standard). Este
corpus fue creado a partir de los 100 primeros
art´ıculos devueltos por Lucene para la con-
sulta question answering. Estos 100 art´ıculos
fueron anotados manualmente por un exper-
to en el tema. La anotacio´n se realizo´ en una
escala de 0 a 5 para determinar su grado de
generalidad partiendo del siguiente criterio:
2http://aclweb.org/anthology
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5: El art´ıculo aporta una visio´n general
sobre el a´rea (survey), un art´ıculo que se
centra en mostrar el estado de la cues-
tio´n para question answering.
4: El art´ıculo es una visio´n general so-
bre un subtema dentro del tema princi-
pal. Por ejemplo, un art´ıculo que mues-
tra todo el estado de la cuestio´n sobre
la clasificacio´n de preguntas aplicado a
sistemas de question answering.
3: El art´ıculo presenta una aproximacio´n
general al a´rea. Por ejemplo, un art´ıculo
que describe una aproximacio´n general a
resolver el problema de question answe-
ring.
2: El art´ıculo presenta una aproximacio´n
en un dominio o a´rea concreta. Por ejem-
plo, un art´ıculo que describe una aproxi-
macio´n al problema de la clasificacio´n de
preguntas en sistemas de question ans-
wering, o una aproximacio´n general a
question answering en un idioma concre-
to.
1: El art´ıculo presenta un proyecto o re-
curso concreto. Por ejemplo, un art´ıculo
que presenta un corpus de preguntas pa-
ra entrenar sistemas de question answe-
ring.
0: El art´ıculo no tiene que ver con el a´rea,
es decir, Lucene nos ha devuelto algo que
no tiene que ver con question answering.
Con esto se genero´ el orden de lectura de
los art´ıculos devueltos por Lucene segu´n un
experto.
4.3 Experimentos
Se realizaron dos experimentos con el fin de
comprobar las ideas expuestas. Estos experi-
mentos tuvieron como objetivos determinar
la cantidad o´ptima de to´picos y evaluar las
aproximaciones descritas anteriormente.
Para la evaluacio´n usamos Normalized
Discounted Cumulative Gain (nDCG) (ver
fo´rmula 3). Esta medida combina la puntua-
cio´n del documento (entre 0 y 5) con la posi-
cio´n en la que ha sido devuelto dentro de la
lista de art´ıculos recomendados, dando como
u´nica medida la ganancia acumulada sin im-
portar el taman˜o de la lista de documentos
recuperados (Ja¨rvelin y Keka¨la¨inen, 2002).
Como baseline para comparar el rendi-
miento de nuestra aproximacio´n utilizamos la
salida original proporcionada por el motor de
recuperacio´n de informacio´n Apache Lucene
(McCandless, Hatcher, y Gospodnetic, 2010).
En los experimentos propuestos se ha op-
tado por mostrar en primer lugar aquellos de
cara´cter ma´s general.
A continuacio´n se describen en detalles es-
tos experimentos y sus resultados.
4.3.1 Experimento 1
El objetivo de este experimento fue determi-
nar la cantidad o´ptima k de to´picos que se
deben extraer del corpus de art´ıculos para
realizar su respectivo ana´lisis de divergencia
(σ) y similitud (Sim).
Para cumplir con este objetivo la secuen-
cia de pasos que seguimos fue:
Consulta, se realizo´ la consulta question
answering sobre Lucene en el corpus de
la ACL y se recuperaron 100 art´ıculos,
denotado por P = (a1, a2, a3, . . . , a100).
Ordenacio´n del corpus de referencia
(CR), se ordenaron los art´ıculos de ma-
yor a menor puntuacio´n, es decir, 5, 5, 5,
4, 4, 4,. . . , 0, 0, 0 con el fin de obtener
el mejor valor posible del sistema.
Creacio´n del corpus, se creo´ un corpus a
partir de P (CP ).
Extraccio´n de to´picos, sobre el corpus
CP se experimento´ con la obtencio´n de
distinto nu´mero de to´picos (5, 10, 15,
25, 50, 100, 150, 200, 250, y 300) para
determinar la configuracio´n o´ptima para
nuestro sistema.
Ca´lculo de medidas, para cada grupo de
art´ıculos creados por sus to´picos se apli-
caron las dos aproximaciones definidas
(desviacio´n esta´ndar de los to´picos de un
documento y la similitud del coseno en-
tre los to´picos de distintos documentos).
Ana´lisis de to´picos: se calculo´ nDCG pa-
ra cada uno de los conjuntos de to´picos
propuestos (entre 5 y 300), a trave´s de
la fo´rmula 3:






Los valores de CRP[1] se obtienen viendo
la posicio´n que tiene ai en el corpus de
referencia.
La tabla 1 muestra los resultados de
nDCG obtenidos para 5, 10, 15, 25, 50, 100,




5 10 15 25 50 100 150 200 250 300
Sim 0,8328 0,8399 0,7995 0,7956 0,7970 0,8000 0,8056 0,7754 0,8343 0,8382
σ 0,7537 0,7654 0,8042 0,8384 0,8320 0,8207 0,8274 0,8333 0,8452 0,8476
M 0,7933 0,8027 0,8019 0,8170 0,8145 0,8104 0,8165 0,8044 0,8398 0,8424
Tabla 1: Resultados de nDCG para cada grupo de to´picos
Figura 1: Gra´fico de nDCG por cantidad de art´ıculos.
150, 200, 250 y 300 to´picos estos valores fue-
ron normalizados al dividir el resultado de
DCG por el valor ma´ximo posible obtenido
al ordenar CR. Podemos observar que la me-
jor similitud entre art´ıculos se logra con 10
to´picos y la divergencia entre to´picos en un
art´ıculo con 300.
En el caso de la similitud existe una dife-
rencia de 0,0017 entre 10 y 300 to´picos. Al ser
esta diferencia muy pequen˜a y el mayor valor
de la media (M=0,8429) en los 300 to´picos.
Se decidio´ fijar a 300 to´picos el valor o´ptimo
para el segundo experimento.
Con este experimento concluimos qeu con
el ana´lisis de 300 to´picos por art´ıculos tene-
mos en las primeras posiciones los art´ıculos
mejores anotados con respecto a CRP .
4.3.2 Experimento 2
Este experimento tuvo como objetivo lograr
una lista de art´ıculos donde los primeros que
se recuperen sean los ma´s generales que abor-
den sobre el tema realizado en la consulta.
Partimos realizando una consulta con Lu-
cene sobre question answering, recuperando
los 100 art´ıculos ma´s relevantes y aplican-
do Mallet para extraer 300 to´picos para cada
art´ıculo (la mejor configuracio´n segu´n el ex-
perimento realizado en el apartado anterior).
Con estos 300 to´picos procedimos a rea-
lizar dos aproximaciones: la primera basada
en el ca´lculo de la desviacio´n esta´ndar para
analizar la divergencia de los to´picos en ca-
da art´ıculo, y la segunda en la similitud del
coseno para ver la co-ocurrencia de to´picos
entre art´ıculos.
En este caso utilizamos la medida
nDCG@k, que es la versio´ncut-off de nDCG
que presta ma´s atencio´n a los primeros re-
sultados de la lista de art´ıculos recuperados
(Wang et al., 2013). El propo´sito de usar es-
ta medida es valorar de manera ma´s positi-
va aquellos sistemas que devuelven mejores
art´ıculos en las primeras posiciones de la lis-
ta. Pensando en la usabilidad de este tipo de
sistemas, la satisfaccio´n del usuario pasa por
devolver los art´ıculos que le resulten relevan-
tes en las primeras posiciones.
Como se puede observar en la figura 1 a
partir de 25 art´ıculos se produce un aumento
del nDCG, pero este aumento viene dado por
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Tabla 2: Resultados de nDGC@k
el propio funcionamiento de la medida: el cor-
pus de referencia tiene valores ma´s bajos en
las u´ltimas posiciones, incluso ceros, mientras
que nuestra aproximacio´n y el experimento
de referencia baseline contienen art´ıculos con
una valoracio´n ma´s alta en esas posiciones.
En cualquier caso, como se comento´ ma´s
arriba, lo que nos interesa es mirar los valores
que se obtienen en las primeras posiciones,
ya que a la hora de recomendar art´ıculos a
un usuario no es conveniente proporcionar un
nu´mero elevado de ellos, ya que el usuario
lo que espera son resultados va´lidos en las
primeras posiciones.
Por esta razo´n, vamos a centrar el estu-
dio en los 25 primeros art´ıculos, aplicando
nDCG@k, donde k = {5, 10, 15, 20 y 25}.
En la tabla 2 se reflejan los resultados de
aplicar nDCG@k al baseline (Lucene), no-
tando que nuestras aproximaciones en 10,
15, 20 y 25 art´ıculos respectivamente supera
siempre al baseline.
5 Conclusiones y trabajo futuro
En este art´ıculo se han presentado dos aproxi-
maciones basadas en modelado de to´picos pa-
ra recomendar art´ıculos cient´ıficos segu´n su
grado de especificidad. Primero analizamos
la divergencia de los temas que se abordan
en cada art´ıculo, y seguidamente la similitud
de los temas entre art´ıculos.
Para poder evaluar nuestras aproximacio-
nes tuvimos que crear nuestro propio cor-
pus (100 art´ıculos) partiendo de los ma´s de
20.000 art´ıculos de investigacio´n que contiene
la ACL. Nuestro corpus consistio´ en recupe-
rar los primeros 100 art´ıculos en el a´rea de la
“bu´squeda de respuestas“ usando el motor de
recuperacio´n de informacio´n Apache Lucene.
Este listado de art´ıculos en el orden que
los recupero´ Lucene fue nuestro baseline y
para evaluar el nivel de generalidad o espe-
cificidad se etiquetaron de ma´s general (5) a
ma´s espec´ıfico (1), siendo nuestro corpus de
referencia (gold standard).
Aplicando el modelado de to´picos hemos
sido capaces de reordenar los documentos de-
vueltos por un sistema de RI para que se
muestren de manera ma´s general a ma´s es-
pec´ıfica.
El primer experimento consistio´ en deter-
minar la mejor configuracio´n posible en cuan-
to al nu´mero de to´picos a usar en el algoritmo
LDA, obteniendo con 300 to´picos el resultado
ma´s o´ptimo.
El segundo experimento consistio´ en em-
plear nuestras dos aproximaciones (basada en
la divergencia de to´picos en un documento y
basada en la similitud del coseno entre to´pi-
cos de distintos documentos) para determinar
la mejor reordenacio´n posible de art´ıculos, de
ma´s general a ma´s espec´ıfico.
Nuestras aproximaciones superaron al ba-
seline de manera clara utilizando la medida
nDGC, obteniendo una mejora del 21,6 % pa-
ra nDGC@15 utilizando la medida de la di-
vergencia de to´picos en un documento, y de
un 15,6 % para nDGC@20 usando la simili-
tud del coseno entre to´picos de distintos do-
cumentos.
Como trabajo futuro se plantea la forma
de combinar la divergencia y similitud de los
to´picos de los art´ıculos para obtener mejores
resultados a la hora de detectar la generali-
dad o especificidad de los art´ıculos.
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