Abstract-Nonnegative matrix factorization (NMF) is an
INTRODUCTION Nonnegative matrix factorization approximation (NMF) is an approximate representation of a given nonnegative matrix
because r is usually chosen by a very small number, the size of the matrices W and H are much smaller than V. If V is a data matrix of some object then W and H can be viewed as an approximate representation of V. Thus NMF can be considered an effective technique for representing and reducing data. Although this technique appeared only recently, it has wide application, such as document clustering [7, 11] , data mining [8] , object recognition [5] and detecting forgery [10, 12] To measure the approximation in ( since the objective function is not convex, most methods fail to find the global optimal solution of the problem and only get the stationary point, i.e. the matrix pair (W, H) satisfies the KrushKuhn-Tucker (KKT) optimal condition [2] :
To update the H or W (the remaining fixed) often use the gradient direction reverse with a certain appropriate steps, so that a reduction in the objective function, on the other still to ensure non-negative of H and W. Among the known algorithms solve (1.3) must be mentioned algorithm LS (DD Lee and HS Seung [6] ). This algorithm is a simple calculation scheme, easy to install and gives quite good results, so now it remains one of the algorithms are commonly used [10, 12] . LS algorithm is adjusted using the following formula: To improve the convergence speed, E.F. Gonzalez and Y. Zhang has improved LS algorithm by using a coefficient for each column of H and a coefficient for each row of W. In other words instead of (1.5) (1.6) using the following formula:
(A is the matrix. B and x is the vector). This function is defined as follows: 
However, the experiments showed that improvement of EF Gonzalez and Y. Zhang has not really bring obvious effect. Also as remarks in [3] , the LS algorithm and GZ algorithm (EF Gonzalez -Y. Zhang [3] ) are not guaranteed the convergence to a stationary point. New algorithm uses addition for updating, so it is called additive update algorithm.
In this paper we propose a new algorithm by updating each element of every matrix W and H based on the idea of nonlinear Gauss -Seidel method [4] . Also with some assumptions, the proposed algorithm ensures reaching stationary point (Theorem 2, subsection III.B). Experiments show that the proposed algorithm converges faster than the algorithms LS and GZ.
The content of the paper is organized as follows. In section 2, we present an algorithm to update an element of the matrix W or H. This algorithm will be used in section 3 to construct a new algorithm for NMF (1.3). We also consider some convergence properties of new algorithm. Section 4 presents a scheme for installing a new algorithm on a computer. In section 5, we present experimental results comparing the calculation speed of algorithms. Finally some conclusions are given in section 6.
II. ALGORITHM FOR UPDATING AN ELEMENT OF MATRIX

A. Updating an element of matrix W
In this section, we consider the algorithm for updating an element of W, while retaining the remaining elements of W and H. Suppose ij W is adjusted by adding  parameter:
if W is an obtained matrix, then by some matrix operations,
we have: 
B. Updating an element of matrix H
Let H be matrix obtained from the update rule:
where  is defined by the formulas:
By the same discussions used in lemma 1, we have 
B. Algorithm for NMF (1.3)
The algorithm is described through the transformation T as follows:
Step1. Initialize W=W 1 >=0, H=H 1 >=0
Step 2. For k=1,2,... Thus theorem is proved.
IV. SOME VARIATIONS OF ALGORITHM
In this section we provide some variations for algorithm in subsection III.B (Algorithm III.B) to reduce the volume of calculations and increase convenience for the installation program.
A. Evaluate computational complexity
To update an element W ij by formulas (2.1), (2.4), (2.5), (2.6), we need to use m multiplications for calculating p and m*(n*m*r) multiplications for calculating q. Similarly to update element H ij by using (2.9), (2.10), (2.11), (2.12), we need n multiplications for computing u and (n*m*r)*n multiplications for computing v. according to this formula, we only use n multiplications to calculate v. After adjusting H ij by formula (2.9), we need to recalculate matrix D by the following formula:
So we only need to adjust the j th column of D and need to use n multiplications.
From formulas (2.9), (2.10), (2.12), (4.5) and (4.6), we have a new scheme for updating matrix H as follows. 
4) Scheme for updating matrix H
End for i
The total number of operations used to adjust the matrix H is: 2×n× m×r + n×r.
Using the above results together, we can construct a new calculating scheme for the Algorithm III.B as follows. The results in Table 2 show that the objective function value of the solutions generated by two algorithms GZ and LS is quite large. Meanwhile the objective function value of New NMF algorithm is much smaller.
VI. CONCLUSIONS
This paper proposed a new additive update algorithm for solving the problem of nonnegative matrix factorization. Experiments show that the proposed algorithm converges faster than the algorithms LS and GZ. The proposed algorithm has a simple calculation scheme too, so it is easy to install and use in applications.
