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ABSTRACT
The work presented in this dissertation is concerned with the 
problem of identifying the parameters describing a dynamic process 
based on an input-output record of the process. The identification 
technique is used to approximate the parameters of a pulse transfer 
function and is structured for utilization in a sampled-data 
environment. System identification is not ordinarily an end in 
itself, but is rather means of approaching an overall problem. The 
identification approach subsequently described is designed for use 
in an adaptive control configuration.
The basic approach involves the use of discrete correlation 
functions approximated from the input-output record as data in a 
multiple linear regression from which the parameters are estimated. 
This combined correlation function-linear regression approach re­
tains much of the simplicity of linear regression while benefiting 
from the filtering capabilities of correlation functions.
The initial presentation is concerned with open loop 
identification and treats both the deterministic and the stochastic 
output cases. The same cases are treated for closed loop 
identification for which setpoint variations supply the necessary 
dynamic response data. Much of the effort in this work is directed 
to the problem of closed loop identification of a system driven only 
by unmeasured, external (i.e., excluding setpoint) disturbances. 
Guidelines for the design of a feedback controller suitable for use 
in such an application preceed the presentation of the actual 
identification procedure. For this application the basic
-xi
Identification approach is retained, but is extended to utilize a 
form of generalized regression and an iterative solution to obtain
estimates of both the process and disturbance dynamics.
Tests of the identification for various system configurations
are implemented using digital simulation. Applications for these
cases are presented with simple linear process models as well as
a simulated chemical reactor representative of a complex physical
process.
xii-
CHAPTER I 
INTRODUCTION
The topic of interest in this work is that of dynamic identi­
fication. A great deal of investigation into this general area has 
been completed within the past two decades. Many different approaches 
have been taken and even more variations of any given approach are 
available. Early attempts utilizing correlation functions were 
followed by approaches based on linear or non-linear regression.
The various approaches tend to be general in form but specific in 
intended application. The assumptions required for a given approach 
to apply tend to be a measure of the intended range of application.
The wide range of application for identification techniques 
has resulted in an overwhelming wealth of literature in this case. 
Several survey papers and sane texts give a good overview of the 
"state of the art" (1-5). In addition, some recent works related 
to or with possible application in process control are available 
in the following references (6-10).
In this work, the intended application is that of control 
systems design for process systems. This is not to say that the 
range of application is limited to control systems design, but 
rather that the various difficulties associated with such an 
implementation are of primary concern.
The work is based entirely on the estimation of system dynamics 
in the form of a pulse transfer function, and is directed to sys­
tems for which a digital computer forms a primary element in the 
control loop. In a digital environment, a discrete representation
of the system dynamics Is quite adequate and suited for use with 
many of the flexible design methods for discrete controllers. -
The Identification approach Is based on the combined use of 
correlation functions and linear regression. In Its basic form} the 
Identification Is Implemented by using the points of discrete 
correlation functions as data points In a multiple regression. This 
combined approach relies on the filtering action of correlation 
functions to overcome difficulties related to measurement noise and 
unmeasured system disturbances while retaining much of the simplicity 
of linear regression.
In Chapter II, the correlation-regression Identification pro­
cedure Is developed and applied to two simple second-order 
differential equations. The problem of measurement noise, which Is 
common to many processes, Is discussed and it Is shown that filtering 
action of the correlation functions is sufficient to compensate for 
this noise. The developments of this chapter apply to the open- 
loop identification problem.
The work presented in Chapter III consists primarily in the ap­
plication of the technique to a simulated physical system. This 
system is non-linear and of high order; however, relatively simple 
discrete models can be used to describe its dynamics for the purpose 
of control system design. In this chapter a comparison is made 
between the results of applying ordinary regression directly to the 
time series data with the results of the correlation-regression 
approach. The correlation-regression approach is seen to be superior 
when measurement noise is present. Some consideration is also given 
to the case of closed loop identification for which setpoint
3variations are present, and in addition, the problem of measurement 
noise in such a configuration is treated.
Chapter IV is primarily a developmental chapter in which the 
mathematical considerations related to linear independence of input- 
output records are treated. This development is concerned with the 
closed loop system identification problem for which no setpoint 
variations are present. That is, the system is driven only by 
external disturbances. The chapter concludes with some guidelines 
for the design of a feedback controller which is adequate for use in 
an overall closed loop, regression based, identification scheme.
Presentation of a procedure for closed loop identification with 
only external disturbances driving the system is given in Chapter V. 
The relationship between correlation-regression and a form of 
generalized regression is presented and used as a basis for closed 
loop identification. Results for a simple system indicate the need 
of using a well designed (with respect to identification) controller 
for such an application.
In the following chapter, an application of the closed loop 
correlation-regression approach is presented for a simulated physical 
system. This chapter represents an application under fairly realistic 
conditions and points out some areas of further development which may 
be required for the design of a truly self-optimizing control 
strategy.
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CHAPTER II
DISCRETE MODEL IDENTIFICATION BASED 
ON CORRELATION FUNCTIONS
Introduction
Using most of the techniques currently available, some Informa­
tion concerning the dynamics of a system must be known before any 
meaningful control strategy can be Implemented. This Information 
can be presented In the form of a plant model which may be obtained 
In a variety of ways, ranging from a model derived from knowledge 
of the basic physical phenomena involved to some simple empirical 
model (e.g., first-order lag with dead time). In this chapter a 
technique of obtaining a dynamic plant model for a general system 
is presented and applied to two specific cases.
Discrete Model Identification
The identification technique discussed in this chapter produces 
a discrete model, and as such should be useful in a digital control 
environment. The basic approach of the technique is to apply a 
straightforward multiple linear regression to points on the discrete 
auto- and cross-correlation functions calculated from a system's 
sampled experimental input-output record.
The basic equations are developed in Kuo (2). Consider the 
following representation of a discrete transfer function.
where
$ (z) ■ discrete cross-spectral density
]>C
$rr(z) " discrete auto-spectral density
G(z) ■ discrete transfer function
Writing G(z) in the form of a pulse transfer function gives:
z'M  S A zJ
« ■ >  -   <2 >
E B z1 rr
i=o 1
“Mwhere the z~ term is introduced to represent a possible system dead 
time. Cross multiplying and expanding gives:
z"M[AN2f)5rr(z) + AN_1zti'1irr(z) + ... Aoz°§rr(z)]
* V D{rc(z) + BD-lzD lirc(z) + ••• V ° {rc(z> (3> 
Rearrangement of Equation 3 results in:
z“M[ANz“(D"N)$rr(z) + AN_1z"(D_N+1)$rr(z) + ... Aoz“D$rr(z)]
" BDz°$rc(z) + BD-lz"1$rc(z) + BoZ" \ c (z) (4)
As mentioned, the functions $__(z) and $__(z) represent spectral
AA AC
densities of the input-output record. These are simply the z-trans- 
form (divided by T) of the auto- and cross-correlation functions of 
the input-output record. That is,
l 00
5 (z) ■ — E cp (nfl)z”m
rcN 7 T __ _ TrcN 'JQB mCO
7and
00
" T £ cPrr(nitr^ z"m m- -»
where
T - sample time
cp « discrete cross-correlation functionrc
cprr - discrete auto-correlatlon function
-kObserve that in Equation 4 all of the terms are of the form Az 
Z{cprr(mT)}/T. Taking the Inverse z-transform of each term results 
in:
ANcprr[(m-M-D4N)T] + + ... Ao«prr[(m-M-D)T]
"  BD^rc^m T^  ^+ + **• B0cPrc^m“D)1^  (6>
Without loss of generality, can be set equal to one and Equation
6 solved for cp (mT) to. give:TC
N D-l
cp (mT) = Z A cp [(m-M-D+j)T] - Z B.cp [(m-IHl)T] (7)
rc j»0 J r i-o 1 rc
Equation 7 implies that a given point on the cross-correlation
function, cp (m T), can be predicted if the necessary past values rc
of the auto- and cross-correlation functions and the system transfer 
function are known. However, considered differently, Equation 7 
forms the basis of the identification procedure. Knowing several 
values for the correlation functions at appropriate time shifts, 
these can be treated as "data points" and a multiple linear regression 
performed to give a least squares set of values for the constants in 
the pulse transfer function. Note that the Integer variable M
8(representing the system dead time) will have to be defined prior 
to solving the regression equations and that in a general case some 
other algorithm must be supplied to determine the "best" value for 
this parameter.
Some Practical Considerations
Equation 7 provides a straightforward means of determining the 
pulse transfer function of a discrete or sample data system if 
appropriate values are available for the correlation functions. A 
discrete correlation function T) is defined as:
1 Ncprc(kT) = Lim -^r  2 r(mT)c((m+k)T) (8)
N -* ® m=« -N
Disregarding any values for negative time and being content with a
finite approximation of the function:
1 Ncprc(kT) ss ~ r  2 r(nT) c((n+k)T) (9)
n=o
Although the above notation appears to apply to the cross-correlation 
function, the results are applicable to an auto-correlation function
if r and c represent the same signal.
Determining a suitable value for N, the number of time domain 
data points, in Equation 9 for effective identification is a diffi­
cult task. First, it can frequently be assumed that the statistics 
of the process are "reasonably" stationary over the identification 
interval (0 £ t £ NT). It is highly desirable that the identification 
interval be as small as possible, particularly if used in a real time 
control environment. However, a value for N must be chosen which will 
give a reasonable approximation of the correlation functions. The net
9result Is that some trade off must be made between accuracy and time 
(both computer execution time and Identification time).
Selecting An Input Signal
For the purpose of verifying the Identification technique and 
studying some of Its characteristics on a known system, the Input 
sequence was chosen as discrete Interval binary noise. Very simply, 
the signal consists of pulses of magnitude + x q and of a duration 
T^. For each value of tine corresponding to the end of one pulse 
(t » nT^, n « 1,2,3,...) one of two actions occur (with equal pro­
bability) —  the signal either remains at Its current level or 
switches to the other available level. The discrete auto-correlation
function for such a signal Is (1):
(l-|kl|/T.) |kT| s Td
0 |kl| k Td
The simple form of this function makes comparison of the analytical 
values and the finite approximations very convenient. Figure 1 shows 
several of the finite approximations and the true auto-correlation 
function. This is an admittedly small sample, but serves to illus­
trate the typical behavior of the approximations involved. Note 
that the functions shown are normalized. It should be noted that 
the finite approximations are quite good for small values of the 
time shift but are erratic once a value of zero is initially 
reached. Thus, for the actual, identification it was decided to use 
only the first part of the correlation function such that 
cp(kT) ^ .lcp(O).
<prr(kT)
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The Input pulse duration, T^, was chosen as large as possible 
with the restriction that the output of the system would not be 
expected to be "lined out" for any long periods of time. (The 
probability that n pulses will all be at the same level Is p(n) =
0.5n”*.) In order to supply the regression with enough "data points", 
It Is necessary that (T^/T > N+D+l) where N+D+l represents the number 
of terms In the discrete model. From the results of this study It 
was found that even for the case of slow sampling (large T), a typical 
system will meet the above set of requirements. That Is, the pulse 
duration can be chosen small enough so that the system will not be 
lined out, while being large enough to acquire the necessary set of 
points on the auto-correlation function whose first (N+D+l) values 
are greater than 10% of cp(0).
Although the characteristics of the test signal which was used 
have been presented, this problem is not of primary concern.
Eveleigh (1) presents several different types of signals which are 
applicable to identification based on correlation techniques.
The signals chosen are commonly some approximation of a white noise 
signal (i.e., their auto-correlation function is an impulse function 
approximation). The net result is a very restricted signal, but one 
which has many desirable properties that simplify the calculations 
required to complete the system identification. In the procedure 
being presented, the test signal is not restricted as such, rather 
its characteristics are measured (in the form of its auto-correlation 
function) and these measurements along with similar measurements of 
the cross-correlation function are used to complete the identification. 
The important implication of measuring, rather than specifying, the
12
input signal statistics lies in the ability to use normal operating 
Inputs of a system for real-time, on-line identification of a 
process pulse transfer function.
Measurement Noise
Throughout this discussion, no mention has been made of the 
possibility of errors in the actual measurement of the input and 
output signals. It will be assumed that the input signal is measured 
without error and that the output signal is contaminated with zero- 
mean gaussian noise and is independent of the input signal. The 
operations involved are shown below.
As shown below, this noise should not affect the value of the cross­
correlation function:
The measured output signal will be of the form:
c(mT) » c*(mT) + cm (mT) (U)
where
c*(mT) = true value of the output
c (mT) 113 measurement noise m
c(mT) ■ measured value of the output
13
1 Ncj> (kT) - Llm E r(mT) c(mT-HtT) (12)
rC N - • 281+1 m— N
1 NLlm E r(mT) c*(n(HkT)
N  -  09 m — N
+ asr i  « r(na:> cn.<nff+kT)N ■* o° m*-N
By virtue of cm having a zero mean and being Independent of r, It 
follows that
1 N  * -
LI® vhxr 2 r<mT) c (nB?+kT) » r(mtr) c (nffi-HcT) - 0 (13).. t ^ *WTi M ID mN -* 00 m— N
Although the finite statistics will not be the same as those assumed, 
the averaging and the regression tend to remove any serious errors 
Incurred due to finite signal statistics.
Implementation of the Identification Procedure
The basic steps Involved In the Identification procedure are 
indicated below:
1. Compute the normalized (<PrJ.(0) =• 1.0) auto- and cross­
correlation functions from the sampled input-output record.
2. Arrange the correlation functions in a standard form for 
use in the multiple regression. That is, treat the 
correlation functions as data which will follow the format 
Indicated by Equation 7.
3. Compute the "normal equations" for the regression. (Sums 
of squares and cross products.)
4. Solve these algebraic equations to obtain the least squares 
set of coefficients which represent the pulse transfer 
function.
14
Note that in the usual context, a linear least squares fit will 
contain a constant term, but that no such term appears in Equation 7. 
Thus the "raw data" (correlation points) must be used rather than the 
deviations from their mean values. This procedure effectively forces 
the constant term to zero.
Results for the Deterministic Case
Two linear systems described by the following differential 
equations were used for the initial verification and study of the 
identification procedure.
System 1, Overdamped:
4-! +  3 +  2y - 2 f(t)
dt2 4t
The equivalent time constants and gain are
t2 - 0.5 
K - 1.0
System 2, Underdamped:
M^jr + .8 ^  + y » f(t)
d r  dt
Describing this system by a damping ratio, natural frequency and gain 
gives
6 ■ 0.4
u) « 1.0
n
K - 1.0
A question of considerable initial importance concerns the re­
quired number of sampled points from the input-output record which
15
must be used In order to achieve acceptable Identification. For 
the present, the criterion for acceptability will be defined as the 
ability of the discrete model to respond to a sequence of Input 
signals such that the model response is the same as the system 
response. More concisely,
1 N
Fit Error » -  E | c(nfr) - (^(mT)! (14)
m*l
where c(nff) and c^(mT) are the system response and the model response 
respectively for the same input signal at the m sampling instant.
It should be noted that the (n+l)st value for y^ is calculated using 
the necessary past values of y , and not the past sampled values of 
the continuous system, y. This was felt to be a tougher test since 
it allows for the accumulation of errors. However, in a control 
environment, one might prefer to use the past measured output values 
to predict only the next output value and use this Information in 
some controller algorithm.
For the overdamped system, Figure 2 indicates that relatively 
few sampled points can be used to accurately identify the pulse 
transfer function. Similar results were obtained in the underdamped 
case. After 200 sampled points, the error tends to approach a mean 
value of about 0.002. The fluctuations appear to be due to round-off 
error.
Although the results displayed in Figure 2 give an overall pic­
ture of the identification performance, they may not clearly convey 
how well the system is identified. Figures 3 and 4 show the step 
response for the continuous system with the discrete model response 
to the same step. (500 points were used for this particular
16
TABLE 1
Comparison of Analytical and Approximate Coefficients
System 1
A 1 A0 B1 B0
Fit
Error
Analytical .15482 .09390 -.97441 .22313
150 Points .16213 .08700 -.97311 .22209 .00325
500 Points .15417 .09457 -.97436 .22320 .00040
System 2
A1 Ao B1 B0
Fit
Error
Analytical .10767 .09414 -1.46852 .67032
150 Points .12000 .09142 -1.46934 .67102 .00282
500 Points .10716 .09440 -1.46901 .67068 .00070
Number of points used in the identification
Figure 2. Comparison of fit error with the input-output record 
length.
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Figure 3. Comparison of system and model step responses.
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identification.) These results clearly indicate the success of the 
identification procedure.
Table 1 shows a similar measure of the performance of this 
procedure by comparing the analytical values with those resulting 
from the identification. Note that a second order system can be 
described exactly by a difference equation of the form:
c((m+l)T) » AQr(mT) + A1(t(m-1)T) + BQc(mT) + B^CCm-ljT)
Addition of Measurement Noise
To be of practical importance, an identification technique must 
be applicable in a noisy environment. Measurement noise was Simulated 
in the system by adding digitally generated zero-mean gaussian noise 
to the deterministic output. Figures 5 and 6 show the step response 
results for various measurement noise statistics with the underdamped 
system. The statistics of the measurement noise were specified by 
its standard deviation. The corresponding signal to noise ratios 
range from infinite (the deterministic case) to roughly 1/3. As is 
expected, more identification points are required for accurate re­
sults when a significant amount of noise is present.
Figure 7 shows the actual output record which was used to obtain 
the coefficients for some of the step response comparisons of Figure 
5. The discrete model response to the same input record is also 
shown. In addition, these plots serve to give the reader, who may be 
unfamiliar with statistics, a feel for the magnitude of the measure­
ment noise which had been simulated. In the three cases shown, the 
same input signals were used as was the measurement noise with the 
exception that the noise magnitude was different.
21
+ + + + + + +  + + + + + + + + + + + + + + + + + + + + + + +
+ +
+  + + f + + f + +  +  +  + 1 + + + +  +  + +  + + + + + + + +  + + + + + + ”1
to<un
ti0 
tx
01 0) 
D4
ex
0).
4Jt/3
+ + + + + f + + + + + + + + + + + + + + + + + + + + + + + + + + + + + *
Continuous System
Discrete Model
*? Standard deviation 
of measurement noise
0 Time 20
Figure 5. Comparsion of system and model step responses. 150
sampled points with measurement noise added.
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Figure 6. Comparison of system and model step response.
500 sampled points with measurement noise added.
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Summary
A technique £or determining the pulse transfer function of a 
dynamic system has been presented. The technique is based on ap­
proximating the discrete auto- and cross-correlation functions of 
the sampled input-output record followed by a multiple linear 
regression of a suitable arrangement of the points on the correlation 
functions. Unlike many correlation techniques which require an 
(approximately) uncorrelated input signal, the one presented here 
allows a more general input signal.
The results of applying the identification on two specific 
second-order systems serve to illustrate the potential success of 
such an approach to the problem of system identification. Admittedly, 
a large number of questions remain unanswered.
Future work is planned to answer some of these questions. Most 
notable they include: systems with dead time, approximating higher
order systems with lower order models, approximating non-linear 
systems, and application to a closed loop adaptive control environment 
with slowly varying process parameters.
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Nomenclature
A m coefficient of input term in pulse transfer function
B a coefficient of output term in pulse transfer function
D s number of output terms in discrete model
G BB discrete transfer function
K B gain of example systems
M a delay integer >■ nearest integer to dead time/sample time
N a number of model input terms minus 1 or number of data points
T » sample time (>.5 in all examples)
Td
a duration of a single input pulse
Xo
a input pulse magnitude
c m system output or measured output if noise is included
- measurement noise
CM
a discrete model output
c* true system output for the case with noise
r = input signal
t a time
y - output of example systems
$rr discrete auto-spectral density
$rc
discrete cross-spectral density
- auto-correlation function
^rc - cross-correlation function
T - time constant
6 a damping ratio
O)
n
a natural frequency
a a standard deviation of measurement noise
Literature Cited
Eveleigh, V. W., Adaptive Control and Optimization Techniques. 
McGraw-Hill, New York, (1967).
Kuo,B. C., Analysis and Svntheais of Sample-Data Control 
Systems. McGraw-Hill, New York, (1967).
27
CHAPTER III
APPLICATION OF CORREIAT1DN-REGRESSION IDENTIFICATION 
TO A SIMULATED PLANT MODEL
Introduction
This chapter describes an application of the correlation- 
regression technique of identification to a simulated physical system. 
Four specific topics are considered: 1) A low-order, discrete model
is used to approximate the dynamics of a high-order, non-linear simu­
lated system. 2) Identification is performed using different types 
of inputs; discrete interval binary noise and filtered white noise.
3) Comparison is made with another regression approach with parti­
cular attention to the effects of measurement noise. 4) Identifi­
cation during closed loop operation is treated.
Discrete Model Identification
As the identification scheme was developed in the previous 
chapter, the results of the development will be only summarized.
The basic equation to which multiple regression can be applied to
obtain the parameters of a discrete model if of the form:
NU NC
cp (mT) - S A cp [(m-M-j)T] - S B.cp [(m-j)T] (1)
rC j-1 3 “  j-1 J rC
where
cp “ discrete input auto-correlation function rr
cprc - discrete input-output cross-correlation function 
A ■> input coefficient
28
B - output coefficient
T - sample time (hereafter assumed equal to unity)
M - integer representing the dead time
NU - input' order of the model
NC - output order of the model
A finite approximation of a cross-correlation function is given by:
NP
tPrc(mT) “  NP+1 E r(nT) <2>m=o
where the sum is oyer the available data set. The auto-correlation 
function is simply represented by the special case of "r" and "c" . 
representing the same signal. By way of example, for a two input - 
two output model, and no pure time delay, Equation 1 reduces to:
cprc(m) = A ^ C m - l )  + A2cprr(m-2)-B1cprc(m-l)-B2cprc(m-2) (3)
For time domain regression, the correlation functions can be replaced
by the actual input-output record ("c" for cp and "r" for cp ).'rc rr
The heart of the identification lies in performing linear re­
gression using the appropriate correlation functions as "data points". 
The step-by-step procedure is summarized as:
1) Compute the normalized (cprr(0) = 1.0) auto and cross- 
correlation functions from the sampled input-output record.
2) Arrange the correlation functions in a standard form for 
U B e  in the multiple regression. That is, treat the 
correlation functions as data which follow the format 
indicated by Equation 1.
3) Compute the "normal equations" for regression. (Sums of 
squares and cross products^)
4) Solve these algebraic equations to obtain a least squares 
set of coefficients which represent the pulse transfer
29
function*.
The Plant - A Plug Flow Reactor
A simulated jacketed plug flow reactor, illustrated in Figure 1, 
served as the system whose dynamics were to be identified. The 
following second-order chemical reaction occurs in the reactor:
K1(T>
A + B ------------------> R
Feed to the reactor consists of a recycle stream enriched with
3
reactant B at a rate of 18 ft /min. and a stream of pure A with 
variable flow rate. The identification subsequently described in­
volves storing the sampled input-output record, computing the discrete 
auto- and cross-correlation functions of that record, and finally 
applying multiple regression to the functions to obtain the parameters 
of the approximate discrete model.
Open Loop Identification - Plug Flow Reactor
The correlation-regression identification scheme was applied to 
the reactor model for two different types of input signals, the input 
being the flow rate of reactant A. The first was a discrete interval 
binary noise signal, which results in a series of step inputs. This 
input is generated by allowing operation at one or two available 
signal levels for some prescribed period of time after which the 
signal level may, with equal probability, remain at the same level, 
or switch to the other available level. The length of time between 
possible switches is kept short enough to cause the plant to be in a 
state of dynamic change during most of the data collection period.
A second type of input signal was generated by passing white
Digital Computer 
Generates upsets 
and stores data
Hold
Device
■-500/T
Water In 
55°F
25 ft /min
Non-linear plug 
flow reactorPure A Product R
0^WA^12 ft /mil
10 ft water out
Pure B
Constant recycle
w ■
o 18
CA o “ 6
CBo “
58
% >  " 20
t3
t3
.3
Figure 1. Diagram of Data Collection for Plug Flow 
Reactor
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noise through a first order filter. The operation can best be 
described by means of the block diagram below.
Filtered Noisc^Zero 
Order Hold
The filter time constant, t^, might be thought of as a parameter 
which determines the "randomness" of the filtered signal, with small 
time constants giving the greatest degree of randomness. That is, 
small time constants result in an auto-correlation function which is 
more like the impulse correlation function of white noise. The auto­
correlation functions for selected time constants are shown in Figure 
2.
Results - Open Loop Identification
The identification of the simulated reactor was implemented for 
various order discrete models for the case of no measurement noise. 
The results shown in Figures 3 and 4 compare the plant responses with 
the responses predicted by the resulting discrete models. In all 
cases the discrete model responses are the result of "one step ahead 
predictions". Such predictions are computed by utilizing the past 
(known) response points for the physical system to predict the 
response for the next sample point. Four different discrete models 
were used with the order indicated as an "(ir-jc)" model, where "i" 
is the number of input terms and "j" is the number of output terms. 
The predictions are all quite adequate, with only the lowest order 
(lr-lc) model showing any significant error. Only slight improvement 
is realized with the higher order models.
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1.0
Analytical 
Finite Approximation 
Filter Time Constant 
1.5 Seconds
0.8
.496
0.4
0.2 0.097
0.0
0.022
- 0.2
0 102 4 86
Discrete Time Shift - No. of Samples
Figure 2: Analtyical and Approximated Auto-correlation
Functions for Filtered White Noise
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00
CM
00
Model: 2r - 2c
00
00
CM
00
-Plant Response
Discrete Model 
Prediction
1.5 seconds
00
Model: lr - lc
Time (Minutes)
7.5
Figure 3: Plant response and model predictions for open loop
identification based on 300 data points and discrete
Interval binary noise input.
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Model: 4r - 4c
f+tfH+H+4
Plant Response
Discrete Model 
Prediction
1.5 Seconds 
W W W *
WHWW
00
Model: 3r - 3c
Time (Minutes) 7.5
Figure 4: Plant response and model predictions for open loop
identification based on 300 data points and discrete
interval binary noise input.
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Figures 5, 6, and 7 Indicate the performance of the predictor
model identified with filtered white noise inputs for selected filter
time constants. In these, and the following figures, the discrete
data are plotted continuously for the sake of clarity. The examples
are limited to (2r-2c) models. It is evident that the fit error
increases as the filter time constant is reduced. In each case,
the errors incurred in one step ahead prediction are based on the
actual input-output record upon which the identification was based.
A more meaningful comparison can be made by observing the change in
2 2
the normalized mean square error which is defined as a / c r  ,which is 
simply the ratio of error variance to signal variance.
The primary observation from these results is that the 
identification performs satisfactorily for both types of Inputs. The 
discrete interval binary signal might be representative of the type 
of input used for a well planned identification experiment whereas 
the filtered noise signal would be more.representative of the type of 
data available under normal operating conditions.
Comparison With Another Regression Scheme
Using the approach discussed by Kalman (1) and subsequently 
tested on this reactor by Dube (2), the model parameters were obtained 
by an ordinary regression of the sampled input-output record (rather 
than regression on the correlation functions). The input signal used 
was the previously discussed discrete interval binary noise. The 
errors resulting from one step prediction based on 16 different order 
models are compared in Table 1. Of particular significance is the 
fact that the ordinary regression errors are smaller than those of the
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o^/c^ ■ 0.006
c.
2 „ ,,
a = 7 . 4 4c
00
“ 0.1 minutes
o
^ Time (Minutes)
Figure 5: System Input, output, and model error for open loop
Identification based on 300 data points with filtered
white noise input.
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Figure 6: System input, output, and model error for open loop
identification based on 300 data points with filtered 
white noise input.
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Figure 7: System input, output, an£T model error for open loop
Identification based on 300 data points with filtered
white noise input.
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TABLE 1
Comparison of Model Errors from Correlation- 
Regression and Ordinary Regression for 300 Data Points
Number of Output Terms
1 2 3 4
2.793 1.187 0.933 0.736
1
3.537 2.028 1.039 0.788
0.938 0.215 0.081 0.038
2 1.482 0.277 0.182 0.076
0.105 0.022 0.018 0.016
3
0.254 0.043 0.040 0.034
0.032 0.021 0.017 0.015
4 0.104 0.052 0.052 0.030 I
Top Entries - Ordinary Regression 
Bottom Entries - Correlation-Regression
1 Np 2
Error = ~  S (c(iT) - cm(iT))
i*l
c(iT) s true plant response at time (iT)
cm(iT) B predicted plant response at time (iT)
39
correlation regression. With these results and the relative ease 
of implementing the ordinary regression scheme ( the correlation 
regression approach apparently offers no advantages for use on 
deterministic signals.
Measurement Noise and Parameter Bias
In many process systems, the ability to determine the value of 
a response variable is hampered by measurement noise. The rami­
fications of such noise with respect to parameter estimates are 
treated in this section. The noise is assumed to be white and present 
only in the output variable.
Formal development of the regression equations for least squares 
parameter estimation is available in the literature and will not be 
presented (3). Such developments typically Indicate that the 
regression matrix can be partitioned into four quadrants, one of which 
contains only the response variable. A typical term in this quadrant
will have the form E C.C.... The measured state at time "i", C.,
i-1 1 i+J * 1
is the sum of the true state, C^, and a measurement error, C^.
A general term of this quadrant can be expanded as:
NP
NP NP *
- E (c + €.) (c 
i-1 i
?  * * F  . * * "p
(4)
Assuming that the measurement errors are zero mean white noise and 
independent of the input signal, Equation 4 can be written as:
40
NP NP * * NP
Cl C*+J " i-1 °i °1-+J +tfi Ci €i+J <5>
In the limit, the error term takes on the following values:
„ 1e«j) i - j
^ * 1 * 1  - J o  t * i  <6>
The non-zero term for (i"J) causes biased parameter estimated when 
using ordinary regression for dynamic model identification. No 
amount of data will remove this bias. Variations of the least squares 
approach can be developed which will cope with this problem (4).
The more complicated maximum likelihood approach can also be used (4).
As shown in the previous chapter, the contribution of measure­
ment noise to the cross-correlation function has a zero expected value. 
This zero expectation leads to unbiased estimates for this correla­
tion- regress ion approach.
Figure 8 shows the effect of adding gaussian distribution white 
noise to the plant output on the fit error for both types of identi­
fication. The model used in this and the following case was a (2r- 
2c) model. In agreement with the errors shown in Table 1, the 
ordinary regression results are superior when measurement noise is 
omitted. The degeneration of the ordinary least squares estimates 
is clearly evident with increasing magnitudes of measurement noise, 
while the errors shown for the correlation-regression scheme are 
relatively insensitive to this noise.
The intensity of the noise in the previous case was rather small 
(maximum noise standard deviation of 1.5 units versus a concentration 
range of 20 units). Figure 9 shows the results of adding noise of
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Figure 8: Comparison of modeling errors for correlation-
regression and ordinary regression with measurement 
noise present.
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Figure 9: Effect of Measurement Noise on Modeling Error for
Open Loop Correlatlon-Regresslon Identification
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greater intensities for the correlatlon-regreaslon approach only.
In this figure, the cummulative effects of the noise Is shown.
This is equivalent to an Integrated average of the fit error of 
the type shown in Figure 8. The curves appear to approach a zero 
slope, thus indicating that unbiased estimates can be expected from 
large data samples.
Closed loop Identification
In most process control applications where system identification 
is to be performed, the ability to do so without unduly interrupting 
normal operation is highly desirable. For a typical feedback system, 
this implies performing the identification during closed loop 
operation. If the identification is to be carried out continuously, 
it must be done while the loop is closed.
To perform any type of dynamic identification, the system must 
be in a state of dynamic change. During normal closed loop operation 
of a process system, several causes of such change may be encountered 
including unmeasured disturbances, measurement errors, and variations 
due to setpoint changes.
Of primary consideration is the case for which setpoint changes 
offer the impetus for a dynamic response. The frequency of such 
changes is determined by a system's overall environment and the 
resultant operating policies. For the purpose of this discussion, 
the frequency of setpoint.variation will be classified as:
1) Low - such that parameter variations can be expected to
occur during a period of no setpoint activity.
2) Moderate - for example, within a supervisory system which
automatically adjusts the setpoint In real time.
3) High - for example, in a batch process.
With little or no setpoint variation (case 1), the discussion does 
not apply. Identification under such conditions requires a more 
detailed investigation. If frequent setpoint variations are to 
be encountered in normal operation (case 3), a sufficient amount of 
dynamic data will be available. An intermediate amount of setpoint 
variations, as in case 2, would require a longer period of time for 
the data collection. In this situation, the nearly steady state 
data should be omitted as unmeasured disturbances will typically 
contribute the greater portion of the near steady state response. 
Intermittently collected data can then be combined into a single 
record for identification purposes.
Although setpoint variations supply the necessary dynamics for 
identification, the input for the identification is the actual input 
to the plant (i.e., the manipulated variable). By using the actual 
input-output record, the closed loop identification can be solved 
in a manner analogue to the open loop case.
Effect of Measurement Noise on Closed Loop Identification
As indicated, uncorrelated (white) measurement noise added to 
the true system state presents no difficulties for the correlation- 
regression scheme when applied to open loop identification. However, 
when the loop is closed the errors tend to propogate around the loop 
and thus affect the measured cross-correlation function. The 
interested reader is referred to an article by Goodman and Res wick 
for a more complete discussion of this problem (5). Their results
45
show that the noise contribution to the cross-correlation function 
is restricted to the non-positive time shift part of the function.
This implies that the useful correlation data in this situation are 
restricted to the positive shift axis. Noise which is correlated 
will have the effect of further reducing the useful portion of the 
correlation function data, but if it is only slightly correlated this 
reduction may only amount to a few data points.
Results - Closed Loop Identification
The correlation-regression identification scheme was applied to 
the simulated plug flow reactor during closed loop operation with a 
discrete PI controller. The controller was tuned to give a minimum 
integral of absolute error (IAE) response to a step change in set­
point. All cases discussed in this section involve a 2r - 2c 
discrete model and a sampling.time of 1.5 seconds.
As a base case, the system was subjected to a series of step 
setpoint inputs with the response variable being measurable without 
error. Figure 10 shows the results of a typical run with the 
identification performed over the interval shown and the error based 
on a one step prediction model for the given input-output record.
These results clearly indicate the success of the identification for 
this deterministic case.
For identification with measurement noise present, the previously 
described modifications were implemented. Figure 11 shows a finite 
approximation (1000 points) of the white noise auto-correlation 
function and the noise contribution of the measurement error to the 
cross-correlation function. As predicted, this contribution is
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Figure 10: Manipulated Variable, Plant Response, and Model
Errors for a Series of Step Inputs in Setpoint. 
Identification based on 300 data points with no 
measurement noise.
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Figure 11: Measurement noise auto-correlation function
and noise contribution to the cross- 
correlation function based on 1000 data 
points.
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isrestricted to the non-positive shift portion of the axis. The 
small non-zero contribution indicated for the positive shift portion 
is due to the finite approximation involved. Results of a typical 
run with measurement noise present are . shown in Figure 12. The model 
determined from the noisy case does not fit the deterministic output 
(Figure 10) as well as the model based on the deterministic input-output 
data. However, the resulting error remains within an acceptable 
level. An additional error comparison was made for the models de­
termined from the data of Figures 10 and 12 comparing the determinis­
tic plant response with the discrete model response based solely on 
the deterministic input sequence. That is, the discrete model was 
used to predict the entire plant response rather than predicting one 
step into the future based on the known plant response points and 
previous inputs. Using the model in this way resulted in a larger 
mean square error, but by less than an order of magnitude.
As a final observation concerning the closed loop identifica­
tion's performance, the modeling errors (one step predictor) were 
determined for a range of sampled input-output points and a range of 
standard deviation of the measurement noise. Figure 13 shows the 
results of this set of runs. The data plotted in the figure were 
obtained in a manner similar to that of Figure 9. That the errors 
shown in Figure 13 are larger than those of Figure 9 is partly due 
to the reduced nun&er of useful correlation points available for 
closed loop identification with measurement noise present. However, 
most of the difference in these errors can be attributed to the fact 
they are based on different input-output sequences.
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Figure 12: Manipulated variable, plant response, and model
error for a series of step inputs in setpoint. 
Measurement noise standard deviation ■ 4.0.
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Figure 13: Effect of measurement noise on modeling error for
closed loop correlation-regression identification.
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Summary
The ability of the correlation-regression Identification scheme 
to perform in cases of practical interest has been demonstrated.
This technique offers no apparent advantages over identification 
based on regression of the original input-output data if that data 
is noise free. The .filtering effect of the correlation functions 
allows identification of systems with considerable measurement noise. 
Moreover, the effects of such noise for closed loop identification 
can be eliminated allowing for a very practical application of the 
technique. An obvious extension of this work includes on line 
identification with controller parameter adjustment based on the 
identified process model. Finding a means of handling unmeasured 
disturbances to the system will allow the full potential of the 
identification technique to be reached.
Nomenclature
coefficient of.Input term In pulse transfer function
coefficient of output term In pulse transfer function
number of output terms In discrete model
delay Integer ■ nearest Integer to dead time/sample time
number of Input terms In discrete model
number of data points used for Identification
Laplace transform operator
sample time
system output
discrete model output
mean square modeling error
Input signal
/
noise filter time constant 
auto-correlation function 
cross-correlation function 
standard deviation of measurement noise 
output signal variance
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CHAPTER IV
LINEAR INDEPENDENCE OF INPUT-OUTPUT DATA 
FOR CLOSED LOOP IDENTIFICATION
Introduction
In this chapter, a criterion necessary for the estimation of 
the parameters of a discrete dynamic model using linear regression is 
developed. The primary topic concerns the linear independence of 
input-output data recorded during normal operation of a closed loop 
control system which is driven solely by external disturbances. The 
discussion is based on the ordinary least squares approach, but 
should apply to many variations thereof. Computational results are 
delayed until the next chapter following the proposal of an overall 
closed loop identification scheme.
Regression Analysis of Linear Dynamic Models
The premiere paper presented by Kalman discusses a basic method 
for the estimation of discrete linear model parameters using multiple 
linear regression (1). Much of the related literature to follow 
considered various limitations of this basic approach and methods for 
overcoming these limitations (2,-6). With few exceptions (7), the 
development of identification techniques has been limited to the 
case of open loop identification.
As noted by Young, a vast difference may separate the reliability 
of parameter estimates based on realistic data versus similar estimates 
based on a "well planned experiment" (8). In the present context, 
realistic data will be defined as the input-output record from
closed loop operation of a system whose dynamics are caused only by 
external (unmeasured) disturbances.
The purpose of this/ chapter Is twofold: 1) to determine a
criterion necessary for strict linear independence of the model 
input-output sequences, and 2) to give some guidelines for the 
selection of controller parameters which will result in closed loop 
data being more characteristic of that from a well planned ex­
periment .
The development to follow involves considerable matrix notation 
The following conventions are adopted: 1) scalars - lower case
English and Greek, 2) vectors - upper case English and, 3) matrices 
upper case Greek. Subscripts, superscripts, etc. will not follow 
this convention.
A brief review of the application models will be given. More 
detailed developments are available elsewhere (2,6). A general 
discrete model has the following representation.
where
u
y
d 
a 
b 
NU 
NC 
M
NU NC
yl _ £  Vi-M-J Y i - J  + di
system input (manipulated variable) 
system output 
disturbance 
input term coefficient 
output term coefficient 
number of input terms 
number of output terms
an integer representing the system dead time
(1)
1 ■ time index
Equation 1 can be represented for the entire response by means of • 
matrix notation as:
Y - 0C + D (2)
where
1
A  ‘ ‘V
yk+l
•
D - ‘Wi
•
c » *2
•
•
_yk-HJ
• •
®NU
-bl
-b2
•
•
-b
Vm-1’. “k-M-2* •••* V-M-NU’ yk-l* yk-2* *,,yk-NC
"k-M* V-M-l* **** Vm-NIH-1’ yk 'k-1
“k-HJ-M-l* uk+N-M-2* “k+n-M-NU* yfcW-l^k-W-l*'*'yk-HJ-NC
y’'  * ’yk-NC+l
and k is an arbitrary Initial index.
The development leading from Equation 2 to the least squares 
estimate of C is widely available; for example see Johnston (9).
The estimate of C can be written as:
C - O V 1 0Ty (3)
The validity of Equation 3 is contingent on the applicability of 
various assumptions, one of which is the linear independence of the
vectors represented by the columns of the 9 matrix. The matrix
Trepresented by 6 0 is the familiar "sum of squares and cross-
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products" matrix, also known as a gram-matrix. Such a matrix has a 
inverse i£ and only if the columns of 8 are linearly independent (10). 
The necessity of this independence is noted in the control literature 
for an open loop application, and the author comments that no problems 
of singularity were experienced (3).
Mathematical Development of Independence Criterion
The possibilities of a singularity occurring in a closed loop 
configuration is greatly enhanced by the nature of feedback control. 
That is, the manipulated variable at time "i" is a function of the 
past values of the manipulated variable and of the past system outputs. 
A general representation of a linear control algorithm is given in 
Equation 4.
NU' NC'
ui ' £  V i - J  ,j(8i-j'yi-j) (4)
where
p,q are controller parameters 
s ■=> setpoint
NU'jNC' are indices defining the order of the controller.
The setpoint will be treated as a constant and, without loss of
generality, be assumed equal to zero. Thus, some simplification of
Equation 4 is possible.
NU; NC'
U1 " £  pJui-J +*, Vi-3 (5)
Substitution of Equation 1 into Equation 5 for the term y^ gives:
NU' NC' r NU NCH  Hu - H nu -i
-i PA - J  +£  V w  + q° (6>
The following definitions will prove helpful:
NU" - Max.(NU',NlHM)
NC" - Max.(NC',NC)
Rearranging Equation 6 results in:
M NU"
Ui " S P1Ui-1 + E (pj + V j - M )ui-J J"1 j-M+1 J J 3
NC"
+ £  <v«0V yi-J + V i  O)
In Equation 7 some of the coefficients (a,b,p,q) may have indices 
which are greater than the limits indicated in the defining 
Equations (1 and 4). This situation arises from the possibility of 
system models and control algorithms having different orders. Any 
coefficients not explicitly introduced in Equations 1 or 4 are 
defined to be zero. Equation 7 can be simplified into the form:
NU" NC"
ui ■ A  *jVi +sl1 Vi-J+ v*i (8)
Equations 1 and 8 can be combined into a single vector equation.
Let
Pi
r “i rVi-,
[ y j  Ql ' [  J
ru t,
*•
for k “ 1,2,...K 
where K - Max.(NU",NC").
With this notation, Equations 1 and 8 are combined to give:
h  ' V i - i +  V i - 2 + V i - K  + Q i (9)
A more compact form of Equation 9 can be obtained (11).
zi - r z±ml + Wi (10)
where T Is the 2Kx2K matrix
*1 *2 .... $K-1
s
®K
I 0 .... 0 0
0
•
I•
0
s
0
•
•
_0
•
0
•
I
•
0 .
with I representing a 2x2 Identity matrix and 0 the 2x2 null (or 
zero) matrix. The vectors and are defined as:
c H*
•
M i '
yi di
“i-1 0
V l• Wi "
0
•
• •• •
Ui-K
0
_yi-K
0 .
A general solution of Equation 10 is available under the 
conditions that T is non-singular. The solution given here is 
dependent on the terms of r being constant. For the purpose of 
this development, such a restriction Is of little consequence.
It will be seen that the solution Is necessary only for a short 
time span and thus the assumption of constant parameters Is suitable. 
The solution, as given by Miller (11), Is:
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1
2
j-k+1
(11)
In Equation II, k represents the initial time index and is the 
vector of initial conditions. The superscript of T is an exponent, 
with r° defined an identity matrix of suitable order.
Before discussing the implication of Equation 11 on concerning 
input-output sequence independence, some results due to Miller will 
be mentioned. First, it can be shown that a necessary condition for 
the stability of the homogenous system (W^ - 0 for all "i") is that 
the eigenvalues of T be less than one in modulus. This implies that 
a finite response will result from any finite set of initial 
conditions. This requirement should always be fulfilled for a 
properly tuned control loop. In addition, the same criterion gives 
assurance that the effect of initial conditions will "die out" for 
large "1". Thus, after some period of normal operation, Equation 
11 represents the response of a general closed loop system whose only 
inputs are in the form of external disturbances.
Additional simplification of Equation 11 is possible. Arbitrarily 
letting k « 0 and expanding results in:
- r<1“1)
V i % d2 qodi
dl d2 di
0 + p(i-2) 0 +...r° 0
0
•
0• 0•
•
0
•
0
•
0_
r V (12)
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Due to the zeros of the W vector, only the first two columns of the 
matrix have an effect on the response, Z^. Let these 
columns be denoted by the vectors 6. and G* ... That is,
let
t* 4\ " Column ' W  of for m ■ 1,2
Noting the linear dependence of the non-zero terms of the vector 
allows further simplification.
Let
G(i-j) " qo Gl,(i-j) + G 2,(i-j) (13)
The length of G(i-j) be 2K» Define a 2Kx2K matrix, T , such
that:
* f 1" LG(2K-1) G(2K-2) •** G(2K-2K)J (14)
Equation 12 can be written for "i" ■ 2K as: 
Z,
where
“2K r* W* + r2* Z. (15)
W
2K
It is necessary to assume that the individual disturbances (i.e., 
terms in H ) are linearly Independent. (The statistical properties 
of this term will be treated in the next chapter.)
Linear Independence - Necessary and Sufficient Conditions
The development leading to Equation 15 can be used to state
the sufficient conditions for the linear independence of the "inde­
pendent" variables of Equation 1. The "independent" variables in 
Equation 1 are a subset of the vector Z^. Thus, if the terms of 
are independent, the "independent" variables in the model will 
also be independent. The sufficient condition for the components 
of Zgg to be independent is that T be non-singular. It should be 
noted that these conditions hold for any arbitrary choice of initial 
conditions, ZQ, and in particular, for the case of ZQ itself being 
the result of "normal operating conditions". Likewise, it should 
be noted that a derivation requiring the terms of ZQ to be 
independent would be equivalent to "assuming the problem away".
The conditions stated here are sufficient for a general model 
and controller configuration. However, if Z contains more terms 
than are present in the original model, these conditions are not 
necessary. If such is the case, the matrix T should be reduced 
to include only those rows corresponding to the variables appearing 
in the system model.
Defining T as the reduced (NlHNC)x2K. (where (NIHNC)£2K) 
matrix the following condition is both necessary and sufficient 
to assure the linear Independence of the "independent" variables 
of the system model. "The rank of T** must be equal to (MIHHC)."
By way of review, the following assumptions have been stated 
or implied.
1) r is non-singular and has eigenvalues less than 1 in 
modulus.
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2) The external disturbances are linearly independent.
3) The model is an adequate representation of the physical 
system.
4) Both the model parameters and the control parameters can
be assumed constant for a short length of time (corres­
ponding to 2K units of time).
Design of an “Identifying Controller11
The choice of model structure must be based on physical con­
siderations. However, both the structure and the parameters of the 
control algorithm are chosen by the control engineer. The criterion 
which has been established gives the designer some guidelines by 
which a controller suitable for closed loop identification can be 
chosen. However, fulfilling these requirements in a mathematical 
sense leaves the case of obtaining an ill-conditioned sum of 
squares and cross-products matrix as definite possibility. Thia is 
due to the fact that time series data are inherently highly 
correlated for at least a few time lags. The ideal linear regression 
situation in which the cross-product terms vanish is clearly 
unobtainable. However, by proper choice of controller parameters, 
it may be possible to give some added confidence to the overall 
numerical results from a closed loop system identification.
Many approaches might be taken in establishing a criterion for 
"good" (or at least better) closed loop identification results.
It is likely that the criterion for good identification and that 
for good control will be in conflict. The presence of such a 
possible conflict is acknowledged, but will not be specifically
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treated.
ftft
the criterion to be established in suited to the case of T
ft
being of the same order as that of r . An extension to the general 
case should be reasonably straightforward. For this particular 
case (i.e., r of order 2Kx2K), a single determinant must be 
evaluated in order to establish the singularity or non-singularity 
of the matrix. To obtain a more meaningful quantity, the determinant 
will be normalized. A suitable definition, given in Conte (12), 
for such a normalized determinant is:
I1**!
Norm |r | - 2K a (16)
It i 
i»l
where
2K
ftft
and y. . is an element of T .
J
An "optimum identifying controller" can be designed based on
ftft
maximizing the absolute value of Norm |r | subject to stability 
constraints on the control loop.
Example Problem
In this section, the results of the previous development are 
used to analyze a particular control loop configuration, namely a 
first order system with a proportional plus integral controller. 
(Equation numbers followed by will be used in this section to 
indicate correspondence with the previously developed general 
equations.) The model and control (velocity form of PI controller)
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equations are:
Model: yt - ajU^j - + dt (1*)
Control: ut - P ^ . j  + (5*)
In terms of Equation 8, the control equation is:
ui “ ri"i-i + V i - i + V i  (8*>
where
“ 1 + q ^ ^  (note that = 1 for PI algorithm)
*1 ■ V o bl
Combining Equation 1* and 8* results in the vector equation: 
u • r_ t. u, . qn d
[yp -[vJc^kco
Choosing an initial index of zero (k - 0), the solution as given by 
Equation 11 is:
„ r, t, « * «  , d, r, t, (1> o
u p  - 4 r  j  u ° ]
(ii*)
As indicated in Equation 15, the solution for i « 2K (i.e., i » 2) 
is necessary. After some manipulation, the result is found to be
c ? . k : : * ;  » .  < - .
a
Evaluation of the determinant (unnormallzed) of the T ( which is
ftft
equivalent to T ) matrix gives
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|r I - q0 + U * )
Or, in normalized form:
* q +  q-.
N01®  lr I - r-,,—  (16*>
1 2
where
*1 " [qo(1 + V l )2 + 2qo(1 + V l X V ’o V  + < V qobl>i
4. 21l/2+ qoJ
[qo 4  - v a  + bi + t f 2“2
Further simplification of the quantities and prove fruitless.
An immediate result of this example shows that a proportional 
only controller (qQ ■ -q^) will result in a singular system. That 
the sum, qQ + q^, should be large in absolute value is also evident, 
but the functional relationship given in Equation 16* precludes a 
more definitive statement. Numerically, the evaluation of Equation 
16* is straightforward, however, the dependence of the normalized 
determinant on the unknown parameters and hinders precise 
evaluation. It may often occur that some prior knowledge concerning 
the model parameters is available. Thus, the usefulness of the 
normalized determinant, although restricted, is evident.
The evaluation of Equation 16* has been carried out for a 
specific system (a^ - .3, b^ » -.7). The results are presented in 
Figure 1 for both selected PI controller parameters and for the 
Dahlln algorithm (13). (See Appendix A for the form of the Dahlin
algorithm used.) The heavy lines indicate PI parameter pairs 
which result in an unstable closed loop system. The stable portion 
does however include a region for which the determinant is quite 
large and should provide for a set of parameters suitable for both 
adequate control action and system identification. The curve for 
the Dahlln algorithm results, as expected, in a stable system over 
the entire range of the tuning parameter (excluding the limiting 
cases of X ■ 0 and X ■ 1). The determinant is smaller than can be 
obtained by the unconstrained case of the PI algorithm.
Summary
An approach has been presented whereby a closed loop control 
system can be evaluated in terms of the "identifiability" of the 
system with respect to linear regression. In addition, the re­
quirements for an optimal, in some sense, identifying controller 
have been defined. Although formally limited to an ordinary least 
squares approach, the conclusions should be applicable for vari­
ations of this approach with little or no modification. In a very 
broad sense, some of the difficulties associated with the design 
of a true adaptive control loop have been brought to the foreground.
No
rm
al
iz
ed
 
De
te
rm
in
an
t
Tuning Parameter
0.25 0.50 0.75 1.0
o
(-5.0,-3.0,-1.0)
o Dahlin Algorithm
o
5 010 5 10
Figure 1: Normalized determinant versus selected
PI controller parameters and for Dahlin 
controller
Nomenclature
model Input coefficient
model output coefficient
system disturbance
controller Input coefficient
modified controller Input coefficient
controller output coefficient
setpolnt
modified controller output coefficient
manipulated variable
controlled variable
model coefficient vector
vector of system disturbances
a column of T or T
Identity matrix
an Integer representing the system dead time
closed loop state vector
closed loop disturbance vector
number of model output terms (output order)
number of controller output terms
number of modified controller output terms
number of model Input terms (Input, order)
number of controller Input terms
number of modified controller Input terms
closed loop disturbance vector (single step)
closed loop disturbance vector (multiple step)
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Y SB vector of system outputs ("dependent variables")
Z 8 closed loop state vector
a 8 normalization factor for determinant of T* or T**
Y » an element of T, T , or T
X - tuning parameter in Dahlin algorithm (see Appendix I)
r - closed loop state transition matrix (single step)
*
r 8 closed loop state transition matrix (multiple step)
r** 8 *a partition of T
$ a closed loop transition matrix
e s matrix of "independent" variables
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CHAPTER V
IDENTIFICATION OF PLANT DYNAMICS IN A CLOSED LOOP SYSTEM 
DRIVEN BY EXTERNAL DISTURBANCES
Introduction
An approach for solving the closed loop identification problem 
for a dynamic system driven only by external disturbances is pre­
sented. A preliminary development relating the correlation-regression 
approach to ordinary regression is followed by a discussion of the 
nature of external disturbances in a typical process environment 
and the effect of such disturbances on the identification scheme.
An algorithm based on the combined characteristics of generalized 
regression and correlation-regression and a means for estimating the 
adequacy of the overall model structure is also proposed. Numerical 
results for a simple closed loop system follow the general develop­
ment.
Development of Correlation-Regression Equations
In this section, an approach based on linear regression tech­
niques is used to formulate a set of estimating equations which are 
equivalent to the previously developed correlation-regression tech­
nique. Such an approach loosens the bonds of the correlation- 
regression technique from statistical signals while retaining some 
desirable properties related to ordinary (or variations thereof) 
regression.
Except where stated and for subscripts, superscripts, etc., the 
following nomenclature rules will be observed: scalars are
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symbolized by lower case (English or Greek) letters, vectors by 
upper case English, and matrices by upper case Greek letters.
A general discrete model has the following representation:
y.
NU NC
A  v i -m-j - a  Y i - j + di (i)
where
system Input (manipulated variable) 
system output (controlled variable) 
disturbance .
Input term coefficient 
output term coefficient 
number of Input terms (Input order) 
number of output terms (output order) 
an integer representing the system dead time 
time Index
Equation 1 can be represented for the entire response by means of 
matrix notation as:
u
y
d
a
b
NU
NC
M
1
Y - e C + D (2)
where
1£
'V
yk+l•
C - a2• D - \+l•
/k-rti
•
*NU
•
A4*
“bl
- h•
1
I
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\-M-l \-M-2 V m-NU yk-l yk-2 ***• yk-NC
“k-M “k-M-l *••• “k-M-NU+1 yk yk-l *•** yk-NC+l
\+N-M-l “k+N-M-2* \-HJ-M-NU yk+tf-l yk+N-2* yk+N-NC_
and k is an arbitrary initial index.
Consider the following transformation of Equation 2.
a* «*. *
0 y « 0 0C + 9 D (3)
where
“k-NC “k-NC+l “k-NC+N
“k-NC-l “k-NC “k-NC+N-1
0*
ihc-NC-NK “k-NC+-l-NK* * * * “k-NC+N-NK
*/c
The (NK+-1 x N+-1) transformation matrix, . 0 , is equivalent to the trans­
formation which forms the appropriate correlation functions required
for the application of correlation-regression. The number of rows
* * 
of 0 (**NK+1J is equal to'the number of correlation "data" points which
are generated.
Inspection of the components of Equation 3 reveals the equi­
valence of this transformation with system auto- and cross-correlation
Chfunctions. A general term for the i row of the transformed
it
independent variable vector, 0 y, can be written as:
*  N
y{ • S u yk-i+i ^1 j«i k-NC-i+J k 1+J
The definition for the discrete cross-correlation function for 
stationary u and y is:
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1 N
V ”0 " h £  uj-i yj (5>
With the exception of the 1/N term, the transformed independent 
*
variable, y^, and the cross-correlation function, 9Uy(*®)» equiva­
lent. The difference of the indices of y and u define the shift 
(or delay) integer for the correlation function. In the case of 
Equation 4,
m - (k-l+j) - (k-NC-i+J) - NC-H.-1 (6)
The relationship between the correlation function and the transformed 
variable is therefore:
H yi ■ V * * 1-1) (7)
The extension to the transformed disturbance term is direct:
5 d! - (8)
A similar analysis of the transformed independent variables, say
0^j, of the 6 6 matrix results in the equivalent correlation function
«Df
representation. For j £ NU, the 0 ^  term will be an auto-correlation 
function. With this restriction on j, the "i,j" term of 0 0 can be 
written as:
* N
®ij " \-NC-i+n “k+n-l-M-j 
Or, in terms of correlation functions,
N 0ij “ <Pu u(NC+1-1-M-J) (10)
For j > NU, a cross-correlation function will be formed.
* N
0ij " ^  “k-NC-i+n yk+n-l-j-HJU
The relationship with the cross-correlation function Is therefore:
' 'Puy<NlWJC+l-l-J) (12)
An expression for the I***1 row of Equation 3 can be obtained by 
combining Equations 7, 8, 10, and 12.
* NU * NU4NC * *
-  A  V ’m  b j - N u  +  d l  ( 1 3 )
In terms of correlation functions, Equation 13 can be written as:
NU NC
cp (NC+i-1) - S a.cp (NC+l-l-M-j) - E b.cp „(NC+L-l-j)
uy jBll j ““ iml JY«y
+ cpud(NC+i-l) (14)
for 1 = 1,2,...NK.
Equation 14 represents the discrete model in the correlation 
function domain. It is of the same form as the time series model, 
Equation 1, and is equivalent to the previously developed correlation 
function approach to model identification. The incentive for deve­
loping the correlation-regression approach in this manner is based on 
a similar development discussed by Johnston (1). With this develop­
ment, many of the results given by Johnston can be applied to the 
correlation-regression approach.
Estimation Procedure
The approach taken by Johnston (1) results in a two-stage least 
squares estimator, and is similar in many respects to generalized 
regression. With respect to Equation 3, the situation of Interest 
occurs when NK > (NIHNC). That is, more correlation data points are
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available than the number of parameters to be estimated. This is 
the usual case for least squares analysis. Within certain restric­
tions, the appropriate estimate of C is given as:
c - [ e W e *1)"1 e*e]'1 e V ^ e V V V y  (is)
The restrictions under which Equation 15 applies can be stated as:
1) E(0*D) - 0 (16)
and
2) E(D DT) » ct2I (17)
where E is the expected value operator and I is an identity matrix.
Stated differently, D must represent a white noise sequence and be
uncorrelated with the input (manipulated variable). Attention will
be given to these restrictions in a later section.
The estimator given by Equation 15 can be written in terms of
correlation functions. Several of the terms in Equation 15 were
related to the correlation functions in the previous development.
The elements of 6 0 are the appropriate correlation functions defined
in Equation 10 and 12 while the vector 0 y contains elements defined
in Equation 7. Equation 3 can be rewritten in the form:
X - $C + 0*D (18)
*
where X - 0 y
ft - 0*0
Equation 18 is related to Equation 14 in the same manner that Equation
4k
2 relates to Equation 1. The term 0 0 can be expanded as:
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* * T
e e
“k-NC “k-NC+1
“k-NC-1 “k-NC
“k-NC+N
“k-NC4N+l
“k-NC-NK “k-NC+1-NK** * * “k-NC+N-NK
u
k-NC \-NC-l “k-NC-NK
“k-NC+l “k-NC ***• “k-NC+l-NK
(19)
^k-NC+N “k-NC+N-1 “k-NC4N-NK_
If u^ represents a zero mean stationary sequence, the (NK+1 x NK+1) 
matrix of Equation 19 can be shown to be composed of the points on
the input auto-correlation function (3). Formally, let
■l ^
r - i e e
Then, a general term of T, g ^  is given by:
Yij cPUu(1’J)
(20)
(21)
where cpuu represents the manipulated variable auto-correlation
function. This matrix is symmetric due to the symmetry of a
(stationary) auto-correlation function.
These developments lead to the fundamental least squares
estimation equation upon which this work is based.
Ac - [ i F f H T 1 §Tr-1x (22)
Equation 22 gives a form of generalized least squares for which the 
cross-correlation function, 9^ 0 0 * represents the dependent variables 
and the auto-correlation function, <Puu(k), In addition to appropriate 
(as defined by Equation 14) values of cpyy(k) represent the independent 
variables. The variance-covariance matrix, 1% is composed of the
terms of the input auto-correlation function, <PUU00« The use of 
generalized regression is not strictly necessary. Earlier work 
using the correlation-regression approach was based upon ordinary 
regression applied to the auto- and cross-correlation functions and 
is equivalent to the case for which the variance-covariance matrix,
T, is assumed to be diagonal.
System Disturbances
The realistic characterization of external disturbances in a 
process environmental is a difficult matter. Such disturbances may 
be attributed to a complex intermixing of both deterministic 
and stochastic signals. For very long periods of operation, a 
purely stochastic approximation might be reasonable. If such an 
approximation could be justified, the resulting computational burden 
(time and storage) would likely be prohibitive. In a similar manner, 
a purely deterministic representation would not account for the 
presence of short term process noise. An approach which compensates 
for the combined deterministic-stochastic nature of most process 
disturbances is Clearly desirable.
Disturbance Compensation
Two different types of disturbances will be treated. One will 
be modeled as resulting from a load change and the other as a result 
of white noise. Both approaches are clearly approximate. For each 
case, the disturbance compensation scheme results in a similar 
transformation of the time series data.
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Load changes represent the usual deterministic type of disturbance
which affect a process loop. The block diagram shown In Figure 1
Indicates the configuration being considered. The disturbance
originates as q and passes through, the dynamics Indicated by Q(s).
Ideally, one would like to perform the Identification based on the
true plant Input-output sequence (u^,y^). However, the output
sequence Is available only in a form corrupted with the disturbance
term, and some means of compensation for this term must be available.
If the disturbance which originates as q is an abrupt (step) change,
a reasonable compensation may be implemented if the dynamics of Q(s)
are defined. Physically, Q and G can be expected to be inter-related
subsystems of the overall plant and should have similar dynamic
characteristics. As an approximation, Q(s) will be described by a
first order lag. The highly damped dynamics of very many process
systems is the justification for such an approximation.
*
The discrete representation of the term d can be written as:
4 ■ V i - i + p2dI-i (23)
where p^ and Pg are related to the gain and time constant of the 
transfer function Q(s). For q being a step input, the response will 
be the familiar first order lag. It should be noted that the
•ft
disturbance terms d^ and d^ of Equations 1 and 23 are related, but 
not identical. The term d^ is only that portion of the overall
”j|f
disturbance, d^, which enters the system from time "i-1" to time "i". 
Thus, d* affects the model equation as a difference, with the 
following relationship being applicable:
Disturbance
Dynamics
Controller Plant
setpoint +
Q(s)
G(z)
Figure 1: Configuration of closed loop system driven by
unmeasured disturbances.
Equation 23 written for two successive time periods can be combined 
with Equation 24 to give:
di " pl(qi-l“qi-2) + p2(di-l'di-2) (25)
Multiplying the model, Equation 1, by a factor, p, and writing it
at time "i-l" gives:
NU NC
<*i-l ~ P £  ajui-M-j-l - P £  + P dl-l <M)
And subtracting this result from Equation 1 results in:
NU
V ^ i - l  " aj(ui-M-j" pui-M-j-l^
NC
■ £  V yi-j- + dr  pdi-i (27)
Based on Equation 23, the last two terms above can be combined to 
give:
di-Pdi-l ' Pl(ql-rV2-P(ql-2-‘1i-3))
+ p2(di - r di-2'p(di-2'di-3)) (28)
Setting this expression equal to zero, and solving for p gives: 
Pl(qi-l’qi-2) * p2*dl-l“di-2*
P ■ + p2<di-2-di-3) (29>
Since q is a step function, each of the terms and
(qi_2«qi_3) will be non-zero for a single (but different) value of 
"1". Thus, the following approximation can be made.
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Substitution for the numerator results in the following relatioship.
Pl(qi-2"qi-3* + p2(di-2"di-3* 
p - ---------5------5------------ (31)
i-2 " i-3
With the restriction on the term as above» Equation 31
simplifies to
P ■ P2 (32)
Equation 32 defines a constant, p, and is valid for all but the two
instances at which the restrictions on q do not apply.
The implications of this development are quite significant and 
as best explained in terms of the transformed model, Equation 27.
That is, the transformation implied by Equation 27 accounts for the
presence of external disturbances due to abrupt load changes in such
a way that the transformed disturbance term is approximately zero. 
Explicitly, the necessary transformations can be stated.as:
u i " pui-l
" P^i-l 03)
di - pdi-i -  0
t t twhere u , y and d are the transformed variables. In terms of these 
transformed variables, the model equation is: 
t NU t NC t t
yj - £  v U - j  V u  + <  <*>
The actual transformation for the disturbance is not explicitly made, 
but rather is accounted for by means of the transformation of the 
measured system output, y. As this development is related to 
deterministic signals , no discussion will be given concerning the
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statistical properties of the residual, d^.
As a second stage of this development, the disturbance term will 
be treated as a stochastic signal. More explicitly, the signal 
will be assumed describable as white noise with the dynamics of 
Q(s) equivalent to a first order lag. Equations 23 through 25 also 
apply in this case. Equation 25 can be written in the form:
di “ pl(qi-rqi-2* + p2 di-l (35)
Defining the same type of transformation as for the deterministic case, 
and choosing p * p^ gives:
V p di-i - (36)
In this case, the disturbance has been transformed into the difference 
of two white noise sequences and q^.^* which is also a white
sequence having a variance twice that of the original sequence. The 
variance-covariance matrix of such a signal is diagonal and fits 
the assumption under which Equation 15 was stated. Based on results 
due to Goodman and Reswick (2) and subsequently applied for the 
correlation-regression technique, the transformed disturbance term 
will have the following characteristics.
E(ujdJ) = 0 *, i > j (37)
4 0 J i s j
Stated differently, Equation 37 indicates that the cross-correlation
function <p (k) is zero for the positive shift portion of the 
udfc
correlation axis. Therefore, the previously applied approach for 
white noise in a closed loop system should be applicable in this 
case.
In summary, two equivalent transformations have been proposed
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which should compensate for the effect of external disturbances 
upon system identification using the correlation-regression approach. 
Due to the assumptions involved, the compensation will be approximate 
for most actual systems. Higher order transformations for the 
stochastic case are treated by Johnston (1), and should also be 
possible for the deterministic case. Utilization of a higher order 
transformation should be considered for a specific system and only if 
it is clearly necessary.
Disturbance Transformation Parameter
No indication of a means for determining a numerical value for 
p, the disturbance transformation parameter, has been given. In 
a physical system, the dynamics associated with Q(s) will be, at 
best, ill-defined. Any attempt to determine a value for p based 
on physical considerations would be self-defeating to the overall 
model identification approach. Rather, an iterative approach will 
be proposed. This approach is equivalent to using the successive 
approximation solution for simultaneous equations and is described 
in basic numerical methods texts, for example (3).
In the present context, the iteration proceeds as follows:
1) Guess a value for p.
A
2) Compute C based on the guess of p.
C - f(y,0,P)
The function, f, includes correlation, disturbance transformation, 
and regression.
3) Compute a new value of p based on most recent
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estimate of C.
In this case, g is a function defined by the one-step-prediction of 
y, the formation of the disturbance auto-correlation function, and 
the subsequent regression using the disturbance auto-correlation 
function to compute a new estimate of p.
4) Continue steps 2 and 3 until C has converged to within 
acceptable limits.
Proposed Identification Procedure
An algorithm for the identification of the dynamics of a plant 
which is part of a feedback control loop is presented below.
1) Compute the input auto-correlation function and the 
input-output cross-correlation function based on the 
available input-output sequence (u^»yi).
Notes:
The value of NK should be large enough that all of the 
significant correlation points are included.
2) Guess a value for the disturbance transformation parameter. 
Notes:
If no basis is available, choose
The appropriate correlation functions
are defined as:
1 N= — E u.u.j, for k = 0,1,...NK 
N  ^ , i i-Hc
(38)
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0 ’ V (1)/t>W(0)-
3) Confute the auto- and cross-correlation function of the 
transformed input-output sequence.
Notes:
This can be accomplished by an equivalent transformation 
in the correlation function domain. The definition of the 
cross-correlation function of the transformed sequence is:
'f' t(k) " 5 .s, V i *  :  .E, V W i  (39)
uy i=l N i“l
Comparing Equations 41 and 42 result:
cp. t(k) - «PW 0 0  - P q>w (k-i) <40>
uy * y
The result for the auto-correlation function is similar:
cp t(k) - <PuutfO - p V^Ck-l) (41)
uu
Transformation in the correlation domain is numerically 
more accurate and offers considerable savings with respect 
to computation time. Thus, this approach should always 
be taken.
4) Solve Equation 22 for an estimate of C.
5) Compute the one step ahead predictions of the response 
based on the most recent estimate of C. Subtract the 
predicted response from the measured response to form 
the predicted disturbance sequence.
6) Compute the disturbance sequence auto-correlation 
function.
7) Compute the least-square estimate of p based on the
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approximate auto-correlation function from step 6.
Notes:
The correlation function model is:
"  p f o r  k  "  1 , 2 * * * * N K  ^4 2 ^
The subsequent least-squares estimate of p, based on 
Equation 45 is:
NK
E <P 0 0  9a a ^k”1^
A k=l M  {ft
*  ■ - s r - ^ 2 ------------------  (« >
E (?M (k-l»2
k=l dd
8) Check for convergence of the estimate of C. The criterion 
should be based on the vector difference of two subsequent 
estimates for C being "small". If convergence is obtained, 
go to step 10.
9) Repeat steps 3 through 8 using the new estimate for p.
10) Check for model and parameter adequacy.
Realiabllity of Parameter Estimates and Model Structure
Application of linear regression techniques to time series data 
presents many difficulties not common to classical linear regression. 
One of the significant problems which results concerns the confidence 
limits of the estimated parameters. The last step of the proposed 
Identification procedure is concerned with this general topic amd 
may prove to be a fruitful area of research for the many diciplines 
concerned with statistical analysis of time series data. In this 
section, a rather simplistic approach is taken.
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It is observed that the iterative scheme presented in the
previous section should terminate when a value of p is obtained
A
which gives a value of G that is approximately the same as the previous 
A
value of C. The objective of this approach is to reduce the trans­
formed disturbance into a white noise signal. Once convergence is 
achieved, a check can be made to determine if the disturbance term 
has been actually reduced to white noise. Note that the condition 
stated in Equation 17 implies that the disturbance term should be 
white in order for Equation 15 to apply.
A given sequence, in this case the transformed disturbance, can 
be checked for whiteness by a method due to Durbin and Watson (4).
This check is based on the von-Neuman ratio, which is defined for
the sequence e^(i = 0,1,2...N) as:
N
V  - 1 = L - ------- (44)
S ei i=0
If "e" represents a white sequence, the limiting value for large N 
is v - 2.0. The possible range of values is 0.0 ^ v £ 4.0. A 
discussion related to the approximate distribution for v is presented 
in a article by Theil and Nagar (5). If a positive correlation exists 
for the sequence, the expected value of v is less than 2.0, while 
negative correlation (i.e., negative p) would give values greater 
than 2i0. An approximate set of confidence limits for positive 
correlation is given in the literature (5) as:
6 . ozw-M/ix-n (45)
2/ ^ h T
where
6 “ confidence limit
N ■ number of data points
X * number of unknown coefficients
o “ significance points with:
o « 635
1 per cent: o ■
(46)
5 per cent: a ■ „ / N-l _ 1^64485^
m  1
For this application, the relationship between the von-Neuman 
ratio of the transformed disturbance and the parameter estimates is 
not clearly defined. Nonetheless, this ratio can be used as some 
indication of the reliability of the estimates. A von-Neuman ratio 
significantly outside of the limits shown in Equation 45 Indicates 
several possible situations, specifically:
1) The plant model is of inadequate order, or 2) the trans­
formation (and hence the noise model dynamics) are of too low an 
order. In addition, a controller which is poorly designed with 
respect to the identification aspects of closed loop control may be 
the cause of such a deviation.
The computation of v for the transformed disturbance can be 
carried out indirectly from the information available from the 
estimated disturbance auto-correlation function. Equation 44 can be
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expanded in terms of the disturbance, d., as: 
N 1
(47)
i«0
S (d±-p di-1)
Expanding the right hand side gives:
(48)
The terms appearing In Equation 48 are similar to the definition of 
the auto-correlation function of d. For larger N, the following 
approximation will hold.
where cp^ Is the approximated disturbance auto-correlation function. 
Little additional effort is required to check for the whiteness of 
the transformed disturbance sequence based on Equation 49.
The identification scheme was applied to the first order system 
shown in Figure 2. This system is not without practical interest, 
as evidenced by the widespread use of first order dynamic ap­
proximations in the process industries.
Figures 3 through 6 show the effect of the number of time series 
data points upon the resulting parameter estimates and upon the von- 
Neuman ratio of the transformed disturbance sequence. The confidence
v = ~PcPdd(0) + (1 * P2)cPdd(1)~pcpdd(2) 
(1 + P2>cPdd(0)_2p(Pdd(1)
(49)
Results
'— y
G(Z)
1) Plant: y± - .3 n±ml + .7 + d±
2) Controller: » «i_1 + r ^  + *2yi-i
a) PI: ^  » -5.5, r^ ■ 0.5
b) Dahlin: r^ « -2.11, r2 ■ 1.48
Note: Both controllers are of the same form. The
designations "PI" and "Dahlin" are used for 
convenience of discussions. PI parameters taken 
from Lopez (6), Dahlin parameters from Dahlin's 
article (7), with tuning parameter (time constant) 
equal to one sample time.
3) Disturbance: dt - pi^i-l”*i-2^ + p2^di-l"di-2^
a) Noise Input
p2 ■ .1 (Fig. 3), p2 - .9 (Figs. 4,6)
b) Load Changes
Pj ■ »3, p2 ■ .7 (Figs. 5,6)
Figure 2: System configuration for closed loop identification with
unmeasured disturbances.
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limit8 are the 1% level as defined by Equations 45 and 46.
Disregarding strict statistical formality, the limits shown correspond 
to the range of expected von-Heuman ratios for white noise sequence 
with 99% confidence.
The controller parameters and disturbance dynamics shown in 
these figures are defined in Figure 2. Figure 3 shows estimates for 
only the PI controller as those for the Dahlin algorithm were com­
pletely erroneous.. This case corresponds to high frequency process 
noise disturbances. Figures 4 and 5 show the estimates for highly 
correlated process disturbances and for load disturbances respectively. 
The results in Figure 6 correspond to the case for which the dis­
turbances were due to both load changes and highly correlated process 
noise.
In all cases shown, the parameter estimates tend to improve as 
the record length is increased. A notable result indicated in these 
figures concern the difference between the PI controller and the 
Dahlin algorithm. The PI algorithm gives estimates which are far 
superior to those resulting from identification with the Dahlin 
algorithm. The reason for this difference is explained in the 
previous chapter which is concerned with the effect of controllers 
on the linear independence of the input-output records. The 
normalized determinant for each controller is approximately:
Dahlin: -.25
PI : -.80
These results indicate the necessity of considering the controller 
design when attempting to formulate a closed loop identification 
procedure.
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A controller design approach based on both identification and 
control considerations should be implemented for this type of 
application. The actual PI parameters used in this case are based 
on the work of Lopez (6), with parameters chosen to minimize the 
integral of absolute error resulting from a step load change. This 
indicates that both control and identification criteria can be 
satisfied simultaneously. Figures ;7 through 12 verify that suitable 
control results from this set of parameters. Moreover, a comparison 
of the error variance for the same disturbance sequence shows that 
the PI parameters give better results than the Dahlin algorithm.
The development of the correlation-regression approach to system 
identification has been presented based on linear regression tech­
niques without recourse to formal correlation domain or spectral 
density analysis. This approach opens some avenues for the solution 
of the problems related to closed loop system identification. The 
same type of compensation approach for both unmeasured load and 
noise disturbances was shown to be applicable.
The presentation of a simple example problem indicates the initial 
success of this identification approach. Perhaps the most significant 
result concerns the implications of the work presented in the previous 
chapter indicating the need for utilizing a controller designed for 
use in a closed loop identification scheme. The results of this 
chapter also indicate that both good control and good identification 
can be obtained with the same control algorithm.
/
This work leaves many practical questions unanswered. Notably, 
the effects of using a simple model for a high-order system with 
complicated disturbance dynamics has not been considered. A 
successful implementation of the identification scheme on such a 
system would represent an additional step in the formulation of a 
general procedure for system identification suitable for use in the 
process industries.
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Nomenclature
a ■= Input term coefficient
b = output term coefficient
d B disturbance in model equation
*d = transformed disturbance (corresponding to a cross-correlation
function)
e = white noise sequence
p = coefficient of disturbance transfer function
q = disturbance input
s ° Laplace transform operator
u = system input (manipulated variable)
y = system output (controlled variable)
*
y = transformed output (corresponding to a cross-correlation
function)
y = true plant output (i.e., excluding disturbance)
6 = confidence limits for von-Neuman ratio
V “ input auto-correlation function
o = standard deviation of noise disturbance or significance
points of von-Neuman ratio
= disturbance auto-correlation function
9 = input auto-correlation function
cpu(j = input-disturbance cross-correlation function
<puy = input-output cross-correlation function
•jf
6 = transformed "independent" variable
p = disturbance transformation parameter
v ■ von-Neuman ratio
X = number of unknown model coefficients
C * coefficient vector
disturbance vector 
plant transfer function
an integer representing the system dead time 
number of points in input-output record 
number of output terms (output order) 
number of correlation function points 
number of input terms (input order) 
disturbance transfer function
vector of "dependent" cross-correlation functions 
vector of system outputs
variance-covariance matrix of system inputs
matrix of "independent" auto- and cross-correlation 
functions
matrix of system inputs and outputs 
correlation transformation matrix
107
Literature Cited
1. Johnston, J., Econometric Methods. McGraw-Hill Co., New York,
1963.
2. Goodman, T. P. and J. B. Reswick, "Determination of System 
Characteristics from Normal Operating Records", Trans, of the 
A.S.M.E.. Vol. 78, No. 2, pp. 259-271, February, 1956.
3. McCracken, D. D. and S. D. Dorn, Numerical Methods and FORTRAN 
Programming. John Wiley, New York, 1966.
4. Durbin, J. and G. S. Watson, "Testing for Serial Correlation 
in Least-Squares Regression", pts. 1 and II, Biometrika. 1950 
and 1951.
5. Theil, H. and A. L. Nagar, "Testing the Independence of Regression 
Disturbances", American Statistical Association Journal. Vol.
56, pp. 793-806, December, 1961.
6. Lopez, A. M., "Optimization of System Response", Ph.D. Disserta­
tion, Department of Chemical Engineering, Louisiana State ( 
University, January, 1968.
7. Dahlin, E. B., DDC Tuning Reference Book. Instruments and Control 
Systems, Chilton Co., 1969.
108
CHAPTER VI
APPLICATION OF CLOSED LOOP IDENTIFICATION 
TO A SIMULATED PHYSICAL SYSTEM
Introduction
The Identification procedure formulated In the previous chapter 
is applied to a simulated tubular reactor in this chapter. This work 
is presented with the objective of better defining the steps re­
quired to implement the correlation-regression based closed loop 
identification and to indicate the types of problems which might 
be encountered in a "real world" application. The tuning of an 
"identifying controller" for this application represents the bulk 
of the necessary preparation. The actual implementation of the 
identification is a straightforward application of the results of 
Chapter V.
Process Model
The process whose dynamics are to be identified is the tubular 
reactor described in Chapter III. For this application, several 
sources of external disturbances were simulated. The plant and 
disturbance configuration is indicated in Figure 1. The setpoint is 
assumed constant during the entire data collection period. To give 
an idea of the effect of these disturbances on the process response, 
a record of both the controlled and uncontrolled responses is 
presented in Figure 2.
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Figure 1: External disturbance configuration,
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Figure 2: Comparison of controlled and uncontrolled responses
for tubular reactor.
Controller Design
As Indicated In Chapter IV, special consideration should be 
given to the design and tuning of a controller which Is to be used 
In an Identification loop. It Is generally necessary to have a' 
priori estimates of the model structure and parameter values. Such 
estimates will often be available, but may require special testing 
in some cases. For this application, these estimates were obtained 
based on the open loop response of the controlled variable (product 
concentration) to a step in the manipulated variable (flow rate 
of reactant A). Such a:.response is shown in Figure 3. Based on this 
response, the following model and parameters were chosen as a 
reasonable initial approximation:
Model: First-order lag with dead time
Parameters: Gain ■ 3.76 conc. units/flow unit
Time constant ■ .040 min. ( ■ 2.4 sec.)
Dead time * .025 min. ( ■ 1.5 sec.)
Choosing the sample time equal to one dead time, the following 
discrete transfer function gives an appropriate representation of 
the system:
- T / t  „
K(l-e )a
HG(z) - -t /t'-1 (1)
1-e z
where
K “ system gain 
T = sample time 
T ■ time constant 
In the discrete time domain, Equation 1 is equivalent to:
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Figure 3: Step response of plant and first order lag plus dead time
discrete model to a unit increase in the manipulated variable.
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(2)
where
Cx « K(l-e"T^T)
u = Input (manipulated variable)
y ** output (concentration)
Numerical values of and Cg are easily obtained, with the resulting 
model being:
The step response of this discrete system Is also shown In Figure 3.
It appears that a much better fit could be obtained If the dead time 
were chosen somewhat larger. No attempt to obtain such a fit was 
made. The Inaccuracies Involved with this model can be expected to 
be encountered In actual practice with the exception that a larger 
error In estimating the gain could be anticipated. This model 
should be adequate for the purpose of Initially tuning the controller.
The guidelines presented in Chapter IV can now be used to tune 
the controller such that a linearly independent input-output record 
will result from closed loop operation of the system driven by 
external disturbances. The algorithm to be implemented is a two- 
term (FI) controller, which can be represented as:
that y represents the deviation of the controlled variable from the
yi = 1>75 ui-2 + *536 yi-l (3)
Ui ‘ “1-1 + P161 +  P2ei-1 (4)
Equation 2 can be substituted into Equation 4, where it is assumed
setpoint, with the result being:
“t ■ ui-rpiciui-2‘(Pic2 + P2)yi-i + Pidi <5>
The term Pjd^ is included to account for the presence of system 
disturbances. Again including a disturbance term in the model, and 
combining Equation 2 and 5, the following matrix equation can be 
written:
1
•H
9i i
y i
II
V i
1
0
1
-(pl°2 + V  -pl°l V i -Pldi
yi-l + di (6)
-Ui-2_ 0
Or, more compactly:
Yt - r Y t-i + Di (7)
As shown in Chapter IV, (see Equation 15) the solution of Equation 
7 can be written in the form:
* * * 
r W + r Y (8)
where
W
Ld3J
The matrix T is composed of the terms of f, and for this system is:
' - p 1( i - p 1c 1+ c 2+ c 2) - p 2( i * h ; 2 )  - ( p ^ c ^ )  P l ‘
~Pl°l+C2
•<P1’,TlC2+P2) *P,
(9)
It is noted that only 2 terms of Y need be linearly independent, and
thus f can be reduced to a (2x3) matrix whose rank must be checked
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to assure the necessary Independence. Formally;
P1(1“P1C14C2‘K:2)’P2(1‘W 2) -<Pi*PiC2* 1> P1
-»lCIH4  C2 1
(10)
In this case, It seems reasonable to design the controller (within
**
stability constraints) such that the rank of T Is equal to 2y and 
with at least one of the three determinants being large in a 
normalized sense.
Stability considerations tend to restrict the maximization of
■i-.r.
the determinants of r \ The poles of the closed loop system must 
lie within the unit circle in the z-plane for the system to be 
stable. For control considerations, it is desirable to further 
constrain the location of these poles, for example, such that they 
lie within the ".8 circle". In any case, some reasonable constraint 
must be imposed.
A closed loop pulse transfer function for a feedback loop can 
be represented as:
Gfe> . HG<2>__  (U )
' ' 1 + D(z) HG(z)
where
D(z) « controller transfer function 
HG(fej ° plant transfer function 
Taking the z-transform of Equation 4 gives:
U(z) - z-1 U(z) + PjE(z) + p2z-1 E(z) (12)
The resulting expression for D(z) is:
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Similarly, for the model:
Y(z) - +  C ^ V z )  (14)
And the model transfer function is:
H G W  ' « * >  ‘ i S t 1  <15)
Substitution of Equations 13 and 15 into Equation 11 gives the 
closed loop transfer function:
(Pi-H?2z"1)(c1z‘2)/(1-z“1)(1-c9z"1)
G(z) - — (16) 
(1“* )(l-C2Z V  ( p ^ *  )(CX^ z)
The denominator of Equation 16 forms a polynomial in which can
be solved to give the poles of the closed loop system. The polynomial
is:
z3 + (-1-C2)z2 + ( p ^  + C2)z + p2Cx - 0 (17)
Because of its low order, the solution of Equation 17 can be
carried out with relative ease, with the modulus (absolute value) 
of the largest pole serving as a constraint boundary in the 
maximization of the determinants of T . This procedure will apply 
to a system of general order. However, for this case it is in­
formative to actually map the contours of these determinants along 
with the constraint boundaries. Figure 4 shows such a map in the 
(PX,P2) parameter space. This map indicates that a suitable degree 
of linear independence can be obtained while retaining good control 
of the system.
Normalized Determinant
CM vO O n
• • •
0 . 0  o
max.(1.0,0.9,0^8)
A Control #1 
□ Control #11 
❖  Control #111
® Constraint Boundary
—  Normalized determinant
-0.4 0.0 0.2
Figure 4: Contour map of normalized determinants
and the pole constraint boundaries.
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Identification Procedure
Having designed a controller to be used in the identification 
scheme, the procedure outlined in Chapter V can be applied directly 
to this reactor system.
Several approximations have been made which are typical of 
the type of approximations which would be required in a actual ap­
plication including:
1) Disturbance dynamics are of high order and include 
both noise and load signals.
2) A very simple model is being used to approximate 
a high-order, non-linear system.
3) The controller has been designed based on approximate 
parameters of the simple model.
Results
Three sets of controller parameters were used in obtaining the 
various results to be presented. The location of each parameter set 
is indicated in Figure 4; the actual parameters are:
Controller: £l £2
I 0.10 -0.02
II 0.24 -0.12
III 0.02 0.08
The identification was carried out under the conditions shown in 
Figure 1 with a setpoint of 20.0. The step responses of the models 
resulting from this set of runs indicate the Initial success of the 
identification scheme.
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A more comprehensive set of runs was made under similar conditions, 
but with a setpolnt of 25.0 The different setpoint results in 
8lightly different dynamic characteristics due to the non-linear 
nature of the system. In particular, the steady state gain is 
decreased by roughly 15%. A summary of results from this set of 
runs (10 runs with each controller) is given in Table 1. The errors 
shown are based on the difference between the model and plant step 
responses for 15 sampled points. Generally, the mean square error 
decreases as the data record length is increased. Controllers I and 
II tend to give similar results and appear to give results inferior 
to those obtained with controller III. This difference can be ex­
plained in terms of the determinants resulting from the different 
controller parameters. Referring to Figure 4, controller I and II 
have parameters located near the 0.6 determinant contour, whereas 
those for controller III are near the 0.9 contour. These results 
reinforce those of the previous chapter indicating the importance of 
considering linear independence in the design of a controller for 
use in a closed loop identification scheme.
The identification discussed thus far has been based on operation 
of the system with variations about a single steady state point. The 
disturbances causing these variations are each of relatively short 
duration and do not contribute significantly to the long term mean 
values of the manipulated or controlled variables. These distur­
bances are, in effect, the driving forces upon which the identifica­
tion is based. In most process systems, the presence of long term 
disturbances can also be anticipated. Such disturbances do not
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TABLE 1
Mean Square Errors Resulting from Identification 
Based on Three Different Controller Parameter Sets
No.
500
of Data Points 
1000 1500
Best 0.039 0.078 0.125
Average 0.452 0.430 0.350 Control: I
Worst 1.293 1.092 0.777
Best 0.032 0.028 0.027
Average 0.428 0.350 0.241 Control: II
Worst 1.246 1.476 1.119
Best 0.030 0.029 0.029
Average 0.197 0.284 0.089 Control: III
Worst 0.880 1.734 0.231
have a direct, long-range, effect on dynamic response, but will 
often change the steady state operating conditions. As an example, 
for the reactor system, the changing of feed-stock might result in 
different reaction kinetics. Such an effect was simulated by 
abruptly changing (a 147. decrease) the reaction rate constant. The 
results of this change on the product concentration are shown in 
Figure 5. This response includes dynamics due to the normal operating 
disturbances indicated in Figure 1. Within approximately one 
minute of operation, the reactor system is "back to normal". A 
different steady state value of the manipulated variable is the 
obvious long term effect upon the system, as this disturbance is 
essentially a load change.
The effect of operating with a different rate constant on the 
dynamic characteristics of the system and on the system identification 
is not well defined. Indeed, without imposing some type of test on 
the system , this change might not be noticed. The step responses 
shown in Figure 6 give an indication of the effect of this change on 
system characteristics. The dynamic portion of the response is 
significantly different and the steady state gain is reduced by 
about 207..
This new set of operating conditions offers a challenge for 
the identification technique. Several identification.runs were 
made with the change in rate constant occurring during the initial 
(2.5% to 10%) part of the data collection period. The discrete 
model response shown in Figure 6 is based on parameters of a 
resulting model for which the mean square error was near the average 
error for the set of runs. The use of a first-order lag with the
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Figure 5: Controlled reactor response with external disturbances and
a major load change.
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given dead time as a model for this response Is clearly a poor 
approximation. However, the discrete model based on the new operating 
conditions is better than a similar model based on the original 
conditions. The results indicate the feasibility of implementing a 
simplified adaptive control scheme based on identification using 
normal closed loop operating data.
The identification technique proposed in the previous chapter 
and implemented for this application involves a iterative solution 
of a complex system of equations. The results presented in this 
chapter represent 150 separate (but similar) identification cases.
Of these, the iterative scheme diverged exactly once. In addition, 
about 10 runs resulted in an oscillation about two nearly equal 
sets of parameter values. The usual number of iterations required 
for convergence ranged from 8 to 12. As for any iterative solution, 
this approach requires safeguards regarding convergence and 
acceptability of results.
As indicated in Chapter V, the von-Neuman ratio computed after 
convergence should give a measure of the acceptability of the overall 
model structure. For this system, the ratio consistently fell 
between 1.1 and 1.4. This relatively low value is a clear indication 
of the higher order plant and disturbance dynamics which were being 
approximated by simple models. Nonetheless, the simple models do 
give information useful for controller tuning. A well-identified, 
higher order, discrete model would be more desirable in many cases.
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Summary
The dynamic system identification of a complex process has been 
carried out using the correlatlon-regresslon approach for a closed 
loop, feedback process. The design of a controller suitable for 
use in this configuration was based on an initial approximation of 
the parameters of a very simple discrete model. Identification 
based on operation at the same conditions from which the original 
approximation was made resulted in parameter estimates giving a 
response much like that of the Initial approximation. The non-linear 
nature of the process results in different dynamic characteristics 
for different operating conditions.. Parameter estimates based on 
data taken at these different conditions give responses which describe 
the process dynamics more accurately than do the initial approxima­
tions. The results of this chapter indicate that an adaptive 
control strategy based closed loop system identification during 
normal process operation may be feasible.
Nomenclature
d a system disturbance
e BB error signal
P - controller parameter
u - manipulated variable
y a controlled variable
c m discrete model coefficient
D - disturbance vector
D<2) 8 controller transfer function
E(2) - z-transform of error signal
HG(z) - plant and data hold transfer function
K - system gain
Ko - reaction rate constant
T - sample time
U(z) m z-transform of manipulated variable
*
W - disturbance vector
Y a state vector
Y(z) 8 z-transform of controlled variable
z a z.-transform operator
T 8 time constant
X 8 closed loop eignevalue
r 8 coefficient matrix
*r 8 transition matrix
r** . reduced transition matrix
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CHAPTER VII 
CONCLUSIONS
The work presented In this dissertation has been directed to 
the problem of identifying the parameters decriblng a dynamic 
process based on input-output data collected during various types 
of operation of the process. The identification technique is used 
to estimate the parameters of a pulse transfer function and is 
structured for utilization in a sampled-data environment. The approach 
is designed for use in the selecting and tuning of discrete control 
algorithms and can be applied for both open and closed loop systems 
involving deterministic as well as stochastic signals.
The initial work shows that a correlation domain model can be 
represented in a manner similar to that of the discrete time series 
model whose parameters are to be estimated. Applications of the 
identification to open loop systems having noise corrupted outputs 
indicate that the filtering action of the correlation functions is 
sufficient to overcome the problem of parameter bias which is 
associated with applying ordinary regression directly to such time 
series data. For the purely deterministic case, ordinary regression 
gives better parameter estimates indicating that correlation-regresslon 
has no advantages in this situation.
The presence of measurement noise in a feedback configuration 
requires special consideration since the noise signal tends to 
propogate around the loop. The net effect of such noise is that the 
useful correlation data are limited to one half of the time shift 
axis.
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In both the open and closed loop cases, the measurement noise 
Intensity determines the record length required for suitable 
identification. In any case, the extremely long data sets usually 
associated with correlation based identification are not required 
due to the regression part of the approach.
A means of designing a controller suitable for use when closed 
loop identification is to be performed based on data taken during 
normal process operation with only external disturbances driving 
the system is presented in Chapter IV. This work describes 
guidelines by which a given model/controller configuration can 
be analyzed in terms of the expected linear dependence or in­
dependence of the closed loop data. The approach requires a* priori 
estimates of the model parameters. This limitation should not be too 
serious in most cases of practical interest since some dynamic 
response data is usually available or can be obtained.
The presentation of a closed loop identification procedure based 
on correlation-regression is presented in Chapter V. The approach 
represents an extension of the basic correlation-regression scheme 
and involves a form of generalized regression and an iterative 
solution to estimate the model parameters while simultaneously 
compensating for disturbance dynamics. The results of this chapter 
indicate the feasibility of the overall approach and also show the 
importance of linear independence considerations in the tuning of an 
"identifying controller".
Throughout this work, applications of the various identification 
configurations have!.been examined for both low-ofder linear systems
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and for a simulated chemical reactor. The applications for the 
reactor system indicate that the identification is suited for use 
with a low-order, linear model being applied a high-order, complex 
system.
An entire chapter is devoted to the identification of the 
reactor dynamics with data taken during simulated normal operation 
with only external disturbances driving the system. This represents 
the most realistic application attempted and involves some rather 
flagrant violations of the assumptions upon which the closed loop 
identification is based. The violations are due to the use of 
extremely simple process and disturbance models to represent a 
very high order system. The results presented in Chapter VI 
indicate the success of this application. The use of such a simple 
model appears to limit the accuracy with which the high-order process 
dynamics can be described, particularly under the changing dynamics 
caused by different operating conditions. Nonetheless, the simple 
model identified under varying load conditions tends to describe the 
process dynamics better than a similar model with a fixed set of 
parameters. This application shows the identification aspects of 
adaptive control, and could be used in its present form to 
periodically update the process model based on batch input-output 
data.
The extension of this work to a continuously updated recursive 
identification should be possible. Recent work in the area of 
on-line model identification should provide some guidelines by which 
the correlation-regression approach could be adapted for continuous
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on-line use (1*2).
The primary objective of this work has been that of system 
Identification. The overall objective has been to provide an 
Identification approach suitable for automatic controller tuning 
in systems representative of those found in the process industries..
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APPENDIX A
The derivation of the discrete equations for a general Dahlln
control algorithm are presented here. For additional details, the
reader Is referred to an article by Dahlln ( l ).
A general discrete transfer function can be written as:
-M-l NU -1+1
HG(Z> - * 1) " -i (A-1)
1  +  it D  .  Z
ill 1
Cross multiplying results In:
r  NC *- 1  M 1 N U  - 44- 1
Y(z); 1 + S b z I - U(z) z 1 S (A-2)
i- i»l 1 -J 1-1 1
With unit sample time, the time domain equivalent Is:
NU NC
yk " £  “i V w  'JljVk-i (A'3)
The general Dahlln algorithm can be written as:
R(z> r(l-e'I,Tlz'K"1 -lr 1 I,.,.,
D<*> ■ ife) L l-e-^Vl-(l-e-T/T)z-M”  j L HGfe) J ( }
—t / t  . _  , - •
Let \ - e , and combine Equations A-l and A-4.
NC -1
R & l  »  1  f  1 +1-1 blZ ~j (A-5)
E(z) L  l-\z"1-(l-X)z"M" *- z-M-l g11 z-i+l -
1-1 1
Rearranging Equation A-5 gives:
^  Dahlln, E. B., DDC Tuning Reference Book. Instruments and Con­
trol Systems, Chilton Co., 1969.
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r*  1 - M -  i  • '  NU .,«
R(z). l-Xz -(l-X)z ] 2
J 1-1 1
r  NC -i'l(1-X) E(z)j 1 + E b.z * i (A-6).
U  ±ml i J
Inversion Into the discrete time domain results In:
NU NU NU
airk-i+l "X±f1 airk-i"(1-X)1f1 airk-M-l
NC
(1“X)Lck V k - i j  <A '7>
Rearrangement gives the form:
NC NU
rk
- f r- MU H  “J
—  {(l-X b±\-i +Jji airk-M-lJ
NU NU i
+ x£  V k - l  " ^ 2 Vk - l + l J  (A"8)
Equation A-8 represents a form of Dahlln's algorithm which can be 
easily programmed for any general linear system.
APPENDIX B 
Computer Programs
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L n/MN UKI ViR PRHbKAfl FttK STbTL'l 1UE.N I 1F i LA TI3N tJAStU UN CLSSiD L9UP
L UA1A i Ai'h'J UUKiMb NJtKflAL tf-'LKATiCN
‘JlMhNbi X U b O l  ) / T r l IbCI J *C O.U ; , ;L t. i u ) A <  £} ,« ( c’) / STLPC 1* )
L
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v vii )=s k
fj
L INI i AL 1 Z tr. PAKAMh. rtKS IN *Kt ACT3K S i ^ ULATlUN
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CALL i<Aittl/3«3
r
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