I. INTRODUCTION
The II-IV-N 2 compounds are conceptually derived from the group-III nitrides by an ordered replacement of the four group-III elements surrounding each nitrogen in the wurtzite structure by two group-II and two group-IV elements. This maintains the octet-rule of having two electrons per bond in a tetrahedral bonding situation. Compounds of this type have been reported for group-II being Zn, Mg, Be and Ca with the group IV element being Si, Ge or Sn. An overview of the history of these materials and their known properties can be found in Ref. 1. Having a crystal structure closely related to the wurtzite group-III nitrides, their electronic properties are expected to be similar to them and thus they are potentially useful to complement the nitride semiconductor family. In previous work 1- 5 we have identified both similarities and differences in their properties. One may think of these heterovalent ternaries as providing an alternative form of band structure engineering to the more frequently used approach of alloying among different cations of the same valence. Similar to the group-III nitrides they are expected to be of interest for opto-electronic applications such as light-emitting diodes, lasers, UV sensors as well as high-frequency and power electronics. The Zn-IV-N 2 compounds have received by far the most attention: mostly ZnGeN 2 2-4,6-10 and more recently ZnSnN 2 . 11-16 MgSiN 2 and MgGeN 2 have also been reported and the former has received some attention as a ceramic material. [17] [18] [19] [20] [21] The band structure of the Mg-IV-N 2 compounds including MgSnN 2 calculated in the QSGW approach were recently reported and more references on these materials can be found in Ref. 5 . The Cd based compounds of this type have to the best of our knowledge not yet been synthesized. A previous report of the predicted band structure of CdGeN 2 was reported by our group. 22 The main purpose of this paper is to predict their lattice parameters and band structures.
Similar heterovalent ternary analogs also exist for other group-V compounds and in that case usually have the chalcopyrite structure, which is derived from the zincblende cubic structure. The analog of this structure for the wurtzite is the β-NaFeO 2 structure which has the space group Pna2 1 . This same structure is found for all the II-IV-N 2 compounds reported so far, although a slightly different Pmc2 1 structure has also been suggested theoretically 11, 23 and in some cases, a disordered wurtzite structure has been reported. The nature of this disordered wurtzite phase has recently been discussed. While previously it was assumed this corresponds to a completely disordered arrangement of the group-II and group-IV cations on the wurtzite hexagonally close packed cation sublattice, it was recently argued that a more restrictive type of disorder, maintaining the octet rule locally around each nitrogen, is far more stable and could nonetheless explain the disordered nature of the X-ray diffraction. 24, 25 While these structural aspects are of great interest, they are not the focus of the present paper. Here we focus on the Pna2 1 structure, which is the most likely stable crystal structure of the Cd-IV-N 2 compounds based on the analogy with other II-IV-N 2 compounds experimentally reported thus far.
In the present paper, we first predict the lattice constants and other structural parameters, such as the Wyckoff positions. These are predicted by full structural relaxation. Two different density functionals are used, the local density approximation (LDA) and the PBE generalized gradient approximation (PBE-GGA) which we know from previous studies to provide respectively a lower and upper limit of the unit cell volume. From previous work we expect the GGA to provide the closest estimate. We also present calculations of the energies of formation of these materials. While these already provide an electronic band structure, these methods are not reliable to predict the band gaps. To obtain a more accurate prediction of the electronic properties, we use the quasi-particle self-consistent GW method. The details of the methodology are presented in Sec. II, the structural results are presented in Sec, III A, the energies of formation in Sec. III B and the electronic band structures are presented in Sec, III C. Finally, we also discuss the details of the band structure near the band gap, providing effective masses in Sec. III D. The main results are summarized in Sec. IV.
II. METHODS
The structural properties of the materials under consideration are predicted using density functional theory in both local density approximation (LDA) and the generalized gradient approximation (GGA). The local density approximation uses the parametrization of Goedecker et al. 26 , which reproduces the Ceperley-Alder results. 27 The Perdew-Burke-Ernzerhof (PBE) form of the GGA is used. 28 We used the plane-wave (PW) pseudopotential method to relax the lattice constants and atomic positions of the atoms in the unit cell. Specifically, we used the ABINIT code 29 and the Hartwigsen-Goedecker-Hutter pseudopotentials. 30 The ABINIT method was used including minimization of the stress tensor to obtain the optimal lattice parameters. Subsequently, we confirmed the internal positions of the atoms in the cell and calculated the band structures using the full-potential linearized muffin-tin-orbital (FP-LMTO) all-electron method. [31] [32] [33] While this method allows us to relax the positions of the atoms in the cell, it is less convenient to relax the lattice constants and shape of the unit cell because the stress tensor has not been implemented in this method. The 100 Hartree energy cut-off and 4 × 4 × 4 k-point sampling of Brillouin zone are used in the PW method and the forces are relaxed to a maximum of 10 −5 Hartree/Bohr.
The band-structures are calculated using the quasiparticle self-consistent GW method. 34, 35 The GW method is a many-body perturbation theoretical method introduced by Hedin 36, 37 in which the self-energy is approximated in terms of the one-electron Green's function and the screened Coulomb interaction, schematically Σ = iGW . The quasiparticle energies are obtained from
where v N and v H are the nuclear and Hartree potentials and atomic units are used. Usually, this equation is solved by perturbation theory starting from the corresponding Kohn-Sham equation,
(2) with a DFT exchange correlation potential v xc usually, LDA, assuming the latter's wave functions, φ n are already a good approximation to the ψ n . In the quasiparticle self-consistent version of the GW method, a new exchange correlation potential is extracted from the selfenergy Σ, as follows
It is given here as a matrix in the basis of the initial independent particle wave-functions and means taking the Hermitian part. The finite life-time of the quasiparticles inherent in the full GW method is thereby neglected. The Kohn-Sham equation is then solved with the
, a new Σ is obtained by the GW approach and this procedure is iterated to self-consistency. The eigenvalues of the Kohn-Sham equation n thus approach the quasiparticle energies E n , hence the name quasiparticle self-consistent. By its nature, the method becomes in principle independent of the starting-point independent particle Hamiltonian. It is important to note that the wavefunctions φ n change during this procedure as well as the n . The method is implemented in the LMTO method and makes use of an efficient auxiliary basis of mixed interstitial plane-wave (IPW) and product basis functions 38 to represent all two-particle quantities such as the polarizability, Π 0 the bare, v, and screened,
Because the muffin-tin-orbital basis set is a set of atom-centered localized orbitals, the self-energy (or rather its Hermitian exchange-correlation potential) matrix can be expressed in real-space by a fast Fourier transform or inverse Bloch transformation. By a Bloch-sum it can then be found for additional k-points to the mesh on which the GW was originally carried out. This allows us to obtain accurate bands throughout the Brillouin zone, and hence effective masses near the band extrema. In the GW method, the polarizability is calculated in the random phase approximation (RPA), Π 0 (1, 2) = −iG(1, 2)G(2, 1 + ) where 1 and 2 stand for (r 1 , t 1 ) and 1 + means t 1 + δ. which tends to underestimate the dielectric screening by about 20 % for tetrahedrally bonded semiconductors, because it does not include electron-hole interactions. To correct, this we reduce ∆v Σ xc = v Σ xc − v LDA xc by a factor 0.8, which we call the 0.8Σ approximation. 39 In the LMTO calculations, we use a large double-κ basis set (κ is the decay length of the smoothed Hankel functions), specifically, spdf − spd on all atoms and treating the Cd-4d as band and 5d as local orbital. The Ge-3d and Sn-4d bands are treated as local orbitals. In the GW calculations, a cut-off of 2.5 Ry is used for calculating Σ and above 2 Ry, the self-energy is approximated by a diagonal average matrix. The interstitial plane-wave cut-offs for the Coulomb interaction and LMTO basis functions were set to 3.5 Ry. Using a slightly smaller basis set of spd − spd or slightly smaller cut-offs for the other parameters made changes of less than 1 meV in the band energies, thus we consider the results converged to that precision within the given methodology. The meaning of these cut-off parameters is described in detail in Ref. 35 . 
III. RESULTS

A. Structure
The optimized lattice constants in both LDA and GGA are summarized in Table I . With our choice of a being larger than b (also followed in our previous papers, 2,3,5 the space group should actually be labeled Pnb2 1 and the relation of the idealized orthorhombic structure to the wurtzite structure is such that a = 2a w , b = √ 3a w and c = c w . Figures of the structural relationship to wurtzite and the symmetry elements can be found in Refs. 1, 2, and 40. CdGeN 2 and CdSnN 2 have similar crystal structure as CdSiN 2 as shown in Fig. 1 .
As expected, the GGA lattice constants are systematically larger than the LDA ones. The lattice volume in GGA are 7.7 %, 9.6 % and 8.9 % larger than the LDA ones in CdSiN 2 , CdGeN 2 and CdSnN 2 respectively. For ZnGeN 2 and ZnSnN 2 these ratios are 9 % and 11 %. From previous results on Zn-IV-N 2 and Mg-IV-N 2 , we expect the experimental values to be closer to the GGA, with GGA overestimating the volume by about 1-2 % and LDA underestimating by 4-5 %. The b/a w ratio is smaller than √ 3 for all cases and similar to those in the Mg or Zn based compounds. The b/a w and c/a w ratios are in excellent agreement between LDA and GGA, showing that either method predicts the shape of the cells correctly but not the volume. For CdGeN 2 , the previous LDA calculations 22 gave a = 6.74Å, b = 5.71Å and c = 5.47Å. These calculations did not fully relax the b/a w and c/a w and seem to mostly overestimate these ratios.
The atomic positions in the unit cell correspond to the Wyckoff position 4a and are given in Table II . They correspond to choosing the origin at the position of the 2-fold screw axes in the xy = ab plane. The crystal structure of CdSiN 2 is shown in the Fig. 1 . It can be seen that the N atoms are not exactly sitting on the top of Cd or Si atoms and thus show significant distortion from the idealized structure. The tetrahedra around both types of cations appear to be rotated. The energies of formation are defined by
where each total energy of the elements in the right is calculated for the corresponding phase of the element in its state at room temperature and atmospheric pressure. This is Cd in the hexagonally closed packed (hcp) structure, the group-IV elements in the diamond structure, and the N in the N 2 molecule. Instead of the total DFT energy, we can also already subtract the total energies of the free atoms, and thus use the negative of the cohesive energy, E coh , for each element, or the binding energy, E B of the N 2 molecule. In Table III , we give both the cohesive energies of each element, the bonding energy of N 2 molecule, and the energies of formation of each compound in both LDA and GGA. We also present averages of the LDA and GGA results and the known experimental values. The LDA and GGA values here are both calculated at the experimental lattice constants of the elements. We may note that LDA tends to overestimate and GGA tends to underestimate but the average of the two is in very good agreement with experiment. Therefore, we also use the averages of LDA and GGA for the energies of formation of the compounds. In this case, the GGA and LDA are each calculated at their own calculated equilibrium lattice constants. The average should be more reliable and compensate some of the opposite errors of each. We can clearly see a trend of increasing stability from Sn to Ge to Si based compounds. The positive value for CdSnN 2 makes it somewhat uncertain if that compound is actually stable. Nonetheless its energy of formation is small enough that is still seems worthwhile trying especially using non-equilibrium growth methods.
C. Energy bands and densities of states
The band structures in the QSGW approximation and at the GGA lattice constants are shown in Fig. 2 These show that the lower set of 8 bands correspond to the N-2s bands. The Cd-4d orbitals form a narrow set of bands at about 8 eV below the valence band maximum. The main set of valence bands between 0 and −9 eV are dominated by the N-2p states. In CdGeN 2 and CdSnN 2 the semi-core d states of the group-IV element are found to occur near −25 eV as flat bands and thus play little role in the bonding and are not shown. The conduction band minimum (CBM) has mixed Cd-5s and IV-s character. The conduction band has a strong dispersion near its minimum at Γ, while the valence band is rather flat. In CdSiN 2 and CdGeN 2 the valence band maximum (VBM) occurs at the point U in the Brillouin zone, but the difference between the VBM at U and Γ is significantly larger for CdSiN 2 (0.55 eV) than for CdGeN 2 (0.1 eV). In CdSnN 2 , the gap is direct at Γ. The reason for the indirect gap or VBM at U is not yet fully understood but we note that it also occurs in MgSiN 2 . In ZnSiN 2 the VBM is also higher at U than at Γ but even higher at Y where the actual VBM occurs in that case. It is quite sensitive to the structure since in the previous calculation of CdGeN 2 the gap was found to be direct.
A zoom in of the band structure near the VBM region is shown in Fig. 3 . Here, we also labeled the bands according to their irreducible representation of the point group C 2v . The states a 1 , b 1 , b 2 correspond to z,x and y respectively, while a 2 corresponds to xy and is even under the rotation but odd under both mirror planes. The CBM has a 1 symmetry in all cases. The direct optical transitions at Γ are thus dipole-allowed for E c for valence band states of a 1 symmetry, for E a for valence band states of b 1 symmetry and for E b for valence states of b 2 symmetry. The splittings of the levels near the VBM at Γ are summarized in Table IV . Because for CdGeN 2 our result of an indirect gap deviates from the previous calculations, 22 and suspect that this is due to the slightly different lattice constants, we investigated in more detail how the VBM in that material depends on strain. We investigate the effects of pure shear strain (i.e. keeping the volume constant) on the different VBM levels at Γ and U because these are the two highest local maxima in the band structure. For the a-direction, another local maximum between Y and Γ, which we label A, also comes into play as potential VBM but only for large compressive strains. The CBM is chosen as reference, i.e. the zero level. The calculations are done in GGA but we verified that the GW corrections are essentially independent of the strain. We also relaxed the atomic positions for each strain. The three panels in the Fig.4 correspond to the shear stain along the direction a, b and c, respectively. We can see that under a tensile strain along the c-direction or compressive strain along the a or b-axes, the VBM moves to Γ and the band gap becomes direct. The effects of strain here are not linear and for very large compressive strain along a, in excess of 6 %, the VBM ultimately switches to the A-point The lattice constants in Ref. 22 were calculated in LDA but gave a larger c/a and b/a than ours, 1.622 and 1.694 respectively. This suggests that the direct gap in that paper was due to the tensile strain in the c direction. On the other hand, it also shows that small strains which do often occur in real samples could impact the direct or indirect nature of the gap. The band gaps are summarized in Table V . While we give the gaps here to a 0.01 precision, this is mainly for comparison with other calculations in the future at the same or other levels of approximation. Within the approximations used here this certainly within the numerical precision. On the other hand, the overall accuracy or uncertainty could well be 0.1 eV in view of the remaining uncertainty on the lattice constant and effects not taken into accout by the QSGW approach. For comparison the gaps in the LDA or GGA are also shown. First, we can see that the latter both underestimate the gaps significantly. The gap correction due to GW is slightly larger at the LDA than at the GGA lattice constants and is about 1.4 eV, 1.2 and 0.6 eV in the Si, Ge, Sn cases, so the larger the gap the larger the correction. The gap correction is also about the same for the indirect as the direct gaps.
The change in gap between the LDA and GGA lattice constants is consistent with expectations for tetraherally bonded materials: larger lattice constants in GGA lead to smaller gaps because they reduce the covalent interactions between dangling bond sp 3 hybrid orbitals. The change in gap with the average lattice constant of unit cell volume can be summarized in a band gap deformation potential, a v = dE g /d ln V . The latter are −5.7, −7.4, −5.9 eV for CdSiN 2 , CdGeN 2 and CdSnN 2 respectively and were obtained from separate calculations for different lattice volume, keeping the ratios b/a and c/a fixed at their equilibrium values, so under purely isotropic strain. These values are comparable with other semiconductors, and in particular with the other II-IV-N 2 materials.
While the previous calculations predicted CdGeN 2 to have a gap in the green region of the spectrum, the present calculation of a gap of about 2.11 eV corresponds to 587 nm which is in the yellow region. This may be a slight underestimate because the GGA lattice constant is somewhat overestimated. The gap of CdSiN 2 is in the UV and slightly less than that of ZnGeN 2 or MgSiN 2 or GaN, which remarkably are all close in band gap. The band gap of CdSnSn 2 of 0.64 eV corresponds to the infrared light at 1937 nm and is close to the gap of InN. Clearly, CdSn is the closest related to InN in terms of the III→II-IV substitution. 
D. Effective masses
The CBM and VBM effective masses are summarized in Table VI . The CBM in all cases is non-degenerate. For CdSiN 2 and CdGeN 2 the VBM at U is non-degenerate but in all cases, the mass tensor is non-isotropic. The principal axes coincide with the crystal axes so, we have different masses in the x, y and z directions corresponding to a, b and c crystal axes. For CdSnN 2 with the VBM at Γ the VBM has several closely spaced states which are best described in terms of a Luttinger-like effective Hamiltonian. The terms allowed in such a Hamiltonian for the orthorhombic case were discussed in Punya et al. 2 . The corresponding parameters and effective masses for the three upper valence bands are given in Table VII . We can see that the conduction band mass decreases from Si to Ge to Sn. As the IV cation atomic number increases or we go down vertically along a the column-IV in the periodic table, the cation s-states move deeper in energy and lead to smaller steeper conduction bands with smaller effective mass. The effective Hamiltonian parameters should be useful in future work on exciton and shallow acceptor or quantum well or nanostructure modeling via the effective mass envelope function approximation.
IV. CONCLUSIONS
In this paper we predicted the lattice parameters, energies of formation and band structures of Cd-IV-N 2 compounds with IV=Si, Ge, Sn in the Pna2 1 structure. The energies of formation indicate that these materials should be thermodynamically stable, except possibly CdSnN 2 which was found to have almost zero and possibly a positive energy of formation. CdSnN 2 is found to be a direct gap semiconductor with a gap of 0.64 eV while CdGeN 2 has a slightly lower indirect gap of 2.01 eV than its lowest direct gap of 2.11 eV and in CdSiN 2 , the difference between the indirect gap of 2.72 eV and the smallest direct gap of 3.27 eV is somewhat larger. The nature of the gap: direct of indirect in CdGeN 2 is found to be sensitive to strain. We also predicted the effective masses and the band gap deformation potentials. These predictions help to complete our knowledge of the II-IV-N 2 semiconductors. The band gaps versus lattice constants of this family of materials known so far and compared to the group-III nitrides are summarized in 
