This article deals with an initial-boundary value problem for the coupled chemotaxishaptotaxis system with nonlinear diffusion 
Introduction
Already in early stages of cancer, malignant tumours may possess the ability to invade tissue in their neighbourhood, with harmful effects on the organism ( [23] ). Among the many mathematical models that have been developed for the description of the progress of cancer in different stages (see, for instance, [4, 9, 25, 12, 32, 8] and the refercences therein), in [9] Chaplain and Lolas introduced the following chemotaxis-haptotaxis system as a model describing the process of cancer invasion:
x ∈ Ω, t > 0, τ v t = ∆v − v + u, x ∈ Ω, t > 0, w t = −vw + ηw(1 − u − w), x ∈ Ω, t > 0.
(1.1)
Herein, D, χ, ξ, µ > 0, η ≥ 0 and τ ∈ {0, 1} are given parameters and u denotes the density of cancer cells, v represents the concentration of so-called matrix degrading enzymes (MDEs) and w is used to describe the non-diffusive concentration of the extracellular matrix (ECM). In addition to their undirected random movement, cancer cells are attracted by MDE and macromolecules that are bound in the ECM. Accordingly, their motion is biased toward higher concentrations of these substances with this process being known as chemotaxis, if the attractant is diffusible, and as haptotaxis for attractants fixed in the tissue. In addition, cancerous cells reproduce and compete amongst themselves and with healthy cells for space and nutrients, so that source terms of logistic type arise in the first equation. Matrix degrading enzymes, which are produced by cancer cells, diffuse, decay, and decompose the tissue around them for more living space. A choice of η > 0 embodies the ability of the ECM to remodel back to a normal level. However, since degradation occurs much faster than the re-establishment of the tissue, a choice of η = 0 seems justified, and, indeed, is taken in many of the mathematical works concerning systems like (1.1), including the present one. If all effects of the extracellular matrix are ignored by letting w ≡ 0 and if additionally µ = 0, (1.1) turns into the famous Keller-Segel model [18] for chemotaxis, which has brought forth a large amount of mathematical literature during the last decades. We refer to the survey articles [15, 14, 3] . In this context one point of particular interest is the question whether solutions exist that blow-up in finite time or whether all solutions are global and, maybe, even bounded. And in fact, blow-up is known to occur and, according to more recent results, to be a generic phenomenon if n > 2 or if n = 2 and the initial mass Ω u 0 is sufficiently large ( [17, 13, 57, 27] ). The presence of logistic terms (µ > 0, but still w ≡ 0) not only leads to colourful dynamics (cf. [19, 31, 30] ), but presumably supports the global solvability as well. Nevertheless, proofs of this belief, both for the parabolic-elliptic (τ = 0) variant [49] and for the parabolic-parabolic (τ = 1) counterpart [55] , require the restriction to the two-dimensional setting or that of sufficiently large values of µ > 0. Although there are some closely related models where solutions are global (cf. [2, 5, 35, 43, 59, 58] ) and although global weak solutions are known to exist ( [21] ), which, under certain conditions on the parameters, become smooth after some time ( [21] ), it is still unknown whether finite-time blow-up may occur if n ≥ 3 and µ > 0 is small. Returning to models featuring a nontrivial third component, let us first report on some results on haptotaxis-only models, i.e. models with χ = 0. For χ = µ = η = 0, in [28] , the local existence and uniqueness of classical solutions have been shown. In [26] , a similar model (with nonlinear kinetics of the ECM, in that +u in the second equation was replaced by +uw [32] ) with χ = 0 = η but µ > 0 was proven to have global bounded weak solutions; the existence of a global classical solution was established in [48] . Asymptotic properties of solutions were investigated in [24] . For another related model (see [1] ), which additionally involves an equation governing the evolution of oxygen or other nutrients, in [50] global existence was shown. Also for a haptotaxis system including the effect of remodeling tissue (η > 0) global classical solutions are known to exist, at least under the condition that the logistic growth is strong if compared to the effects of haptotaxis and regrowth, more precisely, if µ > ξη [36, 10] . As to models involving both chemotactic and haptotactic effects, there have been results guaranteeing global existence of classical solutions for η = 0 under the condition that the chemotactic and haptotactic densities depend on the value of u in such a way that χ(u)u and ξ(u)u are bounded [38, 10] . For system (1.1) with instantaneous diffusion of enzymes and without tissue remodeling (i.e. τ = 0 = η), Tao and Wang [40] proved global existence of solutions for n = 2 or n = 3 and sufficiently large µ. Tao and Winkler [45] gave an explicit condition on µ to ensure global existence and boundedness and investigated attraction of solutions to the steady state (1, 1, 0). In [46] , they improved the condition on µ, so that it coincides with the best one known for the parabolic-elliptic Keller-Segel system with logistic source ( [49] ), and also gave an explicit smallness condition on w 0 , under which w asymptotically becomes negligible. Existence and uniqueness of a global classical solution to (1.1) with η > 0 and τ = 0 have been obtained in [47] in the spatially two-dimensional setting. The existence of global solutions to the fully parabolic system (1.1) (that is, τ = 1) has been established in [39] under the condition of η = 0 and µ being sufficiently large as compared to χ. Recently, Tao [37] and Cao [6] proved the boundedness of solutions in two-or three-dimensional domains, respectively. The models mentioned above described the random part of the motion of cancer cells by linear diffusion. As pointed out in [34, Section 6] , more appropriately from a physical point-of-view, however, it might be considered as movement in a porous medium. We will therefore assume D to be a nonlinear function of u and shall deal with the following chemotaxis-haptotaxis system
in a bounded domain Ω ⊂ R n with smooth boundary, n ∈ {2, 3, 4}. The functions u 0 , v 0 , w 0 are supposed to satisfy the smoothness assumptions
w 0 ∈ C 2+α (Ω) for some α > 0 with w 0 > 0 inΩ and
(1.7)
Due to the condition ∂w 0 ∂ν = 0 it is already ensured that ∂w ∂ν = 0 on ∂Ω and for t > 0, so that (1.5) is equivalent to
We furthermore assume that
with some δ > 0 and m > 1 which will be subject to additional assumptions. In addition, if
the diffusion is non-degenerate and one may hope for classical solutions.
For certain values of m, in [39] global existence of classical solutions to (1.2)-(1.6) was established under these conditions. Nonetheless, the question of boundedness of solutions to system (1. 
Variants of the quasilinear Keller-Segel system with logistic source have been studied in [22, 5, 51, 52, 7, 60] for instance. Inter alia, Li and Xiang [22] showed global existence of bounded solutions to a fully parabolic quasilinear Keller-Segel system with logistic source and degenerate diffusion, that is, without assumption (1.9). Hence another natural question to ask is:
Do bounded solutions to (1.2)-(1.6) with degenerate diffusion exist?
It is our goal in this work to give answers to (Q1) and (Q2). Namely, for non-degenerate and degenerate diffusion both, we will show the existence of global-in-time solutions to (1.2)-(1.6) that are uniformly bounded. Our main results read as follows:
and Ω ⊂ R n be a bounded domain with smooth boundary and χ, ξ, µ > 0. Suppose that the initial data (u 0 , v 0 , w 0 ) satisfy (1.7). Then for any δ > 0 and
there is C > 0 such that for any function D satisfying (1.8) and (1.9), system (1.
3 which exists globally in time and satisfies
for all t ∈ (0, ∞).
In the case of possibly degenerate diffusion, that is without the assumption (1.9), (1.2) − (1.6) possesses at least one global bounded weak solution:
and Ω ⊂ R n be a bounded domain with smooth boundary and χ, ξ, µ > 0. Suppose that the initial data (u 0 , v 0 , w 0 ) satisfy (1.7). Then for any δ > 0 and m > 2 − 2 n for any function D satisfying (1.8), system (1.2)-(1.6) has a weak solution (u, v, w) in the sense of Definition 4.1 below that exists globally in time and is bounded in the sense that (1.11) holds. Remark 1.3. In the case n = 2, condition (1.10) reads m > 1 and coincides with the condition posed in order to obtain the global existence result in [41] . For n = 3, (1.10) is stronger than the condition m > The chemotaxis-haptotaxis system therefore has bounded solutions under the same condition on m as the pure chemotaxis system with w ≡ 0 without logistic source [42] . For µ = 0 this condition is essentially optimal, cf. [56] .
The rest of this paper is organized as follows. In the following section, we will prepare the later proofs by collecting some useful estimates. Section 3 is devoted to deriving a differential inequality for the quantity Ω u p + Ω |∇v| 2q , p, q > 1, whose boundedness is asserted in Lemma 3.9 and which can be used to prove the boundedness of solutions and thus Theorem 1.1. Relying on the existence of classical solutions in the non-degenerate case, in Section 4 we will then complete the proof of Theorem 1.2 by an approximation procedure.
Preliminaries
In this section we collect a few short, but helpful results, most of which have already been proven elsewhere. In some cases, for the convenience of the reader, we take the liberty of stating the conditions differently from the original source, in such a way that the lemmata are still covered by the original proof, but become more easily applicable in the present situation. For example, Lemma 2.7 below was proven in [37] for a system of PDEs differing from (1.2)-(1.6) by the first equation. The only property of u required in the proof, however, is nonnegativity, so that this difference plays no role, and we state the lemma accordingly. Let us begin with an estimate for a particular boundary integral that enables us to cover possibly non-convex domains.
Lemma 2.1. Let Ω ⊂ R n be a bounded domain with smooth boundary, let q ∈ [1, ∞) and M > 0. Then for any η > 0 there is C η > 0 such that for any v ∈ C 2 (Ω) satisfying ∂v ∂ν = 0 on ∂Ω and Ω |∇v| ≤ M the inequality
Proof. [16] ).
We will make use of the Poincaré inequality in the following form: Lemma 2.2. Let Ω ⊂ R n be a bounded smooth domain. Let α > 0. Then there exists C > 0 such that
Proof. Assuming to the contrary that there exists a sequence (
α ) for any n ∈ N, we can find a subsequence thereof converging to some v ∈ W 1,2 (Ω) weakly in W 1,2 (Ω) and strongly in
, at the same time we obtain v = 0, a contradiction.
Also the Gagliardo-Nirenberg inequality will be used in a less common version (for a similar variant see [53, Lemma 3.2] ):
Then there exists c > 0 such that
Proof. Compared to the standard version of the Gagliardo-Nirenberg inequality ( [29, p.126] , [11, Thm. 10 .1]), we include the possibility of p, q ∈ (0, 1), but restrict ourselves to the case of q ≤ p. The conditions q ≤ p and
. For a proof of the case 1 ≤ p ≤ q, we refer to the aforementioned theorems of [29, 11] . For q ≤ 1 ≤ p, let c := 
and we conclude from the usual version of the Gagliardo-Nirenberg inequality that
, and with some C 1 > 0 so that
where
coincides with the expression for a given in (2.2). For q ≤ p ≤ 1 let c :=
and by Hölder's inequality with exponents cp and
, we have
with C 3 from the usual Gagliardo-Nirenberg inequality, where b =
and thus a := cb = 1 q
we may employ the Poincaré inequality (Lemma 2.2) to obtain C P > 0, so that with
with C 6 > 0 and C 7 > 0 from Hölder's and Young's inequality, respectively, and d = (
When we have to estimate powers of norms, we will often without notice combine the GagliardoNirenberg inequality with the following elementary estimate.
Lemma 2.4. For every α > 0 there is C > 0 such that for all x, y ∈ (0, ∞) we have
Next let us give a basic property of the total mass of cancer cells that can be checked easily.
for all t ∈ (0, T ).
Proof. Thanks to the homogeneous boundary condition, we directly integrate (1.2) with respect to space. Using the nonnegativity of u and w and the Cauchy-Schwarz inequality, we obtain
With an ODE comparison argument, this leads to (2.3).
The following properties, turning information on the first solution component into boundedness assertions about the second, can be derived by invoking the variation-of-constants formula for v and L p − L q estimates for the heat semigroup.
. We denote by e t∆ the (Neumann-) heat semigroup and use its positivity to estimate 
for any t ∈ (0, T ). Again, the inequality − 
for every t ∈ (0, T ), which again results in boundedness due to − 
Due to the fact that (1.4) is an ODE, w can be represented explicitly in terms of v. Following an observation from [37] , this provides a one-sided pointwise estimate for −∆w:
Lemma 2.7. Assume that χ > 0, ξ > 0 and µ > 0, α > 0, T > 0, and let the nonnegative
Proof. This can be found in [37, Lemma 2.2].
Let us finally recall the following local existence result, which has been established in [41] by means of a standard fixed point argument.
Lemma 2.8. (Local existence) Let n ∈ {2, 3, 4} and Ω ⊂ R n be a bounded domain with smooth boundary. Let χ, ξ, µ > 0 and assume that D satisfies (1.8)-(1.9), and the initial data fulfils (1.7). Then there exists a maximal time T max ∈ (0, ∞] and a triple (u, v, w) of functions from
3 Boundedness of solutions. Proof of Theorem 1.1
The purpose of this section is to prove Theorem 1.1, which is concerned with the non-degenerate case.
For the rest of this section let us fix n ∈ {2, 3, 4} and the initial data satisfying (1.7). Given µ, χ, ξ ≥ 0 and a function D, by (u, v, w) we will always denote the corresponding solution to (1.2)-(1.6) given by Lemma 2.8 and by T max its maximal time of existence. The value of K will be as defined by (2.4). Now we proceed to establish the main step towards our boundedness proof. Motivated by [42] , we establish a differential inequality for the expression Ω u p + Ω |∇v| 2q on (0, T max ) for p, q > 1, from which we will be able to derive a bound on Ω u p + Ω |∇v| 2q . 
for all t ∈ (0, T max ) and with K as in (2.4).
Proof. Multiplying (1.2) by u p−1 and integrating over Ω we obtain
on (0, T max ). Here we split the integral containing D into one part we will keep until we need it in Section 4 and one part that can be used to cancel less favorable contributions by other integrals: According to (1.8),
which again holds on the whole time-interval (0, T max ). In the next integral in (3.2) an application of Young's inequality yields
on (0, T max ). According to an integration by parts and Lemma 2.7, we also have
with K as in (2.4). Substituting (3.4), (3.3) and (3.5) into (3.2), we obtain
Finally inserting u p+m−3 |∇u| 2 = ( | 2 and using the nonnegativity of Ω u p w, we arrive at (3.1).
One of the terms on the right-hand side of (3.1) that has to be dealt with is the integral Ω u p v. Since at the moment high powers of u and v are out of reach for our estimates, we will use the Gagliardo-Nirenberg inequality and gradient terms to control this integral:
n . For all p ∈ [1, ∞) and η > 0 there exists a constant C = C(p, η) > 0 such that for any function D fulfilling (1.8) and (1.9) the solution to (1.2)-(1.6) satisfies
for all t ∈ (0, T max ).
Proof. Because (n −
it is possible to fix γ ∈ (0, 1) so small that still
We set r = n 2−γ and r ′ = n n−2+γ and note that by Lemma 2.6(i) applied to s = r ′ , there exists
≤ c for all t ∈ (0, T max ). An application of Hölder's inequality then asserts
As 0 ≤ 
by (3.7), an application of Young's inequality thus completes the proof: Given η > 0 it provides C > 0 such that
The next part of the differential inequality we are searching for is given by the following lemma.
Lemma 3.3. Let µ, χ, ξ ≥ 0. Let δ > 0 and m > 1. For q ∈ [1, ∞) there exists a constant C = C(q) > 0 such that for any function D with (1.8) and (1.9), the solution to (1.2)-(1.6) obeys
Proof. together with an integration by parts to obtain
Another integration by parts, (3.10) and Young's inequality make it possible to estimate the rightmost term in (3.9) according to
where we have used |∆v| 2 ≤ n|D 2 v| 2 in the second-last integral. Adding these estimates, we arrive at
on (0, T max ) and thus at (3.8) if we take into account that |∇v| 2q−4 |∇|∇v| 2 | 2 = 4 q 2 |∇|∇v| q | 2 and use Lemma 2.1, which is applicable by a combination of Lemma 2.6 (ii) and Lemma 2.5, to gain c > 0 such that
The terms on the right-hand side of (3.1) we have not yet treated are +(ξK+µ) Ω u p −µ Ω u p+1 . For positive µ they could easily be estimated from above by a constant. In order to also cover the case of µ = 0, we prepare the following estimate instead:
Lemma 3.4. Let µ, χ, ξ ≥ 0. Let δ > 0 and m > 1 − 2 n . Then for any p > 1 and η > 0 there is a constant C = C(η) > 0 such that for any function D with (1.8) and (1.9), the solution to
Proof. Once more, an application of Lemma 2.5 shows that Ω u(·, t) ≤ c 1 for some c 1 > 0. Obviously, 2p , therefore the GagliardoNirenberg inequality asserts the existence of c 2 > 0 such that 
so that an application of Young's inequality gives the desired conclusion.
What we have achieved with the previous estimates is the following: Corollary 3.5. Let µ, χ, ξ ≥ 0. Let δ > 0 and m > 2 − 4 n . For any 1 < p, q < ∞ there exists a constant C = C(p, q) > 0 such that for any D fulfilling (1.8) and (1.9), the solution to
on the whole time-interval (0, T max ).
Proof. We employ Lemma 3.2 and Lemma 3.4 with η = δ(p−1)
, respectively, as well as Lemma 3.1 and Lemma 3.3 and add the resulting inequalities.
In a similar manner as in [42] , we deal with the two terms on the right hand side of (3.11). We will have a closer look at the conditions on p, q in Lemma 3.8 afterwards. 
Then for any η > 0, one can find a constant C = C(η, p, q) > 0 such that for any D fulfilling (1.8) and (1.9), the solution to (1.2)-(1.6) satisfies
Proof. Because p ≥ m− n−2 nq , we have nqp ≥ mnq −n+2 and thus nq −n+2 ≤ nq +npq −nqm = nq(p − m + 1), which results in 0 ≤ 2 p+m−1 ≤ 2nq(p−m+1) (p+m−1)(nq−n+2) . Furthermore, q ≥ 1 so that n−2−2q ≤ 0 and hence −2pq +p(n−2) ≤ 0 ≤ nq(m−1)+(q −1)(n−2)(m−1), which results in
. All in all, by these estimates and (3.12), it is possible to choose γ > 0 in such a way that
and
Our main purpose in introducing γ is to avoid n − 2 in the denominator in the 2-dimensional case. For n ∈ {3, 4} also using γ = 0 would be possible. Invoking Hölder's inequality with the exponents ≤ c 1 |∇v|
is the contant given by Lemma 2.6 (ii) corresponding to s 0 .
Thanks to the first inequality in (3.15), the Gagliardo-Nirenberg inequality therupon provides us with c 4 > 0 such that 
Thanks to the boundedness of Ω u by Lemma 2.5, we may continue (3.16) to estimate
with appropriate c 5 > 0 obtained from Lemma 2.5. Given η > 0, Young's inequality gives c 6 > 0 such that, in conclusion,
Furthermore, by (3.14), we also have
Hence in the first term on the right hand side of (3.17) we can employ Young's inequality to obtain c 7 > 0 such that
to finally transform (3.17) into (3.13).
We can treat the second term on the right-hand side of (3.11) similarly as the first one in Lemma 3.6:
Then for any η > 0 there exists a constant C > 0 such that for any D with (1.8) and (1.9) the solution to (1.2)-(1.6) fulfils
Proof. Since (n − 2)(q − 1) ≥ 0 implies nq 2q+n−2 ≥ 1, and due to (3.18), we can find γ > 0 such that nq 2q+n−2−γ(q−1) > 1 and 
where we may again use Sobolev's and Poincaré's inequalities to obtain
and hence the Gagliardo-Nirenberg inequality yields c 3 > 0 with
where we have used Lemma 2.5 to find c 4 > 0 and where
Here ( The conditions in the previous lemmata involve some assumptions on p and q that are not immediately seen to be simultaneously satisfiable. With this lemma we ensure that they are. In its proof we rely on the fact that
and hence p k and q k fulfil all requirements of p and q from Lemmata 3.6 and 3.7.
Proof. In a first step we will show that it is possible to choose p k , q k in such a way that the conditions
are satisfied, which evidently already imply (3.22), but, in a second step, can also be used to derive (3.23) and (3.24) as well.
There is Q 0 > 0 such that for every q > Q 0
as can be seen by considering the limit of each of the expressions as q → ∞. By the condition on m we know that m + 2 n − 2 > 0 and hence it is possible to find Q 1 > 0 such that for every q > Q 1 we have
and hence
so that it becomes possible to choose unbounded sequences fulfilling (3.21), (3.25) and (3.26) simultaneously. This is already sufficient for them to satisfy (3.23) and (3.24) also. Indeed, (3.26) ensures that
Moreover, (3.25) entails
and thus 2nq k − 2q k − n + 2 < np k + mn − 2n + 2, which shows that
Having made sure that there are (arbitrarily large) exponents, for which the lemmata before can be applied, we now use them in order to obtain the following boundedness result.
Lemma 3.9. Let µ, χ, ξ ≥ 0, δ > 0 and m > 2 − 2 n . Let p, q ∈ (1, ∞). Then one can find a constant C > 0 depending on p, q such that for any function D satisfying (1.8) and (1.9), we have
Proof. Observing L r (Ω) ֒→ L s (Ω) for r > s, we may without loss of generality enlarge p and q and do so in a manner that all conditions on p and q listed in Lemma 3.6 and 3.7 are satisfied, which is possible due to Lemma 3.8. An application of Corollary 3.5 provides us with constants c 1 , c 2 , c 3 , c 4 > 0 such that
holds on (0, T max ). Invoking Lemma 3.6 and Lemma 3.7 upon the choice of η = min
we find c 5 > 0 such that
on (0, T max ). Moreover, as a consequence of Lemma 3.4 there is c 6 > 0 fulfilling
and combining (3.28) and (3.29) shows that
for all t ∈ (0, T max ). If we define y(t) := Ω u p (·, t) + Ω |∇v(·, t)| 2q , t ∈ (0, T max ), and c 7 := c 5 + c 6 , the inequality reads
Upon an ODE comparison, this entails boundedness of y and hence (3.27) .
A direct consequence is the following assertion on boundedness: 8) and (1.9) , the solution to (1.2)-(1.6) fulfills
for any t ∈ (0, T max ).
Since p = ∞ is not covered by this corollary, we set out to improve the norms which can be controlled. In the case of v nothing more than a short application of L p −L q -estimates is needed:
n . There is C > 0 such that for any function D obeying (1.8) and (1.9), the solution to (1.2)-(1.6) satisfies
Proof. We employ Corollary 3.10 for some p > n to gain a time-uniform bound on u(·, t) L p (Ω) . Then Lemma 2.6 (iii), (iv) show that there is c 1 > 0 such that ∇v(·, t) L ∞ (Ω) ≤ c 1 and
Turning Corollary 3.10 into boundedness of u is more difficult. The lack of a bound on ∇w makes u(t) L ∞ (Ω) inaccessible for general boundedness results like [42, Lemma A.1] . We proceed somewhat similarly to [37] :
n . There exists C > 0 such that for any function D satisfying (1.8) and (1.9), the solution to (1.2)-(1.6) fulfils
Proof. From Lemma 3.11 we obtain c 1 > 0 such that 
Since by another inductive argument we have k +
is bounded, we hence obtain from (3.33) that
Taking k → ∞, we finally arrive at
and due to the arbitrarity of T , this shows the claim.
We are now in position to pass to the proof of Theorem 1.1. The goal of this section is to prove Theorem 1.2. In the absence of (1.9), the first equation of system (1.2)-(1.6) may be degenerate at u = 0 and we cannot hope for classical solutions. Therefore we introduce the definition of weak solution to (1.2)-(1.6) which we shall pursue here. 
holds as well as
In particular, if T = ∞ can be taken, then (u, v, w) is called a global-in-time weak solution to (1.2) − (1.6).
In order to obtain a weak solution to (1.2)-(1.6), we start with the approximate problem, for ε ∈ (0, 1) given by
holds with the same values of δ and m, which, notably, are independent of ε. Furthermore,
Proof. This directly follows from the estimates (4.8), (4.9), (4.13).
Due to the nonlinearities involved, we require better convergence properties of u ε . As preparation for an Aubin-Lions-argument, let us first ensure boundedness of the time-derivatives in a certain weak sense. 
holds true for any ε ∈ (0, 1).
Proof. We choose r > 1 so large that W Here we can apply (4.10), (4.11) twice (also for p = 2) and (4.13), so that we obtain an ε-independent bound for the right-hand side and thus have proven (4.20) . 
Proof. We fix p > 1 and θ = m+p−1 2
. Given T > 0, the bound from (4.11) then shows that there is C > 0 such that (Ω)) * , we therefore conclude from the Aubin-Lions compactness lemma [33, Cor. 4 ] that (u θ ε ) ε∈(0,1) is a relatively compact subset of the space L 2 (0, T ; L 2 (Ω)), whence there exists a sequence of numbers ε = ε j ց 0 such that u θ ε → u θ in L 2 (0, T ; L 2 (Ω)) along this sequence with some function u θ in this space, which, along a subsequence, ensures (4.30). Together with (4.7), Lebesgue's dominated convergence theorem therefore asserts (4.31) as well. The boundedness of u ε as warranted by (4.7) entails the uniform L ∞ -boundedness of D ε (u ε ), so that inserting p = 2 into (4.10) already ensures boundedness of D ε (u ε )∇u ε in L 2 ((0, T ), L 2 (Ω)), and after extracting a further subsequence we may assume that D ε (u ε )∇u ε converges weakly in L 2 ((0, T ), L 2 (Ω)). In the interest of identification of the limit, we resort to a primitive of D ε , say G ε (x) := a.e. in Ω×(0, T ) and thus, again as consequence of (4.7) and Lebesgue's dominated convergence theorem, in L 2 ((0, T ), L 2 (Ω)). Therefore the weak limit of ∇[G ε (u ε )] has to coincide with ∇G(u) = D(u)∇u, so that we arrive at (4.32).
Proof of Theorem 1.2. The convergence properties asserted in Lemma 4.4 and Lemma 4.2 are sufficient to pass to the limit in each of the integrals making up the corresponding weak formulation associated with (4.4) so that (u, v, w) is a weak solution to (1.2)-(1.6) in the sense of Definition 4.1. The boundedness of (u, v, w) in the sense of (1.11) results from (4.30), (4.15), (4.19) and (4.16).
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