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 Exploration of Advances in Statistical Methodologies for Crash Count and Severity Prediction 
Models 
 
Kai Wang, Ph.D. 
University of Connecticut, 2016 
 
This report first describes the use of different copula based models to simultaneously estimate 
the two crash indicators: injury severity and vehicle damage. The Gaussian copula model 
outperforms the other copula based model specifications (i.e. Gaussian, Farlie-Gumbel-
Morgenstern (FGM), Frank, Clayton, Joe and Gumbel copula models), and the results indicate 
that injury severity and vehicle damage are highly correlated, and the correlations between injury 
severity and vehicle damage varied with different crash characteristics including manners of 
collision and collision types. This study indicates that the copula-based model can be considered 
to get a more accurate model structure when simultaneously estimating injury severity and 
vehicle damage in crash severity analyses.  
 
The second part of this report describes estimation of cluster based SPFs for local road 
intersections and segments in Connecticut using socio-economic and network topological data 
instead of traffic counts as exposure. The number of intersections and the total local roadway 
length were appropriate to be used as exposure in the intersection and segment SPFs, 
respectively. Models including total population, retail and non-retail employment and average 
household income are found to be the best both on the basis of model fit and out of sample 
prediction.
Kai Wang - University of Connecticut, 2016 
The third part of this report describes estimation of crashes by both crash type and crash severity 
on rural two-lane highways, using the Multivariate Poisson Lognormal (MVPLN) model. The 
crash type and crash severity counts are significantly correlated; the standard errors of covariates 
in the MVPLN model are slightly lower than the other two univariate crash prediction models 
(i.e. Negative Binomial model and Univariate Poisson Lognormal model) when the covariates 
are statistically significant; and the MVPLN model outperforms the UPLN and NB models in 
crash count prediction accuracy. This study indicates that when simultaneously predicting crash 
counts by crash type and crash severity for rural two-lane highways, the MVPLN model should 
be considered to avoid estimation error and to account for the potential correlations among crash 
type counts and crash severity counts.
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1 INTRODUCTION 
1.1 BACKGROUND 
Improving traffic safety was, is and will continue to be a high priority on the national 
transportation agenda due to the significant social and financial implications of motor vehicle 
crashes including injuries, deaths and economic losses, among others. In the past few decades, 
organizations such as Federal Highway Administration (FHWA) (1), National Highway Traffic 
Safety Administration (NHTSA) (2), and American Association of State Highway and 
Transportation Officials (AASHTO) (3) have launched numerous roadway safety campaigns and 
implemented various strategies for reducing the number of crashes with a particular emphasis on 
reducing the most severe ones (4). These efforts have been targeted at different aspects of 
roadway safety from improvements in highway engineering, to driver education, to driver 
assistance technologies and traffic enforcements. All of these efforts have led to a significant 
reduction in traffic fatalities, from 43,510 in 2005 to about 32,675 in 2014 (a 25 percent 
reduction in 10 year span) (2). However, traffic safety still remains a significant issue and more 
needs to be done to alleviate the negative implications of crashes. In order to implement effective 
safety strategies and countermeasures, it is necessary to identify the different factors contributing 
to crashes and factors affecting crash severity in the event of a crash. 
 
There are two critical aspects of traffic safety analysis addressed in this research: crash counts 
and crash severity. Crash counts usually represent the number of crashes for a roadway facility 
(e.g. rural highways, urban and suburban highways and freeways) in a specific time period. 
Crash severity usually represents the highest injury level in a crash, which is categorized into 
five types: type K (fatal injury), type A (suspected serious injury), type B (suspected minor 
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injury), type C (possible injury) and type O or PDO (no apparent injury or property damage 
only). In order to implement highway safety improvement strategies to reduce crashes and crash 
severity, appropriate statistical approaches are desirable to predict the crash counts or crash 
severity, as well as exploring the contributors affecting the crash counts and crash severity. 
1.2 OBJECTIVES AND METHODOLOGIES 
In this report, three distinct objectives are considered using three statistical models. 
1. The first objective of this research is to simultaneously model the two indicators of crash 
severity - injury severity and vehicle damage, and to identify the contributing factors, as well 
as to explore the potential correlation between the two indicators across crashes due to 
common unobserved attributes. A copula based model is applied as this approach can jointly 
model two dependent variables and account for the correlation between them through a 
copula structure. 
2. The second objective of this research is to estimate Safety Performance Functions (SPFs) for 
both intersection and segments on roads under local jurisdiction in the State of Connecticut 
where the AADT is not available. The SPFs are estimated at the level of Traffic Analysis 
Zone (TAZ), using socio-economic data and network topological data as a replacement for 
traffic count data. To account for data and crash relationship heterogeneity, the TAZs are 
categorized into different clusters based on the percentage of three land cover categories – 
high, medium and low intensities – and the population density (i.e. the number of population 
per km
2
) to account for differences in the crash occurrence phenomenon among these 
different area types. 
3. The third objective of this research is to simultaneously estimate crashes by both crash type 
and crash severity on rural two-lane highways, and explore the possible correlations among 
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crash type or crash severity counts. The Multivariate Poisson Lognormal (MVPLN) model 
was developed and the approximate Bayesian inference via the Integrated Nested Laplace 
Approximation (INLA) was implemented. This approach can simultaneously model crash 
counts by crash type and crash severity by accounting for the potential correlations among 
them and significantly decreases the computational time compared with a fully Bayesian 
fitting of the MVPLN model using Markov Chain Monte Carlo (MCMC) methods. The 
MVPLN models were developed for three-way stop controlled (3ST) intersections, four-way 
stop controlled (4ST) intersections, four-way signalized (4SG) intersections, and roadway 
segments on rural two-lane highways. Annual Average Daily traffic (AADT) and variables 
describing roadway conditions (including presence of lighting, presence of left-turn/right-
turn lane, lane width and shoulder width) were used as predictors. 
 
This research contains three published or under-reviewed journal papers (the first paper was 
published at the Journal of Transportation Research Record; the second paper was presented at 
the 2016 annual meeting of Transportation Research Board and published at the Journal of 
Transportation Safety & Security; the third paper was submitted to Journal of Accident Analysis 
& Prevention for publication and is currently under review), and contributes substantively to the 
exploration of methodologies in traffic safety analysis. We propose separate models for crash 
counts and severity analysis, with unbiased variance estimates for coefficients. Contributing 
factors associated with crash counts and crash severities are identified and relevant 
countermeasures are recommended to reduce the effects of crashes. The rest of the report is 
organized as follows. The next section presents a copula based methodology in crash severity 
analysis. The third section describes an approach for predicting crashes on local roads using 
socio-economic variables rather than AADT. The fourth section demonstrates the exploration of 
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a Multivariate Poisson Lognormal Model in predicting crashes by crash type and severity on 
rural two lane highways. The conclusions and contributions are summarized in the final section. 
1.3 REFERENCES 
1. U.S. Department of Transportation. Federal Highway Administration (FHWA). 
http://www.fhwa.dot.gov/ 
2. Unites States. NHTSA National Center for Statistic and Analysis. Passenger Vehicle 
Occupant Fatalities: The Decline for Six Years in a Row from 2005 to 2011. http://www-
nrd.nhtsa.dot.gov/Pubs/812160.pdf. 2015. 
3. American Association of State Highway and Transportation Official (AASHTO). 
http://www.transportation.org/Pages/Default.aspx 
4. FHWA-SA-10-005. Federal Highway Administration (FHWA). The U.S. Department of 
Transportation. 2009. 
http://safety.fhwa.dot.gov/intersection/resources/fhwasa10005/docs/brief_2.pdf 
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2 A COPULA BASED JOINT MODEL OF INJURY SEVERITY AND 
VEHICLE DAMAGE IN TWO-VEHICLE CRASHES 
2.1 BACKGROUND 
Improving traffic safety was, is and will continue to be a high priority on the national 
transportation agenda due to the significant social and financial implications of motor vehicle 
crashes including injuries, deaths and economic losses among others. In the past few decades, 
organizations such as Federal Highway Administration (FHWA) (1), American Association of 
State Highway and Transportation Official (AASHTO) (3) have launched numerous roadway 
safety campaigns and implemented various strategies for reducing the number of crashes with a 
particular emphasis on reducing the severe ones (4). These efforts have been targeted at different 
aspects of roadway safety from improvements in highway engineering, to driver education, to 
driver assistance technologies and traffic enforcements. All of these efforts have led to a 
significant reduction in traffic fatalities from 43,510 in 2005 to about 32,367 in 2011(a 26 
percent reduction in 7 year span) (2). However, traffic safety still remains a significant 
externality and more needs to be done to alleviate the negative implications of crashes. In order 
to implement effective safety strategies and countermeasures, it is necessary to identify the 
different factors contributing to crashes and factors affecting crash severity in the event of a 
crash. 
 
Injury severity is an important indicator that is usually modeled to identify the different factors 
contributing to driver injuries. Discrete choice methodologies have commonly been used to 
model the effects of driver, environmental, highway, traffic, and vehicle factors on injury 
severity (5, 6). Among the different discrete choice methodologies, logistic and probit model 
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formulations have been extensively used to examine the relationship between the contributing 
factors and injury severity. In studies where injury severity is treated as a non-ordinal indicator, 
the multinomial logistic or probit model formulations have been used to investigate the 
relationship between contributing factors and injury severity (7-10). In studies where injury 
severity is treated as an ordinal variable, traditional ordered logistic or probit model formulations 
or generalized ordered logit formulations have been used (11-21). 
 
Both ordered and unordered logistic or probit models are fixed parameter models in which all 
parameters are assumed to be constant across observations. However, it is argued that model 
coefficients may not remain constant but vary across individuals when the data are 
heterogeneous. To this end, other model formulations were proposed to capture the heterogeneity 
across crashes. The Markov switching multinomial logistic model was used to account for 
unobserved factors that influence injury severity (22). The random parameter (mixed) model is 
an alternative formulation which can treat the parameters as either fixed or random variables (7, 
9, 20, 23-27). More recently latent segmentation models that account for heterogeneity in a 
closed form structure in severity models have also been employed (18). Savolainen et al. (28) 
reviewed and summarized numerous discrete choice models that are currently being used in 
modeling injury severity and offered additional insights about model evaluation and selection.  
 
Recently, in order to capture the interrelationships among variables when the factors interact in 
indirect and complicated ways in injury severity models, researchers have also extensively 
applied the structural equation modeling (SEM) in exploring the contribution of different 
explanatory variables on injury severity. SEM can effectively account for complex relationships 
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between multiple dependent and independent variables simultaneously. Further, SEM can also 
incorporate the influence of latent variables on dependent variables of interest (5, 6, 29-34). 
 
Although injury severity has been used extensively in modeling the severity of a crash, it may 
not be the most representative indicator. Injury severity is a subjective indicator based on 
victim’s responses, descriptions, and complaints after the crash; owing to the self-reported nature 
of the measure, it may be prone to bias (6). On the other hand, the extent of vehicle damage is a 
more objective indicator based on the destruction/deformation of the vehicle involved in the 
crash; as it can be readily seen and measured. Due to its objective nature, vehicle damage has 
been used as an additional indicator to characterize crash severity (6, 35-37). 
 
Although vehicle damage has been introduced as an additional indicator in crash severity 
analysis, the treatment and modeling of the different indicators is up for debate. Injury severity 
and vehicle damage are typically modeled independently which may lead to possible estimation 
and inference issues because the two indicators are likely to be correlated (35). The levels of the 
indicators for any given crashes are correlated due to both observed and unobserved factors. 
Although the correlations due to the observed factors can be accounted for by specifying them as 
explanatory variables, same cannot be said about the unobserved factors because they are not 
observable. Ignoring the correlations due to unobserved factors may result in incorrect and 
biased coefficient estimates (38). Therefore, there is a need for model formulations that can 
simultaneously model the injury severity and vehicle damage indicators of crash severity while 
also accounting for potential interrelationships between the indicators. 
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In this study, the copula based approach is used to model the injury severity and vehicle damage 
dimensions simultaneously while also accounting for the error correlations that may exist across 
the two dimensions. Further, in the copula approach, parameterization of the copula structure is 
allowed to help explain the heterogeneity in correlations between the dependent variables (39). 
In recent years, the copula based model has been increasingly used in transportation research.  
 
Pourabdollahi et al. (40) used a copula based model to estimate the choice of freight mode and 
shipment size simultaneously. The study confirms that the copula based model can effectively 
capture the effects of common unobserved factors affecting both variables, and consequently it 
can appropriately account for the correlations between the selection of freight mode and 
shipment size. Sener et al. (41) applied a copula based model to examine the physical activity 
participation for all individuals within the same family unit, by accounting for the dependencies 
among individuals’ activity participation due to the common observed and unobserved factors. 
The model results show that individuals in the same family unit tend to have simultaneously low 
physical activity propensities, while the trend for high propensities is not significant. 
 
The copula based model has also been used in modeling crash severity. Eluru et al. (42) 
examined the injury severities for all occupants involved in a crash using a copula based model. 
The effects of common unobserved factors on all occupants in the same vehicle were 
accommodated in the model. The results illustrate that the copula based model is better than the 
independent ordered probit model (in which the injury severity for each occupant was 
independently and separately modeled) with regard to the model goodness-of-fit. The study 
conducted by Rana et al. (43) employed a copula based model to consider the crash type and 
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injury severity as dependent variables simultaneously. The model estimation results show that 
the copula based model outperforms the independent models in which the collision type and 
injury severity were independently modeled. Yasmin et al. (39) improved the model developed 
by Rana et al. by allowing the dependencies between injury severity and collision type to vary 
across different categories of collision type. The results suggest that injury severity and collision 
type are correlated, and the correlation between injury severity and collision type varies with the 
type of collision.  
 
The research presented here is an attempt to model the injury severity and vehicle damage and to 
identify contributing factors, while also accounting for the potential correlations between the two 
indicators due to unobserved attributes. To this end, the copula based approach is applied to 
simultaneously model injury severity and vehicle damage. Given the ordered nature of the injury 
severity and vehicle damage indicators, ordered probit formulation was used to model both of the 
two indicators. The error correlations between the injury severity and vehicle were tied together 
using different copula formulations and parameterization strategies. The proposed model is 
estimated using the five-year (2005-2009) crash data for two-vehicle crashes collected from the 
Madison, Wisconsin, including a detailed set of exogenous variables, i.e., driver characteristics, 
highway and traffic factors, environmental factors and crash characteristics. The rest of the paper 
is organized as follows. The next section presents the copula based methodology used in this 
paper. The third section describes the data in detail and the fourth section presents the model 
specifications and assumptions. The model results are presented in the fifth section, and 
concluding thoughts are presented in the final section. 
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2.2 COPULA BASED MODEL 
The primary objective of this study is to simultaneously model the injury severity and vehicle 
damage levels of crashes using a copula based approach. The indicators are treated as ordinal 
variables and a probit formulation is used to model the indicators. The econometric formulation 
of the proposed copula methodology is presented below: 
2.2.1 INJURY SEVERITY MODEL COMPONENT 
Let 𝑞 (𝑞 = 1,2, … , 𝑄) be the index for vehicle involved in the crash, 𝑗 (𝑗 = 1,2, … , 𝐽) be the 
index representing the level of injury severity and 𝑘 (𝑘 = 1,2, … , 𝐾) be the index representing 
the level of vehicle damage. In an ordered probit formulation, the discrete injury severity level 
(𝑦𝑞) is assumed to be associated with an underlying continuous latent propensity (𝑦𝑞
∗). Further, 
the latent propensity is specified as follows:   
𝑦𝑞
∗ = 𝛼′𝑥𝑞 + 𝜀𝑞 ,   𝑦𝑞 = 𝑗, 𝑖𝑓 𝜏𝑗−1 < 𝑦𝑞𝑗
∗ < 𝜏𝑗 (2-1)  
where, 𝑦𝑞
∗ is the latent propensity of injury severity for vehicle 𝑞,  𝑥𝑞 is a vector of exogenous 
variables, 𝛼 is the associated row vector of unknown parameters and 𝜀𝑞 is a random disturbance 
term assumed to be standard normal. 𝜏𝑗 (𝜏0 = −∞ , 𝜏𝐽 = ∞) represents the threshold associated 
with severity level 𝑗 , with the following ordering conditions: (−∞ < 𝜏1 < 𝜏2 <  … < 𝜏𝐽−1 <
+∞). Given the above information regarding the different parameters, the resulting probability 
expression for the occupant of vehicle 𝑞 sustaining an injury severity level 𝑗 takes the following 
form: 
𝑃𝑟(𝑦𝑞 = 𝑗) = 𝜙(𝜏𝑗 − 𝛼
′𝑥𝑞) − 𝜙(𝜏𝑗−1 − 𝛼
′𝑥𝑞) (2-2)  
where, 𝜙(∙) is the cumulative standard normal distribution function. The probability expression 
in Equation (2-2) represents the independent injury severity model for the occupant of vehicle 𝑞.  
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2.2.2 VEHICLE DAMAGE MODEL COMPONENT 
On the other hand, vehicle damage component also takes the form of an ordered probit 
formulation. The expression for latent propensity (𝑢𝑞
∗ ) of vehicle damage is shown below: 
𝑢𝑞
∗ = 𝛽′𝑧𝑞 + 𝜉𝑞 ,   𝑢𝑞 = 𝑘, 𝑖𝑓 𝜓𝑘−1 < 𝑢𝑞𝑘
∗ < 𝜓𝑘 (2-3)  
where, 𝑢𝑞
∗  is the latent propensity of vehicle damage for vehicle 𝑞,  𝑢𝑞 is the discrete level of 
vehicle damage, 𝑧𝑞  is a vector of exogenous variables, 𝛽  is the associated row vector of 
unknown parameters, 𝜉𝑞 is a random disturbance term assumed to be standard normal and 𝜓𝑘 
represents the threshold associated with vehicular damage level 𝑘. Assuming similar information 
for the thresholds as in the injury severity model component, the probability expressions for 
vehicle 𝑞 with a damage level 𝑘 can be written as:   
𝑃𝑟(𝑢𝑞 = 𝑘) = 𝛬(𝜓𝑘 − 𝛽
′𝑧𝑞) − 𝛬(𝜓𝑘−1 − 𝛽
′𝑧𝑞) (2-4)  
where, 𝛬(∙) is the cumulative standard normal distribution function. 
2.2.3 JOINT MODEL: A COPULA BASED APPROACH 
In examining the injury severity and vehicle damage simultaneously, the dependency between 
the two dimensions of interests is captured through the error terms (𝜀𝑞 and 𝜉𝑞) from equation (2-
1) and (2-3). The joint probability of sustaining injury severity level 𝑗 and vehicle damage level 
𝑘 for vehicle 𝑞 can be expressed as: 
𝑃𝑟(𝑦𝑞 = 𝑗, 𝑢𝑞 = 𝑘) 
             = 𝑃𝑟 [((𝜏𝑗−1 − 𝛼
′𝑥𝑞) < 𝜀𝑞 < (𝜏𝑗 − 𝛼
′𝑥𝑞)) , ((𝜓𝑘−1 − 𝛽
′𝑧𝑞) <
                   𝜉𝑞 < (𝜓𝑘 − 𝛽
′𝑧𝑞))] 
               = 𝑃𝑟[𝜀𝑞 < (𝜏𝑗 − 𝛼
′𝑥𝑞),   𝜉𝑞 < (𝜓𝑘 − 𝛽
′𝑧𝑞)] 
(2-5)  
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                 −𝑃𝑟[𝜀𝑞 < (𝜏𝑗 − 𝛼
′𝑥𝑞),   𝜉𝑞 < (𝜓𝑘−1 − 𝛽
′𝑧𝑞)] 
                 −𝑃𝑟[𝜀𝑞 < (𝜏𝑗−1 − 𝛼
′𝑥𝑞),   𝜉𝑞 < (𝜓𝑘 − 𝛽
′𝑧𝑞)] 
                 +𝑃𝑟[𝜀𝑞 < (𝜏𝑗−1 − 𝛼
′𝑥𝑞),   𝜉𝑞 < (𝜓𝑘−1 − 𝛽
′𝑧𝑞)] 
Given the above setup, the correlations between the injury severity and vehicle damage due to 
unobserved factors are accommodated using a copula based approach. A detailed description of 
the copula approach can be found in Bhat and Eluru (44), Trivedi and Zimmer (45). The joint 
probability of equation (2-5) can be expressed by using the copula function as: 
𝑃𝑟(𝑦𝑞𝑗 = 𝑗, 𝑢𝑞𝑘 = 𝑘) 
= 𝐶𝜃𝑞(𝑈𝑞𝑗, 𝑈𝑞𝑘) − 𝐶𝜃𝑞(𝑈𝑞𝑗, 𝑈𝑞𝑘−1) − 𝐶𝜃𝑞(𝑈𝑞𝑗−1, 𝑈𝑞𝑘) + 𝐶𝜃𝑞(𝑈𝑞𝑗−1, 𝑈𝑞𝑘−1) 
(2-6)  
It is important to note here that the level of dependence between injury severity level and vehicle 
damage can vary across crashes. Therefore, in the current study, the dependence parameter 𝜃𝑞 is 
parameterized as a function of observed crash attributes as follows: 
𝜃𝑞 = 𝑓𝑛(𝛾
′𝑠𝑞) (2-7)  
where, 𝑠𝑞 is a column vector of exogenous variables, 𝛾
′ is the associated row vector of unknown 
parameters (including a constant) and 𝑓𝑛 represents the functional form of parameterization. In 
this study, six different copula structures are respectively explored: Gaussian, Farlie-Gumbel-
Morgenstern (FGM), Frank, Clayton, Joe and Gumbel copulas. A detailed discussion of these 
copulas is available in Bhat and Eluru (44). Based on the permissible ranges of the dependency 
parameter, different functional forms are assumed for the parameterization of the six copula 
structures in the analysis. For Gaussian and Farlie-Gumbel-Morgenstern (FGM) copulas, 
functional form 𝜃𝑞 = 𝛾
′𝑠𝑞  is used. For the Clayton and Frank copulas, 𝜃𝑞 = 𝑒𝑥𝑝 (𝛾
′𝑠𝑞)  is 
applied. Finally for Joe and Gumbel copulas, 𝜃𝑞 = 1 + 𝑒𝑥𝑝 (𝛾
′𝑠𝑞) is assumed. Further, similar 
parameterizations can be found in Sener et al. (41), Eluru et al. (42) and Yasmin et al. (39). 
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Of the six copulas, Clayton, Joe and Gumbel allow for asymmetric copulas that consider 
dependency in one direction. To potentially account for the possibility of a reverse dependency, 
with asymmetric copulas, a reverse dependent variable was considered for vehicle damage 
(wherein a new dependent variable is created by sorting vehicle damage from highest level to 
lowest level). This reversing of the dependent variables does not affect the ordered probit model 
probabilities (except for changes to the threshold values). 
With the above as preliminaries, the likelihood function can be expressed as: 
𝐿 = ∏ [∏ ∏{𝑃𝑟(𝑦𝑞 = 𝑗, 𝑢𝑞 = 𝑘)}
 𝜔𝑞𝑘𝑗
𝐾
𝑘=1
𝐽
𝑗=1
]
𝑄
𝑞=1
  (2-8)  
where, 𝜔𝑞𝑘𝑗 is a dummy indicator variable assuming a value of 1 if injury severity level is 𝑗 and 
vehicle damage level is 𝑘 for the vehicle 𝑞 and 0 otherwise. All the parameters in the model are 
consistently estimated by maximizing the logarithmic function of 𝐿 . The parameters to be 
estimated in the model are: 𝛼′  and 𝜏𝑗  in the injury severity component, 𝛽
′  and 𝜓𝑘  in vehicle 
damage component, and finally 𝛾′ in the dependency component.   
2.3 DATA COLLECTION AND ANALYSIS 
In this study, crash data collected in Madison, Wisconsin between 2005 and 2009 was used and 
only two-vehicle crashes were considered. Between 2005 and 2009, there were 13,683 two-
vehicle crashes in Madison, Wisconsin, accounting for 60 percent of all crashes. Among all two-
vehicle crashes, according to the Model Minimum Uniform Crash Criteria (MMUCC) guideline 
or “KABCO” scale (46), 9,488 or 69.3 percent crashes were type O (no apparent injury or 
property damage only); 4,062 or 29.7 percent crashes were either type B (suspected minor injury) 
or C (possible injury); and 133 or 1 percent crashes were either type A (suspected serious injury) 
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or K (fatal injury). With regard to the vehicle damage, referring to the Wisconsin Motor Vehicle 
Report Form (MV 4000) (47), 4,640 or 33.9 percent were none (no damage) or minor (cosmetic 
damage); 6,250 or 45.7 percent were moderate (broken or missing parts); and 2,793 or 20.4 
percent were severe (salvageable) or very severe (total loss). 
 
Factors contributing to crashes in the database were categorized into four groups: driver 
characteristics, highway and traffic factors, environmental factors and crash characteristics. 
Driver characteristics include driver’s age, gender, usage of safety restraints and whether the 
driver was driving under the influence of alcohol or drugs. Highway and traffic factors include 
the highway geometric characteristics, highway class and traffic control types. Environmental 
factors include weather, light and roadway surface conditions. Crash characteristics include the 
manner of collision which describes the orientation that vehicles collided, and the collision type 
which indicates the types of vehicles that collided with each other. The detailed description of 
selected variables is shown in Table 2.1.
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TABLE 2.1 Description of Selected Variables 
Category Variable Type and Value Description Frequency Percentage 
Driver  AGE Categorical Driver age 
  Characteristics 
 
1 Young (<25) 3,805 27.8% 
  
2 Middle (25-55) 7,688 56.2% 
  
3 Old (>55) 2,190 16.0% 
 
GENDER Dummy Male driver 7,047 51.5% 
 
DUI Dummy Driver under the influence of drugs or alcohol 524 3.8% 
  SAFETY Dummy Safety restraints 13,323 97.4% 
Highway and ROADHOR Dummy Horizontal curve 1,045 7.6% 
Traffic Factors ROADVERT Dummy Vertical curve 1,826 13.3% 
 
HWYCLASS Categorical Highway class 
  
  
1 Urban city highway 9,909 72.4% 
  
2 Urban state highway 3,549 25.9% 
  
3 Urban interstate highway 225 1.7% 
 
TRFCONT Categorical Traffic control 
  
  
1 Four-way stop sign (intersection) 344 2.5% 
  
2 Two-way stop sign (intersection) 1,491 10.9% 
  
3 Signal (intersection) 4,478 32.7% 
  
4 Yield or no control (intersection) 1,988 14.5% 
    5 No control (segment) 5,382 39.4% 
Environmental WTHRCOND Categorical Weather condition 
  Factors 
 
1 Clear 7,290 53.3% 
  
2 Cloudy 4,118 30.1% 
  
3 Rain 1,289 9.4% 
  
4 Snow/hail 986 7.2% 
 
LGTCOND Categorical Light condition 
  
  
1 Day 10,059 73.5% 
  
2 Night without street light 941 6.9% 
  
3 Night with street light 2,683 19.6% 
 
ROADCOND Categorical Road surface condition 
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1 Dry 9,206 67.3% 
  
2 Wet 2,448 17.9% 
  
3 Snow/slush 1,495 10.9% 
    4 Ice 534 3.9% 
Crash MNRCOLL Categorical Manner of collision 
  Characteristics 
 
1 Head-on 277 2.0% 
  
2 Rear-end 5,295 38.7% 
  
3 Sideswipe (same/opposite direction) 2,588 18.9% 
  
4 Angle 5,523 40.4% 
 
COLLTYPE Categorical Collision type 
  
  
1 PC with PC 10,148 74.2% 
  
2 PC with truck 3,243 23.7% 
    3 Truck with truck 292 2.1% 
Crash Severities INJSVR Ordinal Injury severity level 
  
  
1 O 9,488 69.3% 
  
2 C+B 4,062 29.7% 
  
3 A+K 133 1.0% 
 
VEHDMG Ordinal Vehicle damage level 
  
  
1 None or minor 4,640 33.9% 
  
2 Moderate 6,250 45.7% 
    3 Severe or very severe 2,793 20.4% 
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2.4 MODEL SPECIFICATIONS AND ASSUMPTIONS 
Using a copula-based model, injury severity and vehicle damage indicators were jointly modeled 
to explore factors contributing to the crash outcomes. The joint model contains an injury severity 
component and a vehicle damage component. In the injury severity component, all four 
categories of explanatory variables: driver characteristics, highway and traffic factors, 
environmental factors, and crash characteristics were explored. On the other hand, in the vehicle 
damage component, driver characteristics were not considered because it was assumed that 
vehicle damage is affected by highway and traffic factors, environmental factors, and crash 
characteristics. The detailed discussion and explanation of the variable selection for injury 
severity and vehicle damage models can be found in a previous study conducted by Qin et al. 
(35). 
 
Six different copula structures were explored in this study: the Gaussian, FGM, Frank, Clayton, 
Joe and Gumbel copulas. The model development process comprised of the following three steps: 
1) and independent model of injury severity and vehicle damage was estimated to serve as the 
starting point for the joint model estimation and also for purposes of comparison with the joint 
model, 2) copula models using the six different types of copulas were estimated, 3) and finally, 
the six copula models were compared with the independent model and with each other; Bayesian 
Information criterion (BIC) criterion was used to determine the best model (42). 
2.5 MODEL ESTIMATION RESULTS 
2.5.1 COEFFICIENT ESTIMATES 
As noted earlier, six different copula models and an independent model were estimated in this 
study. The performance of the best five models is listed in Table 2. Based on the model 
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goodness-of-fit, all six copula based models have a lower BIC value than the independent model. 
This indicates the correlations caused by unobserved factors between injury severity and vehicle 
damage do exist, and accounting for these dependencies can improve model accuracy. The BIC 
metric for the independent model and best fitting four copula models are presented in Table 2.2. 
Among the copula based models, the model with a Gaussian copula structure was found to 
provide the lowest BIC value thereby indicating that the model best fits the data. 
TABLE 2.2 Estimated Results and Model Performances 
Models Number of Estimated Parameters BIC 
Independent Model 24 44,862.79 
Gaussian Copula Model 29 44,037.98 
FGM Copula Model 26 44,415.52 
Frank Copula Model 29 44,071.91 
Clayton Copula Model 26 44,698.22 
 
Table 2.3 presents the coefficient estimates of Gaussian copula based model for injury severity 
and vehicle damage. The table also presents the results of the copula structure parameterization. 
In the table, a positive value of a coefficient in the model of injury severity (vehicle damage) 
represents a propensity to increase the injury severity (vehicle damage) and vice-versa for a 
negative value of a coefficient. On the other hand, a positive value in the copula structure 
parameterization represents a positive correlation between the common unobserved factors 
affecting injury severity and vehicle damage and a negative coefficient represents a negative 
dependency between the common unobserved factors affecting injury severity and vehicle 
damage. 
 
Driver related factors play an important role in any crash severity studies. It can be seen from 
Table 2.3 that all human factors have significant influences on injury severity outcomes. It was 
found that young drivers are less likely to relate to severe injuries compared with others. This is 
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possibly due to the higher physiological strength of younger drivers compared to elderly drivers 
(39). A negative coefficient was also estimated for male drivers. Consistent with expectation, 
compliance with law is highly associated with the slight injury severity. It was found that the use 
of alcohol or drugs considerably relates to the probability of severe injury severity while using 
safety restraints dramatically decrease the probability of severe severity of injury.     
 
Highway and traffic factors are of interest to highway and traffic engineers for designing and 
implementing cost-effective countermeasures to improve highway safety. Based on the 
coefficient estimates of the highway class for injury severity and vehicle damage, it can be seen 
that crashes occurring on the interstate highway are the most severe ones, followed by those 
occurring on state and city highways. This is possibly due to higher speeds associated with 
interstate facilities compared to other highway functional classes (35). With regard to the traffic 
control types, four-way stop appears to be the safest traffic control strategy. Four way stop sign 
is less likely associated with severe injury severity compared to all other traffic controls at 
intersections and it is also less likely associated with severe severity of vehicle damage compared 
with all intersection traffic controls. This is plausible because four-way stop controlled 
intersections experience the smallest speed differentials between intersecting highways 
compared with others thereby leading to lower levels of injury severity and vehicle damage in 
the event of a crash (35). 
 
Environmental factors were also found to affect both injury severity and vehicle damage. It is 
interesting to note that adverse roadway conditions are more likely to be associated with slight 
injury severity and slight vehicle damage. This is possibly due to the reduction in speeds by 
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drivers for cautionary reasons during adverse weather conditions (7). One of the most interesting 
finding is with regard to the lighting conditions. It was found that crashes caused at night time 
are related with severe vehicle damage irrespective of the street lighting conditions. However, no 
such influence was found on injury severity. This can be supported by the study conducted by 
Qin et al. (35) in which the authors concluded that the structural design of the vehicle can protect 
occupants from sustaining injuries, but severe collisions may reduce the effectiveness of the 
protection. 
 
With regard to the manner of collision, compared with the rear-end crashes, head-on crashes are 
significantly associated with the severe injury severity; both head-on and angle crashes are 
associated with severe vehicle damage. For the collision type, crashes between two passenger 
cars are significantly associated with severe injury severity and vehicle damage compared with 
those between a passenger car and a truck as well as between two trucks. This is possible due to 
the larger speed differentials between two passenger cars.
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TABLE 2.3 Gaussian Copula Model Coefficient Estimates and Copula Parameters 
Gaussian Copula Ordered Probit-Ordered Probit Model 
Variable 
Injury Severity Component      Vehicle Damage Component 
Coef. SE t P > |t| Coef. SE t P > |t| 
Driver characteristics                 
Age Old Base level NA 
Middle --- NA 
Young -0.24 0.03 -9.67 <0.01 NA 
Gender Male driver -0.23 0.02 -10.28 <0.01 NA 
DUI Drug or alcohol 0.31 0.05 6.03 <0.01 NA 
Safety Safety restraints -0.6 0.06 -9.87 <0.01 NA 
Highway and traffic factors           
Curve Horizontal curve --- --- 
Vertical curve --- --- 
Highway class Urban city highway Base level Base level 
Urban state highway 0.10 0.03 3.76 <0.01 0.06 0.02 2.68 0.01 
Urban interstate highway 0.18 0.09 2.15 0.03 0.35 0.07 4.78 <0.01 
Traffic control No control (segment) Base level Base level 
 Two-way stop sign (intersection) 0.13 0.04 3.50 <0.01 --- 
 Signal (intersection) 0.13 0.03 5.09 <0.01 --- 
 Yield or no control (intersection) 0.08 0.03 2.45 0.01 --- 
  Four-way stop sign (intersection) --- -0.32 0.06 -5.04 <0.01 
Environmental factors           
Weather condition Clear Base level Base level 
Cloudy --- --- 
Rain --- --- 
Snow/hail --- --- 
Light condition Day Base level Base level 
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Night without street light --- 0.09 0.04 2.40 0.02 
Night with street light --- 0.10 0.02 4.19 <0.01 
Roadway condition Dry Base level Base level 
Wet --- --- 
Snow/slush -0.17 0.04 -4.66 <0.01 -0.13 0.03 -4.26 <0.01 
Ice -0.17 0.06 -2.88 <0.01 -0.10 0.05 -1.93 0.05 
Crash characteristics           
Manner of collision Rear-end Base level Base level 
Head-on 0.44 0.07 5.94 <0.01 0.97 0.07 14.52 <0.01 
Sideswipe (same/opposite direction) -0.60 0.03 -18.44 <0.01 --- 
Angle --- 0.64 0.02 31.58 <0.01 
Collision type Truck with truck Base level Base level 
Passenger car with truck --- --- 
Passenger car with passenger car 0.08 0.03 2.97 <0.01 0.06 0.02 2.69 0.01 
Threshold µ1 -0.19 -0.10 
µ2 1.74 1.22 
Copula Parameters Coef. SE t P > |t| 
    Constant 0.11 0.03 4.12 <0.01 
    Passenger car with passenger car -0.11 0.02 -4.40 <0.01 
    Head-on 0.46 0.07 6.34 <0.01 
    Angle 0.45 0.02 18.06 <0.01 
    Sideswipe (same/opposite direction) 0.39 0.03 11.37 <0.01 
    Notes: “NA” represents “not applicable”; “---” represents the variable is not statistically 
at 5% level of significance.
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The estimated copula parameters offered additional insight about the dependencies between 
injury severity and vehicle damage. In determining variables for the copula structure, we first 
select all candidate variables, and then remove variables that are not statistically significant. In 
Table 2.3, only the parameters for the copula structure that have been considered to be 
statistically significant at 5% level of significance are included.  
 
The results highlight the existence of dependencies between injury severity and vehicle damage 
caused by the common unobserved factors. A positive parameter indicates that the dependencies 
between injury severity and vehicle damage caused by the common unobserved factors for the 
specific type of crashes are positive, and a negative parameter indicates that the dependencies 
between injury severity and vehicle damage caused by the common unobserved factors for the 
specific type of crashes are negative. It is interesting to note that the dependencies vary with 
different characteristics of crashes including manners of collision and collision types. With 
regard to three manners of collision: head-on, angle and sideswipe, the dependencies between 
injury severity and vehicle damage caused by the common unobserved factors were found to be 
positive. The magnitude of copula parameters implies that the highest level of dependency 
between injury severity and vehicle damage is for head-on crashes, followed by angle and 
sideswipe crashes. Also, the dependencies between injury severity and vehicle damage for 
crashes between two passenger cars were shown to be negative. 
2.5.2 ELASTICITY EFFECTS 
In the copula based model, the estimated parameters alone are not sufficient to describe the 
magnitude of the effect of an independent variable on the probability of each vehicle damage or 
injury severity category. Therefore, the elasticity effects for all independent variables with regard 
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to both injury severity and vehicle damage were calculated and are presented in Table 2.4. The 
detailed discussion on the methodology for calculating elasticity effects in a copula based model 
can be found in Eluru and Bhat (48). 
 
In general, the effects of independent variables on injury severity and vehicle damage shown in 
Table 2.4 are consistent with those described in Table 2.3. More specifically, the presence of 
young and male drivers decreases the probability of severe injury severity, the use of drug or 
alcohol significantly increase the probability of severe injuries, and using safety restraints 
dramatically decreases the probability of severe injuries especially the type A or fatal injuries. 
With regard to highway and traffic factors, roadways with higher speed limit increase the 
probability of both severe injuries and vehicle damage levels. Four-way stop controlled 
intersections decrease the probability of severe crash outcomes. In terms of the environmental 
factors, adverse roadway surface conditions seem to decrease the probability of injury type B or 
C and type A and K, as well as decreasing the probability of moderate and severe vehicle 
damages. Night time with or without street lights increases the probability of severe vehicle 
damages, but the effects of it on injury severity were not statistically significant. The crash 
characteristics describe the manner and vehicle type of a collision. Head-on crashes have the 
most significant impacts on increasing severe crash severities, and collisions between two 
passenger cars are the most severe ones among all collision types.
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TABLE 2.4 Elasticity Effects for Vehicle Damage and Injury Severity 
Variable 
Injury Severity Vehicle Damage 
PDO C+B A+K 
None+ 
Moderate 
Severe+ 
Minor Very Severe 
Driver characteristics   
  
    
 Age Old Base level NA NA NA 
 
Middle --- --- --- NA NA NA 
 
Young 8.69 -12.81 -21.07 NA NA NA 
Gender Male driver 8.39 -12.19 -20.98 NA NA NA 
DUI Drug or alcohol -11.74 16.26 32.16 NA NA NA 
Safety Safety restraints 22.67 -29.65 -68.30 NA NA NA 
Highway and traffic factors   
  
    
 Curve Horizontal curve --- --- --- --- --- --- 
 
Vertical curve --- --- --- --- --- --- 
Highway class Urban city highway Base level Base level 
 
Urban state highway -3.50 5.05 8.88 -3.52 0.51 4.12 
 
Urban interstate highway -6.84 9.65 18.11 -20.01 0.70 25.63 
Traffic control No control (segment) Base level Base level 
 
Two-way stop sign (intersection) -4.75 6.79 12.25 --- --- --- 
 
Signal (intersection) -4.94 7.12 12.51 --- --- --- 
 
Yield or no control (intersection) -3.05 4.39 7.78 --- --- --- 
 Four-way stop sign (intersection) --- --- --- 19.23 -4.78 -20.44 
Environmental factors   
  
  
  Weather condition Clear Base level Base level 
 
Cloudy --- --- --- --- --- --- 
 
Rain --- --- --- --- --- --- 
 
Snow/hail --- --- --- --- --- --- 
Light condition Day Base level Base level 
 
Night without street light --- --- --- -5.05 0.65 5.98 
 
Night with street light --- --- --- -5.89 0.79 6.95 
Roadway condition Dry Base level Base level 
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Wet --- --- --- --- --- --- 
 
Snow/slush 6.07 -8.97 -14.64 7.93 -1.49 -8.91 
  Ice 6.04 -8.94 -14.47 5.80 -1.07 -6.55 
Crash characteristics   
  
  
  Manner of collision Rear-end Base level Base level 
 
Head-on -16.54 22.34 47.36 -49.29 -9.44 74.56 
 
Sideswipe (same/opposite direction) 20.62 -31.51 -46.00 --- --- --- 
 
Angle --- --- --- -37.86 4.45 45.30 
Collision type Truck with truck Base level Base level 
 
Passenger car with truck --- --- --- --- --- --- 
  Passenger car with passenger car -2.84 4.15 7.03 -3.44 0.56 3.96 
Notes: “NA” represents “not applicable”; “---” represents the variable is not statistically significant at 5% level of significance.
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2.6 SUMMARY AND CONCLUSIONS 
Traffic safety is an important issue with serious social and financial implications including 
injuries, fatalities and economic losses. Reducing the number of crashes and their consequences 
(especially the severe ones) is an important priority for transportation safety professionals. To 
this end, it is necessary to explore the potential causes of crash severity, so that effective 
countermeasures can be implemented to alleviate the crash risk. 
 
Crash severity including injury severity and vehicle damage has been widely studied in the 
literature. Numerous statistical methodologies have been implemented to identify the 
relationships between different explanatory variables and crash severity. Irrespective of the 
different model assumptions and structures, failing to capture the dependencies between injury 
severity and vehicle damage caused by common observed and unobserved factors may lead to 
the biased coefficient estimates. To address this issue, a copula based ordered probit-ordered 
probit model is used in this study to jointly model injury severity and vehicle damage by 
accommodating their dependencies. Furthermore, a parameterized copula structure is used to 
investigate the varied dependencies between injury severity and vehicle damage across crashes, 
and the elasticity effects for all independent variables were calculated to explore their effects on 
the probability of each injury severity and vehicle damage category. 
 
Six copula based models including Gaussian, FGM, Frank, Clayton, Joe and Gumbel copula 
models and an independent model were tested in this study. The comparison of the model 
estimations shows that the copula based models had a better goodness-of-fit than the independent 
model which indicates the existence of dependencies between injury severity and vehicle damage. 
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Among the copula based models, the Gaussian copula model had the best model performance 
with the lowest BIC value. 
 
The Gaussian copula model reveals that human factors have significant influences on injury 
severity. Young drivers are less likely to be associated with severe injuries than others. Males 
have a lower probability of suffering severe injury severity compared with females. Using 
alcohol or drug dramatically increases the injuries and using safety restraints considerably 
decreases the probability of severe injuries. The crash severity on interstate highways is 
increased due to the higher speed. Four-way stop controlled intersections may be safer than 
others as both injury severity and vehicle damage are decreased. When compared with normal 
roadway conditions, adverse surface decreases the crash severity due to the reduced traveling 
speed. Night time seems to increase the probability of severe vehicle damage but it is not 
statistically significant for the injury severity model. Compared with the rear-end crashes, head-
on crashes increase the probability of severe injuries and both head-on and angle crashes increase 
the probability of severe vehicle damage. The crash severity for crashes between two passenger 
cars may be increased due to the larger speed differentials between two vehicles. 
 
The estimated copula parameters offer additional insight about different patterns of dependencies 
between injury severity and vehicle damage across crashes. The results indicate that 
dependencies between injury severity and vehicle damage are positive for head-on, angle and 
sideswipe crashes, while the dependencies are negative for the crashes between two passenger 
cars. These conclusions indicate that the dependencies between injury severity and vehicle 
damage can vary across different crashes. In summary, this study offers a more accurate model 
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structure of predicting crash severity, and it is anticipated that this study can shed light on help 
develop cost-effective countermeasures to improve traffic safety. 
 
One limitation of the study is that it employs only two vehicle crashes for the analysis. The 
findings are not directly transferable to crashes involving single vehicles or more than two 
vehicles. These are avenues for future research. From a practice perspective, the availability of 
vehicle damage information for roadway crashes might also influence applicability of the 
proposed framework. However, it is important to recognize that while vehicle damage 
component of the model might not be employed, the model results obtained for severity analysis 
can be directly employed. The injury severity estimates obtained through our two dependent 
variable analysis have been “purified” by considering dependency between the two variables. 
Hence, the states with no vehicle damage would continue using the injury severity model 
independently. However, from our analysis, it is evident that considering vehicle damage – an 
objective indicator of crash severity – might enhance crash severity analysis (35). Therefore, to 
accurately identify the severity of a crash, compiling vehicle damage is a recommendation from 
our analysis. 
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2.9 APPENDIX: PARAMETER ESTIAMTION AND EXPLANATION 
In the copula based model, the probability of each injury severity level is shown in Equation (2-2) 
as: 
𝑃𝑟(𝑦𝑞 = 𝑗) = 𝜙(𝜏𝑗 − 𝛼
′𝑥𝑞) − 𝜙(𝜏𝑗−1 − 𝛼
′𝑥𝑞)  
the probability of each vehicle damage level is shown in Equation (2-4) as: 
𝑃𝑟(𝑢𝑞 = 𝑘) = 𝛬(𝜓𝑘 − 𝛽
′𝑧𝑞) − 𝛬(𝜓𝑘−1 − 𝛽
′𝑧𝑞)  
the probability of each combination of injury severity and vehicle damage level is shown in 
Equation (2-6) as: 
𝑃𝑟(𝑦𝑞𝑗 = 𝑗, 𝑢𝑞𝑘 = 𝑘) 
= 𝐶𝜃𝑞(𝑈𝑞𝑗, 𝑈𝑞𝑘) − 𝐶𝜃𝑞(𝑈𝑞𝑗, 𝑈𝑞𝑘−1) − 𝐶𝜃𝑞(𝑈𝑞𝑗−1, 𝑈𝑞𝑘) + 𝐶𝜃𝑞(𝑈𝑞𝑗−1, 𝑈𝑞𝑘−1)  
and the dependency between injury severity and vehicle damage is shown in Equation (2-7) as: 
𝜃𝑞 = 𝑓𝑛(𝛾
′𝑠𝑞)  
Focusing on the three equations above, the unknown parameters to be estimated are: 𝛼′ and 𝜏𝑗 in 
the injury severity component, 𝛽′ and 𝜓𝑘 in vehicle damage component, and finally 𝛾
′ in the 
dependency component. 𝛼′ represents the estimated coefficients for independent variables in the 
injury severity component, a positive value of 𝛼′ represents a propensity to increase the injury 
and vice-versa for a negative value of 𝛼′. 𝜏𝑗 represents the threshold of the ordered Probit model 
to determine the estimated injury severity level for a specific crash. 𝛽′ represents the estimated 
coefficients for independent variables in the vehicle damage component, a positive value of 𝛽′ 
represents a propensity to increase the vehicle damage and vice-versa for a negative value of 𝛽′. 
𝜓𝑘 represents the threshold of the ordered Probit model to determine the estimated vehicle 
damage level for a specific crash. 𝛾′ is the estimated coefficients for the dependency between 
injury severity and vehicle damage caused by the common unobserved factors. Specifically, a 
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positive 𝛾′ indicates that when injury severity increases, the vehicle damage increases too for the 
specific type of crashes, and a negative 𝛾′ indicates that when injury severity increases, the 
vehicle damage decreases for the specific type of crashes.  
Finally, the likelihood function of joint probability of injury severity and vehicle damage is 
shown in Equation (2-8) as: 
𝐿 = ∏ [∏ ∏{𝑃𝑟(𝑦𝑞 = 𝑗, 𝑢𝑞 = 𝑘)}
 𝜔𝑞𝑘𝑗
𝐾
𝑘=1
𝐽
𝑗=1
]
𝑄
𝑞=1
 
the logarithm of the above likelihood function is coded using the GAUSS programming language, 
and the maximum likelihood estimation approach is use to estimate the model parameters. 
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3 PREDICTING LOCAL ROAD CRASHES USING SOCIO-ECONOMIC 
AND LAND COVER DATA 
3.1 INTRODUCTION 
A Safety Performance Function (SPF) is an equation used to predict crash counts at a location as 
a function of exposure and other roadway characteristics (e.g. number of lanes, lane width, 
shoulder width) (1). One of the uses for SPFs is estimating the expected number of crashes on 
traffic facilities to identify road locations with higher crash potential for safety improvements, 
select and implement cost-effective countermeasures to reduce future crashes (2). SPFs are often 
developed for different traffic facilities such as road segments and intersections. Local roads 
owned and operated by local entities including towns, counties and tribal governments play an 
important role in the roadway network, as approximately 60 percent of all road miles in the U.S. 
are maintained by these jurisdictions (3). A recent Iowa study (4) reported that local roads had 
higher crash rates compared to primary roads under State jurisdiction and the reported local road 
crash rate was 1.5 times higher than that of primary roads from 1974 to 2000. As a result, traffic 
safety on local roads is important to both traffic safety organizations and engineers. Given this 
situation, it is important to develop accurate tools to predict the number of crashes occurred on 
local roads to support identifying sites with promise for safety improvements and selecting and 
implementing effective countermeasures to reduce future crash volume or severity.  
 
The Highway Safety Manual (HSM) (1) provides SPFs for two lane rural highways, multilane 
rural highways, urban and suburban arterials, freeways and freeway ramp junctions. The SPFs in 
HSM were estimated using data collected from a limited number of States in the USA, including 
Washington, California, Minnesota, Texas, Michigan, North Carolina and Illinois. Because crash 
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relationships in these states are not necessarily representative of those in the entire country, the 
HSM recommends a calibration procedure to adjust the predicted crash counts for individual 
jurisdiction in using the prediction from the SPF. The HSM SPFs include traffic counts for 
intersections or roadway segments as the most critical variables in accurately predicting the 
number of crashes (1, 5, 6). This presents a problem for roads under local jurisdiction, where 
traffic counts are generally not available because it is economically impractical to implement 
traffic counting programs for so many facilities on which the traffic volume is typically below 
400 per day (4). As well, the data sets used to estimate the two-lane road models in the HSM do 
not include roads with traffic volumes as low as are usually found on many city or town 
jurisdiction streets and roads. In order to implement highway safety improvement strategies on 
these low volume local roads, new crash prediction approaches are desirable, in which the traffic 
counts are not required.    
 
The objective of this study was to estimate SPFs for both intersections and segments on roads 
under local jurisdiction in the State of Connecticut using demographic data as a surrogate for 
traffic count data. The SPFs are estimated at the level of Traffic Analysis Zone (TAZ), instead of 
the intersection or roadway segment level. The intersection counts (i.e. the number of city/town 
road intersections in a TAZ) and segment mileage (i.e. total city/town roadway length in a TAZ) 
are used as exposure in this study in lieu of traffic volume. Demographic records such as 
population, total retail and non-retail employment, household income and vehicle availability 
work in tandem with the exposure to predict the estimated crash counts. To account for data and 
crash relationship heterogeneity, the TAZs in the entire state are categorized into six clusters 
based on the percentage of three land cover categories – high, medium and low intensities – and 
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the population density (i.e. the number of population per km
2
). A different SPF was estimated for 
each cluster, and the similarities and differences among these functions are discussed. We also 
discuss how to apply the functions as a network screening tool.  
 
It is noted that the term “local” can mean different things depending on the context in which it is 
used. In one context it can refer to one level of the hierarchical functional classification scheme 
(arterial, collector and local). It can also be used to refer to the level of agency jurisdiction 
responsible for a road facility (state, county, local). It is possible for the same road to be called 
two different things, for example a “collector” in the first context, but “local” in the second. To 
avoid this confusion, we use the word “local” for the first context and “city or town” in the 
second context. Note also that there are no roads in the State of Connecticut under county 
jurisdiction. 
3.2 LITERATURE REVIEW 
SPFs have been estimated for city or town roads by various researchers at two levels: the facility 
level (e.g. roadway segment and intersection) and the zonal level (e.g. TAZ). Among facility 
level models, Vogt (6) provides a good review of the factors associated with crashes on city or 
town roads according to past research studies. These include channelization (right and left turn 
lane), number of driveways, sight distance, intersection angle, median width, surface width, 
shoulder width, signal characteristics, lighting, roadside condition, truck percentage in the traffic 
volume, posted speed, and weather. Most research on two-lane roads confirms traffic volume as 
the major explanatory factor for traffic crashes, which is unfortunate for the cases where the 
traffic volume is not available (7, 8). There is little literature on investigating alternative 
exposure measures in addition to or in place of traffic volume for predicting crashes. Bindra et al. 
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(9) considered the use of geographic information system (GIS) land use inventories to 
supplement traffic volumes as exposure for estimating SPFs for predicting segment-intersections 
crashes for rural two-lane and urban two-and four-lane undivided roads. They concluded that the 
number of trips generated and the land use data (i.e., population, retail and non-retail 
employment, and driveway data) were good predictors for estimating segment-intersection 
crashes, that is, crashes on segments located at minor roads and driveways without traffic counts.  
 
Zonal SPFs (ZSPFs), of which the most popular is TAZ level, make use of highly available 
zonal-level variables (10). Among the studies focusing on developing TAZ-level SPFs, 
Pulugurtha et al. (11) used socioeconomic and network variables to develop TAZ level SPFs to 
estimate the crash counts by severity level (injury and property damage only crashes). Ladron de 
Guevara et al. (12), Lovegrove and Sayed (13), Lovegrove (14) and Hadayeghi et al. (15) 
developed TAZ level SPFs to estimate the number of both intersection and segment crashes. 
Factors such as population density, the number of employees and the intersection density were 
considered as predictors for the number of crashes. Furthermore, Khondakar et al. (16) found 
that TAZ level SPFs can safely be transferred both temporally and spatially. Noland and Quddus 
(17) showed that TAZs with high employment density had more traffic crashes, whereas in 
urbanized areas with more densely populated TAZs fewer crashes were observed. Jin et al. (18) 
identified that besides traditional variables such as segment length, structure of roadway network 
should be considered in developing TAZ-level SPFs to improve prediction accuracy. Several 
studies developed TAZ-level SPFs using number of trips generated inside of each TAZ. Naderan 
and Shahi (19), Abdel-Aty et al. (20) found that number of trips generated have significant 
impacts on TAZ-level crashes. 
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Recently, an analysis tool (PLANSAFE) was developed on a National Cooperative Highway 
Research Program (NCHRP) project (21) to predict the expected crash counts by TAZ. The 
predictors include population, employment and some land use intensity variables. The purpose 
was to use the predicted crash counts as one of the measures of effectiveness to select the most 
cost-effective transportation improvement plan. Another study of TAZ level SPFs by Pirdavani 
et al. (10) considered establishing an association between observed crashes and a set of predictor 
variables in each TAZ. The study compared models using two different exposures - VHT (total 
daily vehicle hours traveled) and VKT (total daily vehicle kilometers traveled) along with 
network and socio-demographic variables. The results show that the model containing the 
combination of two exposures outperformed the models containing only one of the exposure 
variables. Lee et al. (22) applied a multivariate Poisson Lognormal crash modeling to 
simultaneously estimate motor vehicle crashes, bicycle crashes and pedestrian crashes by using 
several socio-demographic variables in each TAZ. The study illustrates that the number of 
households, employments and hotels etc. are positively associated with three types of crash 
counts. Except for TAZ-level SPFs, some studies have investigated SPFs on other macroscopic 
levels, such as block group (23, 24), state level (25), grid structure level (26) and county level 
(27, 28, 29). 
 
These zonal level SPFs are all able to predict expected crash frequencies without traffic volume, 
however most of them estimate the number of crashes using network and social-demographic 
variables, etc., without accounting for the data and crash heterogeneity among different types of 
TAZs or zones. To address this issue, our study focuses on estimating TAZ level SPFs that do 
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not require ADT counts for city and town jurisdiction roads by different categories of TAZ. The 
TAZs were clustered into different categories using a data mining technology (K-means 
clustering analysis), based on their land-use intensities and population density. Socio-
demographic data and roadway network data such as population, employment, income, car 
ownership, number of city/town jurisdiction road intersections and total city/town road length 
inside the TAZ are used to predict crash counts. The intention is for some of the variables to 
serve as surrogates for actual traffic counts which are generally not available for these roads. 
 
The remainder of the paper is organized as follows. The next section presents the methodology 
and the process of data collection. The third section describes the estimation of SPFs and the 
results. The final section discusses how to use the estimated SPFs as a network screening tool. 
3.3 METHODOLOGY AND DATA PREPARATION 
Our procedure for the estimation of TAZ level SPFs for city and town roads requires four types 
of data at the TAZ level: roadway network shape features, demographic records, geographic/land 
cover features and crash records. We chose to use the TAZ structure defined by CT DOT for 
statewide planning purposes to take advantage of the extensive array of demographic data 
available by TAZ. Below is a brief description of the required data and data sources. 
3.3.1 ROADWAY NETWORK SHAPE FEATURES 
The number of intersections and the total length of roadways under city or town jurisdiction were 
extracted from the 2010 Census TIGER/LINE files for Connecticut (30). The original 
TIGER/LINE files contained correction of errors, such as typos for roadway name and 
discrepancies in the network representation of some road links. The number of intersections and 
the total length of roadways under city or town jurisdiction were calculated for each TAZ. 
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Details about our procedures for calculating the number of intersections and the total length of 
roadways are provided in the Appendix to the project final report (31). 
3.3.2 TAZ LEVEL DEMOGRAPHIC RECORDS 
TAZ level demographic records were collected from the Census Transportation Planning 
Package Database (32). They include population, retail and non-retail employment, households, 
vehicles and average household income summarized by TAZ and used as the independent 
variables in safety performance functions. In the 2010 census, 1806 TAZs were defined for the 
State of Connecticut. Two of these TAZs were apparently defined to represent special generators 
and have no population or employment, so they were eliminated from the analysis. The 
remaining 1804 TAZs were used to estimate the SPFs. 
3.3.3 TAZ LEVEL GEOGRAPHIC/LAND COVER FEATURES 
Land-cover information was collected from the 2011 NLCD (National Land Cover Database) 
(33). We calculated the proportion of land area in three developed land-use categories – low, 
medium and high intensity development – as defined by USGS (33). All developed areas contain 
a mixture of vegetation and impervious surfaces (e.g., buildings, roadways), where development 
intensity reflects differences in the relative proportions of these cover types. The classification 
system employed by the 2011 NLCD defines low intensity areas as having 20%-49% impervious 
cover, medium intensity areas as having 50%-79% impervious cover, and high intensity areas as 
having greater than 80% impervious cover (33). These values along with the population density 
were used to categorize the TAZs into homogeneous groups using K-means clustering analysis 
(discussed in the next section). Originally we used only the land cover intensities, but we found 
that adding the population density helped to correct aberrant cluster assignments for unique 
development sites (e.g., airports). 
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3.3.4 CRASH RECORDS AND INTEGRATION OF CRASH TO TAZ 
Intersection and segment crash records were collected from the Connecticut Crash Data 
Repository (34). We gathered counts of K (fatal injury), A (incapacitating injury) and B (non-
incapacitating injury) intersection and segment crashes occurring on roads under city and town 
jurisdiction in Connecticut from 2010 to 2012. Crashes at intersections with one or more 
approaches maintained by the State were not included. As requested by the Technical Advisory 
Committee for the project, we excluded property damage only PDO (O) and minor injury (C) 
crashes because they lead to less serious consequences and are also subject to underreporting 
(PDO's in particular). Also, cities and towns were not required to report PDO crashes in 2011, so 
the dataset would have been incomplete if we included them. In total, 5403 intersection crashes 
and 5502 segment crashes were extracted. 
 
Intersection and segment crashes were assigned to TAZs based on their locations. If the crash 
was located on the boundary of more than one TAZ, it was evenly assigned between the two 
TAZs on both sides of the road where the crash occurred in the case of a segment crash. For an 
intersection crash on the intersection of several TAZs, it was equally assigned among all TAZs 
that touch the intersection (an intersection crash would be evenly assigned among four TAZs for 
a four-way intersection that forms the corner of four TAZs). Details about our procedures for 
assigning crashes are provided in the Appendix to the project final report (31). 
3.3.5 CLUSTERING OF TAZs 
Clustering analysis seeks to maximize the similarity of contents within the same cluster and the 
dissimilarity of elements between clusters (35). K-means clustering analysis (35, 36, 37) is a 
traditional distance-based technique which has a limitation that a distance measured objective 
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function is required to be pre-determined. The second issue of this methodology is that it requires 
large memory demands especially for a large dataset (35). To account for these issues, the latent 
class clustering (LCC) analysis or finite mixture model (FMM) was applied by numerous studies, 
as it doesn’t require selecting a distance measure. However, LCC is a model-based technology 
which is not appropriate for our data, as there is no dependent variable in our clustering process. 
Therefore, considering the simplicity and data structure, K-means clustering analysis with the 
Euclidean distance measured objective function (38) was selected to categorize the TAZs into 
homogeneous groups using the three land cover intensities and the population density. Different 
numbers of clusters were respectively tested, and the Calinski and Harabase pseudo-F index (39) 
was used to select the final number of clusters. The larger the Calinski and Harabase pseudo-F 
index, the more accurate is the clustering analysis. 
 
The optimum number of clusters was found to be six. Figure 3.1(a) shows the distributions of the 
three land-use intensities and the population density among the six clusters. The overall land-use 
intensity and the population density decrease from cluster 1 to cluster 6. The number of TAZs 
assigned into cluster 1 through cluster 6 is 80, 161, 270, 284, 382 and 627, respectively. Figure 
3.1(b) shows the distribution of the six clusters across the state. Note that two TAZs with legend 
0 in the western and southeastern areas were eliminated in estimating the safety performance 
functions, as these two TAZs have no population. Cluster 1 has the lowest number of TAZs, and 
is the most urbanized in nature, and cluster 6 is the most common cluster type and is the most 
rural in nature. Clusters 2 through 5 represent areas with decreasing levels of urbanization. The 
areas with higher land-use intensities (those with the darkest shading and colors on the map) are 
mainly located in the central and southern parts of the state. 
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(a) land-use intensities and population density distributions                   (b) cluster distribution over Connecticut 
by cluster 
FIGURE 3.1 Clustering Results and Cluster Distribution 
 
FIGURE 3.2 Distributions of KAB Crashes by Cluster 
0
2
0
4
0
6
0
8
0
1 2 3 4 5 6
Intensity_High Intensity_Med
Intensity_Low Pop_Den
0
1
0
2
0
3
0
4
0
1 2 3 4 5 6
Intersection Crashes Segment Crashes
T
h
e
 N
u
m
b
e
r 
o
f 
K
A
B
 C
ra
s
h
e
s
P
er
ce
n
ta
ge
 (
%
)
(the boxplot from left to right under each cluster is related to intersection crashes and segment crashes) 
 
 48 
 
Figure 3.2 illustrates the distribution of KAB crashes by cluster. Comparing the two types of 
crashes, there are substantially more intersection crashes than segment crashes in clusters 1, 2 
and 3, but fewer intersection crashes than segment crashes in clusters 5 and 6. The two types of 
crashes have nearly the same distributions in cluster 4. Figure 3 and Figure 4 display the 
distributions of the number of intersections, city or town roadway mileage and demographic 
variables by cluster. The number of intersections increases from cluster 1 to cluster 5, and then 
decreases to cluster 6. The roadway mileage increases consistently from cluster 1 to cluster 6. 
The average household income slightly increases from cluster 1 to cluster 6. Cluster 1 has the 
highest average numbers for both retail and non-retail employment, and cluster 6 has the lowest 
numbers. One important finding is that the distribution patterns are similar among population 
(Figure 3.3(c)), households (Figure 3.3(d)) and vehicles (Figure 3.4(a)). This is caused by the 
high correlation among these three factors, which was also verified by a correlation test. The 
selection and application of these three correlated variables is discussed under SPF development. 
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FIGURE 3.3 Distributions of Independent Variables by Cluster 
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FIGURE 3.4 Distributions of Independent Variables by Cluster (Continued) 
3.3.6 STATISTICAL METHODOLOGY 
Safety performance functions were estimated to predict the number of city and town road 
intersection and segment crashes in each TAZ. The number of crashes is estimated by count 
regression models, such as the Poisson regression model, formulated as (40): 
𝑃𝑟𝑜𝑏[𝑦𝑖|𝜇𝑖] =
𝑒𝑥𝑝(−𝜇𝑖)𝜇𝑖
𝑦𝑖
𝑦𝑖!
                                                                                                                        (3-1) 
where 𝑃𝑟𝑜𝑏[𝑦𝑖|𝜇𝑖] is the probability of y crashes occurring at TAZ i and 𝜇𝑖  is the expected 
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and roadway characteristics of a TAZ i, and a vector of estimable coefficients β, the 𝜇𝑖 can be 
estimated by the equation: 
𝑙𝑛(𝜇𝑖) = 𝜷𝑿𝒊                                                                                                                               (3-2) 
The limitation of the Poisson model is that the variance of the data is constrained to be equal to 
the mean, i.e.: 
𝑉𝑎𝑟(𝑦𝑖) = 𝐸(𝑦𝑖) = 𝜇𝑖                                                                                                                (3-3) 
This constraint might be questionable as the variance of crash data is usually greater than the 
mean, which is known as over-dispersion (40). The negative binomial regression model 
addresses this issue, which is derived by rewriting Equation (3-2) such that: 
𝜇𝑖 = 𝑒𝑥𝑝(𝜷𝑿𝒊 + 𝜀𝑖)                                                                                                                    (3-4) 
where 𝑒𝑥𝑝(𝜀𝑖)  is an error term assumed to follow a gamma distribution with mean 1 and 
variance 𝜎2. The distribution of the negative binomial model has the form (40):     
𝑃𝑟𝑜𝑏[𝑦𝑖|𝜇𝑖] =
Γ[(
1
𝜎
)+𝑦𝑖]
Γ(
1
𝜎
)𝑦𝑖!
[
1
𝜎
(
1
𝜎
)+𝜇𝑖
]
1
𝜎
[
𝜇𝑖
(
1
𝜎
)+𝜇𝑖
]
𝜇𝑖
                                                                                       (3-5) 
where Γ is a gamma function; the variance of the negative binomial model can be written as 
follows: 
𝑉𝑎𝑟(𝑦𝑖) = 𝜇𝑖(1 + 𝜎𝜇𝑖) = 𝜇𝑖 + 𝜎𝜇𝑖
2                                                                                         (3-6) 
We define the function for the predicted intersection crashes at TAZ i as follows: 
𝜇𝑖𝑛𝑡,𝑖 = 𝑌𝐼𝑖
𝛽𝐼𝑒𝑥𝑝(𝛽0 + 𝛽𝑃𝑃𝑖 + 𝛽𝑅𝑅𝑖 + 𝛽𝑁𝑁𝑖 + 𝛽𝑉𝑉𝑖 + 𝛽𝐶𝐶𝑖 + 𝛽𝐻𝐻𝑖)                                      (3-7) 
Where 
𝜇𝑖𝑛𝑡,𝑖 = predicted intersection crashes in TAZ i 
𝑌 = the number of years in the time period 
𝐼𝑖 = the number of intersections in TAZ i 
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𝑃𝑖 = the population of TAZ i 
𝑅𝑖 
𝑁𝑖 
= 
= 
the total retail employment of TAZ i 
the total non-retail employment of TAZ i 
𝑉𝑖 = the number of vehicles in TAZ i 
𝐶𝒊 = the average income in TAZ i 
𝐻𝒊 = the number of households in TAZ i 
𝛽𝑠 = the estimated parameters 
We define the function for the predicted segment crashes at TAZ i as follows:                    
𝜇𝑠𝑒𝑔,𝑖 = 𝑌𝐿𝑖
𝛽𝐿𝑒𝑥𝑝(𝛽0 + 𝛽𝑃𝑃𝑖 + 𝛽𝑅𝑅𝑖 + 𝛽𝑁𝑁𝑖 + 𝛽𝑉𝑉𝑖 + 𝛽𝐶𝐶𝑖 + 𝛽𝐻𝐻𝑖)                                    (3-8) 
Where 
𝜇𝑠𝑒𝑔,𝑖 = predicted segment crashes in TAZ i 
𝐿𝑖 = the mileage of roadways under local jurisdiction in TAZ i 
and the remaining variables are as defined above. 
3.4 VARIABLE SELECTION AND SPF RESULTS 
The SPFs were estimated at the TAZ level for each cluster type. One statewide SPF using the 
aggregate data (i.e., for all TAZ’s without splitting by cluster) was also estimated for comparison 
purposes. When estimating each function, the observations by TAZ were randomly divided into 
two parts: one part including ninety percent of the observations was used to estimate the function; 
and the other part including the remaining ten percent of the observations was used to evaluate 
the prediction performance of the function. Three functions, each using one of the correlated 
independent variables at a time (population, number of households and number of vehicles), 
were estimated for both intersection and segment crashes. We checked for correlation among the 
variables included in each model; no significant correlation was found. These three functions 
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were compared according to the model goodness-of-fit (Akaike Information Criterion-AIC and 
Bayesian Information Criterion-BIC) to determine which one performed best for each cluster and 
for the statewide database. The number of crashes was predicted using both estimation and 
prediction datasets for the entire state using the cluster-based functions and the statewide 
function to test the efficacy of each approach. Function performance for each cluster and the 
statewide database was compared using two measures of effectiveness (MOEs), Mean Absolute 
Deviation (MAD) and Mean Squared Predictor Error (MSPE), proposed by Oh et al. (41). These 
criteria are calculated as: 
𝐴𝐼𝐶 = 2𝐾 − 2 𝑙𝑛(𝐿𝐿)                                                                                                                (3-9) 
𝐵𝐼𝐶 = 𝐾 ∗ 𝑙𝑛(𝑁) − 2𝑙𝑛 (𝐿𝐿)              (3-10) 
𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝑀𝐴𝐷) =
1
𝑁
∑ |𝑦?̂? − 𝑦𝑖|                                                                  
𝑁
𝑖=1 (3-11) 
𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟 𝐸𝑟𝑟𝑜𝑟 (𝑀𝑆𝑃𝐸) =
1
𝑁
∑ (𝑦?̂? − 𝑦𝑖)
2𝑁
𝑖=1                                                  (3-12) 
Where 
 
The smaller the AIC, BIC, MAD or MSPE value, the better is the function performance. Table 
3.1 shows the goodness-of-fit of the cluster based SPFs and Statewide SPFs including one of the 
correlated variables at a time. Due to the poorer performance of the function using the number of 
vehicles, only the functions including population or the number of households are presented here. 
For the statewide SPF, both intersection and segment SPFs have lower AIC and BIC values 
𝐾 = the number of estimated parameters 
𝐿𝐿 = the maximized value of model likelihood function 
𝑁 = the number of observations 
𝑦?̂?  = the predicted number of crashes at TAZ i 
𝑦𝑖 = the observed number of crashes at TAZ i 
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using population than using households. For the intersection SPF, the function for clusters 2, 3 
and 4 have a lower AIC or BIC value using population as an independent variable than that using 
the number of households, while the reverse is observed for clusters 1, 5 and 6. The segment 
SPFs for all clusters have lower AIC and BIC values using population than using households. 
TABLE 3.1 Goodness-of-fit of the Cluster Based and Statewide SPFs 
Cluster SPF 
Intersection SPF Segment SPF 
Population Households Population Households 
AIC BIC AIC BIC AIC BIC AIC BIC 
1 432 448 428 444 330 346 334 350 
2 887 908 896 917 692 713 718 739 
3 1,231 1,256 1,246 1,271 1,081 1,105 1,109 1,134 
4 1,110 1,135 1,120 1,145 1,051 1,075 1,063 1,088 
5 1,220 1,247 1,219 1,246 1,475 1,502 1,489 1,516 
6 1,247 1,278 1,246 1,277 2,120 2,151 2,125 2,155 
Statewide SPF 6,935 6,972 6,977 7,015 6,826 6,863 6,970 7,008 
 
Table 3.2 displays the SPF prediction performance for the statewide and cluster-based functions 
using both estimation data and prediction data. The cluster-based SPFs using either population or 
households outperform the statewide SPF in crash prediction, as they have a lower MAD or 
MSPE value for both estimation data and prediction data. This is to be expected, as it has the 
possibility of accounting for heterogeneity related to land cover intensity. Furthermore, the 
cluster-based SPFs with population slightly outperform the SPFs with the number of households. 
Additionally, it seems that the SPF performance using the prediction data is even better than that 
 55 
 
using the estimation data. This may be due to the smaller size of the prediction data set, but it 
also demonstrates that there is no over-fitting to the estimation data, and that the functions are 
transferable within Connecticut. Therefore, considering all of these MOEs (model fit and 
prediction), the cluster-based SPFs with population were selected. 
TABLE 3.2 SPF Prediction Performance 
MOEs Statewide 
SPF 
(Population) 
Statewide 
SPF 
(Households) 
Cluster-based 
SPF 
(Population) 
Cluster-based 
SPF 
(Households) 
Intersection SPF 
MAD Estimation 2.65 2.72 1.95 1.95 
MAD Prediction 2.65 2.74 1.62 1.75 
MSPE Estimation 18.25 20.72 11.14 11.29 
MSPE Prediction 13.29 14.95 6.41 7.50 
Segment SPF 
MAD Estimation 2.00 2.01 1.77 1.87 
MAD Prediction 1.52 1.58 1.30 1.47 
MSPE Estimation 8.28 9.13 7.55 7.62 
MSPE Prediction 4.00 4.48 3.51 3.74 
 
Table 3.3 shows the coefficient estimates for the intersection SPFs using population as a 
predictor. Coefficients for all other models are omitted here for brevity; they may be found in the 
Appendix to the Final Report (31). The first row in each table cell is the coefficient, the second 
row is the p-significance, and coefficients shown in bold are statistically significant with 95% 
confidence. With respect to the six cluster-based functions, the number of intersections (exposure 
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surrogate for intersection SPFs) was not statistically significant in the cluster 2, 3 and 4 functions. 
The effect of total population on number of intersection crashes is shown to be positive in all 
functions (as expected), except for clusters 5 and 6, in which it was not statistically significant. 
The amount of retail employment is positively associated with the number of intersection crashes 
in the functions for cluster 4, 5 and 6. The amount of non-retail employment is positively 
associated with the number of intersection crashes for cluster 1, 2 and 6. The number of 
intersection crashes decreases with the increase of average household income in the first five 
cluster functions, but increases in the cluster 6 function.
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TABLE 3.3 Coefficient Estimates for KAB Intersection Crashes 
Variables Coefficient Estimates by Cluster  
1 2 3 4 5 6 
Intercept -1.275 0.270 -0.150 -0.984 -2.688 -4.908 
(0.001) (0.487) (0.717) (0.044) (0.000) (0.000) 
Log (number of intersections) 0.682 0.170 0.078 0.040 0.606 0.844 
(0.000) (0.225) (0.587) (0.810) (0.000) (0.000) 
Population (*1000) 0.161 0.282 0.360 0.372 0.054 0.129 
(0.014) (0.000) (0.000) (0.000) (0.368) (0.145) 
Retail employment (*1000) 0.196 -0.295 -0.221 0.462 0.845 0.992 
(0.530) (0.451) (0.261) (0.045) (0.000) (0.000) 
Non-retail employment (*1000) 0.090 0.182 0.121 -0.003 -0.064 0.174 
(0.003) (0.000) (0.072) (0.966) (0.195) (0.008) 
Average household income 
(*1000) 
-0.005 -0.013 -0.010 -0.002 -0.003 0.002 
(0.067) (0.000) (0.000) (0.240) (0.009) (0.001) 
Overdispersion 0.258 0.280 0.422 0.616 0.357 0.227 
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
Deviance/DF 1.090 1.001 0.899 0.832 0.874 0.802 
Notes: first row is the coefficient, second row is the p-significance, and bold coefficients are 
statistically significant at 5% level of significance. 
 
Table 3.4 shows the coefficient estimates for the segment SPFs. Similar to the intersection SPFs, 
the association between the exposure surrogate, i.e. city or town roadway length, and the number 
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of segment crashes is positive in all six functions, but is only statistically significant in clusters 1, 
5 and 6. The coefficient for population is positive and significant in all six cluster-based 
functions. The retail employment is statistically significant in clusters 3, 4 and 5, and the non-
retail employment is statistically significant in clusters 1, 2 and 3. The number of segment 
crashes decreases with the increase of average household income in the first five cluster 
functions, but increases in cluster 6 function, which is consistent with the intersection SPFs.
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TABLE 3.4 Coefficient Estimates for KAB Segment Crashes 
Variables Coefficient Estimates by Cluster  
1 2 3 4 5 6 
Intercept -3.648 -1.769 -1.300 -1.621 -5.429 -5.946 
(0.008) (0.213) (0.305) (0.265) (0.000) (0.000) 
Log (roadway length in miles) 0.403 0.248 0.160 0.100 0.539 0.504 
(0.020) (0.161) (0.297) (0.552) (0.000) (0.000) 
Population (*1000) 0.166 0.188 0.239 0.311 0.165 0.301 
(0.030) (0.001) (0.000) (0.000) (0.005) (0.000) 
Retail employment (*1000) 0.446 -0.442 0.256 0.587 0.477 0.376 
(0.185) (0.268) (0.039) (0.003) (0.003) (0.090) 
Non-retail employment (*1000) 0.066 0.100 0.126 0.001 -0.037 0.029 
(0.030) (0.044) (0.050) (0.533) (0.392) (0.697) 
Average household income 
(*1000) 
-0.003 -0.012 -0.012 -0.003 -0.002 0.001 
(0.327) (0.001) (0.000) (0.027) (0.009) (0.015) 
Overdispersion 0.263 0.178 0.264 0.338 0.381 0.175 
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
Deviance/DF 0.719 0.784 0.783 0.749 0.912 0.701 
Notes: first row is the coefficient, second row is the p-significance, and bold coefficients are 
statistically significant at 5% level of significance.  
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3.5 APPLICATIONS FOR NETWORK SCREENING 
To apply these models, we predicted the number of crashes using the cluster-based SPFs, and 
estimated the expected number of crashes if no countermeasure had been implemented in the 
future using the Empirical Bayes (EB) method as prescribed in the HSM (1) for all TAZs in the 
State. The EB method increases the precision of predictions for the future when only limited 
historical crash data are available, and it corrects for the regression-to-mean bias (42). Details 
about our procedures for applying the EB method and developing the network screening 
application tool are provided in the Appendix to the project final report (31). The resulting EB 
Expected Crash Counts are added to a GIS layer along with the other data for each TAZ. The 
resulting GIS layer can be used for reporting and manipulation within a GIS environment by 
road safety analysts in CTDOT (Connecticut Department of Transportation) and regional or local 
government to identify locations that have promise for implementing road safety interventions 
according to HSM procedures (1). 
3.6 CONCLUSIONS AND FUTURE RESEARCH 
This study demonstrates an alternative for predicting the number of crashes on city or town roads 
where the traffic volumes are not available. Both intersection SPFs and segment SPFs were 
estimated at the TAZ level. The TAZs were categorized into six clusters based on land cover 
intensities and population density using the K-means clustering approach. Cluster-based SPFs 
were estimated for predicting city and town road intersection and segment crash counts using, 
respectively, the number of city and town road intersections and the total city and town roadway 
length. Demographic variables such as population, retail and non-retail employment, total 
households, and average household income were used as covariates to predict the crash counts.  
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Due to the high correlation between population and the number of households, two cluster-based 
SPFs including either population or the number of households were estimated for both 
intersection and segment crashes. Additionally, an aggregate function using the entire dataset 
was also developed for comparison. Based on the goodness-of-fit (AIC and BIC values) and 
prediction performances (MAD and MSPE values), the cluster-based SPFs outperform the 
aggregate SPFs. The cluster-based SPFs with population perform better than those with the 
number of households for both intersection and segment crashes.  
 
Finally, the cluster-based SPFs were applied and adjusted using the EB method to produce 
expected annual crash counts for all TAZs in the State. It is anticipated that the example 
applications can help regional and municipal agencies identify areas of cities and towns with 
higher potential for safety improvements, and develop cost-effective countermeasures to improve 
safety for city and town roads.  
 
This study has demonstrated an initial exploration into developing TAZ level SPFs using 
demographic variables for city and town roads when the traffic volumes are not available, by 
clustering TAZs into different types to account for the data heterogeneity. These cluster based 
TAZ level SPFs can be used to predict the average annual intersection and segment crashes in a 
TAZ in the context of HSM analyses. They also might be used to help agencies evaluate 
alternative options for future roadway network and economic development, by identifying the 
effects of roadway geometric and socio-economic factors on crash counts. However, it is likely 
to be more difficult to transfer these models to other jurisdictions compared with facility level 
SPFs (e.g. roadway segment and intersection). These TAZ level SPFs are highly dependent upon 
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not only the clustering of the TAZs, but also the definitions of the TAZs themselves, as well as 
the character of land development. The relationship between these factors and crash occurrence 
is likely to vary much more from one place to another than would the relationship between road 
characteristics and traffic volume. As a consequence, attempts to calibrate these models to 
another State are not likely to be successful. To use the cluster based TAZ level SPFs, we 
recommend users to collect their own data and estimate their own SPFs. 
  
One significant challenge in conducting this study was to geo-locate crashes on city and town 
roads, as at the time of data collection the Connecticut crash data set included only route and 
milepost. Having geocoded crash records would substantially simplify the process. Other 
relevant variables that were not available when conducting this study (e.g. trip distance and trip 
duration for a TAZ) may also affect roadway safety, as crash counts are expected to increase 
with the increase of trip distance and duration in a TAZ. Future research could focus on 
collecting these variables at the TAZ level, and then estimate new SPFs to improve prediction 
accuracy.  
 
It is also noted that the observed, predicted and expected annual crash counts for many TAZs 
were quite small (less than 3). Because each TAZ contains dozens of road segments and 
intersections, this indicates that the annual crash counts at each individual segment or 
intersection would be so small as to preclude successful estimation of crash prediction models by 
segment or intersection. This data condition is further justification for using an area based 
approach for predicting crashes on city and town roads. 
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4 MULTIVARIATE POISSON LOGNORMAL MODELING OF 
CRASHES BY TYPE AND SEVERITY ON RURAL TWO LANE 
HIGHWAYS 
4.1 INTRODUCTION AND MOTIVATION 
In the United States, improving roadway safety is a high priority of the transportation agencies at 
the federal, state and local levels, and motor vehicle crashes bring one of the largest economic 
and societal losses (1). According the National Highway Traffic Safety Administration (NHTSA) 
(1), there were 32,675 people killed in motor vehicle crashes in 2014, and the total economic 
losses are up to $836 billion. Given the importance of roadway safety and the substantial 
economic losses caused by motor vehicle crashes, there has been increasing interest in 
developing crash prediction models to estimate motor vehicle crash counts, identify crash 
contributing factors, and implement effective safety strategies and countermeasures to improve 
traffic safety.  
 
In the current Highway Safety Manual (2), crash counts are estimated in total, even though the 
crash patterns may vary by crash type and by crash severity. To account for crash frequency 
variations among crash types, some studies estimated crash counts separately and independently 
by crash type (3-10). Similarly, in order to accommodate crash frequency variations among crash 
severities, crash prediction models have been considered by severity level (11-17). The Poisson 
regression model is widely used in crash prediction research. The limitation of the Poisson model 
is that the variance of the data is constrained to be equal to the mean. This constraint might be 
questionable as the variance of crash data is usually greater than the mean, which is known as 
over-dispersion (18). To address the over-dispersion issue, the Univariate Poisson (UP) 
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regression and Negative Binomial (NB) regression models are two commonly used approaches 
to predict the total crash counts or crash counts by crash type or severity. However, all of these 
models assume crash counts by crash type or severity to be independent. When crash type or 
severity counts are considered simultaneously, modeling them independently might be 
questionable, because the crash counts among different crash types or severities may be 
correlated, due to the presence of shared unobserved factors across crash types or severities for a 
specific roadway intersection or segment. Neglecting their correlations might lead to biased 
variance estimation, and reduce model accuracy (19, 20). 
 
In recent years, the Multivariate Poisson (MVP) regression model has been increasingly used to 
estimate crash counts simultaneously by severity level, as the MVP model is able to account for 
potential correlation between crashes among different crash severities. Ma and Kockelman (21) 
applied a MVP model to estimate crash counts by severity level. They found the crash counts are 
significantly correlated at different levels of injury severity. However, the MVP model cannot 
account for the overdispersion issue that is usually observed in crash data. Then the Multivariate 
Poisson Lognormal (MVPLN) model (22) has been applied over the MVP model to 
accommodate the overdispersion issue in crash severity estimation (19, 23).  
 
The Bayesian framework using Markov Chain Monte Carlo (MCMC) simulation method for 
MVPLN model is one of the most popular alternatives to simultaneously estimate crash counts 
by severity level (19, 24, 25). All of these studies indicated that there is a significant correlation 
across different crash severity counts. Only a few studies that implement the MVPLN model 
have been conducted in estimating crash counts by crash type. Lee et al. (26) used a MVPLN 
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model to simultaneously estimate crash counts for motor vehicle crashes, bicycle crashes and 
pedestrian crashes by traffic analysis zone (TAZ) level in central Florida. The study illustrated 
that the MVPLN model outperforms the univariate model, and there is a significant correlation 
across the three crash type counts. Serhiyenko et al. (20) used a MVPLN model to estimate 
freeway crashes by crash type in Connecticut. They verified that the crash counts are correlated 
among different crash types. 
 
Although these MVPLN models can account for both the overdispersion of crash data and 
correlation among crash types or crash severities, all of these approaches are computationally 
challenging and time consuming, especially for large data sets with a dependent variable 
containing many categories (27). In order to improve the computational time, instead of the 
MCMC simulation method, Serhiyenko et al. (20) developed an Integrated Nested Laplace 
Approximation (INLA) Bayesian approach (28) to jointly estimate freeway crashes by crash type 
in Connecticut. They verified that the INLA approach can significantly reduce the model running 
time compared with the MCMC approach.  
 
Overall, to overcome the computational complexity in the current MVPLN models in estimating 
crash counts by crash severity, and the shortage of research in simultaneously estimating crash 
counts by crash type and severity, this paper presents MVPLN models using the INLA Bayesian 
framework to simultaneously estimate crash counts by both crash type and crash severity, using 
the crash data collected from rural two-lane highways in the USA states of Minnesota and 
Washington. Furthermore, Negative Binomial (NB) models and Univariate Poisson Lognormal 
(UPLN) models were respectively estimated to compare with the MVPLN models. 
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This paper contributes to the exploration of statistical methodologies in predicting crashes by 
offering a more accurate model with correct variance estimation for the parameters, and 
identifies the contributing factors on motor vehicle crashes in the context of current HSM 
analyses to improve traffic safety. The rest of the paper is organized as follows. Section two 
presents the framework and estimation approaches for MVPLN, UPLN and NB models. The 
third section describes the data and the fourth section presents the coefficient estimates for the 
models. The comparisons of model prediction are described in the fifth section, and concluding 
remarks are presented in section six. 
4.2 METHODOLOGIES 
4.2.1 FRAMEWORK AND ESTIMATION FOR MVPLN MODEL 
Let 𝑦𝑖 = (𝑌1𝑖, 𝑌2𝑖 … , 𝑌𝐽𝑖)
′
for 𝑖 = 1, 2, … , 𝑛 be a J-dimensional response vector (which represents 
J crash types or crash severities) of crash counts across all n intersections/segments on rural two-
lane highways. In the MVPLN model, we assume these crash type counts or crash severity 
counts are correlated, and they are modeled simultaneously with the estimation approach as 
follows (20). 
𝑌𝑗𝑖|𝜆𝑗𝑖~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜆𝑗𝑖)                                                              (4-1) 
where 𝑗 = 1, 2, … , 𝐽 and 𝑖 = 1, 2, … , 𝑛 and 𝜆𝑗𝑖 represents the mean of the Poisson distribution, 
which is assumed to be random and can be estimated as: 
𝑙𝑛(𝜆𝑗𝑖) = 𝛺 + 𝒛
′
𝑗𝑖𝜷𝑗 + 𝛾𝑗𝑖                                                           (4-2) 
where 𝛺 is an offset which represents log exposure for total observation days in the data set for 
intersection models (i.e. in this study, the offset for 3ST, 4ST intersections = log(365*7)=7.85, 
the offset for 4SG intersections = log(365*6)=7.69), and total observation days times segment 
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length for segment models (i.e. offset for segments = log(365*5*segment length)). 𝒛𝑗𝑖 represents 
a vector of covariates, and 𝜷𝑗 is a vector of coefficients to be estimated. 𝛾𝑗𝑖 is a random effect. 
We assume 𝜸𝑖 = (𝛾1𝑖, 𝛾2𝑖 … , 𝛾𝐽𝑖)
′
 represents a vector of random effects at intersection/segment i, 
and it follows a J-dimensional normal distribution, i.e.,   
𝜸𝑖~𝑁𝑜𝑟𝑚𝑎𝑙(𝟎, 𝚺)                                                            (4-3) 
where 0 is a J-dimensional zero vector, and 𝚺 is a J *J variance-covariance matrix. Let 
𝚺=(𝜎𝑟𝑠)1≤𝑟≤𝑠≤𝐽, and the expectation, variance and covariance for the multivariate crash counts 
by crash type or severity r and s can be written as (22, 29): 
𝐸[𝑌𝑗𝑖] = 𝑒𝑥𝑝 (𝛺 + 𝒛
′
𝑗𝑖𝜷𝑗)𝑒𝑥𝑝(
𝜎𝑗𝑗
2
)                              (4-4) 
𝑉𝑎𝑟[𝑌𝑗𝑖] = 𝑒𝑥 𝑝(𝑜𝑓𝑓𝑠𝑒𝑡 + 𝒛
′
𝑗𝑖𝜷𝑗) 𝑒𝑥𝑝 (
𝜎𝑗𝑗
2
) + 𝑒𝑥 𝑝(2(𝑜𝑓𝑓𝑠𝑒𝑡 + 𝒛′𝑗𝑖𝜷𝑗) (𝑒𝑥𝑝
2(𝜎𝑗𝑗) −
𝑒𝑥𝑝 (𝜎𝑗𝑗))                 (4-5) 
𝐶𝑜𝑣[𝑌𝑟𝑖, 𝑌𝑠𝑖] = 𝑒𝑥𝑝(𝑜𝑓𝑓𝑠𝑒𝑡 + 𝒛
′
𝑗𝑖𝜷𝑗)𝑒𝑥𝑝(
𝜎𝑟𝑟
2
)𝑒𝑥𝑝(
𝜎𝑠𝑠
2
)(exp(𝜎𝑟𝑠) − 1)             (4-6) 
Overdispersion can be accommodated by the MVPLN model, because from equations (4-4) and 
(4-5), we see that 𝑉𝑎𝑟[𝑌𝑗𝑖] > 𝐸[𝑌𝑗𝑖] since the diagonal element of 𝚺, i.e. 𝜎𝑗𝑗 > 0. Furthermore, 
the MVPLN model can also account for the dependence among the components of response 
vector through equation (4-6), which represents the dependence among crash type counts or 
crash severity counts. 𝜎𝑟𝑠 is the off-diagonal element of the variance-covariance matrix 𝚺, which 
determines whether the dependence between the r
th
 and s
th
 components of the response vector is 
positive or negative, and can be written as follows, 
𝜎𝑟𝑠 = 𝜌𝑟𝑠√𝜎𝑠𝑠 ∗ 𝜎𝑟𝑟                      (4-7) 
where 𝜎𝑠𝑠 and 𝜎𝑟𝑟 are diagonal elements of the variance-covariance matrix 𝚺, and 𝜌𝑟𝑠 represents 
a correlation coefficient between -1 and 1 that will be estimated. 
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Given the functions above, the marginal distribution of the observed crash counts 𝒚𝑖 can be 
derived as: 
𝑔(𝒚𝑖|𝒛
′
𝑗𝑖𝜷𝑗, 𝚺) = ∫ … ∫ 𝑓𝑁𝑜𝑟𝑚𝑎𝑙,𝐽(𝜸𝑖|𝟎, 𝚺) ∏ 𝑓𝑃𝑜𝑖𝑠𝑠𝑜𝑛(
𝐽
𝑗=1 𝑦𝑖𝑗|𝛾𝑗𝑖, 𝒛
′
𝑗𝑖𝜷𝑗)𝑑𝜸𝑖                 (4-8) 
where 𝑓𝑁𝑜𝑟𝑚𝑎𝑙,𝐽 is a J-dimensional normal probability density function, and 𝑓𝑃𝑜𝑖𝑠𝑠𝑜𝑛 is a Poisson 
probability function. The marginal distribution of the observed crash counts 𝒚𝑖 cannot be directly 
derived, as there is no closed algebraic solution to the J-dimensional integral (20). As described 
earlier, the Markov Chain Monte Carlo (MCMC) simulation approach is usually used to carry 
out fully Bayesian inference on the model coefficients. However, the MCMC simulation method 
is computationally challenging and time consuming, especially for big data sets with a high 
dimensional dependent variable (27). Therefore, a faster Bayesian inference approach is required, 
and the Integrated Nested Laplace Approximation (INLA) approach proposed by Rue et al. (28) 
and the R-INLA package (30) are applied. A detailed discussion of the INLA Bayesian approach 
is available in Rue et al. (28) and Serhiyenko et al. (20). 
4.2.2 FRAMEWORK AND ESTIMATION FOR THE UPLN MODEL 
The Univariate Poisson Lognormal (UPLN) model can be derived when the dependence between 
crash counts are ignored (20). Let 𝑌𝑗𝑖for 𝑖 = 1, 2, … , 𝑛 and 𝑗 = 1, 2, … , 𝐽 represent the J-
dimensional independent crash type or crash severity counts, at each intersection or segment i. 
Equations (4-1) and (4-2) still hold for the UPLN model, except that in equation (4-2), we 
assume that 𝛾𝑗𝑖 are independent for j=1,…, J, and  
𝛾𝑗𝑖~𝑁𝑜𝑟𝑚𝑎𝑙(0, 𝜏𝑗
2)                                                               (4-9)   
Therefore, the mean and variance of each crash count by crash type or crash severity can be 
respectively written as: 
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𝐸[𝑌𝑗𝑖] = 𝑒𝑥𝑝 (𝛺 + 𝒛
′
𝑗𝑖𝜷𝑗)𝑒𝑥𝑝(
𝜏𝑗
2
2
)                                                     (4-10) 
𝑉𝑎𝑟[𝑌𝑗𝑖] = 𝑒𝑥 𝑝(𝑜𝑓𝑓𝑠𝑒𝑡 + 𝒛
′
𝑗𝑖𝜷𝑗) 𝑒𝑥𝑝 (
𝜏𝑗
2
2
) + 𝑒𝑥 𝑝(2(𝑜𝑓𝑓𝑠𝑒𝑡 + 𝒛′𝑗𝑖𝜷𝑗) (𝑒𝑥𝑝
2(𝜏𝑗
2) −
𝑒𝑥𝑝 (𝜏𝑗
2))               (4-11) 
The overdispersion can still be accommodated by the UPLN model, because it is illustrated in 
equation (4-10) and (11), 𝑉𝑎𝑟[𝑌𝑗𝑖] > 𝐸[𝑌𝑗𝑖] since 𝜏𝑗
2 > 0. However, there is no covariance term 
included in the model structure, therefore, the response variable which represents crash counts by 
crash type or severity in the UPLN model is assumed to be independent. Similar to the MVPLN 
model, the marginal distribution of the observed crash counts 𝒚𝑖 in the UPLN model can be 
derived as: 
𝑔(𝒚𝑖|𝒛
′
𝑗𝑖𝜷𝑗, 𝚺) = ∫ … ∫ 𝑓𝑁𝑜𝑟𝑚𝑎𝑙 (𝜸𝑖|𝟎, 𝚺) ∏ 𝑓𝑃𝑜𝑖𝑠𝑠𝑜𝑛(
𝐽
𝑗=1 𝑦𝑖𝑗|𝛾𝑗𝑖, 𝒛
′
𝑗𝑖𝜷𝑗)𝑑𝜸𝑖                (4-12) 
The functions and parameters are same as equation (4-8). The INLA Bayesian approach is used 
to estimate parameters in the UPLN model, and a detailed discussion is available in Rue et al. 
(28) and Serhiyenko et al. (20).  
4.2.3 FRAMEWORK AND ESTIMATION FOR NB Model 
The equation for the Negative Binomial (NB) model can be written as (18): 
𝑌𝑗𝑖|𝜆𝑗𝑖, 𝜃𝑗~𝑁𝐵(𝜆𝑗𝑖, 𝜃𝑗)                                                                (4-13) 
where 𝜆𝑗𝑖 is the mean and 𝜃𝑗(𝜃𝑗 > 0) is the overdispersion factor for the NB model. The mean 
can be written as: 
𝐸[𝑌𝑗𝑖] = 𝑙𝑛(𝜆𝑗𝑖) = 𝑜𝑓𝑓𝑠𝑒𝑡 + 𝒛
′
𝑗𝑖𝜷𝑗               (4-14) 
the offset, 𝒛′𝑗𝑖  and 𝜷𝑗 defined in equation (4-2), and the variance can be written as: 
𝑉𝑎𝑟[𝑌𝑗𝑖] = 𝜆𝑗𝑖(1 + 𝜃𝑗𝜆𝑗𝑖) = 𝜆𝑗𝑖 + 𝜃𝑗𝜆𝑗𝑖
2
                                              (4-15) 
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the overdispersion can be accommodated by the NB model, because 𝑉𝑎𝑟[𝑌𝑗𝑖] > 𝐸[𝑌𝑗𝑖] since 
𝜃𝑗 > 0. The maximum likelihood estimation approach and R package (30) are used to estimate 
the NB parameters. 
4.3 DATA PREPARATION AND ANALYSES 
In this study, crash data for rural two-lane highways collected from the Highway Safety 
Information System (HSIS) was used. Considering the data availability, seven-year (2003-2009) 
crash data for three-way stop controlled (3ST) intersections (n=755 intersections), four-way stop 
controlled (4ST) intersections (n=1064 intersections), and six-year (2003-2008) crash data for 
four-way signalized (4SG) intersections (n=63 intersections) were respectively collected from 
the State of Minnesota. Five-year (2008-2012) crash data for rural two-lane segments (n=7583 
segments) was collected from the State of Washington. To obtain sufficient observations in each 
crash severity and crash type level, crash severity counts were aggregated into three categories 
(31, 32): 1) PDO (property damage only); 2) B+C which combines type B (possible injury) and 
type C (non-incapacitating injury) injuries, and 3) K+A which combines type K (fatal) and type 
A (incapacitating injury) injuries. Crash type counts were aggregated into four categories, based 
on the original travel direction of involved vehicles (4): 1) Same-direction crashes (SDC) which 
includes turning-same direction crashes, sideswipe-same direction crashes and rear-end crashes; 
2) Intersecting-direction crashes (IDC) which includes turning-intersecting crashes and angle 
crashes; 3) Opposite-direction crashes (ODC) which includes turning-opposite direction crashes, 
sideswipe-opposite direction crashes and head-on crashes, and 4) Single-vehicle crashes (SVC) 
which includes fixed object crashes, jackknife crashes, and run off the road crashes. Note that no 
IDC crashes are included in rural two-lane segment data, so only SDC, ODC and SVC crashes 
were estimated in crash type models for segments.   
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Annual Average Daily Traffic (AADT) for both major and minor roads, and three dummy 
variables, i.e. presence of lighting, presence of left-turn lane and presence of right-turn lane were 
respectively collected and used as predictors in the intersection models. AADT and three 
categorical variables, i.e. lane width, shoulder width and speed limit were used as predictors in 
segment models. Furthermore, to verify the model transferability, we also collected six-year 
(2008-2013) crash data for rural two-lane highways in the State of Connecticut from the 
Connecticut Crash Data Repository (33). These data include 385 3ST intersections, 61 4ST 
intersections, 102 4SG intersections and 200 segments and have the same variables as the HSIS 
data. The explanations and descriptive characteristics for the crash data are summarized in Table 
4.1 through Table 4.4.
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TABLE 4.1 Descriptive Characteristics of 3ST Intersection Data 
 
HSIS Data Connecticut Data 
Continuous Variables Min. Max. Mean Std. dev. Min. Max. Mean Std. dev. 
Same-direction Crashes 0.0 19.0 0.6 1.4 0.0 44.0 1.3 3.1 
Intersecting-direction Crashes 0.0 11.0 0.3 0.9 0.0 6.0 0.6 1.1 
Opposite-direction Crashes 0.0 7.0 0.4 0.8 0.0 5.0 0.3 0.7 
Single-vehicle Crashes 0.0 15.0 1.3 1.8 0.0 6.0 0.5 0.8 
PDO Crashes 0.0 22.0 1.6 2.5 0.0 40.0 1.8 3.2 
B+C Crashes 0.0 15.0 0.8 1.5 0.0 10.0 0.6 1.3 
K+A Crashes 0.0 2.0 0.1 0.3 0.0 2.0 0.1 0.2 
AADT-Major (*10
3
) 0.3 21.3 3.6 3.4 0.2 19.6 5.5 4.0 
AADT-Minor (*10
3
) 0.0 6.4 0.6 0.7 0.0 9.9 1.9 1.7 
Categorical Variables Levels Freq. % of Total Freq. % of Total 
Presence of Lighting 
0 611 80.9% 150 39.0% 
1 144 19.1% 235 61.0% 
Presence of Left-turn Lane 
0 569 75.4% 368 95.6% 
1 186 24.6% 17 4.4% 
Presence of Right-turn Lane 
0 382 50.6% 374 97.1% 
1 373 49.4% 11 2.9% 
 
TABLE 4.2 Descriptive Characteristics of 4ST Intersection Data 
 HSIS Data Connecticut Data 
Continuous Variables Min. Max. Mean Std. dev. Min. Max. Mean Std. dev. 
Same-direction Crashes 0.0 16.0 0.8 1.5 0.0 11.0 1.5 2.0 
Intersecting-direction Crashes 0.0 28.0 1.1 2.1 0.0 8.0 1.5 2.1 
Opposite-direction Crashes 0.0 5.0 0.4 0.8 0.0 3.0 0.4 0.7 
Single-vehicle Crashes 0.0 11.0 0.9 1.3 0.0 4.0 0.3 0.8 
PDO Crashes 0.0 23.0 2.0 2.6 0.0 10.0 2.6 2.8 
B+C Crashes 0.0 21.0 1.1 1.8 0.0 9.0 1.0 1.5 
K+A Crashes 0.0 4.0 0.1 0.4 0.0 2.0 0.1 0.4 
AADT-Major (*10
3
) 0.1 19.7 3.0 2.2 0.6 15.0 5.3 3.5 
AADT-Minor (*10
3
) 0.0 6.9 0.7 0.8 0.0 5.3 1.5 1.0 
Categorical Variables Levels Freq. % of Total Freq. % of Total 
Presence of Lighting 
0 822 77.3% 23 37.7% 
1 242 22.7% 38 62.3% 
Presence of Left-turn Lane 
0 1032 97.0% 57 93.4% 
1 32 3.0% 4 6.6% 
Presence of Right-turn Lane 
0 434 40.8% 60 98.4% 
1 630 59.2% 1 1.6% 
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TABLE 4.3 Descriptive Characteristics of 4SG Intersection Data 
 HSIS Data Connecticut Data 
Continuous Variables Min. Max. Mean Std. dev. Min. Max. Mean Std. dev. 
Same-direction Crashes 0.0 20.0 3.5 3.7 0.0 32.0 5.5 5.4 
Intersecting-direction Crashes 0.0 11.0 2.2 2.5 0.0 18.0 2.0 2.6 
Opposite-direction Crashes 0.0 12.0 1.4 2.0 0.0 13.0 1.7 2.2 
Single-vehicle Crashes 0.0 8.0 1.0 1.5 0.0 4.0 0.7 1.0 
PDO Crashes 0.0 28.0 6.0 5.7 0.0 30.0 7.2 6.4 
B+C Crashes 0.0 17.0 2.3 2.8 0.0 12.0 2.5 2.6 
K+A Crashes 0.0 1.0 0.1 0.4 0.0 2.0 0.2 0.5 
AADT-Major (*10
3
) 2.1 19.5 9.2 3.9 2.0 26.0 10.5 4.3 
AADT-Minor (*10
3
) 0.3 10.7 4.0 2.6 1.1 12.4 4.8 2.4 
Categorical Variables Levels Freq. % of Total Freq. % of Total 
Presence of Lighting 
0 4 6.3% 24 23.5% 
1 59 93.7% 78 76.5% 
Presence of Left-turn Lane 
0 41 65.1% 58 56.9% 
1 22 34.9% 44 43.1% 
Presence of Right-turn Lane 
0 29 46.0% 77 75.5% 
1 34 54.0% 25 24.5% 
 
TABLE 4.4 Descriptive Characteristics of Segment Data 
 HSIS Data Connecticut Data 
Continuous Variables Min. Max. Mean Std. dev. Min. Max. Mean Std. dev. 
Same-direction Crashes 0.0 56.0 0.5 1.9 0.0 15.0 1.8 2.5 
Opposite-direction Crashes 0.0 39.0 0.5 1.4 0.0 4.0 0.4 0.7 
Single-vehicle Crashes 0.0 14.5 1.9 3.6 0.0 11.0 1.0 1.6 
PDO Crashes 0.0 12.7 1.8 3.5 0.0 20.0 3.2 3.3 
B+C Crashes 0.0 57.0 1.0 2.1 0.0 6.0 0.6 1.1 
K+A Crashes 0.0 11.0 0.2 0.5 0.0 3.0 0.1 0.4 
AADT (*10
3
) 0.0 25.0 3.5 3.6 0.5 19.6 8.5 4.2 
Segment Length (in mile) 0.1 7.5 0.5 0.6 0.1 0.9 0.2 0.1 
Categorical Variables Levels Freq. % of Total Freq. % of Total 
Lane Width 
10ft-14ft 7428 98.0% 198 99.0% 
<10ft 27 0.3% 2 1.0% 
>14ft 128 1.7% 0 0.0% 
Shoulder Width 
4ft-8ft 4352 57.4% 65 32.5% 
<4ft 2881 38.0% 126 63.0% 
>8ft 350 4.6% 9 4.5% 
Speed Limit 
<=50mph 1455 19.2% 197 98.5% 
>50mph 6128 80.8% 3 1.5% 
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4.4 DISCUSSION OF RESULTS 
Table 4.5 through Table 4.12 show model estimates for the NB, UPLN and MVPLN models by 
crash type and crash severity for 3ST, 4ST and 4SG intersections and rural two-lane segments. 
The upper part shows the model parameters, and the lower part shows the correlation coefficients 
from the MVPLN models. In each table cell, the first row is the coefficient estimate, and the 
second row is the standard error. Coefficients in boldface are statistically significant at the 5% 
level, and coefficients with “*” are statistically significant at the 10% level. The coefficient 
estimates and the standard errors for crash types and crash severities are very similar across the 
three models. However, standard errors in the MVPLN models are slightly lower than the other 
two models for some variables, especially when the variables are statistically significant at the 5% 
level (e.g. Major AADT, Minor AADT). Although the difference is extremely small, it still 
indicates that the MVPLN model can explain extra variations by accounting for the correlation 
among crash types or crash severities, and lead to more accurate coefficient estimates (20).   
 
Table 4.5 and Table 4.6 respectively show the coefficient estimates for crash types and crash 
severities at 3ST intersections. Regarding the correlation coefficient from the MVPLN model, 
the crashes are highly correlated among all crash types and among all crash severities, especially 
for the correlation between opposite-direction crashes and single-vehicle crashes, in which the 
correlation coefficient is up to 0.9. As is described in the upper part of the tables, the coefficient 
estimates for most variables are very close across the three models. The difference can be 
identified for the variable-presence of lighting for the opposite-direction crashes. In addition, for 
the intersecting-direction crashes, presence of right turn lane is not significant in MVPLN and 
UPLN models, but it is significant in the NB model at the 10% level. This verifies the finding in 
the study conducted by Serhiyenko et al. (20) that ignoring the correlation can lead insignificant 
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parameters to be significant and vice versa. In terms of the effects of variables on crashes, the 
traffic volume is the most significant and important variable in estimating crashes by crash type 
and crash severity, and both major AADT and minor AADT have a positively relationship with 
all crash type and crash severity counts. Presence of lighting is associated with decreased crash 
numbers for single-vehicle crashes, and for all crash severities.
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TABLE 4.5 Estimated Crash Type Models for MN 3ST Intersections (N=755 Intersections) 
Coefficient Estimates 
Variables 
Same-direction Crashes Intersecting-direction Crashes Opposite-direction Crashes Single-vehicle Crashes 
MVPLN UPLN NB MVPLN UPLN NB MVPLN UPLN NB MVPLN UPLN NB 
Intercept 
-22.25 -22.38 -21.79 -19.91 -19.39 -18.64 -17.31 -16.73 -16.37 -12.78 -12.54 -12.12 
0.82 0.84 0.81 0.93 0.93 0.91 0.87 0.83 0.83 0.49 0.48 0.48 
Log (Major AADT) 
1.32 1.32 1.30 0.77 0.69 0.66 0.65 0.60 0.60 0.46 0.44 0.43 
0.08 0.09 0.09 0.10 0.11 0.11 0.10 0.10 0.10 0.06 0.06 0.06 
Log (Minor AADT) 
0.44 0.46 0.44 0.70 0.71 0.68 0.43 0.42 0.42 0.21 0.21 0.20 
0.05 0.06 0.06 0.07 0.08 0.08 0.07 0.07 0.07 0.04 0.04 0.04 
Presence of Lighting 
-0.17 -0.15 -0.15 -0.35 -0.20 -0.10 -0.41 -0.22 -0.21 -0.82 -0.80 -0.74 
0.15 0.16 0.16 0.19 0.19 0.19 0.20 0.19 0.19 0.13 0.14 0.14 
Presence of Left Turn Lane 
-0.16 -0.20 -0.24 -0.30 -0.31 -0.38 0.27 0.26 0.24 0.15 0.13 0.14 
0.16 0.17 0.17 0.19 0.20 0.19 0.18 0.18 0.18 0.11 0.12 0.12 
Presence of Right Turn Lane 
-0.01 0.04 0.01 0.26 0.24 0.33* 0.11 0.16 0.17 0.03 0.03 0.05 
0.14 0.15 0.15 0.18 0.18 0.18 0.18 0.18 0.18 0.11 0.11 0.11 
Overdispersion 0.59 0.63 0.75 0.71 0.68 0.85 0.86 0.63 0.91 0.65 0.61 0.73 
Correlation Coefficients from MVPLN Model 
 Same-direction Crashes Intersecting-direction Crashes Opposite-direction Crashes Single-vehicle Crashes 
Same-direction Crashes 1    
Intersecting-direction Crashes 0.78 (<0.001) 1   
Opposite-direction Crashes 0.54 (<0.001) 0.79 (<0.001) 1  
Single-vehicle Crashes 0.56 (<0.001) 0.80 (<0.001) 0.90 (<0.001) 1 
Notes: the first row is the coefficient estimate; the second row is the standard error; bold coefficient is statistically significant at the 5%  
significance level; coefficient with * is statistically significant at the 10% significance level. 
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TABLE 4.6 Estimated Crash Severity Models for MN 3ST Intersections (N=755 Intersections) 
Coefficient Estimates    
Variables 
PDO Crashes B+C Crashes K+A Crashes 
MVPLN UPLN NB MVPLN UPLN NB MVPLN UPLN NB 
Intercept 
-15.48 -15.51 -14.82 -16.15 -16.10 -15.84 -16.28 -15.99 -15.90 
0.49 0.49 0.49 0.58 0.58 0.58 1.34 1.30 1.30 
Log (Major AADT) 
0.73 0.74 0.69 0.70 0.68 0.69 0.45 0.42 0.42 
0.05 0.06 0.06 0.06 0.07 0.07 0.16 0.16 0.16 
Log (Minor AADT) 
0.32 0.31 0.31 0.37 0.39 0.38 0.39 0.40 0.40 
0.04 0.04 0.04 0.04 0.05 0.05 0.11 0.12 0.12 
Presence of Lighting 
-0.36 -0.34 -0.26 -0.63 -0.57 -0.55 -1.10 -1.02 -1.02 
0.12 0.12 0.12 0.14 0.14 0.15 0.41 0.41 0.41 
Presence of Left Turn Lane 
0.08 0.09 0.03 -0.10 -0.13 -0.15 -0.16 -0.21 -0.21 
0.11 0.12 0.12 0.13 0.13 0.13 0.31 0.30 0.30 
Presence of Right Turn Lane 
-0.04 -0.06 0.02 0.08 0.10 0.09 0.22 0.22 0.22 
0.11 0.11 0.11 0.12 0.12 0.12 0.29 0.28 0.28 
Overdispersion 0.60 0.60 0.70 0.52 0.49 0.60 0.33 0.35 0.45 
Correlation Coefficients from MVPLN Model 
 PDO Crashes B+C Crashes K+A Crashes 
PDO Crashes 1   
B+C Crashes 0.72 (<0.001) 1  
K+A Crashes 0.73 (<0.001) 0.52 (<0.001) 1 
 
Table 4.7 and Table 4.8 respectively present the parameter estimates for crashes by crash type 
and crash severity at 4ST intersections. The correlation coefficients are all significant among 
crashes by cash type and crash severity, which indicates the crashes are dependent among 
different crash types, as well as different crash severity levels. Similar to the 3ST intersections, 
major AADT and minor AADT are highly significant, and are positively associated with the 
number of crashes for all crash types and crash severities. Presence of lighting is statistically 
significant across all three models for single-vehicle crashes and all crash severity levels, but it is 
only significant in MVPLN model for opposite-direction crashes, and in both UPLN and NB 
models for same-direction and intersecting-direction crashes. Presence of right turn lane is only 
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shown to be statistically significant at the 5% level across three models for the most severe 
crashes, and is associated with more crash counts for K and A crashes.
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TABLE 4.7 Estimated Crash Type Models for MN 4ST Intersections (N=1064 Intersections) 
Coefficient Estimates 
Variables 
Same-direction Crashes Intersecting-direction Crashes Opposite-direction Crashes Single-vehicle Crashes 
MVPLN UPLN NB MVPLN UPLN NB MVPLN UPLN NB MVPLN UPLN NB 
Intercept 
-19.60 -19.53 -19.35 -16.12 -16.20 -15.74 -17.86 -17.51 -17.53 -13.58 -13.50 -13.32 
0.59 0.60 0.61 0.54 0.55 0.54 0.74 0.66 0.72 0.47 0.45 0.46 
Log (Major AADT) 
1.03 1.02 1.02 0.38 0.39 0.36 0.79 0.77 0.78 0.53 0.52 0.52 
0.07 0.08 0.08 0.07 0.07 0.07 0.09 0.08 0.09 0.06 0.06 0.06 
Log (Minor AADT) 
0.50 0.50 0.49 0.79 0.79 0.79 0.42 0.41 0.41 0.23 0.22 0.22 
0.04 0.05 0.05 0.04 0.05 0.05 0.06 0.05 0.06 0.03 0.04 0.04 
Presence of Lighting 
-0.34 -0.33 -0.32 -0.40 -0.38 -0.34 -0.20 -0.15 -0.16 -0.73 -0.73 -0.72 
0.12 0.12 0.12 0.11 0.11 0.12 0.15 0.13 0.14 0.12 0.12 0.12 
Presence of Left Turn Lane 
-0.25 -0.27 -0.23 0.23 0.22 0.21 -0.05 -0.10 -0.07 -0.07 -0.08 -0.10 
0.18 0.18 0.18 0.18 0.18 0.18 0.24 0.19 0.22 0.19 0.18 0.19 
Presence of Right Turn Lane 
-0.10 -0.09 -0.09 0.10 0.11 0.14 -0.11 -0.05 -0.06 0.13 0.13 0.12 
0.11 0.11 0.11 0.10 0.10 0.10 0.14 0.12 0.13 0.09 0.09 0.09 
Overdispersion 0.30 0.30 0.36 0.49 0.50 0.58 0.47 0.50 0.30 0.36 0.30 0.37 
Correlation Coefficients from MVPLN Model 
 Same-direction Crashes Intersecting-direction Crashes Opposite-direction Crashes Single-vehicle Crashes 
Same-direction Crashes 1    
Intersecting-direction Crashes 0.60 (<0.001) 1   
Opposite-direction Crashes 0.61 (<0.001) 0.69 (<0.001) 1  
Single-vehicle Crashes 0.48 (<0.001) 0.50 (<0.001) 0.82 (<0.001) 1 
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TABLE 4.8 Estimated Crash Severity Models for MN 4ST Intersections (N=1064 Intersections) 
Coefficient Estimates    
Variables 
PDO Crashes B+C Crashes K+A Crashes 
MVPLN UPLN NB MVPLN UPLN NB MVPLN UPLN NB 
Intercept 
-15.71 -15.74 -15.52 -15.56 -15.58 -15.30 -16.45 -16.40 -16.29 
0.39 0.39 0.39 0.48 0.48 0.48 1.07 1.03 1.11 
Log (Major AADT) 
0.70 0.70 0.69 0.52 0.51 0.49 0.24 0.25 0.23 
0.05 0.05 0.05 0.06 0.06 0.06 0.14 0.13 0.15 
Log (Minor AADT) 
0.46 0.46 0.46 0.56 0.57 0.58 0.66 0.67 0.68 
0.03 0.03 0.03 0.04 0.04 0.04 0.09 0.09 0.10 
Presence of Lighting 
-0.20 -0.20 -0.20 -0.68 -0.67 -0.67 -0.88 -0.86 -0.85 
0.08 0.08 0.08 0.09 0.11 0.11 0.28 0.27 0.28 
Presence of Left Turn Lane 
-0.02 -0.02 -0.04 0.22 0.20 0.23 0.20 0.17 0.11 
0.14 0.14 0.14 0.16 0.16 0.16 0.33 0.30 0.35 
Presence of Right Turn Lane 
-0.06 -0.05 -0.06 0.13 0.14 0.13 0.72 0.72 0.73 
0.07 0.07 0.07 0.09 0.09 0.09 0.24 0.23 0.25 
Overdispersion 0.29 0.28 0.31 0.36 0.34 0.38 0.41 0.43 0.63 
Correlation Coefficients from MVPLN Model 
 PDO Crashes B+C Crashes K+A Crashes 
PDO Crashes 1   
B+C Crashes 0.72 (<0.001) 1  
K+A Crashes 0.64 (<0.001) 0.66 (<0.001) 1 
 
Table 4.9 and table 4.10 provide the parameter estimates for the three models at 4SG 
intersections. In terms of the correlation coefficients, the crash counts between same-direction 
crashes and opposite-direction crashes are evidently correlated at the 5% significance level. 
Single-vehicle crashes and same-direction crashes, opposite-direction crashes and intersecting-
direction crashes are statistically significant at 10% level. For the crash severity model, only the 
PDO crashes and B and C crashes are shown to be positively correlated at the 10% significance 
level. Due to the low sample size which only contains 63 signalized intersections, most variables 
are not identified to be significant. It seems traffic volume is still associated with increased crash 
counts for all crash types and crash severities. Presence of lighting is significant in all three 
models for intersecting-direction crashes, but it is only significant in UPLN model at the 5% 
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level, and in NB model at the 10% level for B and C crashes. Presence of left turn lane only has a 
positive relationship with the opposite-direction crashes in UPLN model. Presence of right turn 
lane seems to have a positive relationship with crash counts for all crash types and crash 
severities in all three models, but it is mainly significant for intersecting-direction crashes and B 
and C crashes.    
 
 88 
 
TABLE 4.9 Estimated Crash Type Models for MN 4SG Intersections (N=63 Intersections) 
Coefficient Estimates     
Variables 
Same-direction Crashes Intersecting-direction Crashes Opposite-direction Crashes Single-vehicle Crashes 
MVPLN UPLN NB MVPLN UPLN NB MVPLN UPLN NB MVPLN UPLN NB 
Intercept 
-20.63 -20.60 -20.41 -16.30 -16.58 -15.93 -13.23 -13.44 -13.44 -26.02 -26.15 -25.97 
2.64 2.54 2.55 2.84 2.87 2.89 3.26 2.89 3.51 4.21 3.75 4.53 
Log (Major AADT) 
1.11 1.09 1.08 0.48 0.48 0.50 -0.12 -0.23 -0.08 1.76 1.79 1.79 
0.31 0.30 0.30 0.33 0.33 0.33 0.40 0.34 0.43 0.47 0.41 0.51 
Log (Minor AADT) 
0.41 0.42 0.43 0.23 0.25 0.22 0.72 0.85 0.73 0.06 0.04 0.09 
0.13 0.13 0.13 0.15 0.14 0.14 0.22 0.20 0.23 0.19 0.16 0.20 
Presence of Lighting 
0.41 0.49 0.49 2.25 2.31 2.28 0.26 0.44 0.30 0.80 0.86 0.86 
0.55 0.53 0.52 1.05 1.05 1.05 0.58 0.49 0.62 1.07 1.04 1.12 
Presence of Left Turn Lane 
-0.21 -0.15 -0.13 -0.04 0.03 0.03 0.47 0.60 0.50 -0.50 -0.41 -0.48 
0.26 0.25 0.24 0.29 0.28 0.28 0.34 0.26 0.35 0.37 0.31 0.39 
Presence of Right Turn Lane 
0.21 0.24 0.22 0.73 0.72 0.72 0.46 0.56 0.47 0.70* 0.73 0.63 
0.25 0.24 0.23 0.28 0.28 0.27 0.33 0.27 0.34 0.39 0.34 0.40 
Overdispersion 0.26 0.18 0.24 0.20 0.16 0.29 0.20 0.23 0.42 0.18 0.20 0.39 
Correlation Coefficients from MVPLN Model 
 Same-direction Crashes Intersecting-direction Crashes Opposite-direction Crashes Single-vehicle Crashes 
Same-direction Crashes 1    
Intersecting-direction Crashes 0.61 (<0.001) 1   
Opposite-direction Crashes 0.63 (<0.001) 0.45* (0.088) 1  
Single-vehicle Crashes 0.51* (0.073) 0.27 (0.203) 0.42 (0.104) 1 
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TABLE 4.10 Estimated Crash Severity Models for MN 4SG Intersections (N=63 Intersections) 
Coefficient Estimates    
Variables 
PDO Crashes B+C Crashes K+A Crashes 
MVPLN UPLN NB MVPLN UPLN NB MVPLN UPLN NB 
Intercept 
-18.90 -19.46 -19.00 -17.82 -18.71 -17.65 -40.48 -59.79 -43.47 
2.37 2.39 2.27 2.81 2.37 2.68 11.25 17.13 37.20 
Log (Major AADT) 
1.00 1.05 1.02 0.71 0.73 0.68 1.43 1.88 1.80 
0.28 0.28 0.27 0.33 0.26 0.31 1.10 1.13 1.13 
Log (Minor AADT) 
0.40 0.40 0.40 0.34 0.41 0.36 0.01 0.06 0.06 
0.12 0.12 0.12 0.15 0.12 0.14 0.41 0.41 0.41 
Presence of Lighting 
0.35 0.36 0.42 1.02 1.13 1.09* 2.64 4.37 16.29 
0.47 0.46 0.45 0.67 0.60 0.64 6.29 13.76 37.19 
Presence of Left Turn Lane 
-0.22 -0.20 -0.16 0.18 0.32 0.28 0.53 0.46 0.43 
0.25 0.24 0.23 0.28 0.20 0.24 0.88 0.85 0.85 
Presence of Right Turn Lane 
0.33 0.32 0.31 0.62 0.63 0.64 0.49 0.46 0.43 
0.23 0.23 0.21 0.28 0.22 0.25 0.99 0.94 0.94 
Overdispersion 0.29 0.27 0.30 0.21 0.18 0.15 0.15 0.20 0.18 
Correlation Coefficients from MVPLN Model 
 PDO Crashes B+C Crashes K+A Crashes 
PDO Crashes 1   
B+C Crashes 0.60* (0.031) 1  
K+A Crashes 0.29 (0.197) 0.28 (0.190) 1 
 
Table 4.11 and table 4.12 describe the model parameters for rural two-lane segments. The 
estimated correlation coefficients in the MVPLN model prove that crash counts are highly 
correlated among crash types and crash severities, which indicates that it is preferable to 
accommodate these correlations when crashes are simultaneously estimated by crash type and 
crash severity. For the parameter estimates, traffic volume is significant in all models, and it is 
positively associated with crashes for all crash types and crash severities. Lane width, shoulder 
width and speed limit are three categorical variables. Compared with the reference level for lane 
width (i.e. lane width between 10 ft and 14 ft), narrower lane width is associated with increased 
single-vehicle crashes, and less severe crashes, including PDO, B and C crashes. Wider lane 
width is associated with increased opposite-direction crashes, but it is associated with decreased 
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single-vehicle crashes. This might be because when the driving lane is wider, drivers are more 
likely to drive faster and cross the center line of highway, which results in more head-on crashes 
rather than run-off-road crashes. This finding is counterintuitive to the HSM when considering 
modeling crashes in total, in which wider lane width is uniformly associated with less crash 
counts. To verify this phenomenon, we also developed a NB model to predict total crashes on 
rural two-lane segments. The coefficient estimate for wider lane width is -0.07, with the standard 
error 0.11, which is consistent with the results in the HSM. These different impacts of roadway 
geometric factors on different crash types or severities cannot be identified when modeling 
crashes in total, which suggests that estimating crashes by crash type or severity might be more 
helpful in roadway safety analyses, and in particular for identifying countermeasures. Compared 
with shoulder width that falls between 4 ft and 8 ft, lower shoulder width is positively associated 
with crashes for all crash types and crash severities. A wider shoulder is negatively associated 
with all crash type and crash severity counts, but it is only statistically significant for single-
vehicle crashes and B and C crashes. Roadway segments with higher speed limit are associated 
with decreased crashes for all crash severity levels, and both same-direction and opposite-
direction crashes, but are associated with increased single-vehicle crashes. Similar with the 
impacts of wider lane width, these different impacts cannot be identified when crashes are 
estimated in total.
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TABLE 4.11 Estimated Crash Type Models for WA Rural Two-Lane Segments (N=7583 Segments) 
Coefficient Estimates    
Variables 
Same-direction Crashes Opposite-direction Crashes Single-vehicle Crashes 
MVPLN UPLN NB MVPLN UPLN NB MVPLN UPLN NB 
Intercept 
-21.74 -22.00 -20.48 -17.09 -17.40 -16.21 -12.13 -12.21 -11.89 
0.31 0.31 0.31 0.27 0.28 0.27 0.13 0.13 0.13 
Log (AADT) 
1.69 1.76 1.65 1.13 1.20 1.14 0.70 0.72 0.71 
0.04 0.04 0.03 0.03 0.03 0.03 0.02 0.02 0.02 
Lane Width (<10ft) 
-5.80 -5.87 -23.05 -0.01 0.04 -0.03 0.75 0.75 0.77 
12.16 12.12 37.66 0.57 0.57 0.55 0.21 0.21 0.22 
Lane Width (>14ft) 
0.28 0.33 0.28 0.55 0.53 0.58 -0.47 -0.46 -0.39 
0.18 0.19 0.19 0.18 0.19 0.18 0.14 0.15 0.15 
Shoulder Width (<4ft) 
0.19 0.20 0.19 0.17 0.17 0.13 0.20 0.20 0.17 
0.06 0.06 0.06 0.06 0.06 0.06 0.03 0.03 0.03 
Shoulder Width (>8ft) 
-0.07 -0.07 -0.14 -0.18 -0.13 -0.13 -0.14 -0.14 -0.18 
0.11 0.12 0.12 0.11 0.12 0.12 0.06 0.06 0.07 
Speed Limit (>50mph) 
-0.51 -0.62 -0.75 -0.31 -0.48 -0.57 0.17 0.15 0.12 
0.06 0.06 0.06 0.06 0.06 0.06 0.03 0.04 0.04 
Overdispersion 0.90 0.99 1.25 1.01 1.16 1.59 0.46 0.47 0.57 
Correlation Coefficients from MVPLN Model 
 Same-direction Crashes Opposite-direction Crashes Single-vehicle Crashes 
Same-direction Crashes 1   
Opposite-direction Crashes 0.75 (<0.001) 1  
Single-vehicle Crashes 0.38 (<0.001) 0.51 (<0.001) 1 
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TABLE 4.12 Estimated Crash Severity Models for WA Rural Two-Lane Segments (N=7583 Segments) 
Coefficient Estimates    
Variables 
PDO Crashes B+C Crashes K+A Crashes 
MVPLN UPLN NB MVPLN UPLN NB MVPLN UPLN NB 
Intercept 
-13.89 -14.12 -13.70 -14.67 -14.68 -14.09 -14.20 -14.32 -13.91 
0.14 0.14 0.14 0.17 0.18 0.18 0.32 0.33 0.32 
Log (AADT) 
0.93 0.97 0.96 0.94 0.95 0.93 0.66 0.70 0.69 
0.02 0.02 0.02 0.02 0.02 0.02 0.04 0.04 0.04 
Lane Width (<10ft) 
0.67 0.68 0.66 0.68 0.62 0.56 -0.80 -0.95 -0.97 
0.23 0.24 0.24 0.29 0.30 0.30 1.02 1.02 1.02 
Lane Width (>14ft) 
-0.03 0.08 0.08 -0.16 -0.02 0.02 -0.01 0.15 0.15 
0.12 0.12 0.12 0.16 0.16 0.16 0.32 0.32 0.32 
Shoulder Width (<4ft) 
0.20 0.20 0.18 0.23 0.23 0.20 0.11 0.11 0.10 
0.03 0.03 0.03 0.04 0.04 0.04 0.07 0.07 0.07 
Shoulder Width (>8ft) 
-0.06 -0.04 -0.08 -0.26 -0.31 -0.35 -0.26 -0.30 -0.31* 
0.06 0.06 0.07 0.08 0.09 0.09 0.17 0.18 0.18 
Speed Limit (>50mph) 
-0.07 -0.13 -0.19 -0.14 -0.11 -0.18 0.04 -0.13 -0.15 
0.03 0.04 0.04 0.04 0.05 0.05 0.09 0.09 0.09 
Overdispersion 0.44 0.45 0.55 0.54 0.59 0.71 0.56 0.67 0.83 
Correlation Coefficients from MVPLN Model 
 PDO Crashes B+C Crashes K+A Crashes 
PDO Crashes 1   
B+C Crashes 0.90 (<0.001) 1  
K+A Crashes 0.79 (<0.001) 0.82 (<0.001) 1 
 
4.5 MODEL COMPARISON 
In order to evaluate the model prediction ability, we randomly select 80% of the data to estimate 
the model parameters, and use the remaining 20% hold-out data to compare the model prediction 
performance based on the Predicted Mean Absolute Error (PMAE). It is noted here that the data 
separation process is only used in model prediction comparison. The model coefficient estimates 
in the context use the entire data sets. To account for the possible bias in random selection of 
samples, we duplicated this process 30 times, and calculated the Average Predicted Mean 
Absolute Error (APMAE) (20), which can be measured as: 
𝐴𝑃𝑀𝐴𝐸𝑗 =
1
30
∑ (
1
𝑛
∑ |?̂?𝑗𝑖,𝑙 − 𝑌𝑗𝑖,𝑙|
𝑛
𝑖=1 )
𝐿
𝑙=1                                         (4-16) 
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where j=1, 2, ……, J for crash types or crash severities, i=1, 2, ……, n for intersections or 
segments, l=1, 2, ……, L for sample selection times, which is equal to 30 in our study. ?̂?𝑗𝑖,𝑙 is the 
predicted crash counts for crash type or severity j, at intersection or segment i in the j
th
 sample, 
and 𝑌𝑗𝑖,𝑙 is the observed crash counts for crash type or severity j, at intersection or segment i in 
the j
th
 sample. Furthermore, in order to evaluate the model transferability, we also collected   
similar intersection and segment data from the State of Connecticut, and used them to calculate 
the APMAE values for model comparison as well.  
 
Figure 4.1 shows the prediction performance of MVPLN, UPLN and NB models by crash type 
using the Minnesota intersection data and Washington segment data. The MVPLN model shows 
a significant improvement in prediction of crash types at 3ST intersections, especially for the 
same-direction crashes and single-vehicle crashes. Both MVPLN and UPLN models obviously 
outperform NB model in terms of all four crash types at 4ST interserctions and rural two-lane 
segments, in which the MVPLN model performs slightly better than the UPLN model. 
Compared with the 3ST, 4ST intersections and rural two-lane segments, the APMAE values 
across the three models for all crash types at 4SG intersections are very close, which might be 
due to the small sample size of 4SG intersections (63 cases) in Minnesota data. This indicates 
that large data sample would benefit the MVPLN model in crash prediction performance. 
 
Figure 4.2 presents the model prediction comparison by crash type using the Connecticut data 
(which were not used to estimate the models). For 3ST intersections and rural two-lane segments, 
MVPLN model performs slightly better than the UPLN model, but dramatically better than the 
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NB model. The prediction performance at 4ST and 4SG intersections is similar across the three 
models. 
  
  
FIGURE 4.1 Prediction Performance of Crash Type Models (MN and WA Data) 
  
  
FIGURE 4.2 Prediction Performance of Crash Type Models (CT Data) 
0
0.5
1
1.5
SDC IDC ODC SVC
A
P
M
A
E
 
3ST Intersections (MN Data) 
MVPLN UPLN NB
0
0.25
0.5
0.75
1
SDC IDC ODC SVC
A
P
M
A
E
 
4ST Intersections (MN Data) 
MVPLN UPLN NB
0
0.5
1
1.5
2
2.5
SDC IDC ODC SVC
A
P
M
A
E
 
4SG Intersections (MN Data) 
MVPLN UPLN NB
0
0.5
1
1.5
SDC ODC SVC
A
P
M
A
E
 
Segments (WA Data) 
MVPLN UPLN NB
0
0.5
1
1.5
SDC IDC ODC SVC
A
P
M
A
E
 
3ST Intersections (CT Data) 
MVPLN UPLN NB
0
0.1
0.2
0.3
SDC IDC ODC SVC
A
P
M
A
E
 
4ST Intersections (CT Data) 
MVPLN UPLN NB
0
0.5
1
1.5
SDC IDC ODC SVC
A
P
M
A
E
 
4SG Intersections (CT Data) 
MVPLN UPLN NB
0
0.5
1
1.5
2
2.5
SDC ODC SVC
A
P
M
A
E
 
Segments (CT Data) 
MVPLN UPLN NB
 95 
 
Figure 4.3 compares the prediction performance for the three models by crash severity using the 
Minnesota and Washington data. The MVPLN model is shown to significantly improve the 
prediction accuracy for all facilities, especially for the prediction of less severe crashes (i.e. PDO, 
C and B crashes). Figure 4.4 shows the model prediction performance using the Connecticut data. 
The MVPLN model and UPLN model have a similar prediction performance, but both of the two 
models outperform the NB models in predicting crash severity counts, especially at 3ST 
intersections and rural two-lane segments.  
  
  
FIGURE 4.3 Prediction Performance of Crash Severity Models (MN and WA Data)  
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FIGURE 4.4 Prediction Performance of Crash Severity Models (CT Data) 
Overall, based on the findings through Figure 4.1 to Figure 4.4, in simultaneously predicting 
crash counts by crash type and crash severity, the MVPLN model slightly outperforms the UPLN 
model, while it is significantly better than the NB model. The three models have a close 
prediction performance in predicting crashes at 4SG intersections, which had the smallest sample 
size (63 cases), suggesting that the MVPLN model requires a large data sample to achieve its 
greater accuracy. Considering the data source, the model prediction using the Connecticut data 
performs as well as using the Minnesota and Washington data, based on the APMAE values, 
which indicates that the estimated MVPLN models in this study can be transferrable to predict 
crashes in other States. Moreover, there is strong evidence shown from Table 4.5 to Table 4.12 
that the estimated correlation coefficients are statistically significant for all intersection and 
segment models, which indicates the crash type counts and crash severity counts are highly 
dependent, and ignoring the correlation would lead to incorrect variance estimation for model 
parameters, thus we can conclude that the MVPLN model should be considered in predicting 
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crash counts by crash type and severity over the UPLN and NB models, particularly when all of 
the models are expected to be used simultaneously. 
4.6 DISCUSSION AND CONCLUSION 
This paper presents the use of INLA MVPLN model to estimate crashes by crash type and 
severity at rural two-lane 3ST, 4ST and 4SG intersections in Minnesota State, as well as rural 
two-lane segments in Washington State. The crash type is categorized into same-direction 
crashes, intersecting-direction crashes, opposite-direction crashes and single-vehicle crashes. The 
crash severity is categorized into PDO crashes, B and C crashes, K and A crashes. AADT for 
both major and minor roads, presence of lighting, presence of left-turn lane and presence of right 
turn lane were used as predictors in intersection models, and AADT, segment length, lane width, 
shoulder width and speed limit are used as predictors in segment models. 
 
The coefficient estimates of MVPLN models demonstrate that the traffic volume has an 
increased effect on crash counts by crash type and severity. Presence of lighting is shown to be 
associated with decreased crash counts at 3ST, 4ST intersections, but it is associated with 
increased crash counts at 4SG intersections, although it is not statistically significant. Presence of 
left-turn lane and right-turn lane are barely significant at all intersection models. In terms of the 
rural two-lane segments, the effects of most roadway geometric factors on different crash type 
counts and crash severity counts are consistent, except for segments with wider lane width and 
higher speed limit. The results show that wider lane width is associated with increased opposite-
direction crashes, but it is associated with decreased single-vehicle crashes. Roadway segments 
with higher speed limit are associated with decreased crashes for same-direction and opposite-
direction crashes, but are associated with increased single-vehicle crashes. These different 
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impacts of roadway geometric factors for different crash types or severities cannot be identified 
when modeling crashes in total, which suggests that estimating crashes by crash type or severity 
might be more helpful in identifying crash contributing factors. UPLN models and NB models 
are respectively developed to compare with the MVPLN models. The parameter estimates are 
shown to be close across the three models, while the standard errors estimated in MVPLN 
models are slightly lower than the other two models in most cases. The correlation coefficients in 
MVPLN models demonstrate that the crash counts are highly correlated among crash types and 
crash severities, which indicates that the MVPLN model can lead to more accurate variance 
estimates by accounting for the possible correlations among crash type and severity counts. 
 
In the end, the prediction performance of MVPLN models is compared to the UPLN and NB 
models based on the APMAE values, by using both Minnesota and Washington data and 
Connecticut data. The MVPLN model is shown to outperform the UPLN and NB models for 
crashes at 3ST, 4ST intersections and rural two-lane segments. The models have a close 
prediction performance in predicting crashes at 4SG intersections, which suggests that the large 
data sample will benefit the prediction performance of the MVPLN model. The model prediction 
using the Connecticut data performs as well as using the Minnesota and Washington data, which 
verifies that the estimated MVPLN models are transferable to be used by other States or agencies. 
In summary, we conclude that the MVPLN model can lead to correct variance estimation, by 
accounting for the correlations among crash type and severity counts, and should be considered 
when simultaneously predicting crash counts by crash type and crash severity for rural two-lane 
intersections and segments. 
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It is expected that this research can develop an approach to rigorously estimate crashes by crash 
type and crash severity in the context of current HSM analyses, and can identify the influence of 
roadway geometric characteristics on crash counts by crash type and crash severity, to help 
agencies assess roadway design alternatives, implement roadway safety facilities to reduce traffic 
crashes, especially the severe ones. One significant challenge in conducting this study is that the 
data sample for 4SG intersections is too small to compare the MVPLN model with the UPLN 
and NB models regarding the prediction performance. Future work can focus on collecting more 
rural two-lane 4SG intersections, and then estimate new MVPLN models to improve prediction 
accuracy. Future work can also target on estimating MVPLN models by crash type and severity 
for other roadway facility types, such as rural multilane highways, urban and suburban arterials, 
and freeways. 
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4.9 APPENDIX: PARAMETER ESTIMATION AND EXPLANATION 
In the MVPLN model, the mean of the Poisson distribution for crash counts by crash type or 
crash severity is shown in Equation (4-2) as: 
𝑙𝑛(𝜆𝑗𝑖) = 𝛺 + 𝒛
′
𝑗𝑖𝜷𝑗 + 𝛾𝑗𝑖  
and we assume the error term 𝜸𝑖 = (𝛾1𝑖, 𝛾2𝑖 … , 𝛾𝐽𝑖)
′
 follows a J-dimensional normal distribution, 
which is expressed as: 
𝜸𝑖~𝑁𝑜𝑟𝑚𝑎𝑙(𝟎, 𝚺),  𝚺=(𝜎𝑟𝑠)1≤𝑟≤𝑠≤𝐽 and 𝜎𝑟𝑠 = 𝜌𝑟𝑠√𝜎𝑠𝑠 ∗ 𝜎𝑟𝑟 
In terms of the equations above, the unknown parameters to be estimated in the MVPLN model 
are: 𝜷𝑗′𝒔 which represent the posterior means of coefficients for all independent variables, 𝜎𝑠𝑠 
and 𝜎𝑟𝑟 which represent the diagonal elements of variance-covariance matrix 𝚺 for two crash 
type or severity (s and r) counts, and 𝜌𝑟𝑠 which represents the posterior mean of correlation 
coefficient between the r
th
 and s
th
  crash type or severity counts. Compared with the MVPLN 
model, the parameter estimates for the Univariate Negative Binomial (NB) model represent the 
coefficients estimated using the MLE approach with their standard deviations. The parameter 
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estimates for the Univariate Poisson Lognormal (UPLN) are similar to the MVPLN model, 
which are the posterior means with posterior standard deviations. However, the covariance term 
in the MVPLN model is ignored in the UPLN model. Since the error term in the MVPLN model 
includes a covariance part between two crash type or severity counts, the MVPLN model might 
explain extra variation of the data and lead to more accurate variance estimation for model 
parameters. The univariate models might declare insignificant predictors as significant and vice 
versa, by estimating incorrect variance. 
The marginal distribution of the observed crash counts is shown in Equation (4-8) as: 
𝑔(𝒚𝑖|𝒛
′
𝑗𝑖𝜷𝑗, 𝚺) = ∫ … ∫ 𝑓𝑁𝑜𝑟𝑚𝑎𝑙,𝐽(𝜸𝑖|𝟎, 𝚺) ∏ 𝑓𝑃𝑜𝑖𝑠𝑠𝑜𝑛(
𝐽
𝑗=1 𝑦𝑖𝑗|𝛾𝑗𝑖, 𝒛
′
𝑗𝑖𝜷𝑗)𝑑𝜸𝑖  
There is no closed algebraic solution to the J-dimensional integral (20). We applied the model 
estimation through an approximate Bayesian framework. We firstly assume a Normal prior 
distribution for 𝜷𝑗′𝒔 in Equation and a Wishart prior distribution for 𝚺
−𝟏 in Equation, then the 
posterior distribution of the parameters are estimated under the MVPLN regression model using 
the Bayesian inference. As described earlier, the Markov Chain Monte Carlo (MCMC) 
simulation approach is usually used to carry out fully Bayesian inference on the model 
coefficients. The MCMC uses the Gibbs sampler and Metropolis-Hastings (M-H) approach to 
carry out the Bayesian inference, which is extremely computationally challenging and time 
consuming especially for a large sample size and a dependent variable with many categories. To 
address this issue, we applied the INLA approach proposed by Rue et al. (2009) and Serhiyenko 
et al. (2016) to carry out the Bayesian inference. When approximating the posterior distributions 
of parameters, the INLA approach does not rely on the MCMC which can significantly reduce 
the model running time. Below is one selected example of using R-INLA package to estimate the 
MVPLN model for crashes by crash type on rural two-lane 3ST intersections, and the data 
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formulation used to estimate the model. The details of the R-INLA package are available at 
http://www.r-inla.org/ and Serhiyenko et al. (2016). 
#################################################################### 
##############                                                                                 ############# 
##############     Multivariate modeling of 3ST Intersections ############# 
##############                                                                                 ############# 
#################################################################### 
 
n=dim(mdata)[1] 
N=4*n 
 
## join crash counts together ## 
 
y=c(mdata$SDC,mdata$IDC,mdata$ODC,mdata$SVC) 
 
## create variables for multivariate analysis ## 
 
LogOff=c(rep(mdata$LN_OFFSET,4)) 
Segment=rep(1:n,4) 
 
LogAADT_MAJOR.SDC=c(mdata$LN_AADT_MAJOR,rep(NA,3*n)) 
LogAADT_MAJOR.IDC=c(rep(NA,n),mdata$LN_AADT_MAJOR,rep(NA,2*n)) 
LogAADT_MAJOR.ODC=c(rep(NA,2*n),mdata$LN_AADT_MAJOR,rep(NA,n)) 
LogAADT_MAJOR.SVC=c(rep(NA,3*n),mdata$LN_AADT_MAJOR) 
 
LogAADT_MINOR.SDC=c(mdata$LN_AADT_MINOR,rep(NA,3*n)) 
LogAADT_MINOR.IDC=c(rep(NA,n),mdata$LN_AADT_MINOR,rep(NA,2*n)) 
LogAADT_MINOR.ODC=c(rep(NA,2*n),mdata$LN_AADT_MINOR,rep(NA,n)) 
LogAADT_MINOR.SVC=c(rep(NA,3*n),mdata$LN_AADT_MINOR) 
 
LIGHTING.SDC=c(mdata$LIGHTING,rep(NA,3*n)) 
LIGHTING.IDC=c(rep(NA,n),mdata$LIGHTING,rep(NA,2*n)) 
LIGHTING.ODC=c(rep(NA,2*n),mdata$LIGHTING,rep(NA,n)) 
LIGHTING.SVC=c(rep(NA,3*n),mdata$LIGHTING) 
 
APPROACH_LEFTTURN.SDC=c(mdata$APPROACH_LEFTTURN,rep(NA,3*n)) 
APPROACH_LEFTTURN.IDC=c(rep(NA,n),mdata$APPROACH_LEFTTURN,rep(NA,2*n)) 
APPROACH_LEFTTURN.ODC=c(rep(NA,2*n),mdata$APPROACH_LEFTTURN,rep(NA,n)) 
APPROACH_LEFTTURN.SVC=c(rep(NA,3*n),mdata$APPROACH_LEFTTURN) 
 
APPROACH_RIGHTTURN.SDC=c(mdata$APPROACH_RIGHTTURN,rep(NA,3*n)) 
APPROACH_RIGHTTURN.IDC=c(rep(NA,n),mdata$APPROACH_RIGHTTURN,rep(NA,2*n)) 
APPROACH_RIGHTTURN.ODC=c(rep(NA,2*n),mdata$APPROACH_RIGHTTURN,rep(NA,n)) 
APPROACH_RIGHTTURN.SVC=c(rep(NA,3*n),mdata$APPROACH_RIGHTTURN) 
 
 
## create intercepts ## 
 
b1=c(rep(1,n),rep(NA,3*n)) 
b2=c(rep(NA,n),rep(1,n),rep(NA,2*n)) 
b3=c(rep(NA,2*n),rep(1,n),rep(NA,n)) 
b4=c(rep(NA,3*n),rep(1,n)) 
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## create crash index ## 
 
i = 1:N 
 
## create dataset ## 
 
dataall=data.frame(y,b1,b2,b3,b4,LogOff,LogAADT_MAJOR.SDC, 
LogAADT_MAJOR.IDC,LogAADT_MAJOR.ODC, LogAADT_MAJOR.SVC, 
                   
LogAADT_MINOR.SDC,LogAADT_MINOR.IDC,LogAADT_MINOR.ODC,LogAADT_MINOR.SVC, 
LIGHTING.SDC,LIGHTING.IDC,LIGHTING.ODC,LIGHTING.SVC, 
APPROACH_LEFTTURN.SDC,APPROACH_LEFTTURN.IDC, 
APPROACH_LEFTTURN.ODC,APPROACH_LEFTTURN.SVC, 
APPROACH_RIGHTTURN.SDC,APPROACH_RIGHTTURN.IDC, 
APPROACH_RIGHTTURN.ODC,APPROACH_RIGHTTURN.SVC) 
 
formula = y ~ - 
1+offset(LogOff)+b1+b2+b3+b4+LogAADT_MAJOR.SDC+LogAADT_MAJOR.IDC+LogAADT_MAJOR.ODC
+LogAADT_MAJOR.SVC+LogAADT_MINOR.SDC+LogAADT_MINOR.IDC+LogAADT_MINOR.ODC+Log
AADT_MINOR.SVC+LIGHTING.SDC+LIGHTING.IDC+LIGHTING.ODC+LIGHTING.SVC+APPROACH_LE
FTTURN.SDC+APPROACH_LEFTTURN.IDC+APPROACH_LEFTTURN.ODC+APPROACH_LEFTTURN.SV
C+APPROACH_RIGHTTURN.SDC+APPROACH_RIGHTTURN.IDC+APPROACH_RIGHTTURN.ODC+APPR
OACH_RIGHTTURN.SVC+f(i, model="iid4d", n=N) 
 
MVPLN_TYPE = inla(formula, family="poisson",data = dataall, control.inla=list(h = 1e-5,tolerance = 1e-
3),quantiles=c(0.05,0.5,0.95),control.compute=list(dic=TRUE),control.predictor=list(compute=TRUE,link = 1)) 
 
summary(MVPLN_TYPE)   
 
The data used to estimate the MVPLN model is formatted as below: 
LN_AADT 
_MAJOR 
LN_AADT 
_MINOR 
LIGHTING APPROACH_ 
LEFTTURN 
APPROACH_ 
RIGHTTURN 
SVC SDC IDC ODC 
8.14 4.02 0 0 0 0 0 0 0 
8.14 6.01 0 0 0 1 0 0 1 
8.73 7.52 0 1 1 5 1 1 0 
8.99 8.36 1 1 1 2 3 3 0 
8.25 6.50 0 1 1 4 0 0 0 
8.60 7.79 1 1 1 1 1 2 3 
8.33 7.27 1 1 1 1 0 0 1 
…… 
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5 CONCLUSIONS AND CONTRIBUTIONS 
In order to implement effective countermeasures to improve highway safety, it is necessary to 
determine appropriate methodologies for estimating both crash counts and crash severity, and 
identify the critical contributing factors to crashes for each facility type. Although the HSM 
provides methods for some roadway facilities, such as two lane rural highways, multilane rural 
highways, urban and suburban arterials, freeways and freeway ramp junctions, it has no guidance 
on predicting crashes for local road jurisdiction, where the traffic counts are generally not 
available. In addition, the method offered by the HSM estimating crashes in total might not be 
appropriate, as it doesn’t account for the potential correlation between crashes among crash types 
and crash severities. This study explores sound statistical approaches for both crash count and 
crash severity analyses to address these issues, and addresses three objectives: 
1. Modeling injury severity and vehicle damage simultaneously using a copula based model, 
and exploring the correlation between injury severity and vehicle damage across crashes. 
2. Estimating TAZ level SPFs for both intersection and segments on roads under local 
jurisdiction in the State of Connecticut where the AADT is not available. The SPFs are 
estimated using socio-economic data and network topological data as a replacement for 
traffic count data, and the TAZs are categorized into different clusters based on the 
percentage of three land cover categories – high, medium and low intensities – and the 
population density (i.e. the number of population per km
2
) to account for data heterogeneity. 
3. Estimating crashes by both crash type and crash severity for 3ST intersections, 4ST 
intersections, 4SG intersections and roadway segments on rural two-lane highways using the 
MVPLN model, and exploring the possible correlations among crash type or crash severity 
counts. 
 108 
 
 
The first study of this research demonstrates the use of six copula based models (including 
Gaussian, FGM, Frank, Clayton, Joe and Gumbel copula models) to explore the 
interrelationships between the two crash indicators: injury severity and vehicle damage, and also 
identify the nature of these correlations across different types of crashes. The study shows that 
the copula based models had a better goodness-of-fit than the independent model which indicates 
the existence of dependencies between injury severity and vehicle damage. Among the six 
copula based models, the Gaussian copula model had the best model performance with the 
lowest BIC value. The parameterized Gaussian copula structure shows that dependencies 
between injury severity and vehicle damage are positive for head-on, angle and sideswipe 
crashes, while the dependencies are negative for the crashes between two passenger cars, which 
indicates that the dependencies between injury severity and vehicle damage can vary across 
different crashes. The findings of this study show that when simultaneously estimating injury 
severity and vehicle damage, the correlations between these two indicators should be considered 
to get a more accurate model structure and coefficient estimates. 
 
The second study of this research describes estimation of cluster based SPFs for local road 
intersections and segments in Connecticut using socio-economic and network topological data 
instead of traffic counts as exposure. The study indicates that the cluster-based SPFs outperform 
the aggregate SPFs using the entire dataset in crash prediction accuracy, and SPFs including total 
population, retail and non-retail employment and average household income are found to be the 
best in crash prediction performance. Finally, the cluster-based SPFs were applied and adjusted 
using the EB method to produce expected annual crash counts for all TAZs in the State of 
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Connecticut, and an ArcGIS visualization tool was developed using the clustered-based SPFs to 
help conduct roadway safety analyses. 
 
The third study of this research describes estimation of crashes by both crash type and crash 
severity on rural two-lane highways, using the Multivariate Poisson Lognormal (MVPLN) model, 
and implementing approximate Bayesian inference via the Integrated Nested Laplace 
Approximation (INLA). The study shows that the INLA MVPLN model can significantly 
decreases the computational time compared with a fully Bayesian fitting of the MVPLN model 
using Markov Chain Monte Carlo (MCMC) methods. The coefficient estimates show that the 
standard errors of covariates in the MVPLN model are slightly lower than the other two 
univariate crash prediction models (i.e. Negative Binomial model and Univariate Poisson 
Lognormal model) when the covariates are statistically significant, and the crash counts by crash 
type and severity are significantly correlated. The model prediction comparisons illustrate that 
the MVPLN model outperforms the UPLN and NB model in prediction accuracy. The findings 
of this study indicate that when predicting crash counts by crash type and crash severity for rural 
two-lane highways, the MVPLN model should be considered to avoid estimation error and to 
account for the potential correlations among crash type counts and crash severity counts. 
 
In summary, three major contributions are made in this research: 
1. This research offers a more accurate model structure of predicting injury severity and vehicle 
damage, and can verify the different correlations between injury severity and vehicle damage 
across crashes, while also verifying the potential contributing factors affecting crash severity 
to shed light on developing cost-effective countermeasures or appropriate driver education to 
 110 
 
mitigate or reduce the effects of crashes on drivers caused by these crash contributors. 
Specifically, considering vehicle damage - an objective indicator of crash severity might 
offer additional insight into the exploration of injury severity, which can be a biased and 
subjective indicator based on victim’s responses, descriptions, and complaints after the crash. 
This research helps to enhance crash severity analysis, by compiling vehicle damage 
information in crash severity models, and exploring the effects of vehicle damage on injury 
severity suffered by occupants. Additionally, this research found that dependencies between 
injury severity and vehicle damage are negative for the crashes between two passenger cars. 
In other words, injury severity decreases when vehicle damage increases for crashes between 
two passenger cars, which indicates that the structural design of the vehicle can protect 
occupants from sustaining severe injuries by reducing or redirecting impact energies around 
occupants in a crash. This finding can help develop appropriate automotive features that 
reduce the possibility of more severe injuries sustained by occupants.    
2. This research demonstrates an approach in developing TAZ level SPFs using socio-economic 
data and network topological data for local roads when the traffic volumes are not available, 
by clustering TAZs into different types to account for the data heterogeneity. The SPFs can 
be used to predict the average annual intersection and segment crashes in a TAZ in the 
context of HSM analyses, and might be used to help agencies evaluate alternative options for 
roadway network and economic development. In specific, the cluster-based SPFs can be 
applied as a planning tool to estimate the expected annual local road intersection and segment 
crashes under different development scenarios in the State of Connecticut, and the methods 
can be used to develop models for application elsewhere. Additionally, the estimated crash 
counts can be used in the developed ArcGIS visualization tool to help identify areas of cities 
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and towns with higher expected crash counts for local roads, and implement countermeasures 
to improve safety for city and town roads.  
3. This research develops an approach to rigorously estimate crashes by crash type and crash 
severity in the context of current HSM analyses, and can identify the influence of roadway 
geometric characteristics on crash counts by crash type and crash severity, to help agencies 
assess roadway design alternatives, implement roadway safety facilities to reduce traffic 
crashes, especially the severe ones. One important finding of this research is that for rural 
two-lane segments, wider lane width is associated with increased opposite-direction crashes, 
but it is associated with decreased single-vehicle crashes. Roadway segments with higher 
speed limit are associated with decreased crashes for same-direction and opposite-direction 
crashes, but are associated with increased single-vehicle crashes. These different impacts of 
roadway geometric factors for different crash types or severities cannot be identified when 
modeling crashes in total, which suggests that estimating crashes by crash type or severity 
might be more helpful and accurate in identifying different crash contributing factors, 
compared with the original approach that estimating crashes in total.  
 
Although the methodologies in this research are approved to be more reasonable in crash count 
or severity prediction, there are still some limitations that cannot be addressed in this research. 
The copula based model employs only two vehicle crashes for the analysis. The findings may not 
be directly transferable to crashes involving single vehicles or more than two vehicles. The 
cluster based TAZ SPFs developed for the State of Connecticut may be difficult to be transferred 
to other jurisdictions, as the TAZ level SPFs are highly dependent upon not only the clustering of 
the TAZs, but also the definitions of the TAZs themselves, as well as the character of land 
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development. Other relevant variables that were not available (e.g. trip distance and trip duration 
for a TAZ) may also affect roadway safety and SPF estimation. Additionally, the data sample for 
4SG intersections in the third study is too small to compare the MVPLN model with the UPLN 
and NB models regarding the prediction performance. Therefore, to enhance the safety analysis 
accuracy, future research can focus on the new analyses stated as follows. 
1. New analyses can focus on collecting crash severity data for not only two-vehicle crashes, 
but also single-vehicle and multi-vehicle crashes to estimate the copula based model, and 
identify if the crash contributing factors and dependencies between injury severity and 
vehicle damage for single-vehicle and multi-vehicle crashes are consistent with two-vehicle 
crashes, which helps verify whether different copula-based models should be considered in 
crash severity analyses for crashes involve different number of vehicles.  
2. New analyses can focus on collecting crashes on local roads from the States other than 
Connecticut, and estimate cluster based SPFs to test the model transferability. It is also 
recommended to collect extra variables (e.g. trip distance and trip duration for a TAZ) that 
are not available in this research, and then estimate new SPFs to improve prediction accuracy. 
New analyses can also focus on collecting traffic volume information for local roads, and 
develop traditional SPFs using AADT as exposure to compare the results with SPFs using 
socio-economic data and network topological data. 
3. New analyses can focus on collecting more rural two-lane 4SG intersections, and then 
estimate new MVPLN models for rural two-lane 4SG intersections to improve prediction 
accuracy. Future analyses can also target on estimating MVPLN models by crash type and 
severity for other roadway facility types, such as rural multilane highways, urban and 
suburban arterials, and freeways to identify the different impacts of roadway geometric 
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factors for different crash types or severities for these roadway facilities, and help enhance 
traffic safety analysis accuracy and implement safety improvement projects for each roadway 
facility type. Furthermore, although the MVPLN model can provide unbiased and more 
accurate variance estimates for parameters than the univariate models, the MVPLN model 
highly depends on the assumption that the crash type or severity counts are correlated, and 
usually be used when the crash type or crash severity counts are estimated simultaneously.  It 
may not be necessary to use the MVPLN model when crash counts are estimated 
independently, and the MVPLN model is hard to be estimated and implemented due to the 
complex model structure. Future research can focus on developing a detailed model selection 
process to indicate under which assumptions (i.e. whether the crash counts are treated as 
independent variables or dependent variables) and crash estimation objectives (i.e. whether 
crash counts are estimated in total or crash counts are estimated by crash type and severity) 
the MVPLN model could be considered instead of univariate models, and vice versa. Future 
research can also focus on developing convenient programming tools (such as R, Python and 
GAUSS programming codes) and application tools (such as ArcGIS and TransCAD planning 
tools) to help users easily estimate the MVPLN model and implement the model in highway 
safety analyses. 
