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Abstract. Deep neural networks employ multiple processing layers for
learning text representations to alleviate the burden of manual feature
engineering in Natural Language Processing (NLP). Such text repre-
sentations are widely used to extract features from unlabeled data. The
word segmentation is a fundamental and inevitable prerequisite for many
languages. Sindhi is an under-resourced language, whose segmentation is
challenging as it exhibits space omission, space insertion issues, and lacks
the labeled corpus for segmentation. In this paper, we investigate super-
vised Sindhi Word Segmentation (SWS) using unlabeled data with a
Subword Guided Neural Word Segmenter (SGNWS) for Sindhi. In order
to learn text representations, we incorporate subword representations to
recurrent neural architecture to capture word information at morphemic-
level, which takes advantage of Bidirectional Long-Short Term Memory
(BiLSTM), self-attention mechanism, and Conditional Random Field
(CRF). Our proposed SGNWS model achieves an F1 value of 98.51%
without relying on feature engineering. The empirical results demon-
strate the benefits of the proposed model over the existing Sindhi word
segmenters.
Keywords: Recurrent neural networks · sequence tagging · Sindhi word seg-
mentation · subword representation learning.
1 Introduction
Word segmentation is a fundamental and challenging task in text classification
and other NLP applications [6]. Word segmenter determines the boundaries of
words in the shape of beginning and ending [11]. It has been largely investigated
in many space-delimited languages including English [7], Arabic [4], Urdu [46]
and non-space delimited languages including Chinese [45], Japanese [17], and
Burmese [43]. However, the word segmentation in low-resource Sindhi language
has not been studied well [16], mainly due to the lack of language resources.
Sindhi word segmentation exhibits the space omission and space insertion
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predicting word boundaries, the space omission and space insertion between
words bring ambiguity in the segmentation process. Therefore, the SWS task is a
challenging problem because of resource scarcity, lack of standard segmentation
benchmark corpus, and rich morphological features [6,25] in Sindhi language.
Previously, little work has been proposed to address the SWS problem by em-
ploying dictionary-based [6] and rule-based [25,24,29,12] approaches. Thus, the
existing approaches lack the applicability towards open-source implementation
due to following reasons, (i) inability to deal with out-of-vocabulary words, (ii)
less robust on the large datasets, and (iii) lower segmentation accuracy. Our pro-
posed novel deep SGNWS model has the capability of dealing with such issues
for SWS with the Subword Representation Learning (SRL) approach.
Recently, deep neural architectures have largely gained popularity in NLP
community [42] by greatly simplifying the learning and decoding in a number of
NLP applications [10,23,39,40] including word segmentation [4,35] with neural
word embedding [8,21] and powerful recurrent neural architectures [14,34]. More
recently, self-attention [37] has also become a popular approach to boost the
performance of neural models. Therefore, we tackle the SWS problem by taking
advantage of BiLSTM, self-attention, SRL, and CRF without relying on external
feature engineering.
In this paper, we propose a language-independent neural word segmentation
model for Sindhi. The proposed model efficiently captures the character-level
information with subword representation learning. We convert segmentation into
a sequence tagging problem using B, I, E, S, X tagging scheme. Where B denotes
[Beginning], I [Inside], E [Ending] of a word in the given corpus, S [Single] is used
for the tagging of a single or special character in the unlabeled text, and X tag
is used for [hard-space] between words. We train task-oriented [21] Sindhi word
representations with character-level subword approach [18]. To the best of our
knowledge, this is the first attempt to tackle SWS as a sequence labeling task.
We provide the open-source implementation for further investigation3. Our novel
contributions are listed as follows:
– To the best of our knowledge, we are the first to propose a sequence modeling
based language-independent neural model to tackle the SWS problem.
– The proposed model eliminates the constraint of external feature engineering
by adopting subword representation learning.
– We treat SWS as a sequence tagging problem by assigning the B, I, E, S, X
tags to unlabelled corpus for the word boundary detection.
– Extensive experiments prove the dominant performance of our proposed
model compared with the baselines approaches.
2 Related Work
Recurrent Neural Network (RNN) variants has been widely adopted in a num-
ber of learning tasks [41,30,20,38] including sequence tagging problems [15,23,42]
3 https://github.com/AliWazir/Neural-Sindhi-word-segmenter
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since the inception of well-known LSTM network [14]. However, LSTM suffers
from a limitation to encode the given sequence in unidirectional way. This limita-
tion has been handled by stacking two LSTM networks as a bidirectional encoder,
known as BiLSTM [34] by the integration of the simultaneous training strategy
in forward and backward directions. It is an ideal solution to learn the sequences
in a language because, unlike unidirectional, the bidirectional network is bene-
ficial to access both the contexts of right and left directions. The bidirectional
RNN variants have been largely employed for word segmentation [39,40,22] in
Chinese [9,36], Japanese [17] and Arabic [4] by achieving excellent performance
without relying on any external feature engineering strategies.
On the one hand, state-of-the-art sequence tagging systems rely on large
amounts of task-specific knowledge [23] in the form of hand-engineered features
and data pre-processing. On the other hand, the performance of neural models
can be enhanced by incorporating unsupervised neural embeddings including
classical [26], character-level [8], deep contextualized [2] and task-oriented [21].
Moreover, the success of deep neural architectures also relies on the optimal
hyper-parameters selection [33]. More recently, an attention mechanism [37] in
neural models has also yielded new state-of-the-art results in multiple NLP
tasks. Furthermore, the last layer of neural models has a significant impact
on performance. The CRF [19] is broadly used in the sequence classification
tasks [17,23,15,9] for decoding in neural models. Taking advantage of language-
independent neural models for SWS, we propose a model that efficiently captures
the character-level information with subword representation learning by convert-
ing the segmentation into a sequence tagging problem.
Presently, Sindhi language is being written in two famous writing system
of Persion-Arabic and Devanagari [27]. However, Persian-Arabic is standard
script [24] as well as frequently used in online communication, literary work,
and journalism. Sindhi contains rich morphology due to the frequent usage of
prefixes and suffixes to express inflections and derivations, which makes it a
complex morphological language. Initially, the SWS was coined [25] by intro-
ducing the first word segmentation model using several rule-based algorithms.
The proposed model was evaluated on a small dataset consists of 16,601 lexicon
with cumulative segmentation error rate (SER) of 9.54%. Later, [24] proposed
a rule-based word tokenizer with 91.76% segmentation accuracy. The segmenta-
tion is performed in three steps; the first step consists of input and segmenta-
tion with white space. The second step is used for the segmentation of simple
and compound words, while the third step deals with the segmentation of com-
plex words. In this way, different word types are separately segmented in their
proposed model. Moreover, [6] proposed a word segmenter by evaluating the
dataset of 1,57,509 words obtained from news corpus and dictionary lexicon.
Their proposed model achieves good performance dictionary lexicon, but poorly
performed in dealing with news and books corpus. Recently, [12] proposed two
algorithms for stemming and lemmatization process with an opensource4 imple-
mentation. The SWS is a challenging task because it exhibits space omission
4 https://sindhinlp.com/stemlema.php
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and space insertion problems. This is partly because of the Arabic script, which,
although cursive in nature, consists of characters that have inherent joining and
non-joining attributes regardless of a word boundary. Apart from the discussed
problems, there is no gold-standard benchmark corpus for Sindhi to evaluate the
segmentation task. In summary, the SWS task is difficult, important, and not-
studied as a sequence modeling problem. The previous approaches mainly rely
on the rule-based and dictionary-based methods, which have certain limitations
such as inability to deal with out of vocabulary words, less robustness for other
languages, and the algorithms’ inefficiency to deal with a large amount of noisy
or raw text.
3 Sindhi Morphology
The Persian-Arabic is a standard writing script for Sindhi, which is cursive and
written from right to left direction [28,32]. It contains rich morphology [24] due
to the frequent usage of prefixes and suffixes to express inflections and deriva-
tions, which makes it a complex morphological language. The alphabet of Sindhi
Persian-Arabic consists of 52 basic letters, 29 derived from Arabic language, 03
from the Persian language, and 20 modified letters [16]. It also uses 03 sec-
ondary letters, 07 honorific symbols and diacritic marks [28,32]. Interestingly,
the shape of some letters in Sindhi change the form according to their position
in a word [6], such letters are referred as joiners. Thus, a joiner have at most
four shapes; i) initial ii) middle iii) final and iv) isolated, as Table 1 depicts an
example of some letters. Whereas the position-independent letters having final
or isolated form are referred as non-joiners. Specifically, white spaces are used to
detect word boundaries in Sindhi. However, writers omit a hard space between
two words. Therefore, a phrase or a sentence that ends with non-joiner letters
becomes one token. In the first case, the words are joined with their preceding
and succeeding words in the absence of white space, which leads to misspellings.
In the second case, the shape of characters remains identical even in the absence
of white space. Due to position-independent and space-independent letters, the
SWS exhibits both challenges of space insertion and space omission [25,32].
3.1 Space Omission
The space omission is a common phenomenon in Sindhi words that end with
the non-joiner letters. However, the absence of white space exhibit the correct
shape of words such as Table 3 shows an example of a Sindhi sentence with and
without the use of white space. But computationally, that sentence consists of
one token without the use of white spaces between words. Whereas the sentence
consists of eight tokens with the use of white space between words. Therefore,
the omission of white space between words ending with non-joiner letters raises
a computational issue.
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Table 1: Various shapes of Sindhi alphabet according to their position in words.
Roman transliteration of every isolated letter is given for the ease of reading.
Ending Middle Initial Isolated Roman
Ending Middle Initial Isolated Roman
Trans.
‍ب ‍ب‍‍ ب‍ ب Bē
‍ج ‍ج‍ ج‍ ج Jīm
‍س ‍س‍ س‍ س sīn
‍غ ‍غ‍ غ‍ غ ğain
‍گ ‍گ‍ گ‍ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Ending Middle Initial Isolated Roman
Trans.
‍ب ‍ب‍‍ ب‍ ب Bē
‍ج ‍ج‍ ج‍ ج Jīm
‍س ‍س‍ س‍ س sīn
‍غ ‍غ‍ غ‍ غ ğain
‍گ ‍گ‍ گ‍ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Ending i le Initial Isolated Roman
Trans.
‍ ب‍ ب Bē
‍ج ج‍ ج Jīm
‍ ‍ ‍ س‍ س sīn
‍غ ‍غ‍ غ‍ غ ğain
‍ ‍گ‍ گ‍ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Ending Middle Initial Isolated Roman
Trans.
‍ب ‍ب‍‍ ب‍ Bē
‍ج ‍ج‍ ج‍ Jīm
‍س ‍س‍ س‍ sīn
‍غ ‍غ‍ غ‍ غ ğain
‍گ ‍گ‍ گ‍ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
ē
Ending Middle Initial Isolated Roman
Trans.
‍ب ‍ب‍‍ ب‍ ب Bē
‍ج ‍ج‍ ج‍ ج Jīm
‍س ‍س‍ س‍ س sīn
‍غ ‍غ‍ غ‍ غ ğain
‍ ‍گ‍ گ‍ گ Gāf
ڻ‍ ڻ‍ ڻ Ṇūn
Ending Middle Initial Isolated Roman
Trans.
‍ب ‍ب‍‍ ب‍ ب Bē
‍ج ‍ج‍ ج‍ ج Jīm
‍س ‍س‍ س‍ س sīn
‍غ ‍غ‍ غ‍ غ ğain
‍گ ‍ گ‍ گ Gāf
‍ڻ ‍‍ ڻ‍ ڻ Ṇūn
En Mi dl I it al l ted Roman
Trans.
‍ ‍ب‍‍ ب‍ ب Bē
‍ ‍ ‍ ج‍ ج Jīm
‍س ‍ ‍ س‍ س sīn
‍غ ‍غ‍ غ‍ غ ğain
‍گ ‍گ‍ گ‍ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Ending Mid le Initial Is l t o an
rans.
‍ب ‍ب‍ ب‍ Bē
‍ج ‍ج‍ ج‍ Jīm
‍س ‍س‍ س‍ sīn
‍غ ‍غ‍ غ‍ ğain
‍ ‍گ گ‍ Gāf
‍ڻ ‍ڻ ڻ‍ Ṇūn
J̄im
Ending Middle Initial Isolated Roman
Trans.
‍ب ‍ب‍‍ ب‍ ب Bē
‍ج ‍ج‍ ج‍ ج Jīm
‍س ‍س‍ س‍ س sīn
‍غ ‍غ‍ غ‍ غ ğain
‍ ‍گ‍ گ‍ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Ending Middle Initial Isolated Roman
Trans.
‍ب ‍ب‍‍ ب‍ ب Bē
‍ج ‍ج ج‍ ج Jīm
‍س ‍س‍ س‍ س sīn
‍غ ‍غ‍ غ‍ غ ğain
‍گ ‍گ‍ گ‍ گ Gāf
‍ڻ ڻ‍ ڻ Ṇūn
Endi g id le I l Isolated Roman
Tr s.
‍ب ب‍‍ ب Bē
‍ج ‍ج‍ ‍ ج Jīm
‍س ‍ ‍ س‍ س sīn
‍غ غ غ‍ غ ğain
‍گ ‍گ‍ گ‍ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Ending Middle Initial Is lated Roman
Trans.
‍ب ‍ب‍‍ ب‍ ب Bē
‍ج ‍ج‍ ج‍ ج Jīm
‍س ‍س‍ س‍ س sīn
‍غ ‍غ‍ غ‍ ğain
‍گ ‍گ‍ گ‍ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Sī
ing id le Initial Isolated Ro
Trans.
‍ ‍ب‍‍ ب‍ ب Bē
‍ ‍ج‍ ج‍ ج Jī
‍ ‍س س‍ س sīn
غ ‍غ غ‍ غ ğain
‍گ ‍گ‍ گ‍ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Ending Middle Initial Isolated Roman
Trans.
‍ب ‍ ب‍ ب Bē
‍ج ‍ج‍ ج‍ ج Jīm
‍س ‍س س‍ س sīn
‍غ ‍غ‍ غ‍ غ ğain
‍گ گ‍ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ Ṇūn
Endi g id le Initial Isolated Roman
Trans.
‍ب ‍ب‍‍ ب‍ ب Bē
‍ج ‍ ‍ ج‍ ج Jīm
‍س ‍ ‍ س س sīn
‍غ ‍غ‍ غ‍ غ ğain
‍گ ‍گ‍ گ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Ending Mi dle Initia Is ed Roman
Trans.
‍ب ‍ب‍‍ ب‍ Bē
‍ج ‍ج‍ ج‍ Jīm
‍س ‍س‍ س‍ sī
‍غ غ‍ غ‍ غ ğain
‍ ‍گ‍ گ‍ گ Gāf
‍ ‍ڻ‍ ڻ‍ ڻ Ṇūn
ğain
Ending Middle Initial Isolated Roman
Trans.
‍ب ‍ب‍‍ ب‍ ب Bē
‍ج ‍ج‍ ج‍ ج Jīm
‍س ‍س‍ س‍ س sīn
‍غ ‍غ‍ غ‍ غ ğain
‍گ ‍گ‍ گ‍ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Ending Middle Initial Isolated Roman
Trans.
‍ب ‍ب‍ ب‍ ب Bē
‍ج ج‍ ج‍ ج Jīm
‍س ‍س‍ س‍ س sīn
‍غ ‍غ‍ غ‍ غ ğain
‍گ ‍گ‍ گ‍ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Ending le In tial Isolated Roman
Trans.
‍ب ب‍ ب‍ ب Bē
‍ج ‍ج‍ ج‍ ج Jīm
‍س ‍س‍ س‍ س sīn
‍غ ‍غ‍ غ‍ غ ğain
‍ ‍ گ‍ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Ending Middle Initial Isolated Rom
Trans.
‍ب ‍ب‍ ب‍ ب Bē
‍ج ‍ج‍ ج‍ ج J m
‍س ‍س‍ س‍ س sīn
‍غ ‍غ‍ ‍ غ ğain
‍گ ‍گ‍ ‍ Gāf




‍ب ‍ب ب ب Bē
ج ج‍ ج Jīm
‍س ‍ ‍ س‍ س sīn
‍غ غ‍ غ ğain
‍ گ‍ گ Gāf
‍ڻ ڻ‍ ڻ Ṇūn
Endi g i Initial Isolated Roman
Trans.
‍ب ‍ ب‍ ب Bē
‍ ‍ج‍ ج‍ ج Jīm
‍ س‍ س sīn
‍ غ غ‍ غ ğain
‍ گ‍ گ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Ending Middle Initial Isolated Roman
Trans.
‍ب ‍ب‍‍ ب‍ ب Bē
‍ج ‍ج‍ ج ج Jīm
‍س س‍ ‍ س sīn
‍غ ‍غ ‍ غ ğain
‍گ ‍گ‍ Gāf
‍ڻ ‍ڻ‍ ڻ‍ ڻ Ṇūn
Ending Mid le Initial Is t o an
r s.
‍ب ‍ب‍‍ ب‍ ب
‍ج ج‍ ج‍
‍س س‍ س‍
‍غ ‍غ‍ غ غ i
‍گ ‍ گ‍
‍ڻ ‍ڻ‍ ڻ‍ ṆNŭn
Table 2: Complete list of Sindhi joiner and non-joiner letters, (i) denote joiner
letters (ii) non-joiners, and (iii) non-joiner secondary letters.
ب ٻ ڀ ت ٿ ٽ ٺ ث پ ج ڄ جھ ڃ چ ڇ ح خ س ش ص ض ط  ظ ع غ ف ڦ ق ڪ ک گ گھ ڳ ڱ ل م ن ڻ هه ي .i
ا د ڌ ڏ ڊ ڍ ذ ر ڙ ز و ء .ii
۽آ ۾ .iii
3.2 Space Insertion
Another challenge in SWS arises when combining two or more root words (mor-
phemes) form a new standalone single word (see Table 4). In such cases, writers
omit white space if the first morpheme ends with a joiner letter. However, white
space prevents it’s joining with the next morpheme so that the word retains a
valid visual form. The missing space insertion leads to the formation of com-
pound words and often misspelling. Hence, white space is essential in this case
for the ease of readability and correct spelling of Sindhi words.
Table 3: An example of a Sindhi sentence, all words end with the non-joiner
letters. (i) denote the words with white space (the tokens are separated with ‘-’
symbol), (ii) without white space (iii) Roman transliteration of Sindhi sentence
(iv) is the English translation of a Sindhi sentence.
.هئا-آيا-بازار-گڏ-احمد-۽-علي .i
.علي۽احمدگڏبازارآياهئا .ii
Ali ae Ahmed gadd Bazar ayaa huwa. .iii
Ali and Ahmed came to Bazar together. .iv
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Table 4: Sindhi word types with an example of space insertion, along with En-
glish translation. (i) represent the words with white space (‘-’ symbol represents
space), and (ii) without space. The Roman transliteration is given for ease of
reading.
Word Type i. ii. Roman English Translation
Affix




Affix حساب-بي بيحساب Be-hisaab Uncountable
Reduplicate هوڏي-هيڏي هيڏيهوڏي Haidai hodai Here and there
Compound قدرت-صاحب صاحبقدرت Saahb-e-qudrat Powerful
Borrowed فون-موبائيل موبائيلفون Mobile phone Mobile phone
Abbreviation ڊي-ايڇ-سي-اين اينسيايڇڊي Ain Cee Aish Dee NCHD




Affix حساب-بي بيحساب Be-hisaab Uncountable
Reduplicate هوڏي-هيڏي هيڏيهوڏي Haidai hodai Here and there
Compound قدرت-صاحب صاحبقدرت Saahb-e-qudrat Powerful
Borrowed فون-موبائيل موبائيلفون Mobile phone Mobile phone
Abbreviation ڊي-ايڇ-سي-اين اينسيايڇڊي Ain Cee Aish Dee NCHD
Be-hisa Uncountable
Reduplicate




Affix حساب-بي بيحساب Be-hisaab Uncountable
Reduplicate هوڏي-هيڏي هيڏيهوڏي Haidai hodai Here and there
Compound قدرت-صاحب صاحبقدرت Saahb-e-qudrat Powerful
Borrowed فون-موبائيل موبائ Mobile phone Mobile phone
A breviatio ڊ-ايڇ-سي-اين ياي اين Ain Cee Aish Dee NCHD




Affix حساب-بي ا بي - isaab Uncountable
Reduplicate هوڏي-هيڏي يهوڏ ي i i hodai Here and there
Compound قدرت-صاحب بقدر ا -e-qudrat Powerful
Borrowed فون-موبائيل بائيلفون م ile phone Mobile phone
Abbreviation ڊي-ايڇ-سي-اي اينسيايڇڊ in Cee ish Dee NCHD
haidai hodai Here and there
Compound




Affix حساب-بي بيحساب Be-hisaab Uncountable
Reduplicate هوڏي-هيڏي هيڏيهوڏي Haidai hodai Here and there
Compound قدرت-صاحب صاحبقدرت Saahb-e-qudrat Powerful
Borrowed فون-موبائيل موبائيلفون Mobile phone Mobile phone
Abbreviation ڊي-ايڇ-سي-اين اينسيايڇڊي Ain Cee Aish Dee NCHD




Affix حساب-بي بيحساب e-hisaab Uncountable
Reduplicate هوڏي-هيڏي هيڏيهوڏي i i i Here and there
Comp und قدرت-صاحب صاحبقدرت rat Powerful
Borrowed فون-موبائيل موبائيلفون e Mobile phone
Abbreviation ڊي-ايڇ-س-اين اينسيايڇڊي in ee ish ee NCHD
saahib -Qudrat Powerful
Borrow d




Affix حسابب بيحساب Be-hisaab Uncou tabl
Redu licate هوڏي-هيڏي هيڏيهوڏي H idai hodai Here and there
Compound قدرت-صاحب صاحبقدرت Saahb-e-qudrat Powerful
Borrowed فون-موبائيل لفون موبائ Mobil phone Mobile phone
Abbreviation ڊي-ايڇ-سي-اين اينسيايڇڊي Ain Cee Aish Dee NCHD




Affix حساب-ب بيحساب e-hisaab Uncountable
Reduplicate هوڏي-هيڏي هيڏيهوڏي ai i hodai Here and th re
Compound قدرت-صاحب حبقدرت -e-qudrat Pow rfu
B rr wed ئيل فون-موب موبائيلفون ile phone Mobile phone
Abbreviation ڊي-ايڇ-س-اين يايڇڊي اين i  ee ish D e NCHD
Mobil p one Mobile Phone
Abbreviation




Affix حساب-بي بيحساب Be-hisaab Uncountable
Reduplicate هوڏي-هيڏي هيڏيهوڏي Haid i odai Here and there
Compound قدرت-صاحب صاحبقدرت Saahb-e-qudrat Powerful
Borrowed فون-موبائيل موبائيلفون Mobile phone Mobile phone
Abbreviation ڊي-ايڇ-سي-اين اينسيايڇڊي Ain Cee Aish Dee NCHD




Affix حساب-ب بيحساب e-his ab Uncountable
Reduplicate هوڏي-هيڏي هيڏيهوڏي Haidai hodai Her  and there
Comp und قدرت-صاحب قدرت Saah -e-qudrat Pow rful
orrowed فون-موبائيل بائيلفون م Mobile p ne Mobile phone
Abbreviation ڊي-ايڇ-سي-اين اينسيايڇڊي Ain Ce  Aish Dee NCHDin Cee Aich Dee NCHD
4 Methodology
In this section, the proposed methodology is described in detail. Firstly, we con-
vert the segmentation as a classification problem by introducing the proposed
B, I, E, S, X tagging scheme. The labels are assigned to each Sindhi character,
including punctuation marks and numbers in the dataset. Afterwards, we de-
scribe the baseline as well as the proposed SGNWS models. Later, we present
the experimental details and the variants of neural models, including word rep-
resentations, character-level SRL to predict subwords boundaries.
4.1 Tagging Scheme
We modeled the word segmentation as character-level sequence labelling [9].
Theoretically, word boundary can be predicted with binary classification in word
segmentation, but in practice, fine-grained tag sets [44] produce high segmen-
tation accuracy. Following the work [36], we employ four tags [B, I, E, S] to
indicate the position of letters at the Beginning [B], Inside [I], Ending [E] of a
word, or a Single-character/symbol [S], respectively. Additionally, [X] is used to
represent the white space to delimit word boundaries. A sentence, as an example
of the proposed tagging scheme is depicted in Table 5 by assigning the proposed
tags to a sentence.
4.2 Recurrent Neural Architectures
Long-Short-Term-Memory Unit: The LSTM network [14] is an extension
of RNN proposed to solve vanishing and exploding gradient problems. For a
given input xt of a sentence S = [x1, x2, x3 . . . xn], each word is represented
into N−dimensional vector (word representation). As we mentioned earlier that
Sindhi is being written from the right-to-left direction. Thus, an LSTM network
computes each representation
←−
h t of the right context of the given input at each
time-step t. The memory unit c allows the network to learn when to forget the
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Table 5: An example of employed character-level sequence tagging scheme for
SWS task. The [X] label represents the white spaces. The given Sindhi sentence
can be read from right to left, and the Roman transliteration of each Sindhi
token can be read from left to right.
Roman Transliteration . ahai boli qadeemi Sindhi
Sindhi Persian-Arabic . آهي ٻولي قديمي سنڌي
Character Sequence . ي ه آ ي ل و ٻ ي م ي د ق ي ڌ ن س
Tagging scheme S E I B X E I I B X E I I I B X E I I B
previous information and when to update memory cells given new information.
The core LSTM architecture contains forget f , input i, and output o gates,
which regulate the information to flow-in and flow-out at current state t. The
mathematical representation of the gates, cell update, and output in LSTM is
as follows:
it = σ (Wiht−1 + Uixt + bi)
f t = σ (Wfht−1 + Ufxt + bf )
c̃t = tanh (Wcht + Ucxt + bc)
ct = f t  ct + it  c̃t
ot = σ (Woht−1 + Uoxt + bo)





where σ and  are the element-wises sigmoid function and element-wise product,
U,W, b denote the input xt weight matrix, hidden ht weight matrix, and bias
vector for each LSTM gate, respectively. The core model is a memory cell c which
encodes long-term temporal dependencies of observed inputs at every time-step
t.
Bidirectional Long-Short-Term-Memory (BiLSTM): The BiLSTM model





h hidden states to capture the right and left context




h are concatenated for the fi-
nal output. However, the LSTM hidden state ht can only encode context of one
direction, such as the left direction, knowing nothing about the right direction.
The BiLSTM first computes the forward
−→
h and then backward
←−
h hidden states




h are combined to generate output
yt. This process can be expressed as follows:



























h t+1 + b←−h
)
yt = W−→h y
−→
h t +W←−h y
←−
h t + bt
(2)
where, H is a concatenation of the corresponding hidden outputs of both forward−→
h y, and backward
←−
h y LSTM cells.
4.3 Tag Inference
The CRF is an effective approach for sequence tagging problems [19] because it
learns the scoring function from tag pairs, such as B, I, E, S at the training stage.
Thus, it is beneficial for sequence tagging tasks by considering the correlation
between the corresponding neighbour tags [23] as well as efficiently decodes the
best chain of tags of a given input sequence. The probability of a possible tag
sequences in CRF can be formulated as:
P (Y |X) =
∏n











where y ∈ {B, I,E, S} tags, scoring function s (X, i)yi is an output of the hidden
layer at ith word, and byi−1yi are the trainable parameters. While decoding is the
search for tag sequences y with highest conditional probability. Thus, by solving
the Eq. (4), we obtain optimal tag sequence:
Y ∗ = argmaxP (Y |X) (4)
4.4 Subword Representation Learning
We use BiLSTM network [14] for SRL by representing each word w from a fixed
vocabulary V of unlabeled Sindhi text in a sequence of forward and backward
character representations. Such as, character representations Ec = [c1, c2, c3, . . . , ci],
bigrams EB = [ci, ci+1], and trigrams E
T = [ci, ci+1, ci+2] of a given word are
learned to capture the structure of words at morphemic level. Afterwards, we
utilize both forward and backward representations by concatenating them:
−→
h t = LSTM
(






h t = LSTM
(
















tions of LSTM layers over the sequence of character n-grams.
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The proposed SGNWS architecture consists of five layers. We explain sequential
processing of each layer as follows:
– Input layer: The model takes character-level input xt = c1, c2, c3, . . . ci of
character unigrams ci, character bigrams ci, ci+1, character trigrams ci, ci+1, ci+2,
and 4-grams of each word words wn for SRL, as depicted in Table 6.
– Embedding layer: After the character-level input, we learn bidirectional
unigram Ec, bigram E
B
c , trigram E
T
c , and 4-gram representations of the
given input words wn, other numerical features and then concatenate them
into subword embeddings as formulated in Eq.(5). In the next step, embed-
dings are used as an input to the proposed model after passing through a
non-linear bidirectional layer.
– LSTM layers: we utilize forward
−→
h and backward hidden
←−
h layers of
BiLSTM to obtain high-level features from embedding layer. The n-gram





– Hidden layer: The Bidirectional output of the forward and backward hid-
den layers is concatenated with a hidden layer before the input to the CRF
layer.
– Self-attention layer: We add a self-attention layer before the CRF clas-
sifier, which has the ability to decide how much information to use from
token-level components dynamically.
– Output layer: Finally, the CRF layer is placed on the last hidden layer
of proposed model to incorporate transition information between succeeding
tag sequences to obtain optimal tag sequences over the entire sentence. In
this way, CRF decodes the best chain of tags Y ∗ of given input sequences as
represented in Eq. (4).
5 Experimental Setup
This section provides details about the experimental setting of baseline models
as well as proposed SGNWS architecture. We use tenserflow [1] deep learning
framework for the implementation of all neural models on GTX 1080-TITAN
GPU to conduct all the experiments.
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Table 7: Statistics of the proposed unlabelled datasest used in the experiments.
We concatenate all the datasets and represent it as SDSEG in general experi-
ments.
Domain Sentences Tokens Unique Average
words word length
Kawish news paper 24,212 601,910 10,721 3.687
Awami-Awaz news paper 19,736 521,257 14,690 3.660
Wikipedia-dumps 14,557 669,623 11,820 3.738
Twitter 10,752 159,130 17,379 3.820
Books 22,496 430,923 16,127 3.684
Total 91,753 2,382,843 70,737 3.717
5.1 Dataset
We utilize the recently proposed unlabeled Sindhi text corpus [3] in the experi-
mental setting. We convert segmentation into a sequence tagging problem using
B, I, E, S, X tagging scheme and split the dataset into 80% for training and 20%
for development and test sets. The complete statistics of the dataset is given
in Table 7. We split each sentence with punctuation marks of period, comma,
question mark, colon, semicolon, exclamation mark, dash for consistency in the
dataset and do not consider sentences having tokens less than 5. Moreover, we
split the large sentences with white-space if the length exceeds more than 300
tokens. The regular hard-space is tagged as [X] in the dataset. However, multi-
word tokens such as numerical expressions 689.0967, date 25-06-2020, money
4736$, etc., are assigned continuous tags. For example, date 25-06-2020 is as-
signed continuous tags of BIIIIIIIIE, respectively.
5.2 Baseline Models
To analyze and compare the performance of proposed model, we conduct several
baseline experiments by training by training the LSTM, BiLSTM, and B-LSTM-
CRF. We train task-specific [21] character-level word representations in baseline
experiments. The brief description of each approach is defined as follows:
1. LSTM: Our first baseline is the LSTM network exploited with character-
level word representations using task-oriented strategy [21]. We use a softmax
classifier in the last layer of the network for the decoding of tag sequences.
2. BiLSTM: The BiLSTM has the advantage of encoding forward and back-
ward sequences to efficiently capture the word information at the morphemic
level. Similar to the LSTM network, we also use softmax in the last layer of
the network for decoding.
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3. BiLSTM-CRF: The third baseline model is based on a BiLSTM-CRF net-
work with a similar hyper-parameter setting as LSTM and BiLSTM net-
works. We use CRF inference in the last layer of the network for decoding
purpose.
All the hyper-parameters for baseline models and SGNWS are kept similar (see
Table 8) for performance difference and fair comparison.
5.3 Evaluation metrics
We report word boundary Precision, Recall and F-Score as illustrated in Eq.
(6)-(7)-(8). The Precision evaluates the percentage of correctly predicted tags
with respect to the predicted boundaries, and Recall measures the percentage
of correctly predicted tags with respect to the true boundaries. While F −Score














5.4 Parameter setting and training
The training procedure is to regulate all parameters of the network from training
data. We train the baselines and proposed model using the log-likelihood func-
tion. The log-likelihood has already been optimized to give strong performances
in our baseline experiments compared to global learning [5] to maximize F-Score.
We distribute the SDSEG dataset into training, development, and test sets. We
use variational dropout [13] to both input and output recurrent units. The soft-
max is used for label classification in baseline LSTM and BiLSTM models, CRF
is added in the last layer of the BiLSTM-CRF and SGNWS models. The Gra-
dient normalization is used to improve the performance [31], which re-scales the
gradient when the norm goes over a threshold. The range of optimal hyper-
parameters for SRL, baselines, and the proposed model is depicted in Table 8.
6 Results and analysis
The Table 9 shows the performance comparison of all the models on SDSEG
dataset. Firstly, the LSTM yields a stable baseline F-Score of 95.29% on devel-
opment and 94.32% on the test set. The BiLSTM model provides better results
12 Ali et al.


























Table 9: Results of baselines and proposed SGNWS model for Sindhi word seg-
mentation on the SDSEG development and test sets.
Dev. Test
RNN variant P R F P R F
LSTM (Baseline) 96.38 95.68 95.29 94.81 94.57 94.32
BiLSTM 96.86 96.21 96.19 96.52 94.28 95.87
BiLSTM-CRF 97.25 96.38 96.74 96.11 95.87 96.18
BiLSTM-CRF+Char 97.76 97.81 96.38 96.82 97.26 96.78
BiLSTM-CRF+bigram 96.34 97.89 96.58 96.13 97.23 96.74
BiLSTM-CRF++Trigram 97.14 98.29 96.89 97.32 97.68 96.53
SGNWS 99.77 98.83 98.94 99.08 98.72 98.51
than LSTM in both development and test sets due to the bidirectional learning
states. However, the BiLSTM-CRF is superior over both baselines of LSTM and
BiLSTM, respectively, which shows that CRF is dominant over softmax clas-
sifier. Moreover, the addition of character-level features in the BiLSTM-CRF
model surpasses three baselines. However, BiLSTM-CRF with bigram and tri-
gram based word embeddings yield close results to the BiLSTM-CRF+Char
model, which shows the superiority of the character-level approach a performance
gain. The proposed SGNWS model produced superior results over baselines, as
depicted in Table 9 on development and test data. According to the results, SRL
is beneficial for the SWS task. The proposed SGNWS model surpasses all the
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baselines on the SDSEG dataset as well as on five different datasets (see Figure


















Fig. 1: The performance of proposed SGNWS model on the various datasets. The
F-Score is reported on the test set of multiple datasets.
Our proposed SGNWS model surpasses baselines with a high F-Score of
98.94% on development set and 98.51% on the test set using the SDSEG dataset.
The observation indicates that SRL is beneficial to capture more semantic in-
formation for the word segmentation of Sindhi text.
7 Conclusion
The word segmentation is an essential and non-trivial task in Sindhi language.
The white spaces between words are a good sign for predicting word boundaries,
but the existence of space-omission and space-insertion bring ambiguity in the
segmentation process. We proposed the SGNWS model, keeping in view the
challenges related to SWS, respectively. The proposed model has the ability to
learn and extract subword features automatically by eliminating the constraints
such as hand-craft features for segmentation or any other type of prior domain-
specific knowledge.
In this paper, we empirically demonstrate that our proposed model yields
the best performance in SWS because of its high efficiency and robustness for
sequential modeling tasks with great ability to capture the word information at
the morphemic level for the prediction of word boundaries. The SGNWS model
is an effective and elegant neural solution for SWS, which can also be applied to
other sequence tagging problems.
14 Ali et al.
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