Real data are often with multiple modalities or from multiple heterogeneous sources, thus forming so-called multi-view data, which receives more and more attentions in machine learning. Multi-view clustering (MVC) becomes its important paradigm. In real-world applications, some views often suffer from instances missing. Clustering on such multi-view datasets is called incomplete multi-view clustering (IMC) and quite challenging. To date, though many approaches have been developed, most of them are offline and have high computational and memory costs especially for large scale datasets. To address this problem, in this paper, we propose an One-Pass Incomplete Multi-view Clustering framework (OPIMC). With the help of regularized matrix factorization and weighted matrix factorization, OPIMC can relatively easily deal with such problem. Different from the existing and sole online IMC method, OPIMC can directly get clustering results and effectively determine the termination of iteration process by introducing two global statistics. Finally, extensive experiments conducted on four real datasets demonstrate the efficiency and effectiveness of the proposed OPIMC method.
Introduction
With the increase of diverse data acquisition devices, real data are often with multiple modalities or from multiple heterogeneous sources (Blum and Mitchell 1998) , forming socalled multi-view data (Son et al. 2017) . For example, a web document can be represented by its url and words on the page; images of a 3D object are taken from different viewpoints (Sun 2013). In multi-view datasets, the consistency and complementary information among different views need to be exploited for learning task at hand such as classification and clustering (Zhao, Ding, and Fu 2017) . Nowadays, multi-view learning has been widely studied in different areas such as machine learning, data mining and artificial intelligence (Xing et al. 2017; Tulsiani et al. 2017; Nie et al. 2018) .
Multi-view Clustering (MVC), as one of the most important tasks of multi-view learning, has attracted unimaginable attention due to preventing the expensive requirement of data labeling (Bickel and Scheffer 2004; Fan et al. 2017) . The pursuit of MVC is how to make full use of both consistency and complementary information among multi-view Copyright c 2019, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. data to get a better clustering result. To date, a variety of related methods have been proposed and these can roughly be divided into two main categories: subspace approaches (Ding and Fu 2014; Cao et al. 2015; ) and spectral approaches (Kumar and Daumé 2011; Tao et al. 2017; Ren et al. 2018) . The former try to learn a shared latent subspace such that different dimensionality views are comparable in this space. Whereas the latter aim to learn a unified similarity matrix among multi-view data by extending single-view spectral clustering approaches.
A normal assumption for most of above methods is that all the views are complete, meaning that all the instances appear in individual views and correspond to each other. However, in real-world applications, some views often suffer from instances missing which makes some instances in one view unnecessarily have corresponding instances. Such incompleteness will bring a great difficulty for MVC. Clustering on such incomplete multi-view dataset is called incomplete multi-view clustering (IMC). So far, many approaches have also been developed (Li, Jiang, and Zhou 2014; Shao, He, and Philip 2015; Zhao, Liu, and Fu 2016; Liu et al. 2017; Wen et al. 2018; Hu and Chen 2018) . Nevertheless, almost all these approaches are offline and can hardly handle large scale datasets because of their high time and space complexities.
In data explosion age, the size of individual views data is often huge. For example, video of hundreds of hours is uploaded to YouTube every minute, which appears in multiple modalities or views, namely audio, text and visual views. Another example is in Web scale data mining, one may encounter billions of Web pages and the dimension of the features may be as large as O(10 6 ). Data in such scale is hard to store in the memory and process in offline way. To our best knowledge, to date, only one method OMVC is proposed for the large scale IMC problem (Shao et al. 2016) . However, OMVC still suffers from some problems in such aspects as normalizing data matrix, handling missing instances, determining convergence and so on. Therefore, solving large scale IMC problem is still very urgent.
In this paper, we propose an One-Pass Incomplete Multiview Clustering framework (OPIMC) for large scale multiview datasets based on subspace learning. OPIMC can easily address IMC problem with the help of Regularized Matrix Factorization (RMF) (Gunasekar et al. 2017; Qi et al. 2017) and Weighted Matrix Factorization (WMF) (Kim and Choi 2009). Furthermore, OPIMC can directly get clustering results and effectively determine the termination of iteration by introducing the two global statistics which can yield a prominent reduction in clustering time.
In the following, we firstly give a brief review of some related work. Secondly, we detail our OPIMC approach and give the optimization. Thirdly, we report the experimental results. And finally, we conclude the paper.
Related Work
Multi-view Clustering. As mentioned in the introduction, a variety of multi-view clustering methods have been proposed and these can roughly be divided into two categories: subspace approaches ) and spectral approaches (Ren et al. 2018) . Contrasting with the spectral approaches, the subspace approaches have become a main paradigm due to less time and space complexities, they try to learn a latent subspace so that different dimensionality views are close to each other in this space. Among the subspace approaches, nonnegative matrix factorization (NMF) (Lee and Seung 1999) has become a dominating technique because it can be conveniently applied for clustering and subsequently many NMF based methods and their variants have been proposed. For examples, (Liu et al. 2013 ) establishes a joint NMF model for multi-view clustering, which performs NMF for each view and pushes low dimensional representation of each view towards a common consensus. Besides, manifold learning is also considered for multi-view clustering problem. By imposing the manifold regularization on the objective function of NMF for data of individual views (Wang, Yang, and Li 2016; Zong et al. 2017) , these methods get a relatively better results. Here, just to name a few, for more related works on MVC, please refer to (Chao, Sun, and Bi 2017; Sun 2013) Incomplete Multi-view Clustering. Most of these previous studies on multi-view clustering assume that all instances present in all views. However, this assumption is not always to be held in real world applications. For example, in the camera network, for some reasons, such as the camera temporarily fail or be blocked by some objects, making the instance missing. This case will cause the incompleteness of multi-view data. Recently, some incomplete multi-view clustering methods have been proposed. For instance, (Li, Jiang, and Zhou 2014) proposes PVC to establish a latent subspace where the instances corresponding to the same object in different views are close to each other, and similar instances in the same view should be well grouped by utilizing instance alignment information. Besides, a method of clustering more than two incomplete views is proposed in (Shao, He, and Philip 2015)(MIC) by firstly filling the missing instances with the average feature values in each incomplete view, then handling the problem with the help of weighted NMF and L 2;1 -Norm regularization (Kong, Ding, and Huang 2011; Wu et al. 2018) . Moreover, (Hu and Chen 2018) proposes DAIMC, which extends PVC to multi-view case by utilizing instance missing information and aligning the clustering centers among different views simultaneously. Online Incomplete Multi-view Clustering. In data explosion age, multi-view data tends to be large scale. However the above approaches for incomplete multi-view are almost all offline and can hardly conduct the large scale datasets due to their high time and space complexities. Online learning, as an efficient strategy to build large-scale learning systems, has attracted much attention during the past years (Nguyen et al. 2015; Wan, Wei, and Zhang 2018) . As a special case of online learning, one-pass learning (OPL) (Zhu, Ting, and Zhou 2017) has the benefit of requiring only one pass over the data and is particularly useful and efficient for streaming data. To our best knowledge, to date, only one method extends MIC to online case and develops so-called OMVC (Shao et al. 2016 ) by combining online learning and incomplete multi-view clustering. Nevertheless, OMVC still suffers from some problems in the following aspects: 1. Normalization for dataset: OMVC normalizes the multiview datasets by summing all elements of the data, which is unreasonable in online learning. 2. Imputation for missing instances: Due to the mechanism of online learning, it is difficult to get the average feature values in each incomplete view to fill the missing instances. 3. Efficiency: OMVC works by learning a consensus latent feature matrix across all the views and then applies K-means on this matrix to get the clustering results, which brings high computational cost when both the instance number and the category number are large. 4. Termination determination for iterative convergence: OMVC terminates the iteration process by using all the scanned instances, which is not only unreasonable but also time-consuming and laborious.
Considering these disadvantages of the OMVC, we propose a more general and feasible incomplete multi-view clustering algorithm, which can deal with large-scale incomplete multi-view data efficiently and effectively.
Proposed Approach Preliminaries
Given an input data matrix X ∈ R M ×N , where each column of X is an instance. Regularized Matrix Factorization (RMF) aims to approximately factorize the data matrix X into two matrices U and V with the Frobenius norm regularized constraint for U, V. Then we can get the following minimization problem
where low-rank regularized factor matrices U ∈ R M ×K and V ∈ R N ×K , K denotes dimension of subspace. α is nonnegative parameter. Obviously, this is a biconvex problem. Thus we can easily get the updating rules to find the locally optimal solution for this problem as follows: Update U (while fixing V) using the rule
Update V (while fixing U) using
Weighted Matrix Factorization (WMF), as one of the most commonly used methods for missing matrix, is widely used for recommender systems (Xue et al. 2017 ). The WMF optimization problem is formulated as:
where W contains entries only in {0, 1}, and W ij = 0 when the entry X ij is missing.
One-Pass Incomplete Multi-view Clustering
Given a set of input incomplete multi-view data matrices
where d i , N represent the dimensionality and instance number respectively. In order to describe directly and conveniently, the missing instances of individual views are filled with 0. Here we introduce an indicate matrix M ∈ R nv×N for this incomplete multi-view dataset.
where each row of M represents the instance presence or absence for corresponding view. From the matrix M, we can easily get the missing information of individual views and aligned information across different views.
For the v-th view, inspired by Regularized Matrix Factorization, we can factorize the data matrix
, and K denotes dimension of subspace, equal to the categories of the dataset. Furthermore, in order to avoid the third problem of OMVC, we apply an 1-of-K coding constraint to V (v) , which causes V (v) 2 F = N . Thus we can get the following model:
For multi-view dataset, (6) does not consider the consistency information across different views. To address this issue, we assume that different views have distinct matrices
, but share the same matrix V. Meanwhile, we consider the instance missing information to handle the incompleteness of each view with the help of Weighted Matrix Factorization. Thus, (6) is rewritten as:
where the weighted matrix W (v) ∈ R N ×N is defined as:
In real-world applications, the data matrices may be too large to fit into the memory. We propose to solve the above optimization problem in an online fashion with low computational and storage complexities. We assume that the data of each view is get by chunks and whose size is s. Thus the objective function can be decomposed as:
where X (v) t is the t-th data chunk in the v-th view, V t is the clustering indicator matrix for the t-th data chunk, and W (v) t is the diagonal weight matrix for the t-th data chunk.
Optimization
From (9), we can find that it is biconvex for {U (v) } and V t at each time t. So we update {U (v) } and V t in an alternating way. Firstly, we will give the normalization of the dataset. Normalization: In multi-view data, there are scaling differences among views. In order to reduce these differences and improve the clustering results, the appropriate normalization is necessary. However, due to the mechanism of online learning, it is difficult to normalize the dataset using global information such as mean and variance. In this paper, instead we map all the instances to a hypersphere, i.e. X (v) (:, j) 2 2 = 1. Next, we describe the following subproblems for the OPIMC optimization problem.
. Meanwhile, due to the zero filling of dataset, let ∂J /∂U (v) = 0, we get the following updating rule:
Here, for the sake of convenience, we introduce two terms R (v) t and T
(v)
t as below:
Consequently, (11) can be rewritten as:
Then, when new chunk coming, the matrices R can be updating easily as follows: 
where (16) is two matlab instructions.
From the above procedure, we have solved the first three problems of OMVC (Shao et al. 2016 ). In the following we will present the solution to OMVC's fourth problem. Termination determination for iterative convergence: By unfolding the objective function (9), we can get
where ratio denotes the incomplete rate of the dataset and tr denotes the matrix trace. From (17), by recording the statistics of R and T, we can easily get the loss of all the scanned instances. Moreover, the memory space requirement for this operation is very small, i.e. O(d v s).
It is worth noting that for the first initial chunk, because of the random initialization of U,V and the small size of the chunk, in updating U, some clustering centers are likely to be degraded. In order to prevent this, in the iterative update of the first chunk, we use the chunk average values to fill the degenerative clustering centers. While in the iterative update for other chunks, we use the last corresponding values to fill. The experiment results verify the effectiveness of this operation.
The entire optimization procedure for OPIMC is summarized in Algorithm 1.
Convergence
The convergence of the OPIMC can be proved by the following theorem. (9) is nonincreasing under the optimization procedure in Algorithm 1. Proof of Theorem 1: As shown in Algorithm 1, the optimization of OPIMC can be divided into two subproblems, each of which is convex w.r.t one variable. Thus, by finding the optimal solution for each subproblem alternatively, our algorithm can at least find a locally optimal solution.
Complexity
Time Complexity: The computational complexity of OPIMC algorithm is dominated by matrix multiplication and inverse operations. We discuss this problem in two aspects: optimizing U (v) , optimizing {V t }. Here we assume that K ≤ d v , s and N . Thus, the time complexities for updating U (v) and {V t } are both O(d v Ks). Suppose L, d max are the iteration times of the loop and the largest dimensionality of all the views respectively, by considering the chunk number N/s , we can get the overall computational complexity of O(Ln v d max KN ). It is worth noting that through experiments we find that OPIMC converges quickly, thus setting L = 20 is enough. Space Complexity: The proposed OPIMC algorithm only requires O(n v d max s) memory space (s N ). By recording two global statistics R and T, OPIMC can easily update U, V and determinate convergence with the scanned instances.
Experiment DataSets
In this paper, we conduct the experiments on four real-world multi-view datasets, which contains two small datasets and 
Compared Methods
We compare OPIMC with several state-of-art methods. OPIMC: OPIMC is the proposed one-pass incomplete multi-view clustering method in this paper. We search the parameter α in {1e-4, 1e-3, 1e-2, 1e-1, 1e0, 1e1, 1e2, 1e3}. IMC: As shown in (7), IMC is the offline case of OPIMC. OMVC: OMVC is an online incomplete multi-view clustering method proposed in (Shao et al. 2016) . To facilitate comparison, we set α v s(β v s) the same value for all the views. Meanwhile, we select the parameter α within the set of {1e-3, 1e-2, 1e-1, 1e0} and select the parameter β within {1e-7, 1e-6, 1e-5, 1e-4, 1e-3, 1e-2}. MultiNMF: MultiNMF is a classic offline method for multiview clustering proposed in (Liu et al. 2013) . We select the parameter α within {1e-3, 1e-2, 1e-1, 1e0}. ONMF: ONMF is an online document clustering algorithm for single view using NMF (Wang et al. 2011) . In order to apply ONMF, we simply concatenate all the normalized views together to form a big single view. We compare two versions of ONMF from the original paper. ONMFI is the original algorithm that calculates the exact inverse of Hessian matrix, while ONMFDA uses diagonal approximation for the inverse of Hessian matrix.
Setup
To simulate the incomplete view setting, we randomly remove some instances from each view. On WebKB and Digit datasets, we set the incomplete rate to 0.3 and 0.4 respectively for the experiment. Besides, we set the incomplete rate to 0.4 on Reuters and Youtube datasets. Meanwhile we shuffle the order of the samples to fit the more real online scene. The chunk size s for online methods is set to 50 for small datasets and 2000 for large datasets, respectively. Meanwhile, it is worth mentioning that MultiNMF and ONMF can only deal with complete multi-view dataset, in order to the completeness of the experiment, we firstly fill the missing instances in each incomplete view using average feature values.
The normalized mutual information (NMI) and precision (AC) clustering evaluation measures are used in this paper. For online and one-pass methods, in order to more comprehensively compare with OMVC and ONMF, we also conduct the experiments for 10 passes and report both NMI and AC for different passes. The experimental results are shown in Figure 1 . Figure 1 reports the performance of clustering on WebKB, Digit, Reuters and Youtube datasets for different passes with different incomplete rates. From Figure 1 , we can get the following results.
Results
From Figure 1 (a) and Figure 1 (b), we can see that on WebKB dataset, the offline method IMC achieves the best performance, the proposed OPIMC gets close performance after just two passes and outperforms the other four comparison methods. The same phenomena can be observed from Figures 1(c) , 1(d), 1(g) and 1(h) on Digit dataset.
From Figure 1 (e) and Figure 1 (f), we can see that OPIMC performs terribly on WebKB dataset in the first few passes for the incomplete rate of 0.4. The main reasons are that the large incomplete rate and the small size of the chunk, which cause the matrices {U (v) } hard to be learned. However, after few passes, through continuous correction of global information, the clustering performance on WebKB dataset grows rapidly.
On large scale Reuters dataset, from Figure 1(i) and Figure 1(j) , we can see that OPIMC gets the best results after only one pass, but the clustering performance decreases with the pass number increasing.
From Figure 1 (k) and Figure 1 (l), we can find that on Youtube dataset, OPIMC produces excellent results and much better than the other methods. This fully demonstrates the effectiveness of OPIMC. Complexity Study: All the experiments are run on computer with Intel(R)390 Core(TM) i5-3470 @ 3.20GHz CPU and 16.0 GB RAM with the help of Matlab R2013a. The complexity study results are reported in Table 2 .
From Table 2 , we can get some observations. Firstly, OMVC gets better results than ONMFI and ONMFDA, but the latter two methods run faster than OMVC. Secondly, the offline method IMC runs faster than the other methods except OPIMC. Thirdly, compared with OMVC, OPIMC takes much less running time (only 1%-2% of OMVC running time), while obtains relatively better clustering results. All these observations prove the efficiency and effectiveness of our model. Parameter Study: We conduct the parameter experiments on the four aforementioned datasets for just one pass. Meanwhile, we set the incomplete rate as 0.3 for small datasets and 0.4 for large scale datasets respectively, and report the clustering performance of OPIMC by ranging α in the set of {1e-4, 1e-3, 1e-2, 1e-1, 1e0, 1e1, 1e2, 1e3}. The results are shown in Figure 2 . From Figure 2 , we can see that OPIMC gets best clustering results in α = {1e1, 1e-1, 1e-2, 1e0} on WebKB, Digit, Reuters and Youtube datasets respectively. Convergence Study: The convergence experiments are conducted on the four aforementioned datasets for 20 passes.
We set the incomplete rate as 0.4 for all the datasets and conduct the experiments. According to the definition of R (v) , T (v) , and inspired by ONMF, OMVC, for the first pass, the average loss is defined as follows:
And for the other passes, since we can easily count the loss of scanned instances, we define the average loss as follows:
We cascade all pass losses and get the results as shown in Figure 3 .
From Figure 3 , we can see that, as the training goes on, the average loss converge gradually. Corresponding to Figure 1 , we can observe that when the average loss converges, both NMI and AC get stable values. Block Size Study: In OPIMC, the size of data chunk is a vitally important parameter. In order to study the performance of OPIMC with different chunk sizes, we conduct a block size study on digit dataset. Besides, we set the incomplete rate to 0.4, and report the clustering performance of OPIMC by ranging s in the set of {2, 5, 10, 50, 100, 250}. Meanwhile, we run the experiment for 10 passes and the results are shown in Figure 4 . From Figure 4 , we can see that generally the bigger the block size, the better the clustering results. Furthermore, when s = 250, the NMI and AC get a great value. However, using larger chunk size will cause larger space complexity. Clustering Center Degradation Study: In this experiment, we will prove the validity of filling the degraded cluster centers. we conduct the experiment on Digit dataset with the incomplete rate of 0.4. We do not disrupt the instance order of the Digit dataset and implement OPIMC with filled (OPIMC-F) and not filled (OPIMC-NF) degraded cluster centers, respectively. We run the experiment for 10 passes and the results are shown in Figure 5 , from which we can witness the effect of filling degenerate cluster centers very directly.
Conclution
In this paper, we propose an efficient and effective method to deal with large scale incomplete multi-view clustering problem by adequately considering the instance missing information with the help of regularized matrix factorization and weighted matrix factorization. By introducing two global statistics, OPIMC can directly get clustering results and effectively determine the termination of iteration process. The experimental results on four real-world multi-view datasets demonstrate the efficiency and effectiveness of our method. In the future, the generation of new classes and the robustness of algorithms will be the focus of our consideration. [ and not filled degraded cluster centers, respectively. Besides, the incomplete rate is set as 0.4 and the experiment is run for 10 passes.
