from the consumers. These ratings are not normally distributed and furthermore the scale has two 1 directions. In the case of a general five point JAR scale, the midpoint (rating 3) belongs to the 2 term "just about right", rating 1 belongs to the term "the attribute is too weak" and rating 5 3 belongs to the term "the attribute is too strong". Therefore, two linear relations would be suitable 4 by just cutting the JAR scale in the middle in two parts. In creating a one directional scale, loss of 5 information is inevitable because the number of consumers, who rated the product as JAR, cannot 6 be calculated. The bipolar scale can be transformed into a unipolar one by applying the dummy variable 9 approach introduced by Xiong and Meullenet (2006) . This transformation has to be performed 10 before running Generalized Pairwise Correlation Method (GPCM). A possible creation of one 11 directional scales is shown in Table 1 . Table 2 ). Event A means that 1 both X1 and X2 strengthen the changes in Y. Event B means that X1 strengthens but X2 weakens, 2 while event C means that X2 strengthens but X1 weakens the same changes. Event D means that 3 both X1 and X2 weaken the changes in Y (Figure 3 ) (Rajkó & Héberger, 2001 ). Williams' t-test as a parametric test was also included.
13
The program calculates the critical sum and the limit (theoretical) probability at which the 14 frequencies in B and C boxes can still be considered as significant. An example shows a case of 15 clear superiority of a feature: Table 3 Table 3 18
In its generalized form (GPCM), all possible independent feature pairs are compared and a 19 number of "superiority" is determined. The number of "superiority" is termed as the number of 20 wins, i.e. how many times a given X feature was "superior" to the other X features. The number 21 of "inferiority" is termed as the number of losses; i.e. how many times an X feature was inferior of the weighted differences. Subtracting the error levels, the numbers of wins and losses will not 13 be integer numbers (Héberger & Rajkó, 2002a) . This type of ranking produces the most sensitive 14 one, it takes into account whether the wins were overwhelming or not.
15
GPCM data analysis was done using a Microsoft Excel VBA spreadsheet application: The preparation of the samples (stored at 10 °C) was conducted using the same standardized 4 parameters (refrigerator, sample quantity, material and brand of the glasses, etc.). Samples were 5 poured into plastic glasses. The recommendations of Kilcast were followed during the sample 6 presentation, so the quantities of samples (180 cm 3 /person) were prepared by one person using a 7 measuring cup to achieve better homogeneity (Kilcast, 2010 and 30 years, regular carbonated soft drink (CSD) consumers, as they consumed CSD products 20 more than 2-3 times a week. Consumers were instructed prior to the evaluation to ensure the 21 reliability of the results and asked to evaluate overall liking on a 9-point hedonic scale (1 =
22
''dislike extremely", 9 = ''like extremely"). The attributes of color intensity, odor intensity, fruit flavor, carbonation, sweet taste, sour taste, bitter taste and aftertaste intensity were evaluated 1 using a five point ''Just About Right" scale ( Figure 1 ). In this study, the data set of the most 2 preferred product will be presented. significant effects on the liking in case of at least ten attributes.
9 Table 4 10
The last column in Table 4 illustrates the marginal efficiency of a parametric test: only three 11 attributes were significant, of which the first two were identical to the results given by the non-12 parametric tests. Simple ordering method has produced the largest number of significant 13 variables, because this is the least strict method. In contrast, difference ordering and significance
14
ordering have more and stricter conditions (see Sections 2.1.3-2.15).
15
The difference ordering method, which takes into account the number of losses, has a similar 16 result as that of the significance ordering. The main difference to the simple ordering is the 17 number of significant attributes, which were reduced to 2-5 depending on the applied test.
18
Significance ordering is the most strict and least sensitive ordering method. taste is on the fourth rank, but in the case of simple ordering this attribute goes to the fifth rank 21 (Table 4) . As it is worth to consider the consensus of ordering methods, the three most important 22 attributes were FruitFlav-, Aftertaste+ and Bittertaste+, in decreasing order.
23
Based on these results, the main direction of product development should be increasing the fruit 1 flavor. However, reduced aftertaste and bitter taste intensity would also increase the liking of The rank of the attributes is based on their impact on consumers liking (x coordinate and the size of the bubble), while the y coordinate gives the percentage of the consumers. For example, in the 11 case of color, 30 % of the consumers said that it is not intensive enough (Color-), but it has no 12 significant effect on liking (its rank is 16). In contrast, 5 % of the consumers rated the color as too 13 intensive (Color+), but for these consumers this had significant effect on their liking.
14
To validate the results of GPCM, the following methods were used: Spearman's rank correlation, were defined using Spearman's rank correlation coefficients (Table 5) . to be the first two most important attribute based on the t-values. Table 6 shows the results of 9 MLR; the attributes are sorted according to their t-value. Table 7 19
20
The VIP results of our PLS-R model showed that FruitFlav-(positive effect), Aftertaste+ Carbonation-, Aftertaste-, Odor-. According to the mean drop plot (Figure 7 ), FruitFlav-seems to 7 be the most important but the importance of Aftertaste+ and Sweettaste-is not highlighted as 8 much as GPCM does.
9
In Penalty Analysis, the generally applied one sample t-test is used to compare the JAR and the 10 two other endpoints and the test requires normally distributed variables. The results of Shapiro-
11
Wilk's tests show, which variables do not fulfill the criteria of normality. In Table 8 , Shapiro-
12
Wilk's test p-values in bold indicate the non-violation of normality. As Table 8 indicates, the t-13 test was used several times on not normally distributed data.
14 Table 8 15 Figure 7 16 Table 9 17
It can be seen in Table 9 that the sequence of the first two significant variables is identical in the 
Discussion and Conclusions

19
The main advantage of GPCM, compared to Penalty Analysis, is that it applies three ordering 20 methods and four statistical tests to determine the sequence of variables having the greatest 21 impact on liking. Penalty Analysis does not take into account the correlation between variables (JAR variables tend to have strong correlations) and cannot be used to predict liking data (Plaehn, 1 2013).
2
Using GPCM, MLR, PLS-R and Penalty Analysis, the two most important attributes, which have 3 high impact on liking, were determined unambiguously: FruitFlav-and Aftertaste+. The 4 specificity of MLR and PLS-R is that they have been developed primarily for prediction 5 purposes. But in the case of JAR data analysis the main aims are ranking and selecting attributes, determining the sequence of the significant attributes but not the prediction. The authors would like to thank Robert Atkins for his helpful assistance in proof reading. This Sipos, L., Kovacs, Z., Sagi-Kiss, V., Csiki, T., Kokai, Z., Fekete, A. (2012) Food Quality and Preference, , 188-198. Table 2 6
Frequencies obtained by applying GPCM 
Naturally, the equal Y values do not carry any information, they were ignored; critical value = 30,
12
Predefined error limit α(user ) = 0.05, Theoretical (threshold) α= 0.0000; Carbonation+ won, as 13 nine is (much) less than 30. Delta means the difference in JAR attributes as described in 2.1.2 14 part. Figure 1 2 A general five category JAR scale ranging from much too weak to much too strong. Graphical representation of the four possible events as the basis of pair correlation method.
8
Frequencies of cases C and B (indicated as blue on the plot) are the basis of the method.
9
Figure 4 10 Line plot summarizing the results of the three ordering methods and the three statistical tests.
11
Crossing lines represent differences between methods and/or tests.
12
Figure 5 
