This paper is a follow-up to a recent article about the essential spectrum of Toeplitz operators acting on the Bergman space over the unit ball. As mentioned in the said article, some of the arguments can be carried over to the case of bounded symmetric domains and some cannot. The aim of this paper is to close the gaps to obtain comparable results for general bounded symmetric domains. In particular, we show that a Toeplitz operator on the Bergman space A p ν is Fredholm if and only if all of its limit operators are invertible. Even more generally, we show that this is in fact true for all band-dominated operators, an algebra that contains the Toeplitz algebra. Moreover, we characterize compactness and explain how the Berezin transform comes into play. In particular, we show that a bounded linear operator is compact if and only if it is band-dominated and its Berezin transform vanishes at the boundary. For p = 2 "band-dominated" can be replaced by "contained in the Toeplitz algebra".
Introduction
In the introduction of [16] it was mentioned that "similar results are expected to hold for more general domains" and that "there are some open problems in the most general case". In short, the aim of this paper is to solve these open problems and thus prove the "similar results". As it turns out, the solution not only generalizes the domain, but also the set of eligible operators.
Before we jump into details, let us first recall the basic setting. Let Ω denote a bounded symmetric domain in its Harish-Chandra realization and let L Then for every bounded function f : Ω → C we may consider the corresponding Toeplitz operator, which is defined by
ν . Denote by T p,ν the Banach algebra generated by all such Toeplitz operators.
A natural (and non-trivial) question to ask is under which conditions a Toeplitz operator T f is compact (e.g. [2, 11, 22, 23, 27, 28, 31] ). For p = 2 a satisfactory answer was given by Engliš in [11, 12] , namely, T f is compact if and only if the Berezin transform of f vanishes at the boundary. In fact, Engliš showed a little bit more. He showed that if A can be written as a finite sum of finite products of Toeplitz operators, then A is compact if and only if the (generalized) Berezin transform B(A) vanishes at the boundary. This result gives rise to the question whether this is true for all bounded linear operators on A p ν . One direction is actually quite simple: If A is a compact operator on A p ν , then B(A) vanishes at the boundary. However, the other direction turns out to be wrong (see e.g. [2] ). This suggests that there is some condition missing here. For p = 2 we observe that the ideal of compact operators has to be fully contained in T 2,ν because T 2,ν is an irreducible C * -algebra and contains non-trivial and hence all compact operators. In the case of the unit ball B n , Suárez ([28] , see [22] for the weighted case) proved that this remains true for arbitrary p ∈ (1, ∞). Hence the new conjecture would read "A is compact if and only if A ∈ T p,ν and B(A) vanishes at the boundary". For the unit ball this was shown in [22, 28] and it is widely conjectured that this holds for arbitrary bounded symmetric domains (e.g. in [23] ). We now show this conjecture in the case p = 2 and present an alternative description for general p by using band-dominated operators, which were introduced by the author in [16] . More precisely, we show that a bounded linear operator on A Using the argument above, "band-dominated" can be replaced by "contained in the Toeplitz algebra" for p = 2:
Corollary. An operator K ∈ L(A 2 ν ) is compact if and only if K ∈ T 2,ν and lim z→∂Ω (B(K))(z) = 0.
In a similar vein Fredholmness of a band-dominated operator can be characterized. Using the techniques developed in [16] , we show that a band-dominated operator is Fredholm if and only if all of its limit operators are invertible, where limit operators occur as strong limits of certain operator nets (see Section 4 for a precise definition). One of the key parts here is to actually show the existence of these strong limits. For Toeplitz operators on the unit ball this was done in [22, 28] . However, the proof there involves some direct computations, which are not accessible in the case of general bounded symmetric domains. We thus use the theory of band-dominated operators once again to show the existence of these limit operators. As a bonus, we obtain existence for all banddominated operators rather than just the Toeplitz algebra. After the existence is settled, we follow the lines of [16] to obtain our next main result:
Theorem B. Let A ∈ L(A p ν ) be band-dominated. Then the following are equivalent:
(ii) A x is invertible for all x ∈ βΩ \ Ω and sup x∈βΩ\Ω A −1 x < ∞, (iii) A x is invertible for all x ∈ βΩ \ Ω, Here, βΩ denotes the Stone-Čech compactification of Ω and the operators A x are the limit operators of A. It is worth mentioning that a similar result was also obtained for the Fock space in [15] .
As observed in [16] , the Toeplitz algebra is contained in the set of band-dominated operators (see Section 3 and Definition 12 for the precise statement) and thus all of the above can be applied to Toeplitz operators. At this point we should probably mention that we use slightly different conventions here than used in previous work. Most importantly, we replaced the compactification of Ω that labels our limit operators. In [16, 22, 24, 28] and also in [4, 15] the maximal ideal space of bounded uniformly continuous functions was used. In this paper we use the Stone-Čech compactification 1 instead to simplify a few arguments. It is then easy to see that one can use smaller compactifications if the operator permits. More precisely, if all limit operators of A with respect to another compactification exist, then the same results hold with the Stone-Čech compactification replaced by the new compactification. Informally, the more complicated the operator in question behaves towards the boundary, the more complicated compactifications we need. We note that the authors of [23] also used the Stone-Čech compactification to show convergence of the operator nets, but there was no need to actually label the limit operators at that point. Furthermore, we use a slightly different definition for limit operators here. This change turns out to be merely cosmetic and is certainly just a matter of taste. We refer to Remark 7 for a short discussion.
Last but not least, we discuss some applications of Theorem B. The simplest case one could imagine would be if every limit operator of an operator A was just a multiple of the identity. We show that this happens if and only if the (generalized) Berezin transform of A has vanishing oscillation at the boundary. If this is the case, the essential spectrum of A is equal to the image of the Berezin transform B(A) restricted to the Stone-Čech boundary of Ω. In particular, this applies to Toeplitz operators whose symbols have vanishing mean oscillation at the boundary:
where f denotes the Berezin transform of f (or equivalently T f ).
The paper is organized as follows. We start with a short introduction to bounded symmetric domains in Section 2. All results in that section are well-known and documented in the literature. In Section 3 we recall the definition and some major results of band-dominated operators, which were established in [16] and are then extensively used throughout this paper. Section 4 then proceeds with the definition of limit operators. In particular, their existence is shown and it will get clear why band-dominated operators are the right objects to consider here. In Section 5 we characterize compactness with the help of limit operators and explain the connections to the Berezin transform. We then follow [16] for the characterization of Fredholmness of band-dominated operators in Section 6. In Section 7 we present some applications to Toeplitz operators.
Bounded Symmetric Domains
In this section we provide definitions and basic properties of bounded symmetric domains. All results in this section are well-known and may be found in the literature (e.g. [1, 9, 11, 13, 14, 18, 19, 29, 30, 32] ).
A domain Ω ⊂ C n is called a bounded symmetric domain if it is bounded and for every z ∈ Ω there exists a biholomorphic involution φ z that interchanges 0 and z. A bounded symmetric domain is called irreducible if it is not biholomorphic to a product of two non-trivial domains. The irreducible bounded symmetric domains can be classified as follows 2 :
• I n,m : unit ball of n × m complex matrices for n ≥ m ≥ 1
• II n : unit ball of n × n complex symmetric matrices for n ≥ 2
• III n : unit ball of n × n complex antisymmetric matrices for n ≥ 5
• IV n : the Lie ball
• V : the unit ball of 1 × 2 matrices over the 8-dimensional Cayley algebra
• V I: the unit ball of 3 × 3 self-adjoint matrices over the 8-dimensional Cayley algebra By Cartan's classification theorem, these are all possible cases up to biholomorphisms. We may therefore always assume that Ω is convex, circular and centered at the origin. This is usually called the Harish-Chandra realization of Ω. Throughout this paper we will assume that Ω is a irreducible bounded symmetric domain in its Harish-Chandra realization, i.e. Ω is equal to one of the cases I − V I. Note that case I n,1 is isomorphic to the standard unit ball B n of C n . Let Aut(Ω) denote the group of all biholomorphic endomorphisms of Ω and G := Aut(Ω) 0 the connected component of Aut(Ω) that contains the identity. Moreover, let K denote the subgroup of linear mappings in G. By Cartan's linearity theorem, K coincides with the subset of elements in G that stabilize the origin. Therefore Ω may also be realized as the quotient G/K via z → φ z K.
Another description of bounded symmetric domains Ω can be given in terms of so-called Jordan frames, i.e. there exists a set of R-linear independent vectors {e 1 , . . . , e r } such that every z ∈ C n can be written as k r j=1 t j e j with k ∈ K, t j ≥ 0 and it holds z ∈ Ω if and only if t j < 1 for all j ∈ {1, . . . , r}. Such a decomposition is called a polar decomposition. The numbers t j are unique up to permutation and do not depend on the chosen Jordan frame. In particular, the positive integer r is an invariant and called the rank of Ω. In case of the unit ball B n the rank is 1 and K is equal to the full unitary group U (n), i.e. the polar decomposition is just the usual one with t 1 = |z| and e 1 an arbitrary unit vector.
Besides the rank r, there are other geometric invariants of Ω. These include the complex dimension n, the numbers a, b, which have to do with root multiplicities of the Lie algebras associated with G and K, and the genus g := a(r − 1) + b + 2. In fact, the triple (r, a, b) determines the bounded symmetric domain Ω uniquely. However, we do not really need the exact values of these invariants in this paper. We thus refer to [11] for a list of numbers.
Using this polar decomposition, we can define the so-called Jordan triple determinant h : C n × C n → C, which is uniquely determined by the diagonal
and the requirement that h is holomorphic in the first and antiholomorphic in the second argument.
In fact, h = h(z, w) is a polynomial in z and w. This polynomial has a lot of important properties that we will use frequently in this paper. Most of them follow immediately from the definition and/or some complex analysis. Here is a quick summary:
Using the Jordan triple determinant, we may define a Riemannian metric on Ω as follows:
The integrated form of this metric will be denoted by β(·, ·) and is called the Bergman metric on Ω. Note that β is unbounded, i.e. β(0, z) → ∞ as z → ∂Ω. For Ω = B n this metric is given by the usual hyperbolic metric on B n . The metric space (Ω, β) satisfies a certain local finiteness condition, which can be formulated as follows. There is a fixed integer N such that for every t ∈ (0, 1) there is a disjoint cover of Ω by Borel sets (B j,t ) j∈N satisfying
has at most N elements,
• there is a constant C(t) such that diam β (B j,t ) ≤ C(t) for every j ∈ N.
Setting Ξ j,t,k := z ∈ Ω : dist β (z, B j,t ) ≤ k 3t for k = 1, 2, 3, we can obtain a subordinate partition of unity consisting of functions ϕ j,t :
Similarly, we may obtain functions ψ j,t : Ω → [0, 1] satisfying (d) ψ j,t (z) = 1 for all z ∈ Ξ j,t,2 , j ∈ N and t ∈ (0, 1), (e) supp ψ j,t = Ξ j,t,3 for all j ∈ N and t ∈ (0, 1), (f ) |ψ j,t (z) − ψ j,t (w)| ≤ 3tβ(z, w) for all w, z ∈ Ω, j ∈ N and t ∈ (0, 1).
An explicit construction of these functions can be found in [16, Section 3] . We remark that in the printed version of [16] there is an incorrect reference for the existence of the integer N . The correct reference is [8] and was corrected in a later version. The number N − 1 is called the asymptotic dimension of the metric space and studied in coarse geometry. We refer to [7] for equivalent definitions and an overview of the whole subject, also mentioning the result of [8] that we need here.
For z ∈ Ω \ {0} we now consider the geodesic reflection in the midpoint between 0 and z (with respect to β, of course). This defines an isometric and involutional biholomorphism, which we denote by φ z . Let us we fix this notation here once and for all. For z = 0 we set φ 0 (w) = −w. Moreover, for ν > −1 we define the probability measure 3 v ν as
where v denotes the usual Lebesgue measure on C n restricted to Ω and c ν is a suitable constant such that v ν (Ω) = 1. It is worth noting that
The Jordan triple determinant h and the measure v ν transform with respect to φ z as follows: 
(see [14, Section 3] ). For general p we can try to take the same formula to get a projection onto A p ν . However, this integral operator, again denoted by P ν , is not bounded in general (see [6, Theorem II.8] ). Let us call (α, ν, p) ∈ R 2 × (1, ∞) admissible if the following inequalities are satisfied:
By [16, Proposition 1] , this implies that P α is a bounded projection from L p ν onto A p ν . Throughout this paper we will always assume that ν is sufficiently large such that (ν, ν, p) is admissible and P ν is bounded as a consequence. Note that for α = ν there exist more optimal conditions than (2.1) (e.g. [11, Lemma 9] ). Even for α = ν one can actually improve these inequalities. However, we refrain from doing that because (2.1) also assures that we can use the Rudin-Forelli estimates (i.e. [11, Proposition 8]) appropriately. This will get more clear later on.
For α = ν, we can reformulate the condition (2.1) as follows:
Note that 1 + only if it is bounded on L q ν . In that case we can consider Toeplitz operators
for bounded functions f : Ω → C and corresponding multiplication operators M f . The function f is called the symbol of T f and M f . For every bounded symbol f , the corresponding Toeplitz operator is bounded with T f ≤ P ν f ∞ .
We conclude this section with a few notations. The set of all bounded linear operators on a Banach space X will be denoted by L(X). The ideal of compact operators will be denoted by
The essential spectrum of A is given by {λ ∈ C : A − λI is not Fredholm} and denoted by sp ess (A). The usual spectrum is denoted by sp(A). The closed subalgebra of L(A p ν ) generated by all Toeplitz operators with bounded symbol will be denoted by T p,ν . The commutator of two operators A, B ∈ L(X) will be denoted by [A, B] = AB − BA.
Band-dominated operators
In [16] band-dominated operators on L p ν were defined. We quickly recall the definition and some basic facts in this short section.
is called the band width of
is called band-dominated if it is the norm limit of band operators. The set of band-dominated operators will be denoted by BDO 
(Extensions of) Toeplitz operators are particular examples of band-dominated operators as the following proposition shows. This fact is one of our main motivations to study band-dominated operators.
Proof. Follows directly from (the proof of) [16, Theorem 7] .
The following estimate will be crucial for subsequent results. It is quite remarkable that it holds simultaneously for all band operators of a fixed band width ω.
Lemma 4. ([16, Lemma 12])
Let ω > 0 and let a j,t : Ω → [0, 1] be measurable functions for j ∈ N and t ∈ (0, 1). If
with dist(U, V ) > 0, then for every ε > 0 there exists a t 0 > 0 such that for all t < t 0 and every band operator of band width at most ω the estimate
Limit Operators
Let λ ∈ R. Since h(w, z) = 0 for all w, z ∈ Ω and Ω is simply connected ([18, Theorem VIII.7.1]), we can choose a branch of h(w, z)
maps holomorphic functions to holomorphic functions.
Proof. Considered as a Riemannian manifold, Ω is simply connected and has non-positive sectional curvature (see [18, Theorem V.3.1, Theorem VIII.4.6, Theorem VIII.7.1]). Thus, by CartanHadamard, the exponential map exp w : T w Ω → Ω is a homeomorphism for every point w ∈ Ω. Let z * denote the midpoint of the geodesic connecting 0 and z ∈ Ω (i.e. the point of reflection of the symmetry φ z ) and let w ∈ Ω. Then by definition of the exponential map, we have φ z (w) = exp w (2 exp
is strongly continuous by Banach-Steinhaus. This also implies that Ψ A is strongly continuous, hence weakly continuous. Moreover, we have Ψ A (z) = A for every z ∈ Ω. As bounded sets are relatively compact in the weak operator topology, Ψ A admits a weakly continuous extension to βΩ.
We will use the notation
where the limit is understood in the sense of nets, and call A x a limit operator of A if x ∈ βΩ \ Ω.
Remark 7. Note that in previous work ( [16, 22, 28] ) limit operators were defined slightly differently, namely by A x = w-lim
, where q denotes the dual exponent of p. There are two small differences to our definition here. First of all, we start by defining limit operators on L p ν and then later restrict them to A p ν (see Definition 12) . As Proposition 14 shows, this approach results to the same expression as (4.1), but with the additional benefit that we can use tools for band-dominated operators in this approach. More importantly, we choose to not use the adjoint in the definition. Fortunately, the two definitions only differ by an invertible operator independent of A (i.e. the limit of (U
z , see Proposition 17 below) and they are even the same for p = 2. The reason we choose (4.1) as our definition of limit operators is that in this way the behavior under multiplication is somewhat better (U
On the other hand, we lose the property (A x ) * = (A * ) x and we will see that (4.1) behaves slightly worse under the Berezin transform. As we value multiplication just a little bit more in this paper, we chose to use (4.1) instead of the previous choice. We do not claim that doing it in this way is better in general, though. It is rather a matter of taste and we will come back to this at the end of this section (Proposition 17).
The following properties of limit operators are still intact and follow directly from the properties of U p z and/or the weak operator convergence.
Moreover, limit operators of band-dominated operators are again band-dominated. To show this we need the following auxiliary result that is obtained by a direct computation (see e.g. [16, proof of Proposition 19]):
A is a band operator of band width ω, then all operators A x are band operators of band width at most ω.
Proof. In view of Proposition 2 and Proposition 8, it suffices to show that limit operators of band operators are again band operators and that the band width does not increase. So assume that A ∈ BDO p ν is a band operator of band width ω.
z is a band operator of band width ω for all z ∈ Ω. This argument directly generalizes to weak limits, i.e. every A x is a band operator of band width at most ω.
Lemma 11. Let A ∈ BDO p ν and assume that {a j,t : j ∈ N, t ∈ (0, 1)} is a family of measurable functions a j,t :
Proof. First assume that A is a band operator. Then by Proposition 10, every A x is again a band operator of the same band width. Since also A x ≤ A for all x ∈ βΩ by Proposition 8, the assertion follows from Lemma 4. Now let A ∈ BDO p ν be a general band-dominated operator. Then for every ε > 0 there is a band operator B such that A − B < ε. Using the above and Proposition 8 again, we get
As B zγ = U p zγ AP ν U p zγ maps holomorphic functions to holomorphic functions, we have B zγ = P ν B zγ for all γ. By Proposition 6, B zγ converges weakly to B x and as weak limits are unique, this also implies B x = P ν B x . As M at P ν is compact by [16, Propositon 15] , the first term in (4.2) tends to 0 as z γ → x. For the second term we have
Since a t is Lipschitz continuous with Lipschitz constant t, the first term tends to 0 as t → 0 by Lemma 11. The second term may be estimated by 2 B t and thus tends to 0 as well. It follows that the second term in (4.2) can be made as small as desired. We conclude that U
Similarly as in Proposition 8, the following properties hold for band-dominated operators on A p ν . Note that due to the strong convergence we additionally have multiplicativity.
We also have the following corollary to Proposition 14.
bounded and continuous with respect to the strong operator topology. In particular, the two sets {A x : x ∈ βΩ} and {A x : x ∈ βΩ \ Ω} are strongly compact.
We conclude this section with an observation that will allow us to use some duality arguments.
is a net in Ω that converges to some x ∈ βΩ, then T bz γ converges strongly to an invertible operator T bx and the inverses T
is invertible with T
In fact, we may also compute (U
ν . Then, via the usual dual pairing and the standard transformation formulas, we obtain
h(z, y)
This implies (U
h(y, z)
, which also explains the notation T bz , i.e. T bz is a Toeplitz operator with symbol b z . Now let (z γ ) be a net in Ω that converges to some x ∈ βΩ \ Ω. Clearly, there is a subnet that converges to some point α ∈ ∂Ω with respect to the Euclidean topology on Ω. Assume that there is another subnet that converges to a different point β ∈ ∂Ω. This would imply that every continuous function on Ω would coincide in α and β. As this is not the case, the whole net (z γ ) has to converge to the point α.
As F (z, y) := b z (y) extends to a continuous function on Ω × Ω, we obtain that b zγ converges uniformly on compact sets to b α = F (α, ·). Therefore T bz γ converges strongly to T bα =: T bx as
ν and z ∈ Ω. Taking the limit yields T bx f ≥ P ν −1 f and T * bx g ≥ P ν −1 g for all
ν , which implies that T bx is again invertible. T
bx strongly as z γ → x follows easily as well.
As a corollary we obtain the following important result. 
bx by Proposition 17. As strong limits are unique, this implies
Compactness
Before we proceed with the characterization of Fredholmness in terms of limit operators, we need to characterize compactness. The next proposition shows that all limit operators of compact operators vanish.
Then K is band-dominated and K x = 0 for all x ∈ βΩ \ Ω.
Proof. That K is band-dominated follows immediately from Proposition 2. Proposition 14 thus implies that
converges strongly to K x for every net (z γ ) that converges to x ∈ βΩ \ Ω. Fix f ∈ A p ν and set D(w, R) := {z ∈ Ω : β(w, z) < R} for R > 0 and w ∈ Ω. Proposition 9 and the fact that U p zγ is an isometry imply
As χ D(zγ ,R) converges pointwise to 0, the first term tends to 0 for every fixed R > 0 as z γ → x. On the other hand, 1 − χ D(0,R) converges pointwise to 0 as R → ∞. Therefore M 1−χ D(0,R) converges strongly to 0 and since K is compact, KP ν M 1−χ D(0,R) tends to 0 in norm as R → ∞. Therefore, if R is chosen sufficiently large, the second term can be made as small as desired. We thus conclude U p zγ KU p zγ f → 0 as z γ → x. As this is true for every f ∈ A p ν , K x = 0 follows.
Our goal for this section is to show that the converse is true as well, i.e. if K ∈ L(A p ν ) is banddominated and K x = 0 for all x ∈ βΩ \ Ω, then K must be compact. For this we need a few auxiliary results. Proof. Using the usual transformation formulas, we get
Let r t := sup j∈N diam β supp ϕ j,t for t ∈ (0, 1). By property (b) of the functions ϕ j,t , r t is finite for all t. Similarly as in [16, 17] , we define 
Proof. The first inequality is clear by definition. For the second inequality we first assume that A is a band operator. Then, by Proposition 10, all limit operators A x have the same band width as A. Let B ∈ {A} ∪ {A x : x ∈ βΩ \ Ω}, F ⊆ Ω a Borel set and choose f ∈ L p ν with f = 1 and
Moreover, let ϕ j,t and ψ j,t be as defined in Section 2. Then
by Minkowski's inequality. The first term is exactly Bf since 
because every z ∈ Ω is contained in at most N sets supp ψ j,t and f = 1. Now observe that the functions ϕ 1/p j,t satisfy the assumptions in Lemma 4. Indeed, let U,
as t → 0. Lemma 4 thus implies that for every δ > 0 there is a t > 0 such that
We thus choose δ = ε 2 A and obtain
This implies, in particular, that there exists a j ∈ N such that
f ⊆ supp ϕ j,t ⊆ D(w, r t ) for some w ∈ Ω by definition, this implies |||B| F ||| t ≥ B| F − ε for all B ∈ {A} ∪ {A x : x ∈ βΩ \ Ω}. As t is chosen independently of F (as it is chosen independently of f ) and B, the assertion follows for band operators A.
For general band dominated operators the result follows by approximation. Just observe that
The next theorem now shows that sup
, for all band-dominated operators.
In particular, K ∈ L(A p ν ) is compact if and only if K is band-dominated and K x = 0 for all x ∈ βΩ \ Ω.
Proof. Let x ∈ βΩ\Ω, K ∈ K(A p ν ) and choose a net (z γ ) in Ω that converges to x. As K is compact, we get K x = 0 by Proposition 19. Corollary 15 thus implies
As this is true for all K ∈ K(A p ν ) and x ∈ βΩ \ Ω, the second inequality follows. For the first inequality we observe that
We will now show inf
This will imply the desired inequality since
where we used that U 
In particular, [16, Proposition 15] ). Now, by Proposition 21, there is a t ∈ (0, 1) such that for all s > 0 we have
In particular, for every s > 0 we get a w s ∈ Ω such that
It is clear that w s → ∂Ω as s → ∞ (otherwise we would get 0 at some point in the middle term). Moreover,
where we used the fact that both U 
is compact. This yields
which is certainly a contradiction. Thus inf
bx P ν and the theorem follows as mentioned above.
In [22, 28] the unit ball B n was considered and compactness was characterized in terms of the Berezin transform. Using Theorem 22, we can generalize this characterization to bounded symmetric domains Ω. In [23] a similar result was obtained for what the authors call "Bergmantype spaces" in case p = 2.
For
h(w, z) ν+g . For p = 2 this function is called the normalized reproducing kernel. A quick computation using the Rudin-Forelli estimates [11, Proposition 8] shows that k , p) is admissible, which, as already mentioned a few times, is assumed throughout this paper (see Section 2). As (ν, ν, p) is admissible if and only if (ν, ν, q) is admissible, this also implies
.2). We may thus define the Berezin Proof. We will show that K x = 0 for all x ∈ βΩ \ Ω if and only if lim z→∂Ω (B(K))(z) = 0. The result then follows by Proposition 19 and Theorem 22.
Choose a net (z γ ) in Ω that converges to some x ∈ βΩ \ Ω and let
z . In particular, we have sup
As in the proof of Proposition 17, (z γ ) converges to some α ∈ ∂Ω in the Euclidean topology. Using that h(w, z) is a polynomial in w and z and |h(w, z)| > 0 on Ω × Ω, we get that f zγ converges uniformly on compact sets to a bounded function f α . In particular, 
But let us consider
here instead (cf. Remark 7, Proposition 17). Of course, K x = 0 if and only if
The reason why we want to consider this limit instead is the following computation:
for all w, z, ζ ∈ Ω, where we used the usual transformation identities a few times and the fact that P ν is the identity on holomorphic functions. Note that the overline indicates complex conjugation
here. Similarly, we get (U
bx strongly as z γ → x, we get
for all ζ ∈ Ω. Hence K x T −1 bx = 0 and thus K x = 0. For p = 2 things are a little bit simpler because T 2,ν is an irreducible C * -algebra containing a non-trivial compact operator and hence contains all compact operators. As Toeplitz operators are band-dominated (Proposition 3, see also Remark 13) the next corollary immediately follows. 
Fredholmness
In the previous section we showed that compactness can be characterized in terms of limit operators. In this section we show that the same can be done with Fredholmness, i.e. we show that a banddominated operator is Fredholm if and only if all of its limit operators are invertible. As we gathered all the ingredients we need in the previous sections, we may follow now the lines of [16] to obtain the result. One direction is actually quite easy and follows directly from the compactness characterization:
x , which implies that there exists a γ 0 such that
) is invertible for all γ ≥ γ 0 . Using Proposition 9, it is now easy to see that
•φz γ and the first assertion follows (cf. [16, Proposition 19] ).
For the second assertion note that M χ D(0,R) P α is compact as well (see [16, Proposition 15] ).
. Now we are ready to prove the other direction. Together with Proposition 24, we get the following theorem. Proof. In Proposition 24 we have seen that if A is Fredholm, then A x is invertible for every x ∈ βΩ\Ω and sup
For the converse assume that A is a band-dominated operator such that all limit operators A x are invertible and their inverses are uniformly bounded. Without loss of generality we may assume p ≤ 2 because otherwise we could just pass to the adjoint and use Corollary 18. As in Lemma 25 we set α = (
Let ψ j,t be the functions defined in Section 2 and assume that A is not Fredholm. Note that
Moreover,Â is band-dominated because A is. In this particular case [16, Proposition 17] provides a criterion for A =Â| A p ν to be Fredholm. As this would contradict our assumption, this criterion cannot be satisfied. In short, its negation reads
In particular, there is a t ∈ (0, 1) and a strictly increasing sequence (j m ) m∈N such that
By choosing a suitable subsequence if necessary, we may assume that either always the first or always the second inequality happens. As both cases can be treated in the same way, we may assume that
for all m ∈ N and B ∈ B · (0, M ). Now by property (e) of the functions ψ j,t , the diameters diam β supp ψ j,t are bounded by a constant not depending on j ∈ N. Thus every supp ψ jm,t is contained in a Bergman ball D(w m , R) for a fixed radius R. As every supp ψ jm,t at least contains a Bergman ball of radius 1 t and for every z ∈ Ω the set {m ∈ N : z ∈ supp ψ jm,t } has at most N elements, it is also clear that the sequence of midpoints (w m ) m∈N tends to the boundary ∂Ω as m → ∞. By compactness of βΩ, this sequence has a subnet (w mγ ) that converges to some x ∈ βΩ \ Ω. Thus, by choosing ξ = χ D(0,R) in Lemma 25, we obtain a γ 0 such that for all γ ≥ γ 0 there is an operator B γ ∈ B · (0, M ) with
By multiplying with M ψj mγ ,t from the right, we obtain a contradiction to (6.1). Therefore A has to be Fredholm.
Next we will show that the uniform boundedness condition for the inverses is actually redundant. The argument is very similar to the unit ball and the sequence space case, cf. [16, 21] . First, we need an analogue of |||·| F ||| (cf. Section 5).
Recall that r t = sup
The following lemma is immediate (see e.g. [16, Proposition 22] or [20, Lemma 2.38]).
The next proposition is the analogue of Proposition 21. A large part of the proof is actually the same, so we just sketch it here.
Proposition 28. Let A ∈ BDO p ν . Then for every ε > 0 there exists a t ∈ (0, 1) such that for every Borel set F ⊆ Ω and every B ∈ {A} ∪ {A x : x ∈ βΩ \ Ω} it holds
Proof. By Proposition 8 and Lemma 27, we may assume that A is a band operator. Moreover, the first inequality is clear by definition. For the second inequality observe that all limit operators A x have the same band width as A. So let B ∈ {A} ∪ {A x : x ∈ βΩ \ Ω}, F ⊆ Ω a Borel set and choose f ∈ L p ν with f = 1 and supp f ⊆ F such that
Moreover, let ϕ j,t and ψ j,t be defined as in Section 2. Then
by Minkowski's inequality. As in the proof of Proposition 21, the first term is equal to Bf and the other two terms tend to 0 (uniformly in f and B) as t → 0. Thus, for sufficiently small t, we get 
To actually show that the uniform boundedness condition is redundant, we show that the infimum inf ν(Â x ) : x ∈ βΩ \ Ω is always attained. The assertion then follows from the fact that 
for all F ⊆ Ω and B ∈ {Â} ∪ Â x : x ∈ βΩ \ Ω . Without loss of generality we may assume r t k+1 > 2r t k for all k ∈ N 0 . Now 
Using Lemma 29, we obtain a boundary point y
Thus, if we combine these estimates, we get where we used r t k+1 > 2r t k for the last inequality. Consider the diagonal sequence defined by y n := y n n . Corollary 16 implies that the sequence (A yn ) n∈N has a strongly convergent subnet that converges to A y for some y ∈ βΩ \ Ω. Let us denote this subnet by (A yn γ ). Then = inf ν(Â x ) : x ∈ βΩ \ Ω + 2 −l+1 .
Since y does not depend on l, we get ν(Â y ) = inf ν(Â x ) : x ∈ βΩ \ Ω as claimed.
Let us now summarize this section. Corollary 34. Let f ∈ L ∞ (Ω), x ∈ βΩ \ Ω and (z γ ) a net in Ω that converges to x. Further assume that f • φ zγ converges to a function g ∈ L ∞ (Ω) uniformly on compact subsets of Ω. Then (T f ) x = T −1 bx T g·bx . For p = 2 this simplifies to (T f ) x = T g . Moreover, if f is uniformly continuous with respect to the Bergman metric β, the condition in Corollary 34 is always satisfied. The set of bounded and uniformly continuous functions f : Ω → C will be denoted by BUC(Ω).
for every ζ ∈ Ω. In particular, setting ζ = 0 and using that b z (0) = 1 for all z ∈ Ω, we get Conversely, assume that A x is a multiple of the identity for every x ∈ βΩ \ Ω, i.e. A x = λ x · I for some λ x ∈ C. Choose a net (z γ ) in Ω that converges to x ∈ βΩ \ Ω. Using Equation for every ζ ∈ Ω and x ∈ βΩ \ Ω. In particular, setting ζ = 0, λ x = (B(A))(x). Now assume that B(A) is not contained in VO ∂ (Ω). Then there are ε > 0 and two sequences (z n ) n∈N , (w n ) n∈N with β(z n , w n ) ≤ 1 such that w n → ∂Ω and |(B(A))(z n ) − (B(A))(w n )| > ε (7.5) for all n ∈ N. Since β(0, φ zn (w n )) = β(z n , w n ) ≤ 1 for all n ∈ N, we can assume without loss of generality that the sequence (φ zn (w n )) n∈N converges to some ζ ∈ D(0, 1). Moreover, we may take a subnet (z γ ) of (z n ) n∈N that converges to some x ∈ βΩ \ Ω. The corresponding subnet of (w n ) n∈N we denote by (w γ ). Consider |(B(A))(w γ ) − (B(A))(z γ )| ≤ (B(A))(w γ ) − (B(A))(φ zγ (ζ)) + (B(A))(φ zγ (ζ)) − (B(A))(φ zγ (0)) .
The second term on the right-hand side tends to 0 by Equation (7.4) . For the first term we observe that β(w γ , φ zγ (ζ)) = β(φ zγ (w γ ), ζ) tends to 0 by construction and since B(A) is uniformly continuous, the first term tends to 0 as well. But this is a contradiction to (7.5). Therefore B(A) has to be contained in VO ∂ (Ω).
