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Resumen 
 
Las neuronas de la Oliva Inferior (Inferior Olive, IO, en inglés) se caracterizan por 
tener actividad en forma de spike y oscilaciones subumbrales. Estas neuronas están 
acopladas mediante conexiones eléctricas (gap junctions) lo cual permite la sincronización 
entre ellas. En función de este acoplamiento, se generan ciertos patrones en la red que 
determinan en comportamiento de ésta y la generación de patrones espacio-temporales. 
En este trabajo de fin de máster se han simulado modelos de la IO con diferentes 
topologías de red teóricas que ya habían sido estudiadas con anterioridad, realizando una 
comparación entre la dinámica global de la red en cada una de ellas en función de distintos 
parámetros (grado de acoplamiento y número de conexiones entre neuronas). Además, se 
ha propuesto una nueva topología biológicamente inspirada basada en trabajos 
experimentales, comparando los resultados obtenidos en redes con esta topología con los 
observados en las topologías teóricas. 
Los resultados obtenidos nos muestran que hay tres parámetros fundamentales en 
la IO para la propagación del estímulo eléctrico, que son la fuerza de acoplamiento, el 
número de conexiones establecidas y la topología de red. 
Aplicando distintos valores a estos parámetros se observa que el comportamiento 
de la red de la IO es distinto. Una fuerza de acoplamiento mayor, así como un mayor número 
de conexiones implica una mayor sincronización de las neuronas de la red tanto en las 
oscilaciones subumbrales como en la actividad spiking, mientras que una fuerza de 
acoplamiento débil hace que cada neurona se comporte de una manera casi independiente 
sin conseguir esta sincronización. Por su parte, aplicando distintas topologías y manteniendo 
los otros dos parámetros también se ven diferencias de comportamiento, con la misma 
fuerza de acoplamiento en una topología bioinspirada, la sincronización que se genera es 
mayor que en una teórica y, además, la complejidad de los patrones generados aumenta 
creando distintos frentes de onda que compiten en sentidos opuestos. 
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Capítulo 1 
Introducción 
 
1.1  Motivación 
La Oliva Inferior (Inferior Olive, IO, en inglés) es una red neuronal cuyas neuronas 
están acopladas eléctricamente y muestran actividad spiking (en forma de potencial de 
acción) y oscilaciones subumbrales [Devor and Yarom, 2002, Schweighofer et al., 2004, 
Latorre et al., 2013]. Estas conexiones eléctricas permiten la sincronización de las 
oscilaciones subumbrales y de la actividad en forma de spike [Hoge et al., 2011]. Como 
resultado de esta peculiar anatomía y dinámica electrofisiológica, se ha empezado a 
considerar a la IO como un controlador del timing de la actividad del cerebelo a través de la 
generación y coordinación de distintas señales de control y se ha sugerido que juega un 
papel importante en control de actividad motora [Welsh et al., 1995, Jacobson et al., 2008] 
y el aprendizaje [Ito, 1982,  Kobayashi et al., 1998, Ito, 2005, Swain et al., 2011]. 
En el contexto de un sistema neuronal difusivo como la IO, las oscilaciones 
subumbrales tienen un importante papel en el procesado de información, donde además 
de la actividad spiking, se propagan estas pequeñas diferencias de potencial a los vecinos 
de cada neurona [Schweighofer et al., 1999, Onizuka et al., 2013]. Estas conexiones 
eléctricas entre las diferentes neuronas (llamadas sinapsis) de la IO generan patrones 
espacio-temporales que se propagan a través de la red [Latorre et al., 2013, Velarde et al., 
2004]. 
En este Trabajo Fin de Máster se ha realizado un estudio de distintos modelos de 
redes y topologías teóricas (primeros vecinos, small-world…) y además se estudiará un tipo 
de red con una topología bioinspirada que se adecúe más a las características de la IO y 
realizando una comparación de esta red con una topología teórica. 
 
1.2 Objetivos 
El objetivo principal de este trabajo es el estudio de una nueva red neuronal con las 
características de la Oliva Inferior como soporte para la codificación de patrones espacio-
temporales.  
Los objetivos específicos establecidos para de este Trabajo de Fin de Máster son: 
1. Estudio del estado del arte de modelos neuronales de la Oliva Inferior. 
2. Estudio del estado del arte de distintos modelos de conectividad utilizados en 
estudios computacionales vs. topologías identificadas en el laboratorio en distintos 
estudios experimentales . 
3. Diseño e implementación de una nueva red neuronal con una topología 
bioinspirada.  
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4. Análisis de los resultados, elaboración de conclusiones y planteamiento de trabajos 
futuros a realizar. 
1.3 Organización de la memoria 
La estructura que sigue este documento, sin tener en cuenta este apartado de introducción 
en el que nos encontramos es: 
• En el capítulo 2 se realiza una breve introducción sobre conceptos biológicos que 
permitan entender el funcionamiento del Sistema Nervioso y sus células (neuronas), 
también se define el comportamiento de los mecanismos de transmisión de 
información entre ellas.   
• En el capítulo 3 se describen los aspectos técnicos como la descripción del modelo 
neuronal, de distintas redes topológicas teóricas aplicadas a la Oliva Inferior y el 
modelo de la nueva red topológicamente bioinspirada. 
• El capítulo 4 se realiza un estudio detallado de las configuraciones de red simuladas 
que nos permite recoger los resultados de nuestro estudio. Se realiza un análisis de 
estos resultados obtenidos y se comparan entre ellos. 
• En el capítulo 5 se realiza una discusión de los resultados obtenidos de este estudio 
y se indican cuáles son las líneas futuras en esta investigación. 
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Estado del Arte 
 
2.1 Sistema Nervioso 
El sistema nervioso está formado por un conjunto de células llamadas neuronas, este 
sistema se caracteriza por su alta capacidad de recibir, procesar y transmitir información.  
Las neuronas son los elementos responsables de la comunicación y el procesamiento de 
información en el sistema nervioso gracias principalmente a su excitabilidad eléctrica. 
Su morfología consta de tres partes, soma, axón y dendritas (Figura 1). Desde una 
perspectiva simplificada, podemos considerar que cada una de estas partes desempeña una 
función diferente dentro del procesamiento de información neuronal El soma es el núcleo 
de la neurona donde se computa la respuesta. Las dendritas son ramificaciones que parten 
del soma y forman los árboles dendríticos que reciben las señales de entrada. El axón es el 
encargado de propagar la señal de salida a las neuronas vecinas (terminales presinápticos). 
 
2.2 Potencial de membrana 
Al igual que cualquier otra célula, las neuronas poseen una membrana que 
determina los bordes de ésta y la separa del ambiente extracelular (membrana 
citoplásmica). Dentro de la neurona hay acumulación de carga positiva (K+), mientras que 
en el exterior predomina la carga negativa (Cl- y Na+), produciendo una diferencia de 
potencial, llamado potencial de membrana, cuya evolución temporal caracteriza el 
comportamiento de la neurona. 
La membrana citoplasmática posee una serie de canales iónicos que permite la 
transferencia de iones a través de ellos. El movimiento de iones por dentro de estos canales 
es lo que provoca el cambio de potencial de la neurona y, por lo tanto, lo que produce el 
impulso nervioso. 
Figura 1. Fotografía de una neurona. En ella se ve el soma, 
el axón y las dendritas. Las conexiones, sinapsis, normalmente se 
establecen entre el axón de una célula y las dendritas de la neurona 
vecina. [Latorre, 2004] 
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En una neurona en reposo (sin estímulos externos), el potencial viene dado por la 
permeabilidad de los canales iónicos, debido al intercambio de los iones de Na+ y K+ se 
producen pequeñas oscilaciones en el potencial de membrana llamadas oscilaciones 
subumbrales [Hodgkin and Huxley, 1952]. Una vez que la neurona recibe un estímulo, se 
abren los canales de sodio, lo que provoca que la membrana se depolarice y se genera el 
potencial de acción o spike. Después de esto se cierran los canales de sodio y se abren los 
de potasio y se produce la llamada repolarización de la neurona hasta que el potencial de 
membrana desciende por debajo del potencial de reposo, en el que se vuelven a cerrar los 
canales de potasio y se vuelve a al estado de reposo. Este comportamiento y cada una de 
las etapas descritas del potencial de membrana se pueden observar en la Figura 2. 
 
2.3 Sinápsis 
Una de las principales características del Sistema Nervioso es su capacidad para 
transmitir información en forma de impulsos nerviosos entre sus neuronas. Esta transmisión 
de información nerviosa se produce gracias a la sinapsis (química y eléctrica). Las conexiones 
sinápticas entre neuronas típicamente se producen entre la terminación axónica de la 
neurona presinaptica y el árbol dendrítico de la neurona postsináptica. 
La sinapsis química es aquella en la que no existe continuidad entre las membranas, 
la neurona presináptica libera neurotransmisores al medio, la neurona postsináptica es la 
encargada de “recoger” estos neurotransmisores lo que provoca que se abran ciertos 
canales iónicos en esta neurona y produce la transmisión del impulso nervioso. 
Figura 2. Representación de las 3 fases de una neurona debido a su potencial de membrana. Inicialmente 
la neurona se encuentra en un estado de reposo (potencial de reposo). Cuando el estímulo alcanza el potencial 
umbral se abren los canales de sodio lo que provoca que la membrana se depolarice (carga negativa) y se genera el 
potencial de acción. Los canales de sodio se cierran y se abren los de potasio, lo que produce una hiperpolarización 
debido a esta salida de potasio. Esto se produce hasta que reestablece la bomba de sodio-potasio hasta llegar al 
potencial de reposo [Hodgkin and Huxley, 1952]. 
Estado del Arte 
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En las sinapsis eléctricas, gap junctions o uniones comunicantes, aunque existe una 
pequeña separación entre las neuronas, los iones pasan directamente del medio intracelular 
de una neurona a otra de manera bidireccional a través de unos canales proteicos formados 
por unidades de una proteína de membrana llamada conexina. La velocidad de transmisión 
de las gap junctions es mayor que con la sinapsis química [Belousov and Fontes, 2012, 
Bennett and Zukin, 2004]. 
 
2.4 Oliva Inferior 
Se ha demostrado en diversos experimentos [Lampl and Yarom, 1993, Lampl and 
Yarom, 1997] que las células de la IO están acopladas eléctricamente mediante gap 
junctions y que presentan un comportamiento caracterizado por la presencia de 
oscilaciones subumbrales y actividad spiking [Welsh et al., 1995, Yarom and Cohen, 2002]. 
Las conexiones eléctricas permiten la sincronización entre las distintas neuronas 
[Watanabe, 1958], de manera que se consiguen ritmos de oscilación coordinados tanto en 
los potenciales de acción como en los patrones subumbrales con las neuronas vecinas 
[Galarreta and Hestrin, 2001]. 
Las oscilaciones eléctricas y su propagación han sido estudiadas utilizando diversos 
modelos neuronales con sinapsis eléctricas que han sido capaces de reproducir aspectos de 
la Oliva Inferior como las oscilaciones subumbrales y los potenciales de acción usando 
modelos de conductancia tipo Hodgkin-Huxley [De grujil et al., 2012, Garden et al, 2017, 
Jacobson et al., 2008, Katori et al, 2010, Manor et al., 1997, Torben-Nielsen et al., 2012, 
Varona et al., 2001, Velarde et al., 2004], los resultados de estos estudios indican que las 
gap junctions influyen en esta sincronización y en la creación de los patrones espacio-
temporales en la IO. 
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Materiales y métodos 
 
3.1 Modelo neuronal 
Para simular el comportamiento individual de las neuronas de nuestra red se ha 
utilizado un modelo de conductancias propuesto en [Latorre et al., 2013]. Este modelo 
describe el comportamiento en forma de spikes y comportamiento subumbral observado 
en las neuronas de la Oliva Inferior. Se utiliza un modelo monocompartimental en el que 
actúan cinco corrientes iónicas (𝐼𝑁𝑎, 𝐼𝑁𝑎𝑝, 𝐼𝐾𝑑, 𝐼𝐾𝑠, 𝐼ℎ) una de fuga (𝐼𝑙) y una corriente de 
injección (𝐼𝐼𝑛𝑗) para describir el comportamiento de una neurona. La siguiente ecuación 
define el potencial de membrana de una neurona: 
𝐶𝑚
𝑑𝑉
𝑑𝑡
=  −(𝐼𝑁𝑎 + 𝐼𝑁𝑎𝑝 + 𝐼𝐾𝑑 + 𝐼𝐾𝑠 + 𝐼ℎ + 𝐼𝑙 + 𝐼𝑖𝑛𝑗 + 𝐼𝑒𝑙𝑒𝑐) 
Donde 𝐶𝑚 = 1µ𝐹/𝑐𝑚
2; 𝐼𝑙 = 𝑔𝑙(𝑉 − 𝑉𝑙) con 𝑔𝑙 = 0.1 𝑚𝑠/𝑐𝑚
2 y 𝑉𝑙 = −60𝑚𝑉, 
𝐼𝑖𝑛𝑗es una corriente depolarizante constante, e 𝐼𝑒𝑙𝑒𝑐 es la corriente total de las sinapsis 
eléctricas que conectan las neuronas,. 
La descripción general de las cinco corrientes iónicas, siguen el formalismo Hodgkin-
Huxley [Hodgkin and Huxley, 1952]: 
𝐼𝑖 = ?̅?𝑖 · 𝑥
𝑝 · 𝑦𝑞 · (𝑉 − 𝑉𝑖) 
Donde ?̅?𝑖 es la conductancia máxima de la corriente, 𝑉es el potencial de membrana, 
𝑉𝑖 es el potencial inverso y 𝑥 e 𝑦 son las variables de activación y desactivación definidas por 
las siguientes ecuaciones: 
𝑑𝑥
𝑑𝑡
=
𝑥∞ − 𝑥
τ 𝑥
 
𝑑𝑦
𝑑𝑡
=
𝑦∞ − 𝑦
τ 𝑦
 
En la tabla 2.1 se muestran los valores de los parámetros de cada corriente. 
 
Tabla 1 Descripción de la conductancia, la conductancia máxima y el potencial inverso para cada una de 
las corrientes iónicas de un modelo neuronal individual 
Corriente (µA/𝒄𝒎𝟐) Conductancia ?̅?𝒊(mS/𝒄𝒎
𝟐) 𝑽𝒊(𝒎𝑽) 
𝐼𝑁𝑎 ?̅?𝑁𝑎𝑚∞
3 ℎ ?̅?𝑁𝑎 = 52 𝑉𝑁𝑎 = 55 
𝐼𝑁𝑎𝑝 ?̅?𝑁𝑎𝑝𝑛∞ ?̅?𝑁𝑎𝑝 = 0.1 𝑉𝑁𝑎 = 55 
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𝐼𝐾𝑑 ?̅?𝐾𝑑𝑐
4 ?̅?𝐾𝑑 = 20 𝑉𝐾 = −90 
𝐼𝐾𝑠 ?̅?𝐾𝑠𝑑(ρe + (1 − ρ)f) ?̅?𝐾𝑠 = 14 𝑉𝐾 = −90 
𝐼ℎ ?̅?ℎ𝑡 ?̅?ℎ = 0.1 𝑉ℎ = −43 
 
Las variables de estado y las constantes de tiempo para cada una de las corrientes 
son las siguientes: 
• 𝐼𝑁𝑎 
𝑚∞ =
𝛼𝑚
𝛼𝑚 + 𝛽𝑚
 
τ 𝑚 =
1
𝛼𝑚 + 𝛽𝑚
 
𝛼𝑚 = 0.1
𝑉 + 30 − 𝜎
1 − exp(−0.1(𝑉 + 30 −  𝜎))
 
𝛽𝑚 = 4𝑒𝑥𝑝
−𝑉 − 55 + 𝜎
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ℎ∞ =
𝛼ℎ
𝛼ℎ + 𝛽ℎ
 
τ ℎ =
1
𝛼ℎ + 𝛽ℎ
 
𝛼ℎ = 1.99𝑒𝑥𝑝
−𝑉 − 44 + 𝜎
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𝛽ℎ =
28.57
1 + exp (−0.1(𝑉 + 14 − 𝜎))
 
• 𝐼𝑁𝑎𝑝 
𝑛∞ = Г(𝑉, 51,5) 
• 𝐼𝐾𝑑 
𝑐∞ =
𝛼𝑐
𝛼𝑐 + 𝛽𝑐
 
τ 𝑐 =
1
𝛼𝑐 + 𝛽𝑐
 
Materiales y métodos 
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𝛼𝑐 = 0.2857
𝑉 + 34 − 𝜎
1 − exp(−0.1(𝑉 + 34 −  𝜎))
 
𝛽𝑐 = 3.57𝑒𝑥𝑝
−𝑉 − 44 + 𝜎
80
 
• 𝐼𝐾𝑠 
𝑑∞ = Г(𝑉, 34,6.5) 
τ 𝑑 = 50 𝑚𝑠 
𝑒∞ = Г(𝑉, −65, 6.6) 
τ 𝑒 = 200 + 220Г(𝑉, 71.6, 6.85) 
𝑓∞ = Г(𝑉, −65, 6.6) 
τ 𝑓 = 200 + 3200Г(𝑉, 63.6, 4) 
• 𝐼ℎ 
𝑡∞ = Г(−𝑉, −45, 5.5) 
τ 𝑡 =
1
exp (−14.59 − 0.089V) + exp (−1.87 + 0.0701𝑉)
 
 
Siendo Г(𝑋, 𝑌, 𝑍)definido de la siguiente forma: 
Г(𝑋, 𝑌, 𝑍) =
1
1 + exp (
−(𝑋 + 𝑌)
𝑍 )
 
En nuestras simulaciones, estas ecuaciones están resueltas mediante el método de 
paso variable de Range-Kutta, siendo su error máximo de 10−13y definiendo 𝜎 = 1 y ρ =
0.6.  
 
3.2 Topologías de red 
Las topologías de red más frecuentemente utilizadas en los estudios teóricos del 
sistema nervioso son: 
·         Grafos aleatorios 
·         Grafos regulares 
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·         Mundo pequeño 
·         Grafos libres de escala 
Todas las redes estudiadas son bidimensionales con un tamaño de red de 50x50 
neuronas, conectadas por sinapsis eléctricas bidireccionales simétricas y aplicando 
condiciones de contorno para así evitar los efectos de borde. Los parámetros de cada unidad 
individual de la red han sido dispuestos de tal forma que se generen de forma espontánea 
oscilaciones subumbrales y actividad en forma de spike. 
Para estudiar los modelos neuronales, los grafos regulares son de los más usados, 
un caso particular de los grafos regulares son aquellos conectados a 2*k vecinos. En las 
Figuras 3 y 4 podemos ver las conexiones que se formarían al aplicar una topología regular 
conectada a 4 y 8 vecinos respectivamente. 
 
 
Figura 3. Representación esquemática de 
una topología regular con conexión a 4 vecinos. 
 
Figura 4. Representación esquemática de 
una topología regular con conexión a 8 vecinos 
 
En el caso de estos grafos regulares, se simularon los experimentos que se hicieron 
en [Latorre et al., 2013] tratando de reproducir los resultados obtenidos con un modelo de 
la IO con topología regular. En este trabajo se hacen distintas simulaciones aplicando 
diferentes fuerzas de acoplamiento y número de conexiones. 
En nuestras simulaciones, se han utilizado dos disposiciones distintas, conexión a los 
4 vecinos más próximos y conexión a los 8 vecinos más próximos (estas disposiciones se 
muestran en las Figuras 3 y 4); en ambos casos las neuronas están conectadas por 
conexiones eléctricas bidireccionales sin ningún estímulo externo. Para las conexiones a 4 
vecinos más próximos se han utilizado los mismos valores que en [Latorre et al., 2013], una 
fuerza de acoplamiento pequeña (0.0001), una moderada (0.08) y una alta (0.8). 
Los grafos aleatorios fueron estudiados en los años 50-60 por Erdos y Renyi [Erdos 
and Rényi, 1960], en el que cada rama del grafo existe con una posibilidad p. 
Materiales y métodos 
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En nuestras simulaciones, para la creación de redes con topología aleatoria se 
consideraron 2500 neuronas que se conectaban entre sí con una probabilidad de 0.25 y 
además una conectividad moderada gc=0.08. 
Las redes de mundo pequeños empezaron a estudiarse en 1998 por Watts y Strogatz 
[Watts and Strogatz, 1998], en el que proponen un modelo de red dependiente de un 
parámetro p, se interpola entre un grado regular y un grafo aleatorio. Se colocan 
inicialmente los nodos en un anillo y cada nodo se conecta a 2k vecinos, para cada rama de 
este grafo, con probabilidad p, se decide si la rama se modifica o no; si la rama se modifica, 
se elige un nuevo nodo al azar con probabilidad uniforme (sin ramas dobles ni 
autoconexiones). En las Figuras 5 y 6 podemos ver una representación esquemática de la 
topología Small-World. 
 
 
Figura 5. Representación esquemática de 
una topología Small World con una probabilidad de 
rotura de conexión p=0.25 
 
Figura 6. Representación esquemática de 
una topología Small World con una probabilidad de 
rotura de conexión p=0.75 
 
El primer paso para crear esta red fue crear un grafo con la topología regular, una 
vez hecho esto cada conexión con un vecino se rompe con probabilidad p para conectarla 
con otra neurona de forma aleatoria. Esta probabilidad refleja la proporción de conexiones 
aleatorias y controla el grado de regularidad de la red. 
En 1999 Barabasi y Albert [Barabási et al., 1999] estudian otro tipo de grafos, los 
grafos libres de escala, a diferencia de los anteriores tipos de red, para construir este grafo, 
se parte de un número pequeño de nodos y se van añadiendo a la red, cada uno de estos 
nodos que se van añadiendo, tiende a conectarse a aquel que tiene un mayor número de 
ramas (conexión preferencial). En la Figura 7 podemos ver un ejemplo de un grafo libre de 
escala, donde el tamaño del nodo indica su propio grado (número de vecinos a los que está 
conectado). 
La forma de construir esta red es distinta a las anteriores, se parte de una red 
pequeña (5x5 vecinos) y se van añadiendo nuevas neuronas, estas neuronas tendrán una 
mayor probabilidad a conectarse a aquellas que tengan un mayor número de conexiones 
hasta llegar a una red de 50x50. 
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3.3 Modelo de red 
En los estudios teóricos del sistema nervioso en general y de la IO en particular se 
suelen utilizar topologías de red teóricas como la aleatoria, regular o distintos grados de 
small-world. Sin embargo, experimentos in vitro han demostrado que el acoplamiento 
eléctrico entre las neuronas de la Oliva Inferior varía en función de la distancia a la que las 
neuronas vecinas se encuentren [Devor and Yarom, 2002]. La oportunidad de encontrar un 
par de neuronas acopladas eléctricamente es del 80% en los vecinos inmediatos, pero esta 
probabilidad se reduce al 30% en distancias superiores a 40 µm y a partir de 70 µm la 
probabilidad de encontrar alguna neurona acoplada es nulo. La Figura 8 muestra el número 
de pares de neuronas acopladas. 
Figura 7. Ejemplo de grafo libre de escala donde el tamaño indica el grado del nodo, esas topologías obtienen 
esta imagen debido a su propiedad de conexión preferencial en la que un nuevo nodo tiende a conectarse con aquel que 
tiene un mayor grado 
Figura 8. Probabilidad de acoplamiento 
entre pares de neuronas en función de la 
distancia entre las células [Devor and Yarom, 
2002] 
Materiales y métodos 
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Para construir las redes con topología bio-inspirada se ha utilizado una red de 50x50 
neuronas bidimensional conectadas por sinapsis eléctricas. Además, se aplicarán 
condiciones de contorno para evitar los efectos de borde. 
La red está conectada aplicando unas condiciones de “anillos” para así simular los 
resultados de [Devor and Yarom, 2002]. Cada neurona posee 3 anillos, el primer anillo sería 
el equivalente a cuartos vecinos, el segundo anillo de quintos a octavos y el tercer anillo de 
novenos a treceavos.  
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Resultados 
 
El objetivo de este Trabajo Fin de Master era la realización de un estudio de una 
nueva red topológicamente bioinspirada y realizar una comparación de ésta con otras 
topologías de red teóricas que se han nombrado en el apartado 3.2. 
 
4.1 Regular 
En todas las simulaciones realizadas observamos que la red genera oscilaciones 
subumbrales y actividad en forma de spike. En las Figuras 9 y 10 se pueden observar los 
patrones espacio-temporales creados por una distribución del grafo regular para una fuerza 
de acoplamiento eléctrico moderada (gc=0.08) entre las neuronas para 4 y 8 vecinos 
respectivamente. En la Figura 11 se muestra el patrón espacio-temporal también para una 
topología regular de 4 vecinos pero con un acoplamiento bajo (gc=0.0001) y en la Figura 12 
para un acoplamiento alto (gc=0.8). En las figuras 13, 14, 15 y 16 se pueden observar las 
instantáneas que ilustran los patrones de actividad para cada una de estas distribuciones, el 
nivel de actividad de cada neurona está representado con la escala de color que se 
encuentra a la derecha de las instantáneas (unidades en mV). 
 
 
Figura 9. Patrón espacio-temporal generado por el 
modelo neuronal de la IO para una distribución 
regular de 4 primeros vecinos con un acoplamiento 
eléctrico moderado (gc=0.08) 
 
Figura 10. Patrón espacio-temporal generado 
por el modelo neuronal de la IO para una 
distribución regular de 8 primeros vecinos con un 
acoplamiento eléctrico moderado (gc=0.08)
 
 26 
 
 
Figura 11. Patrón espacio-temporal 
generado por el modelo neuronal de la IO para una 
distribución regular de 4 primeros vecinos con un 
acoplamiento eléctrico bajo (gc=0.0001) 
 
Figura 12. Patrón espacio-temporal 
generado por el modelo neuronal de la IO para una 
distribución regular de 4 primeros vecinos con un 
acoplamiento eléctrico alto (gc=0.8) 
 
Figura 15.Instantáneas de la red de la IO en las que se ilustra la propagación de patrones en la red regular 
conectada a 8 vecinos con un acoplamiento bajo (gc=0.0001) 
Figura 14. Instantáneas de la red de la IO en las que se ilustra la propagación de patrones en la red regular conectada a 8 
vecinos con un acoplamiento moderado (gc=0.08) 
Figura 13. Instantáneas de la red de la IO en las que se ilustra la propagación de patrones en la red regular conectada 
a 4 vecinos con un acoplamiento moderado (gc=0.08) 
Resultados 
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Se han realizado los experimentos con las distintas fuerzas de acoplamiento 
anteriormente nombradas y con aquellas que se muestran en el artículo, todas estas 
imágenes no han sido incluidas en la memoria ya que se pueden encontrar en el artículo 
citado. 
Estos resultados concuerdan con los resultados obtenidos en el artículo [Latorre et 
al., 2013], se observa que la actividad de la IO depende tanto de la magnitud del 
acoplamiento eléctrico como del número de conexiones de cada neurona. Con una fuerza 
de acoplamiento muy pequeña (gc<0.01 mS/cm2) no se crean patrones coherentes. Con un 
acoplamiento alto (gc>0.7 mS/cm2) la sincronización de la red es total y así mismo tampoco 
se forman patrones. Sin embargo, cuando nos movemos en unos valores de acoplamiento 
eléctrico más moderados, se observa la generación de estos patrones espacio-temporales 
que consisten en frentes de onda que se propagan a través de toda la red. Cuando se 
incrementa este número de vecinos (8 vecinos en las Figura 12), se puede observar que el 
efecto que produce en la red es similar al que ocurre cuando se incrementa la fuerza de 
acoplamiento. 
Analizando los potenciales de membrana se puede observar que un nivel bajo de 
acoplamiento corresponde a que cada neurona se comporta de una manera independiente, 
quedando no sincronizada la actividad subumbral debido a que esta baja corriente no aporta 
coherencia a la red. Un valor alto de acoplamiento eléctrico, tampoco produce patrones 
espacio-temporales, aunque sí induce a una mayor sincronización de la actividad subumbral 
de la red, disminuyendo la frecuencia del comportamiento en forma de spike (Figura 17). 
Figura 16. Instantáneas de la red de la IO en las que se ilustra la propagación de patrones en la red regular conectada a 8 
vecinos con un acoplamiento alto (gc=0.8) 
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4.2 Grafo aleatorio 
Los resultados de esta simulación podemos observarlos en las Figuras 18 y 19. Se  
produce una actividad subumbral la cual no está sincronizada entre las 3 neuronas, y 
también comportamiento en forma de spike. Si comparamos este potencial con el de una 
topología regular a 4 vecinos y la misma fuerza de acoplamiento (Figura 9), observamos que 
en el caso de topología regular sí que había una sincronización subumbral, mientras que en 
la Figura 18 no existe esa sincronía. Esta falta de sincronización se debe a que la fuerza de 
acoplamiento no es muy alta y a que la disposición de la red no permite que se creen 
patrones espacio-temporales. En la secuencia temporal también observamos este 
comportamiento con falta de sincronización entre los componentes de la red. 
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Figura 17. El acoplamiento eléctrico disminuye la frecuencia del comportamiento en 
forma de spikes 
Figura 18. Potencial de membrana para una topología aleatoria con gc=0.08. Se 
puede observar que no existe sincronización en el comportamiento subumbral ni en el 
comportamiento en forma de spikes 
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4.3 Small world 
En el caso de las topologías small-world nos vamos a centrar en las simulaciones 
realizadas con gc=0.08, ya que este valor de acoplamiento eléctrico es con el que se ha visto 
que se creaban patrones espacio-temporales en la topología regular. Se utiliza además un 
valor p=0,25 para así tener una simulación más cercana al caso de una topología regular 
(p=1) que a la topología aleatoria, ya que en la primera es donde se ha observado que se 
conseguían patrones más interesantes. 
De igual forma que con la topología regular, se ha trabajado con 4 y 8 vecinos. Se 
observan características muy similares a las de los grafos anteriores, la sincronía aumenta a 
medida que aumenta nuestra fuerza de acoplamiento eléctrico y si aumenta el número de 
neuronas vecinas, como se puede ver en la Figura 20, también hay sincronización subumbral 
y de spiking pero sí que se observan diferencias en cuanto a la dispersión de las señales. 
En el caso de Small World vemos que hay una velocidad de propagación mayor que 
la de los grafos regulares y que los frentes de ondas generados no son tan claros como en 
una topología regular, esto es debido a que las neuronas tienes vecinos más alejados, por lo 
que el traspaso del estímulo llega en una menor cantidad de tiempo a aquellas que se 
encuentran más alejadas y de igual manera se dispersa más el estímulo por toda la red. Este 
aumento en la velocidad de dispersion lo podemos observar en las instantáneas de la Figura 
21. Por simplicidad sólo se han incluido en la memoria las imágenes correspondientes a la 
simulación de 4 vecinos. 
Figura 19. Instantáneas de la red de la IO en las que se ilustra secuenciación temporal de la red y se observa que no se forman 
patrones espacio-temporales en la red aleatoria con un acoplamiento gc=0.08 
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4.4 Libre de escala 
El parámetro de conductancia utilizado ha sido el mismo que en la topologías 
anteriores: gc=0.08 y el la probabilidad ha sido p=0.5. La configuración inicial era de 10 
neuronas y cada una de ellas se conectaba a 2 nuevas ramas.  
Podemos observar en las Figuras 22 y 23 que la red está totalmente sincronizada, 
aunque el acoplamiento es moderado, este tipo de topología ofrece un camino 
característico entre los distintos nodos mucho menor que en otro tipo de red, por lo que la 
sincronización será mayor que en otras topologías. 
Figura 20. Patrón espacio-temporal generado por el modelo neuronal de 
la IO para una distribución SW de 4 vecinos con un acoplamiento moderado 
(gc=0.08) y una probabilidad de ruptura de la rama p=0.25 
Figura 21. Instantáneas de la red de la IO en las que se ilustra la propagación de patrones en la red SW con una probabilidad p=0.25 
conectada a 4 vecinos con un acoplamiento moderado (gc=0.08) 
Resultados 
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4.5 Red con una topología bioinspirada 
Como ya se ha explicado en el apartado 3.3, se optó por construir una red neuronal 
con una topología bioinspirada en el que la probabilidad de conexión es mayor cuanto 
menor es la distancia entre las neuronas, esta probabilidad disminuye a medida que la 
distancia entre ellas se va haciendo mayor. 
Los trabajos teóricos sobre la IO estudiados conforman redes que no casan con los 
estudios observacionales de la morfología de una neurona, por lo que esta visión 
topológicamente bioinspirada encaja mejor con estos estudios biológicos, en la que es más 
probable crear conexiones con aquellas neuronas que están más cercanas, pero que 
también se pueden crear estas conexiones con neuronas más alejadas. 
Figura 23. Instantáneas de la red de la IO en las que se ilustra  que no se forman patrones espacio-
temporales en la red libre de escala con un acoplamiento gc=0.08. 
Figura 22. Patrón espacio-temporal generado por el modelo 
neuronal de la IO para una distribución libre de escala con un acoplamiento 
gc=0.08 
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Esto se traduce en una topología más compleja que las estudiadas en los apartados 
anteriores; para recrear esta red, nos hemos basado en lo explicado en el apartado 3.3, una 
topología basada en “anillos” donde cada anillo muestra los límites de la probabilidad de 
que ahí haya una conexión neuronal, se puede observar en la Figura 24. 
 
La red neuronal escogida tiene unas dimensiones de 50x50 neuronas, y basándonos 
en la Figura 8, se decidió que el número de conexiones máximas de cada una de las neuronas 
es de 14, estas conexiones van a estar divididas en 3 anillos, el primer anillo (de color azul 
oscuro en la Figura 24) es el más cercano y admitirá como máximo 8 conexiones a neuronas 
vecinas, el segundo anillo (en color azul claro) admitirá un máximo de 4 conexiones, 
mientras que el tercer y último anillo (en color verde), admitirá un máximo de 2 conexiones. 
Para que esta disposición sea dada como buena, cada neurona debe tener un mínimo del 
85% de conexiones de este máximo de 14, se han aplicado condiciones de contorno para no 
crear efecto de borde. 
Con el fin de estudiar el comportamiento de esta red, se han realizado simulaciones 
con distintas fuerzas de acoplamiento eléctrico entre las neuronas. Primero se estableció 
como valor de conductancia, el escogido en las anteriores simulaciones, gc=0.08, pero se 
observó que estos resultados no eran tan interesantes debido a que el acoplamiento era 
muy alto y la red estaba sincronizada, por lo que se fueron variando estos valores a unos 
más pequeños para así comprobar como evolucionaba la red con un acoplamiento más bajo. 
Se han aplicado gc muy pequeñas (0.0001), moderadas (0.0025, 0.02) y altas (0.5). El 
potencial de membrana para cada una de estas configuraciones se muestra en las Figuras 
28-31 y las instantáneas que ilustran los patrones de actividad en las Figuras 32-35. 
Figura 24. Ejemplo de las conexiones neuronales de la neurona 1224 en la topología bioinspirada en la que se observa el sistema de 
anillos utilizado para la creación de la red con topología bioinspirada siendo el punto central la neurona de la cual queremos mirar a cuales 
está conectada, la franja azul oscura es la considerada como primer anillo y el más cercano y por tanto el que tiene una probabilidad mayor 
de conexión, la franja azul claro es el segundo anillo con el cual hay menos probabilidad de conexión, el color verde representa el tercer y 
último anillo en el que la probabilidad de conexión es aún menor, en la parte morada la probabilidad de conexión es 0 y en amarillo las 
conexiones establecidas. 
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Figura 25. Patrón espacio-temporal generado 
por el modelo neuronal de la IO para una distribución 
bioinspirada con un acoplamiento eléctrico bajo (gc=0.0001) 
 
Figura 26. Patrón espacio-temporal generado por el 
modelo neuronal de la IO para una distribución bioinspirada con 
un acoplamiento eléctrico moderado (gc=0.0025) 
 
Figura 27. Patrón espacio-temporal generado 
por el modelo neuronal de la IO para una distribución 
bioinspirada con un acoplamiento eléctrico moderado (gc=0.02) 
 
Figura 28. Patrón espacio-temporal generado por el 
modelo neuronal de la IO para una distribución bioinspirada con 
un acoplamiento eléctrico alto (gc=0.5) 
 
 
 
Figura 29. Instantáneas de la red de la IO en las que se ilustra secuenciación temporal de la red con una topología bioinspirada y se 
observa que no se forman patrones espacio-temporales en la red con un acoplamiento bajo (gc=0.0001) 
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 Estos resultados se asemejan bastante a los resultados obtenidos con redes con una 
topología regular. Con una fuerza de acoplamiento baja, no se consigue generación de 
patrones espacio-temporales que se propaguen por la red, al igual que tampoco se aprecia 
una sincronización ni en las oscilaciones subumbrales ni en el spiking, este resultado es 
comparable a las grafos regulares también con una fuerza de acoplamiento muy baja (ver 
Figuras 11 y 15). 
 Figura 30. Instantáneas de la red de la IO en las que se ilustra secuenciación temporal de la red con una topología bioinspirada y se 
observa que se empiezan a forman patrones espacio-temporales en la red con un acoplamiento moderado (gc=0.0025) 
Figura 31. Instantáneas de la red de la OI en las que se ilustra la secuenciación temporal de la red con una topología bioinspirada y se 
observa que se empiezan a forman patrones espacio-temporales en la red con un acoplamiento moderado (gc=0.02) 
Figura 32. Instantáneas de la red de la IO en las que se ilustra la secuenciación temporal de la red con una topología bioinspirada y se 
observa que no se generan patrones espacio-temporales en la red ya que al ser una fuerza de acoplamiento alta (gc=0.5), la sincronización es 
total 
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Lo contrario ocurre con las fuerzas de acoplamiento muy altas, se observan 
situaciones en las que todas las neuronas se comportan de la misma manera en los mismos 
periodos de tiempo, lo que nos muestra que hay una sincronía total en la red, tanto en el 
comportamiento subumbral como en los spikes por lo que tampoco se aprecia la generación 
de estos patrones espacio-temporales. Esta situación se asemeja al caso de una fuerza de 
acoplamiento alta en los grafos regulares, pero en este caso observamos una mayor 
sincronización con una fuerza de acoplamiento más baja (0,5 frente a un acoplamiento de 
0,8 es el estudiado en el artículo) pero con un número mayor de conexiones. 
Igualmente que en el caso anterior, cuando la fuerza de acoplamiento en esta red 
bioinspirada es de 0.02, observamos que el caso de las topologías regulares que más se 
asemeja, es un grafo regular conectado a 4 vecinos con una fuerza de acoplamiento de 0.8, 
observando el potencial de membrana que se genera en ambos casos, podemos ver el 
mismo resultado, una actividad subumbral sincronizada y generación de spikes, así mismo 
la frecuencia en la generación de estos spikes es menor que la que se observa con un grado 
de conectividad inferior. 
Aplicando una gc de valor intermedio (0.0025), podemos observar la generación de 
estos patrones y la propagación de frentes de onda por la red, así mismo analizando el 
potencial de membrana en la Figura 29, podemos ver la sincronización subumbral de las 
distintas neuronas, no así la sincronización de los spikes, lo que revela lo que se observa en 
las instantáneas, la propagación de este frente de onda. Estos resultados muestran que la 
sincronización en una red con una topología bioinspirada conectada cada neurona a 13-14 
vecinos, es mayor que una red regular conectada a un menor número de vecinos (4 
conexiones) y con una fuerza de acoplamiento mucho menor (32 veces menor). 
En las simulaciones con topologías regulares se muestra un ejemplo con una fuerza 
de acoplamiento de 0.01 mS/cm2 en un grafo regular conectado a 12 vecinos. Para este caso 
también se forman patrones que se propagan a través de la red y una sincronización 
subumbral. Aún así, la red bioinspirada sigue teniendo un mayor nivel de sincronismo en la 
actividad en forma de spikes así como también se ve reducida la frecuencia de generación 
de estos spikes (Figura 36). 
La aparición de spikes en una neurona provoca la creación de patrones espacio-
temporales que se propagan por la red haciendo que la frecuencia de spiking sea menor 
cuanto mayor sea la fuerza de acoplamiento, mientras que cuando este acoplamiento tiene 
un valor más débil y no se produce una creación de estos patrones espacio temporales, la 
actividad de cada neurona es independiente, lo que hace que no haya una sincronización en 
la actividad subumbral de la red de la IO. Los resultados generales en cuanto a esta 
frecuencia de spikes que se observa en las simulaciones es similar a la que se ve en la 
topología regular. 
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Figura 33. La frecuencia en la actividad spiking se reduce a medida que aumenta la 
fuerza de acoplamiento en una red con una topología bioinspirada 
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5.1. Conclusiones 
 Se han realizado numerosos estudios sobre la Oliva Inferior, aunque aún se 
desconoce el rol que desempeña, se manejan dos grandes hipótesis sobre sus 
funcionalidades: 
• La actividad de la Oliva Inferior modifica la entrada y la salida cerebelar a 
través de las depresiones a largo plazo generando señales usadas en el 
aprendizaje. [Ito, 1982, Kobayashi et al., 1998, Ito, 2005, Swain et al., 2011] 
• La Oliva Inferior actúa como controlador del timing generando señales de 
control [Welsh et al., 1995, Jacobson et al., 2008] 
La forma en que las neuronas de una red neuronal se conectan entre sí deriva en la 
formación de distintos grafos o redes topológicas que dependen de la fuerza de 
acoplamiento entre éstas y el número de conexiones que cree cada neurona. En el caso de 
la IO, las características fisiológicas de la red desembocan en distintos niveles de 
sincronización entre sus unidades (tanto oscilaciones subumbrales como generación de 
spikes) [Chen and DeHaan, 1993, Galarreta and Hestrin, 2001, Latorre et al., 2013, Perez 
Velazquez and Carlen, 2000, Varona et al., 2001, Yang and Michelson, 2001] y en la 
generación de patrones espacio-temporales que se transmiten a través de la red. 
En este Trabajo Fin de Máster, primero se han descrito brevemente las distintas 
características biológicas subyacentes a la transmisión de información en el Sistema 
Nervioso. Esto ha incluido un análisis de las neuronas, su morfología y su funcionalidad 
dentro de este sistema. Se incidió especialmente en el potencial de membrana asociado a 
cada neurona individual, estudiando cada una de sus fases y la generación de spikes y del 
comportamiento subumbral. 
Las conexiones entre las neuronas acaban convirtiéndose en redes más complejas, 
ya que, gracias a estas conexiones, las neuronas son capaces de transmitir corriente a sus 
neuronas vecinas. Se analizaron distintas redes y topologías viendo cual se podía adaptar 
más a nuestro ámbito de estudio que era la Oliva Inferior. 
Viendo las características de la Oliva Inferior, se decidió analizar un nuevo tipo de 
red que estuviese biológicamente inspirada. Ninguna de las topologías utilizadas en estudios 
anteriores sobre la IO utiliza un modelo que se adecue a la morfología de una neurona típica, 
por lo que se propuso una nueva disposición en la que se tuviese en cuenta esta morfología. 
Los estudios experimentales de la IO muestran que las neuronas tienen una posibilidad 
mayor de estar conectadas con aquellas que son más cercanas a ellas, pero también existe 
la posibilidad de que éstas estén conectadas con algunas más lejanas (aunque esta 
probabilidad sea menor) y esto hace que ni las topologías regulares, ni las aleatorias ni 
siquiera las small-world reflejen el patrón de conectividad de la IO. 
La propuesta fue la realización de distintos niveles de cercanía asignando a cada uno 
de estos niveles cierta probabilidad de conexión y se hizo una comparación con las redes 
regulares, aleatorias, small-world y libre de escala. Los resultados que arrojaron estas 
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simulaciones en esta nueva distribución corroboran que la sincronización de la red aumenta 
a medida que aumenta la fuerza de acoplamiento entre las neuronas, así como si aumenta 
el número de conexiones dentro de la red. Con unos valores de fuerza de acoplamiento muy 
bajos no se consigue esta sincronización y cada neurona individual se comporta de manera 
independiente dentro de la red. Una fuerza de acoplamiento alta hace que las oscilaciones 
subumbrales y los spikes estén sincronizados, pero no se consigue la generación de patrones 
espacio-temporales; para conseguir estos patrones se tiene que configurar la red con una 
fuerza de acoplamiento intermedia, donde se observa también la generación de spikes y la 
sincronización subumbral. Sin embargo, la fuerza de acoplamiento necesaria para la 
generación de los patrones espacio-temporales es menor en la topología bioinspirada que 
en la topología regular; además, la dispersión de estos patrones se aprecia distinta en estas 
dos topologías, siguiendo un patrón más complejo en la bioinspirada debido a que los 
distintos frentes de onda compiten entre ellos. 
Otro de los factores fundamentales para la realización de estudios de la Oliva Inferior 
es la topología utilizada, se pueden observar diferencias entre una topología regular y una 
Small World incluso aunque el acoplamiento sea el mismo. Como se ha explicado, otro de 
los factores determinantes es el número de conexiones establecidas, a mayor número de 
conexiones mayor sincronismo de la red, pero aun así, la topología sigue siendo importante, 
en una topología aleatoria hay un número de conexiones elevado y aun así no se consigue 
una sincronización aunque la fuerza de acoplamiento sea la misma. Aunque este número de 
vecinos sea muy parecido (topología regular con 12 vecinos y topología inspirada 
biológicamente, entre 13 y 14 vecinos) en la topología regular se empiezan a observar 
patrones con un acoplamiento de 0.01, mientras que en la bioinspirada con gc=0.0025 se 
pueden visualizar indicios de estos patrones y con un acoplamiento gc=0.02 son muy claros.  
Además también se observan diferencias en la velocidad de propagación, en una 
topología regular se crean patrones muy claros que se propagan de forma más lenta 
mientras que en las bioinspirada esta velocidad de propagación del impulso es más rápida 
aunque el frente de onda no esté tan claramente definido.  
 
5.2 Trabajos futuros 
El objetivo de este trabajo era la realización de un estudio de una red con las 
características de la IO como soporte para la codificación de patrones espacio-temporales. 
Este estudio era un primer acercamiento a la idea de implementar una red con una 
topología bioinspirada y así poder ver y comparar estos resultados con resultados ya 
conocidos y estudiados como las redes regulares en la IO. El trabajo futuro que se propone 
realizar es ahondar más en el estudio de esta red. Para ello, se definirían nuevos parámetros 
con los que construir esta red (así como número de vecinos o disposición de estos) y la 
introducción de un estímulo externo como excitante de la red neuronal para ver la respuesta 
de ésta. Además también sería interesante aplicar esta topología a una red heterogénea, en 
forma de distintas conductancia de acoplamiento en la red, que se enmarca más en nuestra 
hipótesis de topología bioinspirada ya que esta hetereogeneridad en los patrones de 
conexión de las neuronas de la red tienen una base biológica. 
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Hemos visto que esta topología bioinspirada aporta complejidad a los patrones 
espacio-temporales de la red de la IO, se debería estudiar de manera más exhaustiva la 
sincronización subumbral que existe y la propagación se los spikes, debido a esta topología, 
los frentes de onda que compiten son mayores, lo que permite codificar un mayor número 
de estímulos en la red. 
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