Ratios, regression statistics, and "spurious" correlations Graphical representation and curve fitting are often needed to interpret the complex relationships between measured quantities in aquatic systems. Although graphical and statistical computer packages have made it simpler to perform analyses, they cannot overcome the statistical problems of certain data manipulations.
For example, one means of expressing relationships between two variables, A and B, is to plot the ratio A& I against B. Inspection of recent issues of ~~~~uZ~gy und Oceanography reveals the use of this plot in a range of applications, where it has been used to demonstrate that the percentage particulate organic carbon in Amazonian rivers decreases as total suspended solids increase (Hedges et al. 1994) , that epilimnetic total N : total P decreases as total P increases in lakes worldwide (Kopacek et al. 1993 , that the germanium : silicate ratio declines in glacial meltwater streams as silicate increases (Chillrud et al. 1994) , that mass-specific growth rates of Cladocera decline with increases in mass (Anderson and Benke 1994) , and that weight-specific ammonium release declines with increasing weight in freshwater zooplankton (Haga et al. 1995) . No criticism of these studies is implied (in fact, some have been exceptionally careful to avoid the pitfalls that follow); the purpose in citing them is to illustrate the widespread use of this type of plot.
B is involved in both X and Y axes on the plot. Intuitively, if A and B were not at all correlated, we might expect that as B became larger, there would be a tendency for AB--' to become smaller. In fact, this tendency is far stronger than is generally appreciated. To illustrate, a common pseudo-random number generator (a function in Microsoft Excel 5.0) was used to generate two sets of 500 numbers, evenly distributed over the interval O-10. Linear correlation of A and B shows no significant relationship ( Fig. la ; r = 0.020). If, however, AB-' vs. B is plotted, an exponential decline in AB-' with increasing B is seen (Fig. lb) , which appears linear on a log-log plot (Fig. lc) . If these curves are fit to the model AB-' = aBb, an apparently satisfying fit is obtained (Fig. lb, c) . The model can be fit with a nonlinear algorithm (Marquardt-Levenberg; SigmaPlot for Windows 2.0), giving a = 5.15 and b = -0.990, or a linear regression on the log-transformed data can be performed, resulting in similar parameter estimates and r = 0.67. Th e nonlinear fitting package also conveniently provides asymptotic standard errors for both a and b.
The reason for this surprising result is relatively simple. In making the relationship There are three issues worthy of comment. First, there is obviously a statistical problem with an AB-' vs. B plot. This problem has been pointed out in specific areas of biology, e.g. the case of weight-specific biological scaling (see Atchley et al. 1976 , Prothero 1986 ) but it appears it is less widely appreciated in the aquatic sciences in general. The statistical difficulty does not invalidate the use of this plot to illustrate a relationship, and in fact for some analyses, it may be argued that the resulting "spurious correlation" is not completely invalid (see Prairie and Bird 1989) . There is little rationale for using such a plot for statistical analysis, however, because the problems are overcome very simply by performing analyses directly on the variables A and B; the form of the relationship can then be converted mathematically to apply to the B-specific relationship.
A second issue concerns the use of ratios. Ratios are problematic because even when experiments are carefully performed so that the variance of the raw variables A and B conform to statistical requirements (normal distribution, equal variance), the characteristics of the variance about AB-' are unpredictable and even counterintuitive (Atchley et al. 1976) , and statistical assumptions about ratios are rarely tested. In general, the use of ratios to scale experimental data is fraught with problems (Atchley et al. 1976, Packard and Boardman 1988) .
Finally, whether linear or nonlinear, regressions fitted by least-squares methods require assumptions that are often violated in aquatic science data sets. Some assumptions about distribution can be overcome by using distribution-free (sometimes confusingly referred to as "nonparametric") regression techniques (Comish-Bowden et al. 1978 , Maritz 1981 ) and the critical assumption that B is estimated without error can be dealt with by geometric methods (Laws and Archie 1981) . These techniques are not, however, part of most analysis packages. For nonlinear regression, there is no exact theory for evaluating confidence intervals. Standard errors provided by most plotting packages are asymptotic and, because they tend to underestimate true error, they are usually unsuitable for statistical comparisons; joint confidence intervals should be used in such cases (Johnson 1992) . Finally, for relationships that are linear on log-log axes, the coefficient of determination (6) can be very misleading; providing the percentage standard error of estimate is one alternative (see Smith 1984 
