Novelty detection is a fundamental biological problem that organisms must solve to determine whether a given stimulus departs from those previously experienced. In computer science, this problem is solved efficiently using a data structure called a Bloom filter. We found that the fruit fly olfactory circuit evolved a variant of a Bloom filter to assess the novelty of odors. Compared with a traditional Bloom filter, the fly adjusts novelty responses based on two additional features: the similarity of an odor to previously experienced odors and the time elapsed since the odor was last experienced. We elaborate and validate a framework to predict novelty responses of fruit flies to given pairs of odors. We also translate insights from the fly circuit to develop a class of distance-and time-sensitive Bloom filters that outperform prior filters when evaluated on several biological and computational datasets. Overall, our work illuminates the algorithmic basis of an important neurobiological problem and offers strategies for novelty detection in computational systems.
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fly olfactory circuit | computer science | data structures | Bloom filters | novelty detection A ssessing whether a stimulus is novel is a basic neural problem that helps alert organisms to new and potentially salient events (1, 2) . This problem requires determining how much a given stimulus departs from those previously experienced. Here, we describe a simple data structure used by neural circuits to efficiently solve this problem.
The fruit fly determines the novelty of an odor using a twostep procedure. The first step involves assigning a "tag" (the term used in neurobiology) or "hash" (the term used in computer science) to the odor, where the tag/hash corresponds to a small set of neurons that fire action potentials in response to the odor (3) (4) (5) (6) (7) . An odor is initially encoded in the fly's nose as a 50-dimensional vector, corresponding to the firing rates of 50 different types of odorant receptor neurons (ORNs) (8) . The 50 ORNs send odor information to 50 projection neuron types (PNs), whose responses are normalized such that the mean firing rate of the PNs is nearly the same for all odors and odor concentrations (6, 9) . The PNs then project to about 2,000 Kenyon cells (KCs) that lie in a structure called the "mushroom body." The connection matrix between the 50 PNs and the 2,000 KCs is sparse, approximately binary, and random (10) . Each KC randomly selects about 6 of the 50 PNs and sums up their firing rates. Each KC then provides feedforward excitation to a single inhibitory neuron, which provides feedback inhibition to all of the KCs. As a result of this winner-take-all computation, only the top ∼5% (100) of the highest-rate KCs fire in response to the odor; the remaining 95% are silenced. This 5% corresponds to the tag/hash of the odor. Thus, the hash of an odor is a sparse point in a 2,000-dimensional space. Each distinct odor activates a different 5% of the KCs, such that two very different odors will have little to no overlap in their active KCs.
The second step in determining odor novelty is to decide whether an odor, as defined by its hash, has been previously experienced. The output of the mushroom body is generated by 34 mushroom body output neurons (MBONs) that receive input from the KCs and perform many different functions (11) (12) (13) . Here, we are concerned with one such MBON, called MBON-α 3 (14) [MBON-α 3 actually consists of two distinct neurons that Hattori et al. (14) could not distinguish between; we follow their convention here and treat them together], which receives inputs from 350 of the 2,000 KCs (11) (see SI Appendix for more anatomical details). Based on a series of elegant experiments, Hattori et al. (14) showed that the activity of MBON-α 3 in response to an odor encodes a novelty signal for the odor and that this signal is suppressed with odor familiarization (repeated presentations of the same odor).
Hattori et al. (14) proposed the following model of how MBON-α 3 encodes novelty. For each odor presented to the fly, the hash for that odor is a sparse set of about 20 KCs (∼5-10% of the 350 KCs that project to MBON-α 3). Local dopamine released by a neuron called PPL1-α 3 then modifies the strength of the 350 KC → MBON-α 3 synapses. Synapses made by the odor's 20 activated KCs onto MBON-α 3 weaken, whereas synapses made by nonactive KCs onto MBON-α 3 strengthen. The activity of MBON-α 3 is computed as the weighted sum of its inputs (i.e., the activity of each KC multiplied by its synaptic strength). Thus, repeated exposure to the same odor depresses active KC → MBON-α 3 synapses, which suppresses the activity of MBON-α 3 in response to the odor, indicating that the odor has become familiar. At the same time, the synapses of nonactive KCs onto MBON-α 3 strengthen, increasing over time the novelty response of odors with nonoverlapping hashes.
Significance
This work is significant for two reasons. First, considering fly olfaction in the context of a computational algorithm emphasizes features of olfactory processing that might otherwise be less apparent. For example, comparison of prior approaches for novelty detection makes clear that different odors are not just novel vs. familiar, but rather can have various degrees of novelty depending on the similarities between odors. Second, understanding how the fruit fly olfactory circuit detects novel odors can inspire new methods for similar problems in machine learning. In this way, both computer science and neuroscience benefit from the comparison of these two systems.
Our Contributions
From a computer science perspective, we view the KC → MBONα 3 synapses as storing a Bloom filter ( Fig. 1) . A Bloom filter is a space-efficient data structure that serves as the foundation for answering the question, "Does x belong to S?", where x is some query item (an odor) and S is a database of previously observed items. If x does not belong to S, then the item is considered novel, and vice versa. This question naturally comes up in many large-scale computing applications. For example, when Google indexes the web, its web crawler, upon reaching a website (x ), needs to quickly determine whether it has visited this site in the past (S) to avoid the cost of reindexing. Similarly, determining whether a DNA sequence (x ) belongs to a database (S) is a common primitive for many bioinformatics applications (15, 16) .
The fly's Bloom filter, however, modifies this basic question in three ways: i) Continuous-valued novelty. For the fly, novelty responses should reflect how different the query item is from those previously experienced. A traditional Bloom filter, on the other hand, reports only a binary response, indicating whether or not the exact item is in the database. ii) Distance sensitivity. The novelty of an odor with respect to a similar odor should be smaller than the novelty of the odor with respect to a very different odor. A traditional Bloom filter does not provide distance sensitivity, instead treating each pair of unique items as equidistant from all other pairs. Distance sensitivity also provides robustness, since in a noisy environment, it is unlikely that the fly will observe the exact same odor twice. iii) Time sensitivity. For the fly, if the same or a similar odor was last experienced a long time ago, its novelty should be larger than if the odor was experienced recently. A tradi-tional Bloom filter, on the other hand, does not discount novelty over time.
The first two properties above modify the question to ask, "How close is x to some item in S?" The third property asks, "How long ago was x , or some item similar to x , observed?" These modifications are also relevant practically. For example, when recommending news articles, one might ask, "How novel is this article compared with other articles the user has (recently) read?" or, "How different is this patient's profile compared with others who have (recently) signed up for a clinical trial?" (15) . While there are Bloom filters that satisfy properties two (15, (17) (18) (19) (20) and three (21-23) separately, we are not aware of a Bloom filter that accounts for all three properties together. There are also technical differences between the fly's Bloom filter and prior filters, which we elaborate below.
Here, we extend the framework of Hattori et al. (14) to quantitatively predict neural novelty responses based on the theory of Bloom filters. We also translate these three properties to extend a fundamental data structure to more application domains.
Results
The Mapping Between Bloom Filters and Novelty Detection Circuits. Here, we consider how to interpret the KC → MBON-α 3 synapses as a Bloom filter and how to modify traditional Bloom filters to take into account the three properties noted in the preceding section.
Consider the problem, "Does x belong to S?" This problem could be easily solved by keeping a sorted list of all of the items in S and then performing a binary search for x or by inserting each item into a hash table and performing a lookup. The problem with these approaches is that they require storing all items in S in memory (e.g., in a list or a hash table), which can be prohibitively expensive for very large databases or if storing millions of small databases. Bloom filters are a space-efficient A B Initially, all bits are set to 1. To insert an item into the Bloom filter, the item is hashed k times using k independent hash functions. Each hash function maps the item to one bit in the array, and this bit is reset to 0. For example, the item "zinfandel" is hashed k = 3 times, which resets indexes 1, 8, and 12 in the filter. For "pinot noir," indexes 3, 6, and 14 are reset. To test whether an item is novel, the item is hashed using the same k hash functions, and if all of the corresponding indexes are set to 0, the Bloom filter returns "No." On the other hand, if any of its k hashed positions are 1, the Bloom filter returns "Yes." This approach can lead to some false positives; e.g., "chardonnay" has not been inserted in the filter, but because each of its hash positions ( alternative that requires only a small number of bits per item to store, independent of the size or content of each individual item. Formally, we are given a database of n items, S = {s1, s2, . . . , sn } and a query item x . In a traditional Bloom filter, the goal is to output a binary novelty score, f (x , S) ∈ {0, 1} of x with respect to S. The objective function (Does x belong to S?) is
For the fly, the goal is to output a continuous-valued novelty score, f (x , S) ∈ [0, 1] of x with respect to S, and this score should be distance sensitive (we consider the third property, time sensitivity, later). Distance sensitivity means that f should reduce the novelty of x if there is an item similar to x in the database. The objective function (How close is x to some item in S?) is
where d (x , si ) is a distance measure between items x and si . If f (x , S) = 1, x is highly novel, whereas if f (x , S) = 0, x is highly familiar.
The goal of a Bloom filter is to approximate f (x , S) using a compressed m-bit representation of S. In general, m > n, where n is the number of items in S, and a typical value of m is 10n (i.e., 10 bits per item stored). In a traditional Bloom filter ( Fig. 1A) , each of the m bits is initialized to 1. (Conventionally, Bloom filters are initialized to 0 instead of to 1. We describe an "inverted" Bloom filter here so that novel items illicit a high novelty response instead of a low response, but the argument remains the same.) Each s ∈ S is inserted into the filter by applying k m independent hash functions to s. Each hash function maps s to one of the m positions in the Bloom filter, and each of these positions is reset to 0. To determine the novelty of a query x , one applies the same k hash functions to x to obtain k positions in the Bloom filter; if any of these bits are set to 1, then the item definitely does not belong to S. If all of the bits are set to 0, then the item probably belongs to S. This procedure can induce some false positives if, for example, the bits probed for x collectively overlap with the bits reset for items previously inserted (e.g., see Fig. 1A for chardonnay).
For the fly, we propose that the KC → MBON-α 3 synapses store a Bloom filter for novelty detection (Fig. 1B) . Here, the m KC → MBON-α 3 synapses represent the m bits of storage in the Bloom filter. The indexes of the k active KCs for an odor act as the k hashed positions of the odor. When an odor is presented (i.e., inserted into the filter), the strength of each of the m synapses is modified. Let w (i) correspond to the weight of the i th KC → MBON-α 3 synapse. Initially, each w (i) = 1. After an odor x is observed, each synaptic weight changes as follows:
In other words, the synaptic weights of the k active KCs for the odor each decay by some factor, 0 ≤ δ < 1. The remaining m − k KCs strengthen by a small amount, 0 ≤ ≤ 1.
[Here, we assume that each KC's activity for an odor is binary (on or off), which is an approximation (SI Appendix).] When ignoring time, we set δ = 0 and = 0 so that once an odor activates a KC, its weight gets reset to 0, and no recovery occurs with the presentation of subsequent odors. Thus, all synaptic weights are binary (bits), as in a traditional Bloom filter. See SI Appendix, Fig. S3 for justification of these functional forms for recovery and decay.
To generate a continuous-valued novelty score of an odor x from the Bloom filter, we sum the weights of the k active KC → MBON-α 3 synapses for odor x and normalize by k to generate novelty responses between 0 and 1 (Fig. 1B) . Because all weights are binary (ignoring time), the only weights that will be 1 are those corresponding to KCs that are active for x and no other odor in S previously inserted into the filter.
Predicting Neural Novelty Responses to Odor Pairs. Using the reasoning above, the novelty response of an odor with respect to a single previous odor should be proportional to the percentage of KCs shared by the two odors: higher overlap → smaller novelty response. We tested this hypothesis using neural recordings of MBON-α 3 in response to pairs of odors, where one odor was presented, and then the activity of MBON-α 3 was recorded in response to a second odor (14) (SI Appendix, Table S1 ). In this setting, |S| = 1 (containing the first odor), and we wish to predict the novelty of x , a second odor. Hattori et al. (14) did not describe or analyze how odor similarity might affect novelty responses in the fly.
To determine the similarity of two odors below, we used a publicly available database [DoOR 2.0 (24)], which provides ORN responses to different odors by collecting experimental data from many studies.
First, we tested how odor similarity, defined based on the differences in ORN activity for the two odors, affected novelty responses. Specifically, each odor was associated with a vector of recorded ORN activity in response to the odor, using the DoOR database (24) . We found a significant correlation between the Euclidean distance between the vectors and the recorded novelty response of MBON-α 3 for the pair: Higher distance → larger novelty (r = 0.91; Fig. 2A ).
Second, we tested how well the predicted novelty score from the fly Bloom filter, defined based on the overlap of active Kenyon cells for the pair, correlated with the recorded novelty response. Specifically, the KC responses for each odor were computed by multiplying the vector of ORN activity for the odor by a sparse, binary random projection matrix (7, 10) into an m = 350dimensional space. We then set the indexes of the k = 20 (≈ 5% of 350) most rapidly firing KCs to 1 and set the rest of the indexes to 0. We again found that the more overlap in active KCs shared by the pair, the lower the novelty response for the pair (r = −0.94; Fig. 2B ). Due to the small number of odor pairs available, we tested how robust these correlations were, using leave-one-out cross-validation, and found no change to our conclusions (SI Appendix, Table S3 ).
Overall, these results show that the similarity between odorscalculated either in input ORN space or in KC hash spacecould predict the novelty response for the pair. Further, the similarity between two odors can be read off from the output of the Bloom filter in a manner that is consistent with the first and second properties that we proposed.
Analytically Predicting Novelty Responses. In SI Appendix, we mathematically derive the expected novelty response from the fly Bloom filter for an item x with respect to a set of previously observed items S. We also instantiate bounds on the expected novelty responses for the cases where inputs are binary or exponentially distributed [as in faces (25) and odors (6)] (SI Appendix, Fig. S1 ).
Empirical Evaluation on Benchmark Datasets. To translate these neural insights to the computational domain, we compared three types of Bloom filters-the fly Bloom filter, a traditional Bloom filter, and a prior distance-sensitive Bloom filter (LSBF) (15, 17) (SI Appendix, Algorithms S1-S3). We compared performance on five datasets (SI Appendix, Table S2 ); for each dataset, we used 10-fold cross-validation, where all items from the training set S are inserted into the Bloom filter. Then, for each item in the test set, we computed its ground-truth novelty response via Eq. 1 and the predicted novelty from the filter, and we report A B Fig. 2. Predicting neural novelty responses. In A and B, open circles represent a pair of odors. (A) The x axis is the recorded MBON-α 3 novelty response of a second odor after repeated presentations of a first odor (14) . The reported value is normalized to the maximum response over the trial. This "relative novelty response" indicates the novelty of a second odor with respect to that of the first odor, averaged over 10 trials. The y axis is the Euclidean distance between the vectors of ORN firing activity for the two odors. The larger the Euclidean distance is (i.e., the more dissimilar the odors), the larger the novelty response. (B) The x axis is the MBON-α 3 novelty response, and the y axis is the percentage of KCs that are active for both odors. The more overlap between KCs (i.e., the more similar the odors), the smaller is the novelty response. Error bars denote SEM over 20 random projection matrices used to compute KC activities; errors appear smaller than the plotting symbol. In both A and B, the dashed line shows a least-squares regression of the points, with correlation coefficient and P value at the top.
the correlation between the ground-truth and predicted novelty responses over all items in the test set. We set m = 30n and varied k ∈ [5, 50] .
First, we evaluated performance on two neural datasets ( Fig.  3 A and B) . The first one contains neural activity of 24 ORNs in the fruit fly in response to n = 110 odors (8) . The second one contains neural activity of 99 face patch neurons in the macaque in response to n = 2,000 faces (26) . In both cases, we found sig-nificant improvement in novelty detection using the fly Bloom filter compared with the alternatives. For example, on the odors dataset, the correlation between ground-truth and predicted novelty using the fly Bloom filter was 0.657 ± 0.06 compared with 0.537 ± 0.08 using the LSBF (k = 40). Similarly, on the face data, the correlations were 0.508 ± 0.03 for the fly vs. 0.404 ± 0.03 for the LSBF. On all datasets, the traditional Bloom filter had close to zero correlation between ground-truth and predicted novelty A Fly odors B Primate faces because the hash functions used in a traditional Bloom filter are random and not distance sensitive. Second, we tested performance on three computational datasets. The first two are image datasets [scale-invariant feature transform descriptors (SIFT) and modified National Institute of Standards and Technology database (MNIST)] with n = 5,000 each, and the third one is random data drawn from an exponential distribution ( Fig. 3 C-E) . In all three cases, the fly Bloom filter outperforms, or performs no worse than, other filters. For example, on the SIFT dataset, the fly Bloom filter achieved a correlation of 0.535 ± 0.03 vs. 0.345 ± 0.03 and 0.002 ± 0.02 for the LSBF and traditional filters, respectively. We also repeated all experiments with m = 10n and found similar results (SI Appendix, Fig. S2) .
Overall, the fly Bloom filter enhances novelty detection vs. that of other filters, while using the same space-efficient representation.
Building Distance-and Time-Sensitive Bloom Filters. Similar items observed recently in time should illicit a lower novelty response than similar items observed far apart in time. This means that old data stored in the Bloom filter should slowly decay or be evicted from the filter over time. Eviction is also important in life-long learning applications, where the database is not of fixed size but continuously grows (21) (22) (23) ; unless old data are forgotten, the Bloom filter would eventually fill up such that every bit is reset to zero.
Currently, there is little biological knowledge of how distance sensitivity and time sensitivity combine to create a single novelty response in the fruit fly (Discussion). In SI Appendix, we propose candidate objective functions and show that the fly Bloom filter also works well in this scenario (SI Appendix, Table S4 ).
Discussion
The fruit fly brain evolved a simple space-efficient data structure to compute the novelty of odors, directly taking advantage of sparse, high-dimensional representations (27) (28) (29) useful for discriminating odors (7, 30) . Our framework can be used to predict novelty responses in fruit flies to odor pairs (14) and can be used to enhance novelty detection for computational applications (31, 32) , including for anomaly detection (33) , computer networking (34) , and deep learning (35, 36) .
There are many variants of Bloom filters that extend the basic functionality of traditional Bloom filters. These include filters that adapt k , the number of hash functions used, based on the popularity of the data (37, 38) , that decentralize the filter to handle failures (2, 39) , that allow items to be deleted (16, 40, 41) , and that use other sophisticated inference steps (42) . In practice, some of these features may need to be ported to the fly's Bloom filter. There are also several methods used to compress highdimensional datasets that enable estimating f (x , S) efficiently using a nearest-neighbors search (43) . For example, Jégou et al. (44) learn short codes for dataset items using product quantization techniques, and Johnson et al. (45) further speed up these computations using GPUs. Indyk and Wagner (46) develop a space-efficient tree-based data structure for storing items that requires less bits per item to store than prior structures. Compared with the approach presented here, these methods are not based on Bloom filters, are not dynamic (time sensitive), and do not appear to be biologically plausible. Nonetheless, in practical applications of novelty detection, these approaches should also be considered.
Our work raises three questions about timing mechanisms and their effect on novelty calculations:
i) The rates of synapse weight recovery ( ) and decay (δ) may provide clues of how the brain recovers and suppresses novelty over time. Based on experimental data, the functional forms of these two parameters appear to follow an additive-increase, multiplicative-decrease mechanism (SI Appendix, Fig. S3 ); interestingly, multiplicative weight update rules are also commonly used by online learning algorithms to converge to optimal decisions over time (47) (48) (49) . While this is one possible mathematical form for recovery and decay, for the fly Bloom filter to compute novelty values as one might expect, two general rules seem to apply. First, decay after initial exposure to an odor should be aggressive. If decay were slow, then the novelty signal would persist over several successive presentations of an odor, which may unnecessarily burden attention. Further, aggressive decay immediately heightens the difference between an odor observed once recently (familiar) vs. an odor that has not been observed for a long time (novel). Second, recovery from familiarity back to novelty should be relatively slower. Otherwise, very soon after observing an odor, the odor would become novel again, limiting the timescale over which novelty can be integrated. More work, however, is needed to test these rules behaviorally. ii) More information is needed about how novelty calculations trade off distance vs. time; i.e., how can the fruit fly distinguish between two similar odors observed far apart in time vs. two dissimilar odors observed recently in -both of which may illicit a high novelty response? Might other MBONs be involved? Computationally, given the local synaptic weight update rule (Eq. 2), can we reverse engineer the global objective function that the local rule is trying to optimize? iii) The amount of dopamine released by PPL1-α 3 for an odor, which may affect recovery and decay rates, could be related to the odor's concentration or valence and may be regulated by feedback from other MBONs (50); at the extreme, if no dopamine is released for an odor, then this might imply that the odor was not "inserted into the filter."
Understanding these parameters may allow novelty responses to be predicted for a time sequence of odors, instead of simply odor pairs.
The theory of Bloom filters presented here may also help inform studies of novelty detection in other species and brain regions. Evidence points to similar patterns of decay and recovery of novelty responses, albeit over longer timescales, in the vertebrate olfactory system (51) . Novelty detection also occurs in the hippocampus (52) , in the amygdala (53) , and in auditory systems (54) , although circuit mechanisms here are less known.
Materials and Methods
In SI Appendix, we describe (i) additional background on the fly olfactory and novelty detection circuits, (ii) the data used for analyzing novelty responses to odor pairs and cross-validation results, (iii) the three Bloom filters used in our empirical comparison, (iv) computational analysis of distance-and time-sensitive Bloom filters, and (v) theoretical analysis of the fly Bloom filter for predicting novelty responses.
