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Abstract
The present Doctoral Thesis reports a detailed study of the ice slurry production in
a scraped surface plate heat exchanger (SSPHE). The investigation work considers
fundamental aspects as the heat transfer, the power consumption and the morphology
of the produced ice crystals. The heat exchanger consists of a cylindrical tank with a
scraped heat transfer surface at the bottom. The scraper system is composed of four
rotating blades driven by a rotating shaft. Different sodium chloride brines (2.9 to 9.4
wt %) are employed as the base solution for the generation of ice slurries in a batch
process. The heat transfer surface is cooled underneath by a constant flow of calcium
chloride solution in water, subsequently cooled by the expansion of a refrigerant in a
compact evaporator. The action of the scrapers pull off the ice adhered to he plate
surface, adding the microscopic ice crystals to the slurry. A wide range of operating
conditions has been tested: scraping velocities from 0.1 to 0.8 s−1 and logarithmic
temperature differences from 0.5 to 2.5 ◦C. Heat and mass transfer is promoted due
to the action of the scrapers, which not only guarantees the existence of nucleation
directly on the subcooled surface but also induces macroscopic displacements of the
flow.
Nusselt number results have been obtained through the accurate measurement of
the precess temperatures and the slurry properties. Experimental results showed a
dependence of the nucleation onset with the scraping velocity and the wall subcooling
degree. The Nusselt number decreased for increasing wall subcooling degrees as a
consequence of the ice layer scaling, with a low effect of the scraping velocity. The
driving motor power consumption showed also a dependence with the presence of ice
on the scraped surface, not being very influenced by other parameters.
Flow visualization with icelike polymer particles has performed to study the two-
phase flow and the eventual stratification. PIV technique has been employed to obtain
the velocity field inside he SSPHE with a single phase flow for equivalent rotating
Reynolds numbers. The main flow structure has been identified and related to the
mixing mechanism of the flow.
Complementary to the experimental analysis, a numerical flow analysis was carried
out employing the software package OpenFAOM. The numerical results proved their
validity in reproducing the flow pattern observed experimentally, providing additional
detail of the flow structure inside the SSPHE.
The obtained information extends the understanding of the mechanisms involved in
the ice slurry production in the SSPHE, with an special attention to essential aspects
like heat transfer and power consumption. Future designs of devices similar to the




En esta Tesis Doctoral se realiza un estudio de la producción de hielo ĺıquido en un
intercambiador de calor de placas de superficie rascada rotativo (SSPHE). La inves-
tigación considera aspectos fundamentales como la transferencia de calor, el consumo
de potencia o la morfoloǵıa de los cristales de hielo producidos. El intercambiador de
calor consiste en un tanque ciĺındrico con una superficie rascada en la base. El sis-
tema de rascado se compone de cuatro palas rascadoras accionadas por un eje rotativo.
Como base para producir el hielo ĺıquido se usa una salmuera de cloruro de sodio con
diferentes concentraciones (2.9 to 9.4 wt %), produciéndose éste en modo discontinuo o
”batch”. La superficie rascada se enfŕıa por el lado opuesto mediante un flujo constante
de cloruro de sodio en agua, a su vez enfriado por la expansión de un refrigerante en
un evaporador compacto. La acción de los rascadores arranca el hielo adherido a la
placa base, añadiendo los cristales microscópicos de hielo a la mezcla. El rango de
condiciones de trabajo ensayadas ha sido amplio: velocidades de rascado desde 0.1 a
0.8 s−1 y diferencias logaŕıtmicas de temperatura desde 0.5 a 2.5 ◦C. La acción de los
rascadores promueve la transferencia de calor y masa, que no solo garantiza la ausencia
de una gruesa capa de hielo sobre la superficie si no que también induce desplazamientos
macroscópicos del flujo.
El número de Nusselt se ha obtenido mediante la medida precisa de las temper-
aturas del proceso y las propiedades del hielo ĺıquido. Los resultados experimentales
muestran una dependencia del inicio de la nucleación con la velocidad de rascado y el
subenfriamento de la pared. Como consecuencia del crecimiento de la capa de hielo, el
número de Nussel disminuye para valores crecientes de subenfriamiento, mientras que
el efecto de la velocidad de rascado es bajo. Aśı mismo la potencia de accionamiento
muestra una mayor dependencia con la presencia de hielo en la pared, y no con otros
parámetros.
Se ha realizado una visualización del flujo empleando part́ıculas similares al hielo
para estudiar el flujo bifásico. Para estudiar el campo de velocidades con flujo monofásico
se ha empleado la técnica de Velocimetŕıa por Imagen de Part́ıculas, analizando valores
de número de Reynolds rotativo equivalentes. El patrón de flujo ha sido identificado y
relacionado con los mecanismos de mezclado del flujo.
Complementariamente al análisis experimental se ha llevado a cabo un estudio
numérico empleando el código OpenFOAM. Los resultados numéricos han sido par-
cialmente validados con los datos experimentales, proporcionando información acerca
del flujo tridimensional en el SSPHE.
La información obtenida y analizada permite extender el conocimiento de los mecan-
ismos implicados en la producción de hielo ĺıquido en el SSPHE basándose en aspectos
fundamentales como la transferencia de calor y la potencia de accionamiento. Aśı
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mismo, ésta puede ser de gran utilidad en el diseo de futuros dispositivos, ayudando a
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û∗θ, v∗. Re=2.2·104). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
6.13 Locations of the comparative velocity profiles. . . . . . . . . . . . . . . . 172
6.14 Tangential and axial velocity profiles at X1. a) û∗θ, b) v∗. . . . . . . . 174
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Chapter 1
Introduction
For more than twenty years ice slurry has been considered as a promising technology in
the refrigeration industry. The employment of ice slurry as secondary refrigerant can
reduce the large quantity of primary refrigerants used in common expansion systems.
Notwithstanding CFCs deplete the ozone layer, and their most employed substitutes,
the HFCs, have an important global warming potential. On the contrary, ice slurry is
environment friendly and does not represent any danger for the human safety in case
of leakage.
Compared with single-phase refrigerants, it is justified by the high cooling capacity
given by the latent heat of phase change, representing a very efficient solution. More-
over, the ice slurry can be stored, opening the door to different energy management
strategies and increasing its possibilities in refrigeration. Moreover, the interest on
the ice slurry goes beyond the classical refrigeration applications, being used also in
a wide range of situations that goes from the food preserving to the medical/surgical
operations.
Nevertheless, the production of ice slurries is still one of the aspects that requires
more research. To sustain the promising aspects of the ice slurry, an efficient, reliable
and economic generation is required, adaptable to the different ice slurry applications.
From all the available techniques, the generation in scraped surface devices is one of
the most promising ones, combining its simplicity with an effective way to control the
product characteristics and increasing the heat transfer.
1.1 The ice slurry
Ice slurry can be defined as an homogeneous mixture of ice particles in an aqueous
solutions, which works as a carrier liquid [1]. This carrier liquid, which eventually can be
fresh water, is commonly a solution consisting on water and a freezing point depressant.
The most common freezing depressants are sodium chloride, ethanol, ethylene glycol
and propylene glycol [2].
Both the homogeneity of the mixture and the particle’s size distribution can vary,
ranging roughly from 50 microns to 1 mm, with typical average values around 200
microns. The particle size distribution, however, has to be more or less uniform to be
considered an ice slurry.
The high energy storage density of the ice slurry is based on the latent heat of fusion
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of its ice crystals. The large heat transfer surface created by its numerous crystals also
confers to it a fast cooling rate. Compare to liquid, and due to the phase change
process, slurry maintains a constant low temperature level during the cooling process,
providing also a higher heat transfer coefficient.
A remarkable benefit of the ice slurries is that –for some applications– it can be
produced when the demand is low or non-existent, being stored for later use. The high
energy storage density together with the ability to be pumped to the desired location
once it is required allows to reduce the size of the equipments, with a better energy
management [3–5].
The morphology of the ice crystals, their concentration and degree of homogeneity in
the slurry play an important role in the ability of the ice slurry to by pumped. Moreover,
each ice slurry application may require a mixture with different characteristics.
1.1.1 Characteristics of the ice particles
Figure 1.1: A microscopic photograph
of the ice crystals in a slurry, showing
that common sizes are from 200 µm to
300 µm to.
The morphological aspects of the ice particles
present in the slurries have been studied by
different authors. There can be found differ-
ent reviews of the work in the topic [2, 6].
Some of the earliest microscopic pictures
of ice slurry particles were due to Kauffeld et
al., corresponding to an ice slurry produced
with a 3% wt. MgCl2 additive [7] and by
Fukusako et al. for an ethylene-glycol aque-
ous solution [8]. Different authors like Kasza
et al. [9] have assessed that the ice particles
in the slurries must be in the micro-scale for
a proper performance.
The ice crystals morphology was classified
later by Bel [10], who found them to have an
hexagonal structure. However, other authors
like Sari et al. showed approximately ellipsoidal particles. Indeed in the present work
almost all the particles observed responded to the latter pattern (see Fig. 1.1). Kasza
and Hayashi [9] identified two type of ice particles that can make a bad ice slurry:
dendritic (rough and elongated, which form large entangled clusters decreasing the
pumpability) and globular (with rough surfaces that entangle to a lesser degree but
still are far from optimum). The quality of the particles can be improved adding
a freezing point depressor to the liquid (NaCl in the present work), which leads to
smoother ice particles that increase the fluidity of the slurry. Decreasing the particles
surface roughness allows the ice particles to slip past one another without tangling or
agglomerating. In addition, the smoothing also allows the ice slurry to be pumped
out of the container much easier and flow through delivery conduits at much higher
loadings without plugging.
Aside from the effect of a freezing point depressor, the observed differences in the
morphologies can be related to different things. One of them is due to the number of
collisions among particles and particles and walls, which may erode them or coalesce,
leading to bigger particles. Another explanation comes from something called the
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time behaviour [11]: the mean diameter of the ice crystals growths as a function of
time [12]. Other authors like Okawa et al. also observed a time-behaviour during the
investigations of the permeability of ice water mixtures [13], but in his case the ice
particles exceed the 1 mm diameter level to be considered ice slurry.
The growth of the particles and their morphological evolution to this process is still
not completely clear and further research is needed. Furthermore, the particle growing
may also depend on the type of flow that particles are immersed, as well as many other
aspects, in which the ice slurry generation technique may play an important role.
What is clear is that as particles size grows, the physical properties of the slurry
become time-dependant, as it happens with an increasing number of particles. This
should be taken carefully in the slurry storage, which if not well performed leads to a
decrease of the rheological parameters (the viscosity and the critical shear stress) of up
to 60%. [6]
1.1.2 Rheological and thermophysical properties
There are different models describing the rheology and thermal properties of the ice
slurries, i.e., density, viscosity, specific enthalpy and ice mass fraction. Very detailed
revisions on the matter can be found in [2, 6, 14, 15] and in particular in the Handbook on
Ice Slurry – Fundamentals and engineering, which was published by the International
Institute of refrigeration.
The measurement of the rheological properties in slurries is always complex. To
the difficulties inherent to this type of studies it is added the fact that the ice particles
”evolve” with time, temperature, flow shear and many other parameters. Moreover,
particles tend to stratify. Hence, existing models may differ considerably from one
author to another one. In general, all the models take into account both the effect
of the ice particles suspension and the properties of the carrier fluid –including the
one of freezing point suppressor. Liquid-solid mixtures are often considered as non-
Newtonian, where different models exist all based in yield stress below which no flow
is observed. This value depends strongly on the solid particle fraction .
The carrying fluid in ice slurries is generally considered as Newtonian, as can slurries
themselves if the ice fraction remains low. The meaning of ”low” is something diffuse,
but most of the authors agree that the ice mass fraction limit separating the Newtonian
and non-Newtonian behaviour is somewhere around 6% and 15% [14]. As will be
seen in chapter 2, Eq. 2.8 was proposed as a correlation for the apparent viscosity
by Christensen and Kauffeld [16]. A summary of the Newtonian to non-Newtonian
transition in ice slurries, together with the non-Newtonian model proposed by each
author is included in table 1.1 from [14]
Nevertheless, the rheological model measurement depends strongly on the measure-
ment technique –for example, the viscometer type– and the application of the models
is very constricted to certain operating situations, as flow in ducts.
The direct measurement of the ice concentration is in rather complicated. Some
authors evaluated it from the statistical analysis of microscopic pictures [17]. Later on,
Melinder published data on physical properties of numerous aqueous solutions [18] that
were very useful for ice slurry applications. These data can be applied to –or combined
with– the theoretical models that describe the behaviour of various ice slurries, provid-
ing more accurate models. Melinder [19, 20] also published later a paper specifically
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Table 1.1: Rheological behaviour of ice slurries according to different authors, taken
from [14]
Ben Lakdhar and Lallemand
z3SSg:
Bel and Lallemand z3SS>:
Christensen and Kauffeld
z3SSv:
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Newtonian fluid whose viscosity
depends on the temperature4
for ice slurry calculation and modelling, including data on the specific enthalpy. One of
the most important properties of the ice slurry due to its applications in refrigeration
is the apparent specific heat capacity. It can be obtained by taking the derivative of
the specific enthalpy as a function of the temperature.
A detailed description of the calculation of ice slurry properties calculation in the
present work can be found in the chapter 2, section 2.1.5.
1.1.3 Fluid dynamics
The majority of studies on the fluid dynamics of ice slurries are focused on pipes
[14, 15, 21–23] or heat exchangers [24–26]. Because of the high viscosity of ice slurries,
they tipically flow in laminar regime with non-Newtonian behaviour, which make the
flow very dependent on the geometry. Ayel et al. [14] reported and extensive review
of the works on the pressure drop in cylindrical tubes, with a wide variety of solid
concentration and ice particle sizes.
The considerations about the flow regime –laminar or turbulent– and flow type
–Newtonian or non-Newtonian models– are only valid when the ice particles are homo-
geneously distributed. In practice this may not be true, especially at low velocities and
for some geometries. In those cases the ice particles rise by buoyancy to the top of the
tube/device, and stratification (a non-uniform ice concentration profile) occurs. There
are different works about the flow types and the corresponding flow phase diagrams
(Kitanovski and Poredos [27]) but as they depend on many parameters they are very
difficult to determine.
Moreover, when dealing with ice slurry production, the ice content during the initial
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stages is low or non-existent, and it will increase until the desired concentration. This
situation, combined with certain types of ice slurry generators as the scraped surface
heat exchanger may lead to turbulent or transitional flows, where the flow regime and
its rheological properties changes as the ice content increases –specially in a batch
production system.
The flow stratification is certainly one of the main concern in the flow or storage
of ice slurries. The buoyant force over an ice particle can be significant, specially in
low velocity flows or in the stagnant regions of high velocity flows. As explained in [14]
the flow stratification depends mainly on the particle size, shape, its weight and the
particles concentration (as they interact between them and can slow down the flow or
agglomerate). Avoiding flow stratification is very important, as an stratified fluid will
increase the pressure drop of the flow, and at the same time can agglomerate, limiting
its fluidity. On the other hand, if the flow rate is very high the risk of stratification will
be avoided, but it will turn to very high pressure drops. In order to partially simplify
the complexity of the stratification study, some authors employed polymer particles ins
substitutions of ice –with a similar density– avoiding the effect of the phase change and
the temperature dependants [28].
Regarding heat transfer, ice slurries are capable of high heat transfer coefficients,
approximately 3000 W/m2 K for laminar and 4500 W/m2 K for turbulent flows [24, 25,
29, 30]. The heat transfer in forced convection showed to depend on the Prandtl and
Reynolds and Hedstrom numbers. Stamatiou et al. [31] and Bellas [25] performed heat
transfer measurements with plate heat exchangers. Sari et al. [see in ayel 31] found
when the flow is laminar the heat transfer in tubes occurs only at the boundary layer
level, as the thermal diffusivity is low. The later opens the door to the employment
of heat transfer enhancing techniques either passive or active, well explained in Webb
[32].
1.1.4 Applications
It is without doubt that the main and more promising application of the ice slurry is
as secondary refrigerant. However many other applications exists and other new arises
continuously. The ability of being pumped and stored and its high apparent specific
heat are the main reason of it. The Handbook on Ice Slurry – Fundamentals and
engineering [33] provides a complete review of applications until 2005. Other complete
and extended reviews on the topic were published by Kauffeld et al [2], Zhang et al
[34], Illan [26], Egolf et al [6] and Bellas et al. [35] among others. A brief summary will
be done here. The readers are referred to the previous references for more information.
Early usages of the ice slurry include indirect contact cooling applications from
comfort cooling of buildings and gold mines to process cooling of breweries. However,
new uses have been gradually introduced, including direct contact cooling applications,
the fish processing and supermarket display cases. Over the last five years there have
been a large number of installations completed in over 40 countries for direct contact
cooling of various food products [14]. Together with the applications as a secondary
refrigerants, ice slurries have found a place, for example, in the food processing industry,
produce packing, fishery, as well as its new emerging application for protectively cooling
organs during medical emergencies and surgery.
The main applications can be classified in three different blocks: ice slurry used
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through heat exchangers, ice slurry used directly and ice slurry used in medical cooling:
Applications with heat exchangers
Ice has been a common way of energy storage, as it could be produced during off-peak
demand periods. However ice was not pumped out of the tank. Instead, it was melted
and chilled water was piped to the load points. The pumped transmission of ice slurry
to the loads reduces the size of piping, pumps and heat exchangers, as less amount of
mass is required for transporting the same amount of cooling capacity. The system
miniaturization by using ice slurry is clearly observed in Fig 1.2: depending on the ice
content the storage tank can be reduced by a factor of 10 compared to chilled water,
and the new pipe system by a factor of 1/3. The main drawback is to avoid the ice
stratification, specially in the storage tank, which can lead to particles agglomeration
and excessive crystal growing.
This combination of an ice slurry production-storage-transport system with the use
of heat exchangers [24] is used successfully for building cooling. The ice slurry can
be used only as an energy storage medium, or being also pumped to the loads. This
field is without doubt one of the more promising applications for the ice slurries. In
big buildings it can reduce considerably the amount of primary refrigerant needed, still
being able to be pumped at very low temperatures directly to the loads.
Being able to produce ice slurry with high ice fractions (≈50%), store it, and then
extract it for distribution in a piping network to the loads has been still elusive and
represents a frontier for this technology. However, new studies appear continuously and
continue making progresses on the field [36–38].
Other applications of the ice slurries used in heat exchangers are related with the
food industry –as a refrigerant in breweries, large kitchens– and in trucks and railway
cooling.
Direct contact food cooling applications
Direct contact is used mainly to cool down or keep cold products. For instance, in the
baker industry the temperature control during dough mixing is essential in any oper-
ation. As there is quite a lot of heat released during dough preparation, providing ice
slurry instead of cool water can absorb the excess of heat. Hence, ice slurry technology
offers an effective solution for dough cooling.
Ice slurry is also used in product packing. For many food products as vegetables,
a rapid cooling immediately after the harvest is essential for preserving its quality.
Ice slurry is a very effective cooling system for all the kind of vegetables: its liquid
consistency allows it to fill any gap between them, with a fast temperature decrease to
the phase change. A widely used approach is to inject ice slurry into palletized product
cases manually through the hand openings.
Another important application, if not the main one, using ice slurry in direct contact
with the food product is the fishery. Fish begins to deteriorate rapidly as soon as it
dies, and this deterioration process is accelerated by elevated temperatures. For a good
preserving it is essential an immediate chilling to a temperature above the freezing
point, keeping it constant through the cold chain. As with the vegetables, ice slurry
maximizes the chilling velocity and therefore it has been investigated and used for this
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Figure 1.2: Comparison of coolant flow rate and storage tank volume for ice slurry and
conventional chilled water [3]
purpose for almost 30 years. Nowadays there are over 700 ice slurry systems installed
in the fishery industry, being one of the largest market for this technology. On the
other hand, it is also the industry that presents more challenges. In particular, any ice
slurry production system is subjected to mobility, as it it is required as soon as the fish
is caught. Therefore in most of the cases the generation system has to be mounted on
board. The latter brings out two other requirements: a compact and automatic system.
Applications in medical cooling
Ice slurry in medical applications has to do with inducting protective hypothermia in
critical organs. In short, when an organ is cooled down rapidly –about 4-15 K below its
normal temperature– it reduces the amount of oxygen it needs before cell death occurs,
providing more time for medical treatments. Global cooling frequently fails to protect a
specific organ, and is here where ice slurry plays an important role, surrounding directly
the target and increasing the cooling velocity. Ice slurry for this application has to be
highly controlled both in the composition –saline solutions are usually employed– and
in the morphology and size of the particles –must be under 0.1 mm of diameter.
1.1.5 Production techniques
Ice slurry generation is still the most important aspect of the technology, being not yet
clear which is the best method. There is a considerable number of ice slurry generation
techniques. Whereas some of them are well know and and had been in use for several
years, others are still at the initial stage of research. However, even for the older ones
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there is still a lot to do in terms of efficiency and product quality. A complete review
of ice slurry generation techniques can be found in [6, 26, 33, 34]. Since here they will
only briefly introduced, the readers are refereed to the given publications for a more
detailed information.
In general, the device selected will depend on the ice slurry application because
each technique produces a different type of ice particles. Some types produce dendritic
particles whereas other produce more sphere-like particles. The ice slurry generation
techniques used and/or investigated until now are enlisted hereafter.
Scraped surface generator
Figure 1.3: Shell and tube scraped sur-
face ice slurry generator (Votator type)
[39].
The ice slurry scraped surface generation is
one of the more used and investigated tech-
niques over the world, applied in a variety of
scales. The most common uses a shell-an-tube
heat exchanger in which the evaporating re-
frigerant flows through the shell side while the
ice crystals are generated in the tube side. A
rotating set of scraper blades is mounted over
a shaft in the center of the inner tube, scrap-
ing the crystals from the surface and adding
them to the slurry (see Fig. 1.3). As one of
the first and most employed techniques, there
exist a wide variety of sub-types based on the
same principle. Thus, the scrapers can be ei-
ther plastic or brush type, and the concept
has been translated to plate heat exchangers.
Has the system studied in this thesis belongs
to this group, a more detailed explanation has
been included in section 1.2
Orbital rod ice slurry generator
The orbital rod ice slurry generator also in-
volves moving parts (see Fig. 1.4). It consist of a –usually– vertical shell-and-tube heat
exchanger with an evaporating refrigerant flowing from the bottom to the top in the
shell side, whereas inside the shell there is a tube bundle formed by many thin tubes.
Each of the tubes has a rotating whip rod inside, which does not rotate in the tube
center but around the tube circumference. The rotating rods push part of the upper in-
come liquid flowing around the tube circumference to form a falling film. This enhances
the film coefficient and the flow turbulence and therefore the heat transfer coefficient
between the film and the refrigerant. It also prevents the generated ice crystals from
sticking to the heat transfer surface, as the scrapers do in the scraped surface ice slurry
generators. The rotation of the whip rod is usually twice the one of the scraper, acting
the falling film as the lubricant and minimizing the motor’s power consumption.
Even if this type of generator posses a slightly lower cooling capacity, it is also
widely used due to its stability and the homogeneity of the produced ice particles.
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Figure 1.4: Diagram of the orbital rod ice slurry generator [40].
Fluidized bed generator
In a fluidized bed heat exchanger small solid particles are inserted into the tubes in a
shell-and-tube heat exchanger to detach the adherence on the tube walls. The inserted
particles are usually spherically shaped stainless steel or globular glass balls. The solid
particles are continuously impacting the walls, since the flow is going from down to
top. The solid crystals formed in the wall are therefore broken off and added to the
fluid. This technique, as the other scraped surface ones, increases the transfer with but
has one additional mechanism for it. Not only the boundary layer is broken, but also
the solid particles transport the heat from the wall to the fluid. Therefore, the heat
transfer coefficient is determined by both the flow velocity of the fluid and also the bed
voidage (the ratio of the space that is not occupied by the solid particles to the entire
space).
The advantages of the fluidized bed generation include the simplicity of the system
with a low operation cost and the homogeneity of ice particles generated due to the
violence of the solid particle impacts on the wall. On the contrary, the main disad-
vantage is the existence of a maximum allowable temperature difference between the
fluid inside the tube and the refrigerant (subcooled wall), below which ice slurry can be
generated stably with a nearly constant heat transfer coefficient. Higher temperature
differences increase excessively the amount of ice adhered to the wall and the impacts
of the solid particles are not strong enough to remove it. Additionally, this ice layer
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Figure 1.5: Schematic diagram of the effect of fluidized solid particles [41].
decreases the heat transfer coefficient.
Supercooling method
In the supercooling method the water –or aqueous solution– is cooled in an evapo-
rator to a few degrees below its freezing temperature without crystallization. Then,
the supercooled liquid is forced to flow through a supercooling releaser, releasing the
supercooling state: ice crystals appear and the liquid turns into ice slurry. The ice
crystals are suddenly generated in the liquid, which turns to a solidliquid ice slurry.
This method is simple, with low operating costs and without any complex apparatus
or mechanical devices. However, it has to be carefully designed to operate in a stable
point. Crystals cannot appear inside the heat exchanger, because they will cover the
walls, reducing the heat transfer coefficient and finally blocking completely the flow.
As the crystallization has a strong stochastic character, a hard control of the ice
generation is required, the evaporation temperature must be controlled very accurately.
The influence of the supercooling degree, refrigerant temperature and fluid flow rate
on the ice generation has been already investigated, and different models for predicting
the fluid temperature variation have been proposed [33, 34], always trying to avoid the
ice generation inside the supercooling heat exchanger.
The supercooling releaser is also important to the effective crystal generation, and
several releasing approaches have been investigated and utilized. Figure 1.6 shows one
of them, where the collision of the supercooled fluid is with liquid bulk in the tank.
Other modes use collision with solid surfaces, or with the generated slurry itself. The
collision provides the momentum increase to release the supercooling state, where the
probability of freezing mainly depends on the collision force. There exist also variants
that use the ultrasonic vibration to promote the transition, an extra supercooling of
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Figure 1.6: Schematic diagram of a supercooling ice slurry generation system [42].
Figure 1.7: Schematic diagram of a direct contact heat exchanger [43].
part of the liquid or even electric charges. The supercooling generation method is,
indeed, one of the techniques with more potential and therefore is receiving a significant
research attention nowadays.
Direct contact heat exchanger
This technique uses the direct contact heat transfer between the water –or aqueous
solution– with an immiscible cool refrigerant, which includes primary and other sec-
ondary refrigerants. Ice slurry can be then generated directly inside the storage tank,
as it is shown in Fig. 1.7. On it, primary refrigerant is used, and during the its evapo-
ration dispersed ice particles are generated. The refrigerant can be easily separated as
later it turns to vapour. The main drawback is the high pressure needed by the heat
exchanger to work, which increases the complexity of the system.
A variant of this system uses refrigerants with lower freezing temperature and usu-
ally larger density than water, which make it sink to bottom of the tank after the
heat exchange and then returning to the pump and chiller for another cycle. In all
48 Chapter 1. Introduction
Figure 1.8: Vacuum ice slurry generator used in thermal energy storage system [44].
the variants the direct contact of the slurry with the primary refrigerant leads to the
contamination of the first one by the compressor oil, and needs of additional complex
solutions solutions to avoid it. Finally, the generated ice crystals are usually in the
shape of thin and long flake with 1-4 mm length, which is more larger than those
obtained by other methods.
Compared to other ice slurry generators, the utilization of direct heat exchange
avoids the sticking of ice crystals on the heat transfer surface and strongly enhances
the heat transfer performance. The disadvantages of this method are on the other
hand the high requirements of the design and the contamination of the slurry with the
refrigerant, which will be later released to the environment.
Vacuum ice slurry generator
The ice slurry is generated here in a deep vacuum freezer. The water –or aqueous
solution– inside the freezer is kept at deep vacuum, close to the triple-point. Part of
the water becomes therefore vapour, absorbing the latent heat of vaporization from the
rest of the water, which is frozen generating ice particles and the ice-water mixture.
Figure 1.8 shows an schematic view of an ice generator vacuum system. On it,
a high velocity centrifugal compressor driven by a motor is used to generate a deep
vacuum condition. The generated ice slurry contains ice crystals of 0.5-1.0 mm, and is
continuously pumped to the storage tank, where the slurry fraction can reach the 50%.
One of the inconvenients of these systems is the large size of the generator due to
large specific volume of water vapour under deep vacuum conditions. Other options are
to use lithium bromide vapour absorption machine to generate the vacuum conditions,
which is more compact in size. Other variants of this system can be found in [33, 34].
1.2 Research on the scraper surface ice slurry generation
systems
As mentioned above, the scraped surface systems are one of the most common in the
ice slurry generation [39]. Compared with other techniques the scraped surface ones
are relatively simpler. But far from being an inconvenience, its simplicity is equivalent
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of more compact and robust systems, with a high level of reliability. They can work
at ambient pressure, without any risk of contamination from the refrigerant and they
don’t require an excessive control system as others like the supercooling technique does.
Moreover, the scraping action allows to control the crystals size, and their ability to
work in continuous or batch modes makes them able to reach high ice content values.
The scraper surface systems posses an additional advantage, which they share with
the scraped surface heat exchangers: the continuous removal of the boundary layer by
the scrapers increases the mixing and enhances considerable the heat transfer [45]. This
heat enhancement is much more significant when not only the boundary layer but also
a solid phase is removed, allowing a constant nucleation on the sub cooled surface.
Among the disadvantages, it is worth to mention that the production units have a
relatively high capital cost [33], as the evaporator design has to be made according to
the unit, avoiding the use of commercial available ones. The minimum concentration
of freezing point depressant is also another reason of the high cost: scraped surface
systems require higher concentrations than other systems, because if the concentration
is not high enough the scrapers action is not enough to prevent the ice layer scaling on
the walls. The later will also require lower freezing temperatures. The abrasion of the
blades, which need to be replaced from time by time, increases also the maintenance
costs.
These systems can be mainly divided in two types: tubular and plate devices.
The first ones have received more attention from researchers, and several commercial
models exists since several years, partially promoted by the knowledge accumulated in
the tubular scraped surface heat exchangers [32, 45]. The research works studying the
second type are more scarce, and even though several works have been published in the
last years, the different phenomena occurring inside have been not deeply investigated
yet.
Tubular SSHE production systems
As mentioned before, these type of devices have been quite more investigated for ice
slurry production than any other one of the scraped surface techniques. Indeed, most
of the commercialism systems belongs to this type. A good review of them can be
found in the Handbook on Ice Slurry by the International Institute of refrigeration [33].
The knowledge on these ice generation systems is a natural extension of the one
in the single-phase heat exchangers, where the scraping action prevents fouling and
enhances the heat transfer. Heat transfer in tubular SSHEs, mostly regarding horizontal
models –where an inner cylindrical surface is continuously scraped by means of rotating
blades– have been therefore widely investigated [48]. One of the most extensively used
models for describing heat transfer in SSHEs uses the penetration theory. Although
several researchers have questioned its validity in the transition and turbulent region
[49, 50], other studies confirmed that liquids having low viscosity could be adequately
described using the penetration theory [51], and it has been subsequently modified to
include the effects of parameters such as rotating velocity and number of blades [52].
There are different studies on the ice slurry production considering tubular geome-
tries, mostly with rotating blades –even if the linear, alternative movement of scraper
devices inside the tube has been also employed [26]. Stamatiou et al. [39] summa-
rized the available Nusselt number correlations for this type of systems. Goede [53]
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Figure 1.9: Tubular SSHE investigated by Lakhdar et al. [46]
Figure 1.10: SSTHE investigated by Qin et al. [47]
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was one of the firsts to study the use of tubular SSHE in crystallization processes,
including the heat transfer in the the analysis with a comparison with the predictions
of the penetration theory. Time later, Lakhdar et al. [46] studied the continuous ice
slurry production in a tubular, horizontal SSHE from a sucrose aqueous solution. The
authors measured the slurry and coolant bulk temperatures, detecting also the super-
cooling in the solution prior to the onset of nucleation. However, the wall temperature
was measured only in the coolant side.
Qin et al. [47, 54] studied a vertical configuration of a tubular SSHE producing also
ice slurry from a water-sucrose solution. However, they performed batch experiments,
arriving to ice contents of around 60%. The authors also reported data of the shaft
torque, relating it with the production stages, and finding that as it increases the ice
content increases. However, and as reported in [46] the scraped wall temperature was
not measured, and hence the heat transfer coefficient on that surface could only be
retrieved based in the global heat transfer coefficient and the coefficient in the coolant
side. Regarding the flow pattern study, there exist remarkable works [55] in terms
of the flow pattern study) using the particle image velocimetry technique, but where
unfortunately the effect of the solid phase could not be included.
Plate SSHE production systems
Figure 1.11: The CDCC investigated by
Vaessen et al. [56]
Several investigations have been reported
in the open literature about crystalliza-
tion in scraped surface plate heat ex-
changers (SSPHEs). One of the earli-
est works was done by van der Ham et
al. [57, 58], where a column disk crys-
tallizer was investigated for water purifi-
cation and phase separation. The works
focused more on the phase separation and
did not report meaningful data on the
heat transfer. The same research group
continued investigating the same device
and later on Vaessen et al. published dif-
ferent works with an special attention to the heat transfer [56, 59, 60]. The investigated
scraped surface plate heat exchanger, called by them cooled disc column crystallizer
(CDCC) (Fig. 1.11) consisted in a cylindrical volume where a disc was refrigerated
underneath through a coiled circuit by the flow of a coolant.
The authors studied the effect of the electrolyte concentration and the scraping
velocity on the heat transfer from the cooled wall surface to the process liquid (without
phase change). The results could be accurately described by the penetration theory,
which assessed also its applicability to the phase change situation. However they did
not calculate the thermophysical properties of the slurry and therefore not direct com-
parisons with the penetration theory were presented during the phase change. As a
major conclusion, the authors observed that the increase of ice content in the crys-
tallizer probably dominates over the increase of the scraping velocity, decreasing the
process-side heat transfer with higher temperature differences and scraping rates.
According to the authors the behaviour of the SSHEs when used for crystallization
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processes can be characterized by the induction time, defined as the maximum interim
value between two ice removal actions of the scraper. Vaessen et al. found that higher
supercooling degrees led to lower induction times, whereas the opposite was found
regarding the electrolyte solute content.
The effect of the temperature difference between wall and coolant in the ice layer
scaling was reported by Pronk et al. [61]. However they did not directly measured
the wall temperature but the slurry bulk temperature and the coolant inlet and outlet
temperature. Rodriguez-Pascual et al. [62] measured the wall temperature by Liq-
uid Crystal Thermometry (LCT), and reported also the flow pattern in radial planes
through PIV. They observed the influence of the wall temperature in the ice layer scal-
ing, and assessed the importance of an uniform surface cooling to avoid local ice scaling
points. However, the LCT technique cannot provide valid data as the fluid becomes
opaque due to the ice crystals in suspensions.
Further investigations from the same group (Rodŕıguez-Pascual et al. [63, 64])
focused on the flow pattern and particle motion, including LES numerical simulations.
Their experiments provided a good understanding of the effect of the scrapers geometry
on the particles distribution after being scraped. The stereoscopiv PIV experiments
also revealed the strong radial component in the flow pattern induced by the scrapers.
Nonetheless, the particles employed were more dense than the liquid phase, and were
released with a non-developed flow. Hence, the effect of buoyancy that occurs with the
ice particles was not reproduced experimentally.
Figure 1.12: The SSPHE investigated by
Qin et al. [65]
In parallel, a different research group
carried out several investigations on a
similar horizontal scraper surface plate
heat exchanger. The device, shown in
Fig. 1.12 included a propeller at the
middle heigh of the tank to promote the
slurry mixing. Qin et al. [65] performed
a more in depth study of the heat trans-
fer process with an special focusing on
the nucleation onset, describing the three
stages in which the formation of the ice
slurry occurs: chilling, nucleation and
crystallization. The authors observed in-
creased heat transfer coefficients for the
stage with crystallization, arguing that
although crystal formation on the cooling surface is considered disadvantageous to
heat transfer, liberation of latent heat of crystallization on the cooling surface actually
increased the heat transfer.
The same authors reported afterwards a study on the heat transfer and power
consumption in a SSHE while freezing aqueous solutions [66] and on the ice fouling on
a subcooled metal surface [67]. They found that the reduction of the cooler surface
supercooling degree may delay the ice fouling and prolong the induction time or even
perhaps avoid it. However they did not measure the temperatures at the subcooled wall.
Qin et al [68] obtained a similar conclusion as Vaessen [59], finding that the fouling
induction time is mainly determined by the degree of wall supercooling. Therefore,
a constant presence of a thin ice layer can be assumed, due to the inefficacy of the
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scrapers to remove it completely, whereas the scale formation is only avoidable by a
real mechanical removal, entailing a sudden decrease on heat transfer.
In spite of the work done, the complex fluid mechanical and heat transfer phenom-
ena occurring in such systems is the responsible of the lack of any meaningful heat
transfer correlations based on the physical phenomena during the forced-convective
crystallization involving phase change and agitation. The design of SSHEs for ice
slurry generation does not attend to general guides, depending mostly on the operating
conditions. Moreover, very little information is available regarding the ice crystallisa-
tion process in the scraped surface. Most of the theories depend on punctual evidence,
somewhat speculative.
1.3 Previous works on the research group
The present doctoral thesis is framed in the research line of the group regarding scraped
surface heat exchangers and heat transfer enhancement. Different doctoral thesis have
preceded this, acting as a support and being the base of the knowledge in many concepts
used here.
Illan [26] first worked in the ice slurry topic on his thesis. He used a tubular scraped
surface heat exchanger with alternating linear scraper devices to produce the ice slurry,
which was after stored in an agitated tank. The experimental work focused more
more on the ice slurry performance working as a secondary refrigerant in different tube
geometries and heat exchangers. The author proposed several correlations to predict
the heat transfer, based on the ice content of the slurry and other governing parameters
as the Reynolds number based in the slurry thermophysical properties.
Solano [69] carried out an experimental study on tubular scraped surface heat ex-
changers where the scrapers consisted in alternative linear movement devices. The
scope of the work included different scraper geometries working under different forced
flow rates and scraping velocities. Heat transfer and pressure drop experiments pro-
vided a wide range of data pertinently reduced through the Reynolds, Prandtl and
Nusselt numbers and the velocity ratio of the fluid and scrapers velocity. The author
ended with several correlations that were able to predict the heat transfer as a function
of the governing parameters. Moreover, he did perform also visualization experiments,
establishing the flow pattern and relating it with the heat transfer.
Cresṕı [70] continued the work of Solano extending the experiments to non-Newtonian
flows. A cellulose based powder was used as additive to prepare aqueous solutions with
a power-law –mainly– behaviour. The author performed experiments to determine both
the pressure drop and the heat transfer, reducing the data with modified expressions
of the Reynolds and Nusslet numbers that included the non-Newtonian effect through
a modified viscosity model. Different correlations were also presented.
1.4 Objectives of the work
As the existent works on the literature show, ice slurry production in scraped surface
heat exchangers depends strongly on the device and operating parameters. The avail-
able data on research in tubular devices is therefore practically useless –at least in a
direct manner– when plate heat exchangers generation systems have to be designed.
54 Chapter 1. Introduction
On the other hand, the studies focused on this type of devices are scarce. Due to the
inherent technical difficulties and to the complex physical phenomena involved in the
process, practically there are not experimental data on such systems operating under
really ice slurry production conditions considering the different number of parameters
that may play a role.
Heat transfer is an important part of the process and has to be characterized accu-
rately. The measurement of variables like the scraped wall temperature or the heat flux
transferred through that wall becomes then essential to understand the problem. At
the same time, the flow pattern has a crucial part in the production, as it is not only the
responsible of the convective heat transfer on the wall but also of the product mixing
and evolution till the ice content level reaches the desired level. Finally, the obtained
product characteristics, in terms of the morphology of the ice particles, must also be
considered as the fluidity of the slurry and its heat transfer properties will depend on
them.
The aim of the present work is then to perform a study on the ice slurry production
in a scraped surface plate heat exchanger working in batch mode taking into account
the different aspects of the problem which are relevant to it: heat transfer, flow pattern,
power consumption and product characteristics. The operating conditions that have
to be considered are the scraping velocity, the wall subcooling and the initial freezing
point depressant concentration. The objectives that must be reached in each aspect
can be defined as follows:
1. The heat transfer has to be characterized through the governing parameters
of the physical problem, which must include variables like the thermophysical
properties of the aqueous solution or the ice content in the slurry. For that, the
temperature on the scraped wall has to be measured properly in order to study
not only the heat transfer coefficient, but also the effect of the phase change on
the heat transfer process. One or several correlations must be proposed relating
the heat transfer with the other governing parameters.
2. The flow pattern has to be studied including the single phase and two-phase
flow problems. The single phase flow, characterized by the rotating Reynolds
number, represents the situation where the ice content is very low, or the slurry
is completely homogeneous, behaving as a Newtonian fluid. It has to be defined
then for which rotational velocities is the flow homogeneous or not, and what is
the effect of the scraping velocity on the ice particles distribution.
3. The power consumption must be related with the production process as it is
one of the main design parameters. The mechanical poser coming by the shaft
torque is one of the main concerns as intervenes directly in the problem, but the
global performance of the system including the refrigeration unit must be also
considered.
4. The product characteristic, regarding the ice crystals morphology is of great
importance for the latter applications of the ice slurry. Size and shape of the
particles have to be measured and related with the operating conditions during
their production.
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1.5 Research methodology
The proposed research methodology was developed to accomplish all the above de-
scribed objectives. Based on that two different approaches were established, one ex-
perimental and one numerical. The experimental approach is in turn composed by two
sub-approaches: one for the heat transfer, power consumption and product character-
istics and the second one for the flow pattern study.
In the first experimental sub-approach, an experimental facility was designed and
built for the analysis of the phase-change heat transfer process that occurs during the
ice slurry generation, using sodium chloride (NaCl) as a freezing point depressant.
The effect of the wall subcooling degree –the difference between the wall temperature
and the freezing point temperature of the aqueous solution–, the rotating velocity and
the initial NaCl were investigated through a proper measurement of the problem vari-
ables as the rotating velocity, thermopysical properties, scraped wall temperature and
heat flux across the surface. The experimental data were reduced to the governing
dimensionless parameters to characterize the different operating conditions. The power
consumed by the shaft driving motor was also measured, whereas the ice particles mor-
phology was studied by microscopic images. In the second experimental sub-approach,
a visualization facility was built with the same dimensions of the heat transfer rig. The
facility allowed to do particle image velocimetry experiments on a single phase fluid,
obtaining the flow velocity field. In addition, medium density polyethylene –with a
density similar to the one of ice– particles were used to observe the two-phase flow and
estimate the particle motions after being scraped from the surface.
Alternatively, numerical simulations were performed to complete the information on
the flow pattern and particle motion provided by the experimental results. Ice particle
motion was studied through a 2D, lagrangian model considering two different turbulence
modelling approaches: RANS and LES. The main purpose of these simulations was to
stablish the limit on the scraping velocity that ensures no stratification for the solid
particles. On the other hand, the single-phase flow inside the scraped surface heat
exchanger was studied through a 3D, steady model using the rotating reference frame
methodology. The expectable complexity of the flow, with high velocity and pressure
gradients, and the associated mesh requirements reduced the simulations to single-phase
flow, with RANS turbulence modelling.
1.6 Thesis outline
The dissertation consists on nine chapters, which describe the work and results of the
doctoral thesis:
Chapter 2 This chapter presents the experimental facility for the ice slurry pro-
duction tests and the planning of the experiment cases. A detailed description of the
different elements that compose the facility is made, including the design parameters of
the scrapers. The calculation procedure of the different slurry thermophysical proper-
ties is also included here. The different measurement techniques employed are enlisted
with the determination of the corresponding uncertainties.
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Chapter 3 This chapter describes the flow visualization experimental facility. A
brief introduction to the particle-cloud tracking techniques, and in particular to particle
image velocimetry (PIV) technique is included. The uncertainty estimations are finally
reported.
Chapter 4 This chapter reports the results for the ice slurry production experiments,
performed with a single initial NaCl concentration equal to 7%. The effect of the
rotating velocity of the scrapers, wall subcooling degree and ice content in the slurry
is studied. The data is reduced through the rotating Reynolds number, the Nusselt
number and the Froude number. The chapter also presents microscopic images of the
obtained ice particles for a 20% of ice content.
Chapter 5 This chapter extends the results of the ice slurry production experiments
to different initial NaCl concentration values. The chapter also includes the results of
the driving motor power consumption, pertinently non-dimensionalized by the Power
number. A global performance analysis is also performed considering the COP of the
refrigeration unit to determine what is the optimal operating point.
Chapter 6 This chapter analyses the flow visualization results. A first part of the
chapter presents the particle motion results performed with the polyethylene particles.
A second part of the chapter presents the PIV results and describes the encountered
flow pattern. The flow field velocities are expressed in terms of relative velocities to
the scraper, and non-dimensionalized by them.
Chapter 7 This chapter introduces the numerical modelling procedure. A brief de-
scription of the Finite Volume Method is done first, explaining after the different ap-
proached to model turbulence. The two different models are explained: 2D, lagrangian
particle tracking and 3D fluid flow simulations, including their respective computational
domain, boundary conditions and meshes.
Chapter 8 This chapter report the results obtained from the numerical simulations.
In the first part of the chapter the evolution of the ice particles is presented for the
different scraping velocities and turbulence model approaches. The second part of the
chapter includes the results for the 3D simulations, describing the flow pattern and
relating it with the flow visualization experimental results.
Chapter 9 This final chapter summarizes the results of this work and outlines the
main conclusions.
Chapter 2
Materials and methods I:
Ice slurry experimental set-up
The characterization of the scraped surface heat exchangers in terms of heat transfer
and product quality is of great importance from an industrial perspective. The require-
ment of considering simultaneously –as they do interact– all the phenomena above men-
tioned discard most of the available approaches. Computational methods have proved
their success in fluid dynamics and heat transfer research and design. However, being
a good approach for particular aspects –study of the fluid flow in the SSPHE– they
fail in combining phenomena like ice adhesion and breakage with the phase change and
forced convection. Using them for a global consideration of the problem would result
either impracticable or excessively inaccurate. Moreover, the singular geometry of the
SSPHE makes the problem particular. The available analytical or empirical models
are therefore not useful beyond giving approximate values. An experimental approach
considering the whole process is then imperative for a complete characterization of the
SSPHE.
In the present work two different aspects are considered: the analysis of the heat
transfer during the slurry production and the study of flow inside. According to that,
two different facilities are employed. The one located in the Technical University of
Cartagena produces ice slurry in batch mode, allowing the measurement of the different
process temperatures, mass flow and power consumption for different scraping velocity
and brine types. Moreover, the final slurry product can also be analysed through
microscopy. The second facility is used for flow visualization. The two-phase flow was
emulated by using Polypropilene particles emulating ice, whereas the single phase flow
was analysed by the Particle Image Velocimetry (PIV) technique. The description of
the first facility together with the explanation of the experimental procedure is detailed
in this chapter.
2.1 Ice slurry experimental set-up
The ice slurry experimental set-up is located at the Technical University of Cartagena.
Conceived specifically for the heat transfer analysis in the SSHPE during ice slurry
production, it was designed to test different operating conditions. Thus, experiments
with different rotating Reynolds number, initial brine freezing temperature and wall
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for the brine loading and slurry unloading of the SSPHE The heat exchanger (ice
slurry production unit, or testing unit) consists of a 28·10−3 m3 AISI 316 tank of
0.6 m diameter and 0.1 m height with a scraped heat transfer surface at the bottom.
Different concentrations of sodium chloride brine (2.9%-9.4%), accurately measured by
a conductivity meter, is employed as the base solution for the generation of ice slurries
in a batch process (see sec. 2.1.5).
The heat transfer surface is cooled underneath by a constant flow of calcium chloride
solution in water (25 % wt., -9 ◦C< Tc <-4
◦C), which flows across a coiled circuit (Fig.
2.4a). To minimize the heat transfer resistance in the bottom side of the SSPHE, the
coolant flow was the maximum possible provided by the centrifugal pump (ṁ = 1.5
kg s−1), kept constant during all the test duration. By this way a turbulent flow was
ensured in the coiled circuit (Re ∼104). The coolant is stored in a damping tank of 0.3
m−3 –used to avoid instabilities in the coolant temperature– and subsequently cooled in
a compact heat exchanger–evaporator, conforming the intermediary refrigeration circuit
(Fig. 2.1). The coolant inlet and outlet locations for the SSPHE and the HE-evaporator
circuits, as indicated in Fig. 2.1 are specifically located to avoid any stratification in
the tank enhancing the mixing inside.
The HE–evaporator is a plate heat exchanger (Swep V25THX with 20 plates of AISI
316 stainless steel), where the expansion of a R507 refrigerant flow is used to cool down
the calcium chloride solution. The circuit for the refrigerant (primary refrigeration
circuit in Fig. 2.1) consists of an expansion valve and a commercial condensing unit
Bizter LH32/2HC–1.2Y, with compressor, condenser and liquid tank, and a maximum
cooling power at the evaporator of 2.98 kW. The compressor operating regime is settled
by a frequency converter regulated by a PID controller, providing a constant coolant
temperature during the running of the experiment.
Regularly distributed thermocouples are embedded in the rear side of the heat
transfer plate (see Sec. 2.1.3) with an accuracy of ±0.3 ◦C. They provide an indirect
measurement of the wall temperature in the scraped surface, while four immersed PT-
100 sensors placed 90◦ apart circumferentially at 50 mm of height retrieve the bulk
fluid temperature of the NaCl brine in the SSPHE upper side. The heat transfer to the
cooling circuit is accounted for with PT-100 sensors which measure the inlet and outlet
temperature of the coolant flow, whereas a Coriolis flow meter is used for obtaining
the mass flow rate of coolant. The heat exchanger and the coolant tubes are fully
insulated by an elastomeric thermal insulation material of 30 mm thickness and thermal
conductivity 0.04 W/(m·K), in order to minimize heat losses to the ambient. Wall
temperature measurements under the most unfavourable conditions reported maximum
losses of 4% respect to the heat exchanged inside the SSPHE.
The coolant mass flow proved to be high enough to minimize the temperature
differences across the heat transfer plate, were the maximum found standard deviation
among them was of ≈0.2 ◦C.
The scraper system is composed of four rotating blades –90◦ apart circumferentially–
driven by a rotating shaft. A frequency controlled electrical motor (750 W, 1405 rpm)
is connected to the shaft through a gearbox (ratio 26:1). The power consumed by the
motor is measured by a wattmeter, placed between it and the frequency converter.
Each blade is made of a steel arm where the actual scrapers are mounted. The scraper
are made of PEEK, a polymer with high resistance to the erosion. As detailed in Sec.
2.1.1, two different configurations of scrapers were tested: rigid and adaptable. The
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(a) Coolant channels under the subcooled plate
(b) Adaptable scrapers
Figure 2.2: Images different SSPHE elements
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Figure 2.3: Experimental facility, general view
first one consisted on single piece scrapers fixed to each steel arm, where the movement
between the arm and the scraper was restricted. The second system employed three
independent scrapers mounted on each arm. Each scraper device was connected to the
arm by means of two torsion springs, which maximizes the contact between the scraper
and the plate even if the latter loses its planar shape. The independent motion of the
different scrapers, together with the force applied by the torsion springs, provide a high
adaptability to the plate surface. The most representative geometrical details of the
experimental facility are summarized in Table 2.1.
All the data acquisition is done by a modular data logger system Agilent HP-
34970A, which is connected to a computer through a RS-232 serial port. The data
logger software also allows the data monitoring in real time.
Figure 2.3 shows an overview picture of the facility schematically represented in Fig.
2.1. It may be noticed that the tubes corresponding to the primary and intermediary
circuits are placed under the supporting bases.
2.1.1 Scraping system
As explained in the previous section, the scraping is done by a four arms system,
connected to a rotating shaft. Each arm is a 318 AISI stainless steel with L shape, which
provides a higher resistance to bending stresses. The PEEK blades –the ice removal
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Figure 2.10: Window on the SSHPE top (left), camera emplacement and light sources
(center) and camera view (right)
tank. The active mixing produced by the disposition of the inlet/outlet tubes for the
HE-evaporator and SSPHE avoid thermal stratification.
Wall temperature The wall temperature measurement (5) was done by 26 embed-
ded thermocouples all along the plate. Thermocouples were previously calibrated for
the temperature working range. Section 2.1.3 contains a detailed explanation of the
welding procedure, the calibration and the obtained uncertainties.
Refrigerant pressures The pressure in the liquid and vapour refrigerant lines (9,
10 and 11) is measured by absolute pressure piezo-resistive transducers General Elec-
tric UNIK 5000. The output signal is an analog 0÷10 V transmitted through a 2-core
shielded wire. The transducers calibrated at room constant temperature, with an ac-
curacy of ±0.04% full scale.
Microscopic imaging The images of the ice slurry are obtained by CCD camera
coupled to an stereoscopic microscope Zuzi 235-B (12). The measurement of the ice
crystal size are done by previous calibration of the images by using known patterns.
NaCl concentration The NaCl initial concentration in the brine (gr/l) was mea-
sured by a portable conductivity meter CRISON CM35+ with an uncertainty of ±0.1%
full scale .
Process visualization To observe the process inside the SSHPE a rectangular win-
dow was made on the top of it, as it is shown in Fig. 2.10. Continuum cold-LED
light sources where used to illuminate the interior whereas a valve was used to purge
any possible bubbles under the screen glass. A CMOS camera able to take pictures (8
Mpixel resolution) and videos (HD 720p at 30 fps) was used to capture the different
situations inside. In particular, the images aided to identify a correct or defective ice
removal from the surface in the early stages of the process, as well as to detect static
ice blocks on the top as the test progresses.
2.1.3 Wall temperature measurement system and calibration
The measurement of the wall temperature (the temperature on the scraped surface) is
of great importance for the determination of the heat flux through it. Therefore the
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any other compound adhesive and a prefabricated thermocouple. Thermocouples were
welded from a T type thermocouple wire (copper-constantan), suited for measurements
in the 200 to 350 ◦C range with a sensitivity of about 43 µV/◦C [71]. A total of 26
thermocouples were welded into the plate, distributed all over it -their location is
depicted in Fig. 2.11. The thermocouples distribution accounts not only with possible
radial temperature differences, but also with the effect that the channels and the coolant
flow through them could have on the wall temperature. To protect the thermocouple
wire from the stresses that the coolant flow may cause, the contact with the wall was
reinforced by a composite adhesive 2.12.
Figure 2.12: Detail of the
welded thermocouple.
Once welded, the thermocouples were calibrated
before mounting the plate into the SSHPE. The reader
is referred to the Apendix B, where a detailed de-
scription of the calibration procedure, together with
an analysis of the uncertainty of the measurements is
presented.
2.1.4 Control system
The coolant temperature was controlled automatically
by means of a PID (proportional band) temperature
controller, in order to be constant during all the test
duration. The PID (OMEGA CN77353) received as an
input the temperature signal coming from the PT100
probe of the damping tank ((7) on Fig. 2.8) and pro-
vided a 0÷10 V analog signal which drive the frequency converter connected to the
compressor in the condensing unit. The accuracy in the reading is of ±0.9 full scale.
As the minimum operating frequency at which the compressor should work was of 35
Hz, the 0 V corresponds to 35 Hz whereas the 10 V does for 50 Hz.
2.1.5 Thermophysical properties and ice content
Brine and ice slurry
The thermophysical properties of the brine –density, viscosity, specific heat, thermal
conductivity and freezing point temperature– were calculated using the relations rec-
ommended by Melinder [72]. The thus obtained properties, including the effect of the
ice crystals in the slurry, are later used in the dimensionless numbers evaluation.
Since, excepting the supercooling, thermal equilibrium can be assumed (with no
solute in the ice crystals), the NaCl mass fraction can be determined by the temperature
of the mixture from the liquidus curve,
ω(Tb) = −0.004473T 2b − 1.6022Tb + 0.041643; (2.1)
where, in equilibrium, the slurry temperature is equal to the freezing point temperature
Tb = Tf (ω)⇔ ω = ωf (Tb).
The global mass fraction of solute in the slurry ω0 (kg solute/kg solution+ice)remains
constant and equal to the value of ω before freezing. Since the initial NaCl mass fraction
is known, the ice mass fraction in the slurry (kg ice/kg slurry) is calculated as,




















The thermal conductivity is obtained by the Maxwell lower bound relation [73] for
dilute solid/ liquid suspensions,
kt = kt,b
[
2kt,b + kt,i − 2ϕv (kt,b − kt,i)
2kt,b + kt,i + ϕv (kt,b − kt,i)
]
(2.5)
where kt,b and kt,i are the thermal conductivities of the brine and ice and ϕv can be
obtained from the slurry temperature.












Since cp is a function of the temperature as it is ϕm (through Eq. 2.1), the specific
enthalpy will depend only on the temperature for a given solute mass fraction ω0. An
apparent specific heat can then be defined for the slurry (needed energy to increase by
1 ◦C, 1 kg of slurry following the liquidus curve). This specific heat is hereafter used





The ice slurry behaviour depends strongly on the ice content, and most of the au-
thors agree that the limit between Newtonian and non-Newtonian behaviour is between
6 and 15% [14, 15]. The relation proposed by Thomas [74] for solid/liquid suspensions










The above equation considers homogeneous and non Newtonian flow, and is commonly
valid for solid phase concentrations up to 62.5% and for all particle sizes between 0.099
and 435 µm. However, for the particular case of ice slurries, the equation is limited
to ice concentrations below 15%. Higher concentration values lead to viscosity values
greater than the experimentally obtained.
Coolant
The properties of the coolant (CaCl2), as the properties of the NaCl brine, were cal-
culated according to [72]. In particular, an accurate measurement of the specific heat
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Figure 2.13: Specific heat measurements at different temperatures for a coolant sample.
was of great importance as it is involved in SSHPE energy balance evaluation (see Sec.
2.1.6). Since the CaCl 2 concentration was not know precisely, the specific heat capac-
ity was measured by using a differential scanning calorimeter Mettler Toledo DSC822e.
Different samples were taking in time and at each coolant solution renewal, correlating
them with the corresponding test in which the coolant was used. The values of cp were
measured also at different temperatures, interpolating after each coolant cp value for
its corresponding temperature. Figure 2.13
2.1.6 Experimental procedure
The experimental procedure described here was followed carefully for all the heat trans-
fer/ice slurry production tests. The base brine was prepared in a separated tank, with
a higher capacity than the SSPHE upper side. NaCl was added gradually to the water
in the tank while it was continuously recirculated between it and the SSPHE upper
side, ensuring an homogeneous NaCl concentration in all the fluid.
Once the NaCl reached the desired content the SSPHE upper side was closed. The
cooling system was used then to decrease the brine temperature to the initial test
temperature. Prior to the beginning of the experiment, the coolant was cooled down
to its corresponding temperature. Once the scraping velocity was fixed, the pumping
of the coolant to the SSPHE bottom side set the beginning of the test. Scraping
velocity, coolant mass flow and coolant temperature were kept constant during all the
experiment. Each test took the necessary time to reach a 20% of ice content if the
conditions inside allowed it (i.e. no ice scaling).
Once the test arrived to its end the slurry in the SSPHE upper side was replaced by
a new volume of brine, starting again the process for the next experiment. The NaCl
concentration was only changed once the test corresponding to that content were done,
where the % wt. value was measured at the beginning and end of each test. Samples
of the coolant CaCl2 were taken regularly to determine its specific heat capacity.
Data was acquired to the data logger each 5 seconds. The magnitudes directly
measured during the test were later employed for the calculation of indirect variables
(i.e. heat flux or heat transfer coefficient) or dimensionless numbers. In particular, the
rotating Reynolds number





was used to characterize the flow regime inside the SSHPE. The values of ρ and µ where
those calculated for the corresponding ice slurry concentration (see Sec. 2.1.5) and N
was the value accquired by the tachometer, in rev·s-1.
The Richardson number, the ratio between natural and forced convection, was also





where g is the gravitational acceleration, β is the thermal expansion coefficient, ∆Tb,w
is the difference between bulk fluid and wall temperatures, H/D is the location heigh of
the temperature probes inside the SSPHE and Ω is the rotating velocity of the scrapers
in rad·s-1. The thermal expansion coefficient β of the slurry was calculated from those










The heat flux calculation procedure , together with the calculation of the corre-
sponding dimensionless number is detailed in the following section.
Heat flux measurement
The heat flux exchanged through the surface was estimated by a heat balance in the heat
exchanger. Viscous dissipation effects were neglected. To minimize the heat losses to
the ambient the entire SSPHE together with the coolant pipes were thermally isolated
with an elastomeric 4 cm-thick insulating material (k=0.040 W/m K). The insulating
material thickness was chosen on the basis of the expected slurry, coolant and ambient
(surrounding) temperatures, applying all of them in the existent correlation for natural
convection in vertical and horizontal surfaces [75]. The insulation thickness ensured
heat losses lower than 5 W for the most unfavourable conditions i.e., lowest slurry and
coolant temperatures and highest ambient temperature, which represented a 4% of the
heat flux measured inside the SSHPE. Moreover the ambient and SSPHE outer wall
temperatures were measured confirming the expected low heat fluxes to the ambient.
With the the previous considerations, the heat lost by the slurry is gained by the
coolant flow. Since inlet and outlet coolant temperatures together with its mass flow
are known, then
q = ṁccp,c (Tc,o − Tc,e) (2.12)
The coolant mass flow ṁc was kept high enough to have a fully turbulent flow (Re ∼104)
with elevated heat transfer coefficient values in order to avoid any limiting heat transfer
resistance in the coolant-side of the heat exchanger (bottom side).
The total amount of heat transferred is directly related to the temperature difference
between the coolant and the ice slurry. Since the temperature of the coolant increases
during its transport through the coiled side, the driving of the temperature difference
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where during the freezing Tb = Tf (ω) (Eq. 2.1). The logarithmic temperature has been
chosen as a characteristic parameter for each experiment, averaged along the test time.
The heat flux given by eq. 2.12 corresponds predominantly to the sum of the
latent heat of the ice formation and the sensible heat of ice and brine. Furthermore,
there is friction between scrapers and plate, and the induced flow gives rise to viscous
dissipation. These two contributions represent a power input in the system, noted as














where V is the initial brine volume in the SSPHE upper side and ρb,0 the brine density.
Whereas the first part of eq. 2.14 is easily calculable from the measured temperatures,
the value of Φ has not an evident definition. It can be approached assuming that the
power consumed by the driving motor is all transformed into heat by viscous dissipation
and friction between materials. That is obviously not true, since there are thermal
and mechanical losses in the both motor and the gear box. However, for the sake of
simplicity it was assumed that Φ was equal to the power measured by the wattmeter.
Figure 2.14 shows the obtained values of q calculated from eqs. 2.12 and 2.14. The fact
that Φ is overestimated can explain the slightly higher values given by eq. 2.14.
The heat transfer coefficient is determined from the heat flux given by Eq. 2.12
and the difference between the averaged temperature of the embedded thermocouples








Once the freezing starts, the temperature difference in the above expression Tb − Tw
becomes equal to the wall supercooling degree ∆Ts, since Tb = Tf .
The heat transfer coefficient can be expressed in a dimensionless way through the





where L is a the characteristic length of the heat transfer problem. As in the SSHPE
the heat transfer takes place perpendicularly to the plate, the top side high H has been



















Figure 2.14: Calculated heat fluxes for the coolant and ice slurry sides along time.
2.1.7 Working range
In the search of the optimal working conditions for the SSHPE the present investigation
covered a wide range of situations by changing the three control variables: the scraping
rotating velocity, the initial NaCl concentration in the brine and the wall temperature
–wall supercooling degree. The ice concentration, which is supposed to have also an
effect over the process will be a consequence of the previous three variables and the
time. Whereas the rotating velocity and the initial NaCl concentration in the Brine
are of direct control and easy to stablish accurately, the wall supercooling degree can
be only controlled indirectly through the coolant temperature.
The scraping rotating velocity tested values were repeated for each NaCl concentra-
tion, where the velocity was constant during all the test duration. The wall supercooling
degree instead changed in time during the test, as the temperature of the slurry de-
creased with the increasing ice content. As a reference, for each test it was considered
the difference of temperatures ∆Ts,R between the initial freezing point of the brine –for
the initial concentration of NaCl– and the averaged wall temperature for all the test.
The range covered for each one of the variables is
 Scraping rotating velocity 0.08≤ N s−1) ≤0.8
 Initial NaCl concentration 2.9≤wt. %≤9.4
 Wall supercooling degree 1.4≤ ∆Ts,R ≤3.9
 Ice content from 0 to 20% (test end).
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Table 2.1: Dimensions and operating conditions for the heat transfer characterization
Parameter Value Parameter Value
H 0.1 m ω0 7 wt. %
HS 3.9 cm N 0.1–0.8 s
−1
D 0.610 m ∆Tlog 0.5–2.5
◦C
A 0.29 m2 Rec ≈7000
n 4 Rerot 350–1.4·105
While the values of N were equally tested for al the NaCl concentrations, the values
of ∆Ts,R revealed to be critical in the ice scaling over the plate, and therefore some
of them were not possible to be tested. Figure 2.15 shows the initially plated tests
together with those finally done. The NaCl concentrations of 2.9 and 9.4 wt % are,
as the two extremes, the most critical of the five tested. The one of 2.9 wt. % leaded
to a fast ice scaling and a consequent scrapers blockage. With a considerable risk for
the scraper system integrity, only few test were successfully done. On the other hand
the 9.4 wt. % concentration and its low freezing point required the lowest coolant
temperatures, being out of the range of the condensing unit capabilities.
The rotating Reynolds number Rerot –the main dimensionless number which char-
acterizes the flow inside the SSHEP– defined by Eq. 2.9) was calculated with the
physical properties corresponding to those of the ice slurry (see Sec. 2.1.5). The tested
Rerot values, corresponding to the working range indicated above are shown in Fig.
2.16, where the density and viscosity of the ice slurry for the different ice content
concentrations are calculated according with the exposed in Sec. 2.1.5.
2.1.8 Uncertainty calculation
The total uncertainties of the different derived variables, as Rerot or Nu comes from the
uncertainties of the different variables involved in their calculation. Those uncertainties
in thus come from the accuracy of the different measuring probes and instruments (see
Table 2.2). The uncertainty of the thermopysical properties was estimated by introduc-
ing the uncertainty in the temperature measurement into the equations given by [72].
The obtained uncertainty values are included in the Table 2.3 for the different NaCl
concentration tested. In that way the uncertainties were estimated for the different
Table 2.2: Accuracy on the directly measured variables
Measurement Accuracy
Coolant mass flow (ṁc) ±0.1% full scale
Wall temperature (Tw) ≤ ±0.26◦C
Bulk temperature (Tb) ±0.03◦C
Coolant inlet temperature (Tc,e) ±0.03◦C
Coolant outlet temperature (Tc,o) ±0.03◦C
Rotating velocity (N) ±0.005% singal + ±0.1% full scale
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Figure 2.15: Planned and done tests: scraping velocities, initial NaCl concentration
and averaged wall supercooling degree.
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Figure 2.16: Reynolds values for the initial NaCl concentrations and ice content exper-
imented ranges.
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Table 2.3: Accuracy on the thermophysical properties of the ice slurry
NaCl0 (%)
E(%)
NaCl ρ k µ φm
2.9 0.06 0.004 0.07 0.4 0.3
3.8 0.04 0.002 0.04 0.2 0.2
4.7 0.03 0.002 0.03 0.2 0.1
7.1 0.01 0.001 0.01 0.1 0.1
9.4 0.01 0.001 0.01 0.1 0.1
NaCl concentration tested. The uncertainty in the SSHPE scraped surface area A was
calculated as 0.3 %. The total uncertainties were calculated according to [76] and based
on a 95 % confidence level, in agreement with the methodology recommended in ISO
[77].
Heat transfer coefficient
The heat transfer coefficient is calculated by introducing the heat flux expression (Eq.





being ∆Tc is the temperature difference between coolant inlet and outlet and ∆Tb,w is
the temperature difference between wall and bulk Tb−Tw. The uncertainty on h, E(h)









































































Since cp,c and ṁ are constant during the test and almost independent of the tem-
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Reynolds number
By the same procedure followed for h and Nu, the uncertainty in the rotating Reynodls


















































The obtained errors on Rerot revealed a maximum value of 2% for the most unfavourable
situation.
Richardson number





























































As with the heat transfer coefficient, the effect of the low ∆Tb,w is dramatic and
takes off the uncertainty values for the Richardson number, with ±25%.
Chapter 3
Materials and methods II:
Flow visualization rig
The heat transfer performance in scraped surface heat exchangers is directly related
with the flow structure induce by their geometry and operating conditions. Low velocity
or stagnant regions, the presence of recirculations or even stratified flows are responsible
of poor mixing and in general should be avoided. In the case of crystallization processes,
the mixing and interaction between solid and liquid phases is determinant due to two
reasons: a) the final product quality depends to a certain level of degree of mixing. If
the flow is not adequately homogenized, it may lead to stratification and later pump
blockage. b) the impact of the ice particles driven by the flow on the scraped surface
may induce additional fouling, reducing the heat transfer. Hence, not only the flow
pattern but also the solid-liquid interaction results of great interest in the experimental
characterization of the SSPHE.
The simultaneous combination of visualization and heat transfer experiments in-
volves many difficulties. Ice crystals are in general not a good tracer to study the fluid
flow. In addition, any introduced seeding particles could affect the nucleation process
and are therefore not viable. Moreover, the thermal isolation of the facility hampers
any visual access or illumination. An alternative facility, able to match the ice slurry
production conditions in therms of flow pattern, is then required. With that aim, a
multi-purpose visualization facility was designed to carry out both PIV experiments
for single phase test and flow visualization for multiphase solid-liquid flow, providing
also valuable information for the validation of further numerical models. This chapter
explains in detail the setup and the performed experiments.
3.1 Visualization facility
An overview picture of the visualization rig is shown Figure 3.1. It consists of an
external bounding box made of PVC (total volume) which contains a methacrylate
band disposed in a circular way, leading to an inner volume (SSPHE) and an outer
volume. The external box contains methacrylate window through which a CMOS
camera records the inside of the SSHPE. The two-volume configuration avoids optical
distortions while acquiring images. The top side of the box is closed by a PVC tap
which includes a window above the visualized region. This window allows the light
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Figure 3.1: Experimental facility overview
source –either continuous light or laser beam– go inside the volume.
As in the ice slurry production facility, the scraper blades are formed by four stain-
less steel arms 90◦ separated and covered by PEEK. The four blades are fixed to a
rotating shaft. The shaft is actuated by a gear box driven by an electric motor. The
rotating velocity of the electric motor and therefore of the scraper blades is also here
accurately setted by a frequency controller. The driving motor is capable of wider
rotating range compared to the ice slurry production setup.
3.2 Visualization of the particle motion
A sketch of the visualization facility adapted for the particle motion visualization tests
is show in 3.2. The aim here is to emulate the solid-liquid multiphase flow that occurs
in the SSHPE. Ice particles are substituted by a polymer with similar size and density
of the particles but with temperature-independent properties. Two continuous light
sources pointing to the top window were used to illuminate the SSPHE inside. A light
diffuser is placed in the window, which ensures a uniform illumination of the visualized
region.
In order to simulate the inclusion of the particles to the flow as it occurs the SSPHE
by the scraping action, they were injected through a hole in the bottom surface. A slurry
made of water/propylene-glycol mixture as working fluid and high particle content was
prepared and pumped by means of a manual syringe in the instant that the scraper
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Figure 3.2: Schematic view of the experimental facility adapted for the particle motion
visualization tests
passed over the injection hole The hole is placed at a distance of 14 cm from the shaft
and at an angle α=40◦ upstream the camera visual axis (see Fig. 3.1).
The injection system is depicted in Fig. 3.3. To avoid any vertical velocity on
the injected particles that could represent a perturbation of the flow in the SSPHE,
particles were deflected by a flexible sheet (see Fig. 3.3a). Nevertheless, injection
were done at very low velocities, avoiding any perturbation of the flow. Particles
were homogeneously distributed in the syringe slurry and injections corresponded to
equal displacements of the plunger, ensuring an approximate equal amount of particles
released for each injection. The developed injection system allowed to add the particles
with a developed flow in the heat exchanger.
Images where continuously recorded at 30 Hz by a CMOS camera placed in front
of the visualization window.
3.2.1 Working fluid and icelike particles
In order to have equivalent and representative results, the governing non dimensional
numbers in the visualization tests should match those of the ice production experiments.
In absence of heat transfer and neglecting any other thermal effect, the problem is
characterized only by the rotating Reynolds number and the Froude number:
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3.2.2 Image processing and particle motion
The acquired images were analysed to determine the displacement of the particles. For
this purpose, an optical flow technique was adopted –after the conversion of them to
black and white color format– based on the comparison of successive images.
Optical flow basis Among all the different ways of measuring the difference or
similarity between images, the correlation-based methods are based on the analysis
of the gray level pattern around the point of interest and on the search for the most
similar pattern in the successive image. Basically, having defined a window W (~x)
around the point ~x, similar windows are then considered W ′( ~x+ i, y + j) shifted by
the possible integer values in pixels in a search space S composed by the i, j such as
−∆ < i < ∆ and −∆ < j < ∆. The optical flow, i.e. the estimated image displacement
is taken as the shift corresponding to the minimum of a distance function (or maximum
correlation measure) between the intensity pattern in the two corresponding windows
f(W,W ′(i, j)) [78].
The basic implicit assumptions are that the gray level pattern is approximately con-
stant between successive frames (no perspective effects) and that local texture contains
sufficient unambiguous informations. Optical flow estimators based on correlation are
less sensitive to noise than the derivative-based ones, with better performances if the
texture is not relevant and in case of large inter-frame displacements.
The process can then be summarized in, having a square or rectangular window
–NxN or NxM–, computing the motion between a window centred in (x, y) in the
frame I1 and a window shifter by (i, j) in the following frame, I2.
Since the method is based in the maximization of a correlation measure, the nor-
malized cross-correlation (NCC) should be used; it is less sensitive to the noise and to
changes in lighting conditions than the standard one [79]. The NCC is defined in Eq.
3.4, where i goes from −N/2 to N/2 and j goes from −M/2 to M/2.
Cf (~x, ~d) =
∑
i,j
I1(x+ i, y + j)I2(x+ i+ dx, y + j + dy)√∑
i,j I1(x+ i, y + j)
2
∑
i,j I2(x+ i+ dx, y + j + dy)
2
(3.4)
The window size has to be carefully chosen: if small windows are used, the amount
of information inside the window is small and the estimate is not reliable, whereas
if the windows are too large the hypothesis of negligible deformations of the pattern
inside the window fails and the estimate can be wrong. Furthermore, the computational
complexity is greatly increased. The ideal size depends on the texture inside.
Particle motion estimation The particle motion determination process for an ini-
tial window size (frame A) and interrogation area (frame B) is decomposed into the
following steps:
a) Background removal with a clean image
b) Image enhancing
c) Image division and comparative through cross correlation algorithm
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Figure 3.5: Particles displacement estimation method: original frames (up) and
background-subtracted (down).
d) Determination of the displacements
The above process is expressed graphically in Fig. 3.5. Two consecutive frames are
shown on the top. A displacement of the scraper equal to D occurs between them. Once
the background is removed and the resulting images enhanced, a window (search region)
in frame A is searched for in a region of interest of frame B. The peak given by the
normalized cross correlation determines then which is the most probable displacement
of the group of particles. A further step will comprise the sub-division of the window
into four windows, whose search in the next frame will be based in the location of the
initial found window. The subdivision process is explained more in detail further in
this section.
An example of steps a)-b) is shown in Fig. 3.6. The background removal, i.e. the
subtraction from the particles image of an identical (clean) image –without particles–
removes unnecessary information not related with the particles displacement. Moreover,
it also corrects partially the non-uniform lighting conditions. The clean images were
acquired before the particles injection under identical conditions of light and scraping
velocity. The resultant image is then enhanced amplifying the particles signal in 3 or
4 times (contrast adjustment). The amplification level is a key-point: low levels will
result in images without information about the particles, whereas high levels will result
in the absence of texture in the particle cloud.
The background removal and image enhancing represent an increase in the peak
detection. As a prove of this, Fig. 3.7 shows the obtained normalized cross-correlation
planes obtained respectively for background and background-removed images. The












































Figure 3.7: Cross-correlation coefficient values after and before background subtraction
process. a) With background, PPR=1.3. b) Without background, PPR=2.1
and the algorithm passed to proceed with the next sub-image of the 10x6 grid. If in
any moment a value of PPR≥1.5 was reached then the corresponding displacement was
calculated.
For all the valid displacement calculated (PPR≥1.5), each window in the first frame
was then divided into four equal windows. The interrogation area in the second frame
was then taken as 1.5 times the fourth of the area where the particles where found,
centred in the corresponding quadrant. This subdivision step is graphically explained
in Fig. 3.8.
3.3 Particle stratification tests
To study the flow pattern with high ice concentrations, a water/propylene-glycol solu-
tion with 4% in weight of MDPE particles were added to the liquid. The velocity of the
scrapers was then increased observing the degree of mixing until it was high enough
to impede the light to cross through. To have light even when particles were stratified
on the top, continuous light sources were places immersed on the fluid, in the space
between the bounding box and the SSPHE plexiglass walls.
3.4 Particle Image Velocimetry
3.4.1 Fundamentals and technical considerations
Particle image velocimetry (PIV) technique provides instantaneous velocity fields over
global domains by recording the position over time of small tracer particles introduced
into the flow. The principle of the PIV technique is similar to the one exposed in the
previous section for the particle motion technique. The difference lies in the fact that,
while the particle motion algorithm intends to retrieve only the motion of the solid
particles, PIV aims to extract the fluid velocity. For this purpose particles have to
be real tracers of the flow, i.e., the effect of the buoyancy and inertia over them has
to be negligible. Moreover, the time interval between frames has to be short enough
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Figure 3.9: Typical PIV arrangement [80]
the pulse separation may be shortened to allow the measurement of even high-speed
aerodynamic flows.
In contrast with particle tracking techniques, where image searching is individuated
to single particles, PIV determines the average motion of small groups of particles
contained within small regions known as interrogations spots. Essentially, the overall
frame is divided into interrogation spots, and the correlation function is computed
sequentially over all spots providing one displacement vector per spot (Fig. 3.10).
Typically, interrogation spots are square-shaped and hence the velocity map ob-
tained from PIV presents vectors arranged on a uniform grid. Furthermore, the pro-
cess of averaging over multiple particle pairs within an interrogation spot makes the
technique remarkably noise-tolerant and robust in comparison to particle tracking.
The determination of the average particle displacement is accomplished by comput-




I(i, j) · I ′(i− l, j −m)√
stdev(I) · stdev(I ′)
(3.6)
where I and I ′ have been previously subtracted of their respective mean value. The
denominator is a normalizing term ensuring that ϕ varies between −1 and +1. This
process returns the discrete cross-correlation map (a two dimensional array), where the
peak position relative to the origin indicates the average particle images displacement.
The cross-correlation function is usually computed via a two dimensional Fast Fourier
Transform (FFT) of the digitized intensity pattern, reducing in a considerably amount
the number of operations.
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Figure 3.11: Sub-pixel interpolation of correlation peak
The peak position can be more accurately determined by performing a peak cor-
relation, which returns the peak position with sub-pixel precision as shown in Fig.
3.11. This result indicates the particle motion in terms of pixel shift between the corre-
sponding windows. The velocity is obtained dividing it by the known time separation
between laser pulses, multiplying by the size of the pixel and dividing by the imaging
magnification.
For obtaining a representative and accurate result of the flow, a certain number of
rules must be followed regarding the tracer particles, illumination and imaging. They
are described below.
Flow seeding Typically microscopic particles are employed to track fluid flows with
PIV –with the appropriate amount they can be considered as not affecting the flow
properties. The seeding tracers concentration C typically ranges between 109 and 1012
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particles/m3 [81]. Higher concentrations can affect the flow properties. Moreover,
the tracer particles must be randomly distributed in the flow medium and convected
along the local flow trajectory keeping unaltered their properties. The tracer ability
can be evaluated through the slip velocity, i.e. the difference of velocities between the
surrounding fluid and the particle, U and Up respectively. For very small particles the
Stokes drag is dominant and the difference can be expressed as [81]:
Up − U =





The condition of neutral buoyancy ρf ≈ ρp allows to obtain tracers that accurate
follow the flow. This condition is easy to reach in the present case, where the working
fluid is liquid. For instance, glass spheres, a common particle tracer for water, has a
density of 103 kg/m3
On the other hand, the illuminated particle tracers must be clearly detected through
imaging devices, requiring the particles to scatter light efficiently. The scattering effi-
ciency is quantified by the scattering cross section: such quantity depends first upon
the ratio of refractive index, then on the wavelength of light λ-4 and finally on the
particle diameter dp. However, the easiest way to improve the efficiency is increasing
the particle diameter, as far as the previous V − U difference is small enough.
As dp affects in opposite ways to the scatter and tracer ability of the particles, the
requirements of accurate flow tracking and sufficient light scattering are therefore in
conflict with each other, requiring a compromise solution to get an optimum.
Illumination Particle tracers need to be illuminated and observed twice within the
time separation ∆t, and particle images should not appear as streaks but rather as
circular dots. For the latter to be true δt = dτ/VM , where dτ is the size of the particle
in the image (see below).
Laser light sources are commonly used for PIV because of their excellent proper-
ties in terms of beam collimation and ease to shape into a thin light sheet. Pulsed
light sources are most used because of the high temporal definition of the illumination
pulse (in the order of nanoseconds). The Neodymium:YAG laser (semiconductor laser)
provides an intensity of illumination independent of the flow velocity and they provide
enough pulse energy to illuminate regions extending up to 0.5 m2. Two pulses are
independently delivered by two separated lasers. The two beams are then combined by
a mirror and a polarizing beam combiner.
Imaging A schematic of the PIV optical configuration is shown in Fig. 3.12. It is
characterized by its focal length f , aperture number f# (given by the focal length
divided by the aperture diameter D) and image magnification M defined as the ratio













The magnification factor can also be evaluated as the ratio between the image size
(sensor size) and the imaged object size. An acceptable approximation of the resulting
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Figure 3.15: Typical image of one of the tests, where the illuminated area is on the
right side of the scraper arm (center of the image)
and exhaustive information about the flow.
Tracer particles The employed tracer particles are polyamide spheres (in practice
they have a round but not exactly spherical shape) with an average diameter of dp=50
µm, microporous and strongly recommended for water flow applications, as ρp=1016
kg/m3. Figure 3.15 shows an image of the particles for one of the tests. The slip
velocity V − U of Eq. 3.7 can be evaluated according to the values of dp and ρp and µ
in ≈10-6 (dV/dt). The latter means that the slip velocity will be six order of magnitude
lower that the acceleration experienced by the flow due to the scrapers, which makes any
slip velocity negligible. For instance, in the case of buoyancy of the particles dV/dt = g,
the gravitational acceleration (g=9.81 m/s2). The slip velocity for that case is ≈0.02
mm/s, a very low value compared with the linear velocity of the scrapers (0.14-1.15
m/s).
The concentration of the tracer particles was based on the recommendation of 109
and 1012 particles/m3, but later modified until reaching an optimum. The given rec-
ommendation is general and does not have into account the type of geometry or the
flow. In this particular case the fluid volume that the laser has to illuminate is high
compared with other cases where the region of interest are of few centimetres. More-
over the distance between the laser sheet and the window is also large, which makes the
light absorbed by the particles contained in the fluid. Therefore, while higher particle
concentration could be desirable, this two facts make them technically inaccessible.
The diameter of the particles in the image can be calculated according to Eq. 3.9.
The magnification factor M can be calculated as the ratio between the size of the image
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The sensor size is 15.4 x 12.3 mm, which gives a magnification factor of M ≈8.7.
The aperture was set to f# =2.8, which leads to dτ=0.44 mm, higher than the size
of a pixel (≈0.12 mm). Thus a typical particle in the image takes about four pixels.
This result can be accepted as valid, avoiding the pixel-locking problem [80] that could
lead into wrong displacement values after the cross correlation process for the lack of
precision in the particle location inside a pixel.
3.4.3 Image processing
PIVlab [83] was used for the image processing. It is a GUI-based open-source tool pro-
grammed in MATLAB. It uses the FFTW [84], is a C subroutine library for computing
the discrete Fourier transform in images of arbitrary input size.
A parametric study was done to determine the optimal image processing param-
eters. It was based in the ratio between non-valid and valid vectors after applying a
data validation process: a velocity thresholds was determined semi-automatically by
comparing each velocity component with a lower threshold and an upper threshold
(tlower and tupper):
tlower = u− n · σu
tupper = u+ n · σu
(3.12)
where u is the mean velocity, σu is standard deviation of u and n=9 is the strictness
of the filter. This filter works very well in practice, as it adapts to some extent to
the nature of the flow. Moreover, the normalized median test was used [83], which
evaluates the velocity fluctuation with respect to the median in a 3 x 3 neighbourhood
around a central vector. The median of this fluctuation is then used as normalization
for a more classical median test.
As a result, a contrast-limited adaptive histogram equalization was chosen as the
best image pre-processing filter. A four passes analysis proved to provide the best
results, starting with a big interrogation square are of 128 pixels and then decreasing
gradually to 64, 32 and 8.
The first pass uses relatively large interrogation areas to calculate a reliable dis-
placement. Larger interrogation areas lead to better signal-to-noise ratio (more robust
cross correlation). The displacement information of the first pass is used to offset the
interrogation areas in the second pass and so on. The interrogation areas of later passes
are not only displaced, but they are also deformed. An example of the displacement
vectors obtained after each pass is shown in Fig. 3.16
As left and right sides of the scraper were investigated separately, a mask was used
to cover the non illuminated region plus the scraper (see Fig. 3.15). The obtained
velocity fields were after combined into a single vector map.
The final velocity field was the result of the 1000 pairs ensemble average.








where u′ is the root-mean-square (RMS) or standard deviation value of the turbulence
velocity fluctuations.
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(a)
(b)
Figure 3.16: Displacement vectors obtained after processing (a) pass 1 (b) pass 3.
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Table 3.1: Total uncertainty result for the PIV experiments
Parameter E(...) (∂u/∂...) E(u)
Γ 2·10−3 mm/pixel 2.4·103 pixel/s 5 mm/s
∆x 2.2·10−1 pixel 35 mm/pixel·s 7 mm/s
∆t 2.12·10−9 s 1.98·107 mm/s2 0.04 mm/s
δu 3.02 mm/s - 3 mm/s
Total 10 mm/s
Particle displacement ∆x Laser power fluctuation and normal view angle θ2
are related to the particle image displacement ∆x.
A maximum uncertainty on the laser power fluctuation of 25 µm (half of the par-
ticle diameter) has been assumed, while the sensitivity factor (partial derivative)
is the inverse of the spatial resolution 1/Γ [86].
The angle θ2 between the camera axis and the laser sheet plane could be estimated
as θ2 ≤4◦ ≈0.07 rad. For an 8 pixels displacement the error is ≈0.02 pixels.
On the other hand, during data processing mismatching errors and sub-pixel
analysis could result in a source of uncertainty. This mismatching errors were
estimated to be ≈0.2 pixels, while the uncertainties of sub-pixel analysis were
estimated to be ≈0.03 pixels ([85]).
Separation time ∆t The possible fluctuation for ∆t from the user manual is
1.5 ns. On the other hand, the pulse laser itself has an uncertainty for the pulse
timing, which was considered to be also of 1.5 ns. Both sensitivity factors for the
measurement time are 1.
Traced velocity δu Velocity slip was neglected according to the value ob-
tained for Eq. 3.7. According to [85], for three dimensional effects on per-
spective of velocity, error may be estimated as a function of the main velocity
(≤2πNmax0.6R=0.9 m/s), uncertainty of the out of plane component of velocity
(assumed 1%) and perspective angle θ2 by the following equation u · 1%tan · θ2.
Table 3.1 shows the total uncertainty results. The total systematic uncertainty has
been estimated in 9.2 mm/s. If we consider an average flow velocity of ≈0.1 to 1 m/s
(according with the scraper tangent velocity on the laser sheet area), it represents a
relative systematic error of 9 to 0.9%, an acceptable value.
Peak locking The peak locking effect is in practice a bias error. It comes from the
curve fitting when performing the sub-pixel interpolation. Such a curve fit causes a bias
towards discrete values of displacement [80]. Whether the peak locking was present in
the results or not was investigated through the histogram of the fractional part of the
displacement in pixel units: if the integer part of the displacement is truncated, only
the fractional part between -0.5 and +0.5 pixel units remains. Figure 3.19 shows the
histogram for one of the studied cases. The level of peak locking can be evaluated by
[87]:














Figure 3.19: Fractional displacement histogram representative of the processed PIV
results
c = 1− nmin
nmax
(3.20)
being equal to 0.4 in the case of Fig 3.19. Such a value of c can be considered as an
acceptable, ”mild” peak locking.
Statistical random errors Statistical errors disappear with the averaging of large
samples
Random errors are related to the statistical error inherent to the measurement of the
velocity. The statistical error is strongly dependent on the number of measurements
performed to obtain the mean velocity. Considering a confidence level of 95%, the
statistical random error associated to a set of n successive pair of images is given by:




A value of turbulence intensity around 15-20% is common in mixers and stirrers [88].
The statistical random error is for that case, considering N=1000, 0.01 m/s. However
such a level of turbulence will be hardly reached in the SSPHE, as the aspect ratio is
small and the rotative Reynolds number is low compared with most of the stirrers.
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Chapter 4




The aim of this chapter is to describe the basics of the ice slurry formation, identifying
and studying the underlying physical phenomena. A brine with medium NaCl concen-
tration was chosen as working fluid. The study of the process is based on the three
different aspects: heat transfer, power consumption and morphology of the ice crystals.
The first part of the chapter (section 4.4) is devoted to the analysis of the thermal
process and the heat transfer under batch operating mode. Section 4.4.1 presents the
evolution of instantaneous magnitudes like the heat flux or the heat transfer coefficient
for different scraping velocities and wall subcooling values whereas section 4.4.2 presents
a comparative for the time averaged values. The rotating regime is conveniently non-
dimensionalized through the rotating Reynolds number, which includes the effects of
the ice particles in the slurry through its density and viscosity. The heat transfer
coefficient is non-dimensionalized through the Nusselt number. The same methodology
is followed for the study of the two different scrapers tested. Finally, section 4.4.3
presents a correlation for the Nusselt number as a function of the different governing
parameters and the ice slurry concentration.
The second part of the chapter (section 4.6) analyses the power consumption of the
driving motor, relating the data with the different stages of the batch process. The
power number, characteristic of stirrers, was used here to non- the values.
The last part of the chapter (section 4.8) is devoted to analysis of the the morphology
of the ice crystals by using microscopical images, and relating it with the process
variables
4.1 Thermal response
Figure 4.1 presents a typical evolution of the process temperatures during a batch ex-
periment in the SSPHE, from 0 to 20% of ice content. The process is divided in two
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4.4 Heat transfer
The study of the heat transfer inside de SSPHE provide important information about
the production rate –heat extracted can be translated into ice production values.
4.4.1 Time resolved values
The evolution of the heat fluxes during the production of the ice slurry is depicted
in Fig. 4.5 for different operating conditions (type of scraper, scraping velocity and
logarithmic mean temperature difference). Figures 4.5a and 4.5b correspond to two
different values of ∆Tlog, averaged during the freezing stage of the experiment, from
the nucleation start until a 20% of ice content is reached. The effects of different
scraper systems and scraping velocities are compared in each figure. The starting of
the freezing stage can be recognized distinctively by the stabilization of the heat flux,
which is a consequence of the stabilization of the process temperature. The heat transfer
coefficients corresponding to the heat fluxes shown in figures 4.5a and 4.5b, calculated
according to Eq. 2.12, are represented respectively in figures 4.6a and 4.6b.
• Effect of the scraper type
The effect of the adaptable scrapers yields a heat flux augmentation of around two
times compared with the rigid scrapers, showing a slight dependency with ∆Tlog values:
larger ∆Tlog values lead to slightly higher heat fluxes (see Fig. 4.5).
Regarding the heat transfer coefficient (Fig. 4.6), adaptable scrapers retrieve again
two-fold augmentations of h compared to the rigid system. As opposed to the heat flux
trend, heat transfer coefficients are in general slightly higher for the lowest values of
∆Tlog. This can be explained considering that higher supercooling degrees (∆Ts) lead
to faster growth rates, resulting in thicker ice layers on the plate surface [68].
• Effect of the scraping velocity
In general, higher scraping velocities increase the heat flux, whereas this effect is
small compared with the scraper system or the ∆Tlog effect. The influence of the scrap-
ing velocity during the freezing period is more evident on the heat transfer coefficient,
which undergoes maximum increases of around 40% when N increases from 0.1 to 0.8
s-1. Moreover, these two bounding velocities lead to two different trends, particularly
noticeable with the adaptable scrapers. The h values for N=0.1 s−1 reach a maximum
when nucleation appears, after which h remains almost constant. On the other hand,
for N=0.8 s-1 the onset of nucleation entails a sharp decrease on h, which reaches a
maximum an instant before during the supercooling.
In spite of the similar heat fluxes observed during the freezing period, the time
required to reach the 20% of ice content changed significantly with the scraping velocity
(see Fig. 4.5 and 4.6).These differences are attributed to the stretch of the experiments
prior to the nucleation onset: faster scraping velocities provided higher heat flux values
as shown in Fig. 4.5, advancing the freezing start respect to the low scraping velocity
cases.
Moreover, the higher scraping velocities ensured the presence of the supercooling
phenomenon in all the brine volume. The heat released by the supercooled brine is
suddenly recovered during the nucleation, where the amount of ice initially formed can
be quantified by ρbV cp,bζ/Lf . Considering a supercooling amplitude of ζ ≈0.5 ◦C, the
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former expression gives values of around 2% of ice content. On the other hand, the
lower scraping velocities do not benefit from the initially elevated heat flux values, and
the nucleation onset does not represent significant values of ice content.
• Effect of the coolant temperature
The coolant temperature, which is the responsible of the wall supercooling degree,
intensifies the different trends mentioned before. Smaller ∆Tlog values lead to more
favourable mixing situations with lower Ri and higher supercooling amplitudes ζ (see
Fig. 4.2). Supercooling occurring all around the SSHPE volume means an immediate
and uniform appearance of the nucleation, which in turn implies the absence of an ice
layer on the plate before that instant. This also explains the higher h values obtained
in these cases. Conversely, the absence of ζ indicates local nucleation on the plate,
generating an ice layer that produces lower h values.
Although ∆Tlog is computed as a time-averaged value, it is not constant during the
experiment. The increasing NaCl content of the brine due to the ice formation leads to
lower freezing temperatures, and therefore the wall supercooling degree ∆Ts undergoes
a continuous decrease since the coolant temperature is kept constant. The ice formation
and growth rate over the subcooled surface is then lower, being more easily removed
by the scrapers. As a consequence it can be observed that the heat transfer coefficient
increases with time in Fig. 4.6b, especially for high scraping velocities and adaptable
scrapers, where the scraping action is more intense.
4.4.2 Time-averaged values
For a better comparison between experiments, heat fluxes and heat transfer coefficients
were averaged during the freezing period as defined in Fig. 4.1. Figure 4.7 shows the
time-averaged heat flux over the freezing period for different scraping velocities N and
driving temperatures ∆Tlog whereas figure 4.8 does for the time-averaged heat transfer
coefficient h.
• Effect of the scraper type
Adaptable scrapers provide a two-fold augmentation of the global heat flux com-
pared to the rigid scrapers (Fig. 4.7). The difference between the two scraping systems
is mainly due to the poor scraper action of the rigid scrapers. Since the scrapers are not
able to follow the surface (later explained in sec. 4.5), a scaled ice layer is developed.
If the presence of such an ice layer is assumed, the obtained h values will correspond to
the global heat transfer coefficient hT , which includes the heat conduction through an










If the h values of the rigid scrapers are introduced into equation 4.2, the resulting hps
are comparable to the h values obtained for the adaptable scrapers (see Fig. 4.8).
• Effect of the scraping velocity
The scraping velocity appears to have a clear but small effect on the heat transfer,
that mainly depends on the logarithmic mean temperature difference. Higher scrap-
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top by buoyancy. Additionally, the particles that remain in suspension adhere together
forming flocculates. When the ice content is high –i.e. 15% or greater– the flocculates
start to join and the working fluid becomes a uniform paste. The slurry behaves then
as a non-Newtonian fluid and it does more as the ice content continues increasing. For
ice concentrations near 20% the slurry behaves as a cake, rotating as a single column.
At that point the convection and vortex characteristics of the previous flow disappear.
The adhesive force of ice on the cooling surface gets stronger and stronger. Therefore, if
the contact between scrapers and steel is not good enough, an ice layer will be formed.
This may happen if a thin liquid layer exists between scrapers and plate, as will be
pointed out later.
4.6 Power consumption
The scraper power consumption is a determinant design parameter, being its knowledge
of great importance. For instance, the production process itself can be affected by the
amount of energy dissipated within the fluid. Elevated power inputs can affect the ice
crystals morphology or even induce their degradation.
Available power data on scraped surface crystallizers is very limited when compared
to stirrers or common –without phase change– scraped surface heat exchangers. In
contrast with the stirrers, in scraper surface devices the friction between scrapers and
walls adds a new power demand, which could be even the most important one. Their
usage in crystallizing conditions adds also the power required to break and/or detach
the continuous formation of the generated solid phase.
In both stirrers and mixers the power is commonly non-dimensionalized in the form





which relates the resistance force to the inertia force. However, the power number does
not take into account the contribution due to the friction between solids.
In classical studies about solid-liquid mixers the power consumption was related
with the density of the mixture in the stirrer zone [95]. The suspension degree of the
solid particles becomes then an important factor, determining the equivalent density
value of the fluid. For scraped surface heat exchangers operating without phase change,
the power consumption has been assumed to be proportional to the viscosity [96],
considering that the gap between scraper and walls was high enough to avoid solid-
solid contact. This may not be true if the friction forces between scrapers and surface
are important, as they should be under crystallizing conditions processes where the
scraping action not only has to refresh the boundary layer but also pull of the crystals.
In the present work the power consumption was measured considering the one con-
sumed in the driving electric motor by using a wattmeter (sec. 2.1.2). The acquired
data corresponds therefore the total power consumed, without distinction of the dif-
ferent mechanisms involved –hydrodynamic friction, solid-solid friction, etc. A part
of the power input was dissipated in the bearings of the rotating shaft, unavoidably
linked to the vertical axial load and therefore dependent on the operating conditions.
In spite of the lack of experimental evidences regarding the power consumption in the
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SSPHE, hereafter different models will be considered in order to explain the different
mechanism involved and the available data.
4.6.1 Power, torque and force
The scraping power SP is equal to the product of the rotating velocity and the torque
M applied on the shaft
SP = Θ ·M = 2πN ·M. (4.7)
The torque in turn comes from the product of the applied force F in the scraper
arm at a distance r from the shaft,
MT = F · r. (4.8)
In the case of the scrapers the force is not punctual, but instead it is distributed
non-uniformly along the scraper arm, F (r) (N/m). Knowing the distributed force is
a priori difficult as it depends on different aspects such as differences in the spring
applied forces, the ice layer thickness and distribution over the plate, the flow inside





where s is the number of scrapers.
Chilling period During the chilling stage, prior to the nucleation onset, the force FC
can be decomposed into an hydrodynamic term Fh, due to the flow resistance, and a
scraper-plate friction therm Ffr
FC = Fh + Ffr (4.10)
The first one is the effect of the induced flow on the blades, where viscosity (shear
stresses) and pressure gradients on the scraper arm faces oppose to their movement.
The torque produced by Fh is similar to the one in a stirrer and therefore it can be
expressed as a function of the rotating Reynolds number in the SSHPE, Rerot. Tromelen
et al. proposed a formula that correlates the power number with Rerot and the number





where Ls is the stirrer arm length and a and K are correlations constants. Later on
McCabe et al. found that the Power number tends to be a constant independent of
Rerot for values of it higher than ∼104 [97]. Of course all this will be true if the impeller
is also far from the tank walls.
The friction force Ffr occurs between the PEEK blades and the plate surface of
steel. It is related with the normal force applied over the scrapers FN –mainly due to
the springs action– through Ffr = γstFN , where γst is the friction coefficient between
the PEEK blades and the steel surface of the plate. The friction coefficient depends
highly on the surface roughness, as well as on the type of friction (i.e. dry or wet).
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brine. Both cases may lead to changes in Fh. The effect of the suspended particles
would be higher as their concentration increases along the test time, being negligible
for the instant after the nucleation onset.
4.6.2 Adaptable scraper system results
As it was made with the heat transfer, the power results are presented here based in the
study of their evolution with time-ice concentration and the study of the overall-time
averaged values.
Time resolved values The power consumption monitored during different ice produc-
tion tests are shown in Fig. 4.18: N=0.08 and 0.80 s-1 and ∆Tlog=1.3 and 2.4
◦C. The
power values were smoothed by using a local regression smoothing method [101]. The
plots also show the evolution of the bulk and wall temperatures. For low scraping rates
(Fig. 4.18a) there is not any significant change between the chilling and the freezing
periods once nucleation starts: the power trend remains equal. On the other hand in
Fig. 4.18b the power experiences an abrupt decreasing in that instant.
Higher scraping values require higher power inputs: SP ≈180 W for N=0.80 s-1
whereas SP ≈110 W for N=0.08 s-1. Moreover, the power consumption for the lower
scraping velocities seems to be constant or either decreasing in time, whereas the ones
for higher scraping velocities increases. As the time evolution and the ice content are
related, the increasing trend of the power consumption is most probably due to the
increasing level of ice content and the lost of fluidity of the slurry. Therefore, when the
values of the scraping velocity are high enough the hydrodynamical force Fh in Eq. 4.13
will increase constantly as the content in ice does. The effect of Fh is related to the flow
velocity, and therefore it is almost inappreciable for the cases with lower scraping rates.
It is also worth mention that, in spite of the power consumption increasing trend with
the ice content, it is never as high as the power consumed during the chilling. The low
impact of the ice content in the power consumption values at low scraping velocities is
also explained by the fact that at low velocities, the ice particles aggregate on the top
of the SSPHE due to buoyancy and lack of mixing. This minimizes its effect on the
brine properties near the scrapers. At high scraping velocities the mixing is complete
and it effect is notable.
Figure 4.19 summarizes both the effect of the scraping velocity and the effect of the
logarithmic mean temperature difference ∆Tlog –related with the surface subcooling,
∆Ts, see Fig. 4.11. As shown before, in the cases of higher scraping velocities an abrupt
decrease in power consumption of ≈40 % takes place after the onset of nucleation. This
power comes from the reduction in the friction force when passing from the chilling
period (Eq. 4.10) to the freezing period (4.13). During the chilling process the friction
between the scrapers PEEK and the plate steel is characterized by µs. The unpolished
plate surface, with a considerable level of roughness, provides a high value for the
friction coefficient and the power consumption required as a consequence is high. Once
the nucleation occurs, the ice appears over the surface. Independently of the scrapers
ability to remove it, it is clear that part of the ice remains over the surface, which
explains the decrease in the power consumed as the friction is reduced.
The idea of ice remaining over the plate surface –perhaps filling the gaps of the steel
roughness– gains strength considering that the ice adhesion increases with the surface
roughness as exposed in section 4.5. The value of µs is then replaced by a different one
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Figure 4.19: Scraping power comparative for ∆T = 1.3 ◦C and ∆T = 2.4 ◦C
in between µs and µi, reducing considerably the total power consumed. The ice is then
acting as a lubricant or as an ice-skating rink.
In the cases with low scraping velocities (Fig. 4.19a) the lack of an instantaneous
nucleation onset over all the SSPHE volume (see sec. 4.2) justifies the absence of fall
in the power values. As the nucleation starts locally on the wall, the ice layer is present
since almost the beginning of the experiment
The decrease in the power and in the required ice scraping force FS at the nucleation
onset –when it was expected to increase due to the lost of fluidity in the slurry– can
be then explained by two reasons:
- the negligible effect of the ice in the brine due to its low initial concentration
- and the most important, the lubricating effect of the ice layer.
The ice lubricating effect in scraped surface heat exchangers has been previously
noticed in the literature. For instance Quin et al. [54] observed that the torque on
the shaft did not increase and even decreased slightly after the nucleation started.
The main difference with the present work is that they used a polished stainless steel
surface, which can explain low descent in the torque compared with the results reported
here –as here µs was much higher. What they did observe was the power consumption
augmentation along time-ice content increase.
The low impact on the power data produced by the appearance of FS is justified
by the presumable small ice thickness over the plate. Ishikawa [89] estimated the
mechanical force to remove a mushy ice layer on a cooling surface, finding that the force
increased with the thickness of the ice layer. Longer times between scraper actions (300
to 1000 s.) and a lower temperature would result in a greater power demand. However,
the time intervals in this study were much shorter (3 to 0.3 s.). In such short times
the ice layer thickness could not grow enough to generate sensible resistance to the
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scraping velocities and ∆Tlog values. The first thing to be deduced is the absence
of a unique relationship between the Power number and the Reynolds number. Ice
content and wall supercooling play also a role. The ice content effect on the slurry
fluidity is included in Rerot through the variations on viscosity and density. However,
the different curves obtained at different ice content values point out the fact that the
power consumption is not –at least mainly– dominated by the hydrodynamics. If that
were the case, changes in the ice content will move along the same line as them will
only imply changes on density and viscosity of the slurry. The different correspond to
the influence of the ice content on the ice layer over the surface, highlighting that the
major power consumption mechanism is the friction. Looking at Fig. 4.24, for equal or
approximate Rerot values, the Power number decreases when the ice content increases.
This is due to the effect of the ice content on the ice layer scaling, which in turn reduces
the friction.
The power number values for the chilling period can be fitted to an equation of the
form
Po = AReBrot, (4.14)
similar to Eq. 4.11. Whereas B=-2.44, A is of the order of 1014, which indicates that
the friction is much higher than the hydrodynamic inertia. The high Power number
values, Po>>1, also highlight that power consumption in much more higher in this
case than in the case of stirrers.
Based on Eq. 4.14 a new expression was proposed to predict the Power number for
the different ice content concentrations,
Chilling







where A=1.032·1014, B=-2.48 and C=3/4. Equation 4.15 works very well for low-to-
medium ice concentration values. Higher concentration values (i.e. ϕm >17% fall out
of this trend).
4.6.3 Rigid scraper system results
The results obtained for the rigid scraper system reproduce the same phenomena re-
ported for the adaptable system. Figure 4.25 shows the averaged values during the
whole freezing period. Compared with Fig. 4.22, power values for the rigid system are,
in general, higher. This fact seems contradictory: since in the case of rigid scrapers the
contact between scraper and surface is poor and the normal force of the scrapers is not
guaranteed by anything, power consumption should be lower. The higher values are
explained by the concept depicted in Fig. 4.15. The deformation of the plate pushes
the scrapers in the central area. As they have not any mechanism to adapt to this
deformation, the normal force in this small region is very high, leading then to high
friction forces. The adaptable scrapers can counteract this plate deformation with the
compression of the springs. Even if the normal force will increase as the spring is more
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easily able to drive the slurry into the visualization circuit, never getting blocked.
Finally, Fig. 4.28 includes images of the ice at different contents (equivalent to
time time instants of a test). For low content (early stages of the freezing period) ice
crystals are small (Fig. 4.28a): they have been recently pulled off from the surface and
as consequence they have not ad time to collide and coalesce among each other, having
sharp edges. Increasing the ice content/testing time the crystals become bigger and
rounded, adopting the shape of a rice grain (Figs. 4.28b-4.28c) that becomes bigger
and spherical as the ice content increases. The last image, Fig. 4.28d, corresponding
to an ice content of 18% shows crystals very similar to those obtained at the end of the
test for ϕ=20%, with round crystals of ≈20 µm.
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4.9 Conclusions
This chapter analysed the principal physical phenomena involved in the ice production
with the SSPHE in batch mode operation. Heat transfer, scraping power consumption
and ice crystal characteristics were studied by using a 7 wt. % NaCl brine as a base
solution for the ice slurry generation. Two different scraper types, rigid and surface
adaptable, were compared for different rotating velocities (0.1 s-1 to 0.8 s-1) and coolant
temperatures (∆Tlog from 0.5
◦C to 2.4 ◦C). The major findings are:
 The location of the initial nucleation in the SSPHE was found to depend on the
Richardson number. The effects of buoyancy, supercooling degree and scraper-
arms induced velocities interact leading to an initial localized nucleation over the
subcooled plate (Ri >0.02) or to a global fluid volume nucleation (Ri <0.02).
The detected supercooling amplitude was found to be a good indicator of the
fluid mixing inside the SSPHE upper side.
 The configurations with adaptable scrapers shown a better performance in the ice
slurry generation and heat transfer, reducing the unscraped regions and avoiding
ice layer scaling. Augmentations on the heat transfer coefficient of around two
times were found with respect to the rigid scraper. The rotating velocity of
the scrapers was found to have a low effect on the heat transfer, influenced by
the supercooling degree of the surface. Maximum averaged heat fluxes of 4100
W/m2 and averaged heat transfer coefficients of 4000 W/m2K were found for the
adaptable scrapers with surface supercooling degrees of ≈0.5 ◦C and scraping
rotating velocities of N≈0.46 s−1.
 Heat transfer results were non-dimensionalized by means of the Nusselt and ro-
tating Reynolds numbers. Nusselt number for low supercooling degree values
adopted the shape of the penetration theory for low Rerot values, whereas at high
values Nu becomes almost independent of Rerot (Nu=550), mostly due to the
impact of the particles over the surface at higher mixing rates. Higher surface su-
percooling degrees led to a constant ice layer that reduced the Nu values to ≈350.
A correlation was proposed for a supercooling degree of 0.75 ◦C composed by the
penetration theory plus a constant therm for Rerot <4.7·104 and a correlation
based on Rerot and Fr · ϕm for Rerot >4.7·104, with global R2 =0.87.
 The power consumption during the chilling and freezing stages showed to be
mostly related with the friction between scrapers and plate. Shaft torque was
found to decrease when scraping velocity increases as consequence of the for-
mation of a brine-lubricating layer. The onset of nucleation resulted always in
important reductions of power consumption (up to 50%) as a consequence of the
appearance of ice over the surface, acting as a lubricant. Ice content increases lead
to power increments as the equivalent viscosity of the slurry increased. However
this effect was much lower than the friction between scrapers and plate.
 Power consumption values were non-dimensionalyzed by the Power number. The
high values of Po obtained revealed the nature of the process, governed by the
friction. For equal Rerot values Po was smaller as the ice content was higher
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revealing that the larger number of particles affect the ice layer over the steel
surface, reducing therefore the friction.
 Higher rotating scraping velocities did not proved to be helpful in inhibiting the
development of an ice fouling layer, as the higher impact of ice particles over
the surface plus the higher liquid layer under the scraper promote it. On the
contrary, higher rotating velocities aided to preserve a good mixing level in the
slurry, keeping it homogeneous and avoiding the cumulation of ice in the top of
the SSPHE. The high scraping velocity may result in heating effects, which would
be undesirable. As a consequence the rotating velocity has to be balanced with
the economy of the power consumption.
 The morphology of the ice crystals varied with the scraping velocity, wall sub-
cooling and time instant of the test. Higher scraping velocity leaded to higher
and rounded particles (200-300 µm) as a consequence of the continuous impacts
that make them fuse between each other and grow. Higher wall subcoling values
reduced the test duration resulting in smaller particles. At the initial test stages
(low ice content) stages particles are small (10 µm) and sharp, as they are just
pulled off. With time they grow in rounder shapes.




In this chapter the results of heat transfer, power consumption and ice crystals mor-
phology obtained for different NaCl concentrations are presented and discussed. The
ice slurry production phenomena was analysed in the previous chapter regarding con-
cepts as heat transfer, power consumption and ice crystals morphology, being the initial
NaCl content, ω0, always equal to 7.1%.
However, the salt concentration can influence the process in different ways. The
hardness of the ice layer is expected to decrease with the increasing salt content, as it
is the responsible of the mushy structure formed over the subcooled surface. This in
turn can be related with the scraping power and the heat transfer coefficient. On the
other hand it has also an impact on the ice slurry usability, as the lower temperature
provides a higher coolant capacity.
Aside from possible beneficial aspects, an increase in salt content may involve some
negative ones, like the increase in brine viscosity (higher viscous dissipation), the higher
corrosive effect on the equipment and the necessary lower temperatures of the coolant
and refrigerant (see ch. 2). The descent in the evaporation temperature of the primary
coolant can in turn lead to a lower process efficiency.
The aim of this chapter is, considering the above mentioned effects, to elucidate
whether the salt concentration has a significant effect or not in the production of ice
slurry in the SSPHE. In section 5.1 the effect of the NaCl concentration in the freezing
point is introduced, reporting the results of the temperature evolution during the dif-
ferent tests. In section 5.2 the heat transfer inside the SSPHE is analysed considering
five different initial NaCl concentrations, whereas in section 5.3 a similar analysis is
done considering the effect in the scraping power consumption. Section 5.4 includes
an study of the performance considering both only the SSPHE –sec. 5.4.1– and the
complete facility –sec. 5.4.2. Finally, section 5.5 reports a comparison of the ice crystal
images for different initial salt concentration values.
5.1 Salt concentration and freezing point
An increment in salt concentration results in a decrease of the freezing point. Figure
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instance, the highest ω0 values –9.4% and 7.1%– are only possible for ∆Tlog <3
◦C:
the low freezing points require lower coolant temperatures and the facility is operating
close to its limit. Still, between ω0=9.4% and ω0=7.1% there is a significant difference:
the concentration ω0=7.1% allows to increase the ∆Tlog value from ≈2 ◦C to almost 3
◦C, with a considerably gain in the achieved heat flux of about 67%. As a counterpart,
the Nusselt number decreases in about 23% since the mixing is not efficient.
For the same ∆Tlog values, lower ω0 values yield in general lower heat fluxes and
Nusselt numbers, as a consequence of the higher resistance of the ice layer over the
plate, more difficult to remove. To obtain the same heat fluxes as for ω0=7.1% at
∆Tlog ≈3 ◦C, lower concentrations have to operate at least at ∆Tlog ≈4 ◦C, decreasing
the Nusselt number from 400 to around 200.
Figure 5.5b is very representative of the process inside the SSPHE, showing that
below ω0 =7.1% only maximum Nusselt numbers of around 300 can be reached. Higher
NaCl concentrations can reach higher Nusselt number values as the ice layer becomes
mushier, but they need to be operated at lower ∆Tlog values due to technical limits of
the rig, and this decreases considerably the heat fluxes (ice production) achieved.
The ω0=7.1% case is, according with the exposed results, the optimum one for the
ice slurry production in the SSPHE. It provides high heat fluxes without decreasing
excessively the Nusselt number –avoiding the formation of thick ice layers and ensuring
a good mixing.
5.3 Power consumption
The effect of the initial brine NaCl content in the scraping power consumption has been
also studied. The scraping power results for several ω0 values and scraping velocities
are included in Fig. 5.6 for ∆Tlog ≈1.3 ◦C and averaged for ice contents from 2% to
8%. According with the depicted values, the effect of the salt concentration in the
power consumption can be considered insignificant. The scraping power values remain
more or less constant when increasing ω0.
On one hand, the addition of salt to the brine may lead to a decrease in the resistance
of the ice layer adhered to the place, increasing its mushy consistence. This should in
turn lead to lower power consumptions. On the other hand, the ice layer has also a
lubricant effect, as discussed in the previous chapter. The invariance of the results
obtained for different initial salt concentrations can be then due to a twofold effect:
from one side decreases the ice resistance, but from the other one decreases also the
lubricant effect of the ice.
Figure 5.7 shows the Power number values for all the scraping velocities tested,
again ∆Tlog ≈1.3 ◦C and 2% to 8% of ice content averaged. No clear effect of the
NaCl initial content is observed in the Po number, being almost constant for all the
salt concentration values. Independently of ω0, the Po number decreases as N increases
(higher Rerot numbers, and in comparison, lower viscous vs. inertia effects.), as seen in
the previous chapter.
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Figure 5.6: Scraping power Sp for different ω0 values and scraping velocities at
∆Tlog ≈1.3 ◦C, averaged between 2% and 8% of ice content
5.4 Performance evaluation
To establish better which is the best operating condition of the SSPHE –i.e. the
condition at what the ice production is maximized with the lower energy consumption–
including wall subcooling, scraping velocity or NaCl initial concentration, different
aspects have to be considered. For instance, it is not enough to evaluate only which
is the operating regime that provides higher heat fluxes Q or lower scraping power
consumptions. Moreover, the overall system energy consumption and performance
have to be included.
5.4.1 Local consideration: SSPHE
If only the SSPHE is considered, the parameters to take into account are the heat
flux Q extracted from the brine –directly related with the ice being produced– and
the scraping power consumption Sp. As seen in the previous chapter, higher scraping
velocities increase the heat transfer coefficient and the heat flux, but they also lead
to higher power consumptions. An optimal operating condition will be the one that
maximizes Q keeping Sp low. Moreover, the heat Q extracted from the SSPHE not
only includes the brine phase change but also the value of Sp, which is transformed
into heat by friction and viscous dissipation. Therefore, high Q values are not good by
themselves, as they can imply also high Sp values .
In order to evaluate only the extracted heat due to the phase change (ice slurry
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point a, the ice production is equal to Qe,a/L. If COPa is the corresponding coefficient













If a new operating point with a lower evaporation temperature is selected then the





The last expression can be rewritten as
Υb = C · L
COPa/COPa
COPb






where ζ = COPa/COPb > 1. Comparing Eq. 5.8 with Eq. 5.6 –corresponding to the
initial situation a– then we have that the decrease in the evaporation temperature is
equivalent to increase the price of kg of ice produced by a factor ζ.
Υb = ζ ·Υa [e/kg] (5.9)
The later can be applied to the experimental results of Fig. 5.10. For instance,
and considering the values obtained for the adaptable scraper, going from the lower
∆Ts value to the higher one corresponds to the decrease in COP indicated in the figure
(considering a constant ambient temperature of 25 ◦C). Such increase in ∆Ts results
in an increase of the ice production (kg/s) of 60%. On the other hand, according to
Eq. 5.8, the kg of ice produced is 1.8% more expensive (referred only to the power
consumption of the compressor). The same can be done for the results obtained with
the rigid scrapers where going from the lower ∆Ts tested to the higher the production
(kg/s) increases in 156% with an increment of cost of 2.6%. In spite of the high
increasing of production experienced by the rigid scrapers system, it has not to be
forgotten that their production rates are always lower that those ones of the adaptable
scrapers. As the ice production rates employed are obtained from the real values of
Q measured, the previous values take into account the efficiency of the intermediary
equipments (HE-evaporator, coiled circuit...).
In the light of the exposed above, the wall subcooling has a twofold effect, being
responsible of the ice production rate but also of the cost per kg of ice produced.
Decreasing the evaporation temperature (increasing ∆Ts) will increase the ice slurry
production but also its cost. The operation point then has to be determined by taking
into account the requirements of ice and the actual cost of the electricity. In other
words, if the benefit obtained by increasing the ice slurry production are higher than
the extra cost derived from it, then it is convenient to increase ∆Ts.
Whereas the effect of the evaporation temperature in the COP is clear, the precise
relationship between them depends obviously on the equipment under consideration.
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to be quantified.
Figure 5.13 shows the ice crystal images for ∆Tlog =1.8
◦C. The higher wall sub-
cooling is the responsible of the smaller size (compared to Fig. 5.12), resembling rice
grains. As ∆Tlog is higher the heat flux through the surface is also higher and the ice
crystals have less time to grow (see chapter 4). As in Fig. 5.12, the effect of ω0 is much
less obvious, concluding that the ice crystals morphology is almost unaffected by the





In this chapter the effect of the initial NaCl concentration in the brine was studied
through the heat transfer, scraping power consumption and the resulting ice crystals
morphology. Five different ω0 values were considered, testing for all of them the same
range of scraping velocities. The observed freezing point agreed with the one predicted
according to the salt concentration in the brine. The efficiency of the SSPHE was
analysed both locally and globally, considering all the facility system. Major conclusions
are as follows:
 For equal ∆Tlog and scraping velocity values, increasing the NaCl resulted in
increasing heat fluxes between 75% and 100%, being the most significant increase
for N=0.1 s.-1. Such a heat flux increment was observed between ω0=4.7% and
7.1%. Higher ω0 values had no heat flux increasing effect.
 The Nusselt number, for equal ∆Tlog and scraping velocity values, experience an
augmentation when increasing ω0, in correspondence with the augmentation of
the heat flux. The maximum augmentation was observed between ω0=4.7% and
7.1%, being more significant as the scraping velocity was higher. The maximum
increase in Nu observed was of 65%. This effect, related with the heat flux
augmentation, was associated to effect of the NaCl, weakening the ice strength
and increasing the mushy structure of the ice layer, being easier to scrape.
 A ω0=07% and ∆Tlog ≈ 2.6◦C revealed to be the best operating condition, pro-
viding heat fluxes of 4270 W/m2 and Nusselt numbers around 380.
 Scraping power revealed to be independent of the ω0 value. For equal ∆Tlog and
N values, scraping power remained almost constant. The same was observed for
the power number. This was associated with the twofold effect of the ice layer,
acting as a lubricant ans also as a resistance to the scraping blades.
 The efficiency of the SSPHE was analysed by considering the ratio η between
the effective heat extracted (due to phase change) and the scraping power. The
ω0=7% with ∆Tlog ≈ 2.6◦C proved to be again the best operating condition,
achieving a value of η=7 for N=0.83 s.-1
 The total efficiency of the ice slurry production system was evaluated through
the COP of the condensing unit and the cost of producing a kilogram of ice, for
the case of ω0=7%. It was concluded that, for the adaptable scraping system,
increasing the ice production in 60% leaded to an increase in the cost per kilogram
of ice produced of 1.8%. The operating point should then be selected according
to the demand and the price of the electricity.
 No clear influence of ω0 in the ice crystals morphology could be assessed. Only
as a guess, the ice crystals size seemed to decrease when ω0 increased, probably
due to the weakening of the ice layer, resulting in smaller crystals when scraped
from the plate.




In the previous chapters the heat transfer in the SSPHE was studied through the
influence of variables like the scraping velocity, the initial NaCl content in the brine
or the mean logarithmic temperature difference. Their influence in the scraping power
consumption was also considered. Heat transfer phenomena inside the SSPHE can be
then characterized by derived global parameters as the heat transfer coefficient or other
dimensionless parameters as Nusselt or Reynodls numbers.
According to their name, these parameters only provide information about the
global process. A better and more in deep study of the phenomena requires to under-
stand the flow pattern inside the heat exchanger. The flow pattern may be the ultimate
the responsible of variations in the heat transfer, the power consumed by the scrapers
or the morphology of the ice crystals and the development of the slurry consistence.
likewise, the experimental methodology to obtain the flow pattern has to reproduce
the governing parameters that take place in the real SSPHE operating conditions: in
particular, the flow regime and the interaction with the ice particles, which is expected
to light on different aspects as the ice layer growing and its impact on the heat transfer.
The present chapter includes a wide study of the flow pattern inside the SSPHE. It
considers both a single-phase flow situation –where ice particles and brine are assumed
to behave as a continuous medium– and also the interaction between solid and liquid
phases, determining either if the mixing is sufficiently high to consider single-phase or
two-phase flow.
Two approaches are hence presented. In sections 6.1 and 6.2 a two-phase flow visu-
alization is presented, providing qualitative data to explain the fluid-particle interaction
and validate the later numerical model. In particular, sec. 6.1 includes the results of
the particle injection tests, whereas sec. 6.2 includes a a stratification test for differ-
ent particle concentrations (≈ 4% wt.). In section 6.3 the PIV results –considering a
continuous phase– are presented in terms of velocity fields and streamlines, providing
quantitative data to characterize the single-phase flow pattern and also to validate the
correspondent numerical model. Vorticity and turbulent kinetic energy distributions
were also analysed.
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6.1 Particle motion
This section reports the results of the particle injection tests. As mentioned before,
the aim of these experiments is to provide insight into the behaviour of the ice crystals
immediately after they are scraped from the heat transfer surface. They can explain
whether the particles follow the existent flow generated by the scraper or they are
dominated by buoyancy forces due to their lower density. Three different scraping
velocities (0.08 s.-1, 0.13 s.-1 and 0.25 s.-1) were tested, corresponding respectively to
the rotating Reynolds numbers 1.6·104, 2.5·104 and 4.8·104, and Froude numbers 0.42,
0.68 and 1.3.
Figures 6.1, 6.2 and 6.3 show respectively for N=0.08 s.-1, 0.15 s.-1 and 0.26 s.-1 a
sequences of images acquired after particles were released just before the wiping of the
scraper. Particle clouds are enhanced in red, according to the technique described in
3.2.2. In the first case (Fig. 6.1) the particles are very dispersed, and such a dispersion
increases with time. The increase in the scraping velocity makes the particle cloud
smaller, being the particles more and more concentrated (Figs. 6.2 and 6.3).
The rotating motion of the scraper induces a continuous flow from its frontal side
towards the rear side, bringing up the removed ice particles together with the liquid
phase.
From the exposed above it appears that at very low scraping velocities the buoyancy
of the particles affects their motion. Therefore, they spread and rise, most surely
leading to a stratified layer of particles. The reduction of the volume occupied by them
when increasing the scraping velocity responds to the increasing forced flow, which
counteracts the buoyancy effect keeping the particles grouped. Indeed, between Figs.
6.2 and 6.3 is it is possible to see how the vertical distance between the particles cloud
and the scraper is reduced.
Higher scraping velocities were out of the range of the recording camera and were
therefore not tested. On the other side, the usage of a high speed camera would require
a more powerful light source like a laser, which would not allow a uniform light condition
inside the SSPHE model, hindering the visualization of the particles cloud.
The particle visualization images were processed in order to obtain the parti-
cle displacements –see sec. 3.2.2. Figure 6.4 shows the obtained displacements for
Rerot=1.6·104-Fr=4.2·10−1. The absolute particles displacement has been subtracted
by the displacement of the scraper. After, it was increased by a factor of two (times
2). All the particles have a similar horizontal displacements slightly shorter than the
scraper displacement (indicated with a red arrow in the figure). Some of the particle
groups have an ascending vertical component, which can be due to the forced flow
overpassing the scraper or to the influence of the buoyancy. Some other particle groups
descend, following the fluid flow and replacing the gap left by the scraper.
The relative displacements for Rerot=2.5·104-Fr=6.8·10−1 are shown in Fig. 6.5
with a scale factor of 1 (times 1). The particles cloud appears now more compact than
in 6.4: the effect of the buoyant forces compared with the higher velocities decreases.
The particles exhibiting a vertical displacement in the front side of the scraper are most
probably drifted by the induced flow.
Finally, Fig. 6.6 shows the obtained relative displacements for the case Fr=1.3-
Rerot=4.8·104, now with a scale times 0.6. The particles cloud appears now very com-
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6.3 Particle Image Velocimetry results
6.3.1 Previous considerations
Single field composition procedure
As explained in chapter 3, section 3.4, the investigated region is a plane normal to the
scraper arm, located at the radial coordinate rl=0.6R. As the flow is only generated
by the scrapers movement, the synchronization of the data acquisition with the scraper
position in the so called phase-averaged technique (see. 3.4) can be used to extract the
mean flow u and the turbulent velocity component u′:
u = u+ u′ = U + u′, (6.1)
Since the width of the laser sheet is not enough to illuminate the entire region
around the scraper, the image recording was done in two steps. The first step covered
the left (front) side whereas the second step covered the right (rear) side. The rest of
the image was masked conveniently in order to consider only the intended region. A
sketched example of this procedure is shown in the top part of Fig. 6.8. The resulting
regions of interest were then analysed and averaged providing the respective velocity
fields.
In order to consider both fields as a single map, a unique velocity distribution was
composed by merging both phase-averaged fields, re-averaging them in the overlapped
region. The employed expression for the averaging is included in the central part of
Fig. 6.8. It ensures a gradual change between the left and right data fields.
Estimation of the out-of-plane motion
One of the main limitations of the classical planar PIV technique is the effect of the
out-of-plane motion of the particles. The out-of-plane displacements do not only imply
mismatch displacement evaluations due to several reasons, like the change in the particle
intensity or even the particle disappearance, which in both cases implies a loss of
correlations [108].
As the camera is located perpendicular to the laser sheet, any component of the
velocity parallel to the camera axis will be only detected through its projection over
the laser plane. This will introduce an error over the in-plane particle displacement.
The concept is well explained in [109], which also provided an expression to evaluate
the relative error (called perspective error) between the in-plane displacement and
the apparent one. To illustrate the problem, Fig. 6.9 shows an sketch of the PIV











The out-of-plane induced error will be more significant as the distance from the
camera axis along the laser plane increases, as it is possible to guess from Fig. 6.9. The
only way to determine the error is to know the out-of-plane velocity component. In this
particular case, one can evaluate the possible out-of-plane effect by considering that the
flow is purely circular, being the velocity tangential to the circular lines in each point
(i,e. perpendicular to the scrapers). The concept is represented graphically in Fig. 6.9.
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Figure 6.8: Velocity field composition process from different PIV studied regions under
equivalent Rerot.

6.3. Particle Image Velocimetry results 169
Figure 6.9: Error in the measurement of in-plane displacements due to out-of-plane
motion in the SSPHE
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Figure 6.11: Velocity vectors and the corresponding magnitude coloured iso-contours
from a stationary frame of reference (scraper moves from right to left). Re=2.2·104).
plane motion is then associated to the mismatch between u and uθ. As a consequence,
and due to its low value, it can be assumed that u ≈ uθ.
6.3.2 Phase-averaged velocity field
Velocity field and flow pattern
The velocity vector field is depicted in Fig. 6.11. It reveals a rather uniform velocity
field with two distinct regions: a low velocity zone in the tip of the scraper and a high
velocity zone in the rear (right) side of the scraper. However, it does not show any
relevant information about the flow structure.
It results much more convenient to represent the velocity field relative to the tan-
gential velocity of the scraper at that radial position. As a matter of fact, it is a
common practice in the flow study of rotating mixers and stirrers, where the resulting
relative velocity is also normalized by the blade tip velocity. The flow appears then
as steady, revealing the pattern that explains the mixing process inside this type of
devices [111–113]. According to that, Fig. 6.12 shows the velocity vector field relative
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The relative velocity vector field reveals a recirculation on the rear side of the
scraper, corresponding to a roll up vortex [114] formed from tip of the scraper. The
low velocity region near the tip of Fig. 6.11 corresponds then to the high relative
velocity region (backward flow) at the same location of Fig. 6.12. Inside the SSPHE
the fluid motion is only due to the scraper movement, and therefore the scrapers can be
seen as paddles, which sustains the rotation of the flow –more or less uniform as seen in
Fig. 6.11. This flow, which tends continuously to stop due to the friction with the walls
and the viscosity is continuously ”pushed” by them, which creates an acceleration when
the flow of the front side is deviated and forced to pass over the scraper. At the same
time, the fluid on the rear side moves to replace the gap left by the moving scraper.
To compare the flow inside the SSPHE for the different tested rotating Reynolds
numbers, the mean tangential and axial normalized velocities < û∗θ, v∗ > are shown
in Figs. 6.14 to 6.17 along the lines specified in 6.13. A fast look at them reveals the
existence of a common flow pattern to all of them, which tends asymptotically to a
flow structure independent of the rotating Reynolds. The same phenomena has been
observed in stirrers [115].
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The vertical profiles along Y1 (in the front side of the scraper) are shown in Fig.
6.16. The û∗θ velocity above the scraper tip level (dashed line) are quite uniform and
Rerot-independent. The values are higher compared with the part below the dashed
line. This is expectable, as the relative flow to the scrapers has to pass above them.
Below the dashed line the normalized tangential velocity decreases with a significant
difference between the two initial values of Rerot and the last three of them. This can
be associated with the increment of the turbulence in the flow, with more uniform
velocity profiles in the higher Rerot cases. The v∗ profiles reveals a peak slightly below
the scraper level, whereas they are almost equal to 0 in the other points. The peak
corresponds to the flow that starts to ascend in order to overpass the scraper. As Y1
is located ”upstream” of the scraper, the profiles are less affected by the scraper effect,
and therefore are quite Rerot-independent.
The profiles along Y2 (Fig. 6.17) correspond to the vertical coordinates of Y1, but
in the rear side of the scraper, that is ”downstream”. The distribution of û∗θ denotes
a nose tip at the height of the scraper’s tip (dashed line), corresponding to the roll
up vortex top side. Below the dashed line, at y≈20 mm the nose appears inverted,
as the vortex velocity is already turned and going towards the scraper rear side –the
vortex bottom part. The v∗ distribution shows a single peak between the two noses
of û∗θ, corresponding to the right part of the vortex, where the velocities are parallel
to the SSPHE shaft. As observed in all the previous figures, the velocity profiles tend
asymptotically to Rerot-independent ones as Rerot increases. The asymptotic profile
corresponding to high Rerot is smother than those at lower Rerot, which means that
increasing the scraping velocity, the mean flow velocity increases, and the differences
between high and low velocity regions is decreased. The later can be directly related
with an increasing in the mixing level inside the SSPHE.
To observe more graphically the differences between the flow at low and high Rerot
values, Fig. 6.18 shows the streamlines computed from the PIV velocity vector fields for
two Rerot values, 2.2·104 and 1·105. In order to compare better the cases, the starting
coordinate location of the streamlines in both cases is the same, equally distributed
along the Y1 line of Fig. 6.13. In the lower Rerot pattern, only the streamlines below
the scraper tip level have positive inclinations, as a consequence of the deviation of the
flow to avoid the scraper. Streamlines above that imaginary line are horizontal or even
with negative inclination, as a consequence of the roll up vortex on the rear side of the
scraper. On the contrary, in the highest Rerot case all the streamlines exhibit a positive
inclination. The higher velocity of the scraper affects now all the fluid, deviating it to
the top. The streamlines will turn down presumably, out of the studied region. The
increase of the scraping velocity leads then to higher mixing, where more fluid regions
are forced to travel from the bottom to the top part of the SSPHE and vice versa.
As Fig. 6.18 shows, the flow deviates from the bottom part towards the top to avoid
the scraper. Once it arrives to the scraper’s tip, it cannot just turn around. As the
Kutta condition [116] states for the viscous flows, any steady flow cannot turn around
a sharp corner with a nonzero velocity. The separated layer from the scraper’s tip then
rolls up into an spiral, leading to a vortex, as it is shown in Fig. 6.19. What the PIV
phase-averaged velocity field is able to show is only the mean vortex. However, this
vortex leads to the generation of secondary small vortex along the spiral path [114].
This downward scale of vortex formation is the main responsible of mixing in stirrers
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Figure 6.18: Streamlines computed from the velocity relative to the scraper in the laser
plane for a) Re=2.2·104 and b) Re=1·105.
Fig. 6.19 shows the roll up vortex for two different Rerot values through the stream-
lines and the normalized, relative velocity contours. When the scraper velocity increases
the vortex elongates along the spiral vertical axis and moves its rotation center slightly
upwards. At the same time its orientation changes, turning the spiral main axis towards
the scraper. The velocity contours show also the minimum velocity value in the vortex
core. On the left-side of the vortex core, between it and the scraper, it is possible to
see a small region where there is a slight velocity increase due to the acceleration of
the vortex velocity as the space is narrowed.
In order to study the roll up vortex, Fig. 6.21 shows, for each Rerot tested, the
vortex tangential velocity profiles from its core along a radial line at 45◦. The vortex
tangential velocity uθ,v –referred to the vortex rotation center– has been normalized
with the scraper velocity 2πNrl, whereas the corresponding radial coordinate has been
normalized with rl, that is r∗ = rv/rl. In all the cases the velocity increases from the
vortex core till a maximum, decreasing after with an absolute slope that is slower than
the previous rising part. It is also clear that, as the scrapers rotating velocity increases
(Rerot increases), the vortex velocity tends to one asymptotic profile where the peak
ratio is smaller; the mean velocity of the flow is higher and the flow field more uniform.
The vortex tangential velocity can be also represented normalized by its maximum
value uθ,v/max(uθ,v), and normalizing the vortex radial coordinate rv by the location
δv where the maximum velocity takes place. Fig. 6.21a compares the different tested
cases by using this procedure. All the velocity profiles tends clearly to a unique one,
with a not evident effect of the Rerot number. In Fig. 6.21b it has been included the
solution provided by different classical models. The continuous line corresponds to the
Rankine model [119], where:
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Figure 6.19: Roll up vortex for a) Re=2.2·104 and b) Re=3.9·104.

























Figure 6.20: Vortex dimensionless tangential velocity along its radius (rv/rl) for the
different Rerot tested.
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Figure 6.21: Vortex normalized swirl velocity for the different tested cases (a) compared







, rv ≤ δv
δv
rv
, rv > δv
(6.9)
As established by Rankine, on 6.21a for rv/δv ≤ 1 the velocity increases approxi-
mately proportional to the radius, as it would occur in a solid rotating cylinder. The
outer part where the velocity decreases corresponds to an irrationally vortex, where the
velocity is proportional to the inverse of the radius. In spite of the Rankine’s model
simplicity, it provides an acceptable description of the velocity inside the vortex. The
more complex Burgers-Rott model [120] is however the one that predicts better the
vortex velocity field.
The roll up vortex is the responsible of an important secondary flow in the SSPHE
compared with common stirrers with vertical paddles, where the mixing blades are far
enough of the bottom of the agitated tank. In such situations, as when a plate moves
in a normal direction, two symmetric roll up vortices appears in each of the blade
ends [112, 113]. The symmetric, counter-rotating vortices, counteract any vertical flow
beyond the symmetry plane. However, in the SSPHE case the vortex only appears in
the top side of the scraper, which creates a net axial flow towards the SSPHE bottom
plate (see Fig. 6.18). This axial flow, which enhances the mixing, has also a negative
aspect. If it is strong enough, it can transport the scraped ice particles to impact
against the bottom plate, which will increase the nucleation and promote the ice layer.
The flow pattern in the SSPHE retrieved by the PIV technique can be represented
by the sketch of Fig. 6.22. The sketched flow pattern considers only the in-plane
flow and, as a consequence of the technique limitation, does not reproduce any radial
flow component. Three different regions can be distinguished. On the top there is an
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Figure 6.22: Sketch of flow pattern inside the SSPHE retrieved from PIV experiements.
Radial components are not considered.
unperturbed flow. This flow is parallel to the top wall, without mixing with the rest of
the fluid volume. In the rear side of the scraper a roll up vortex is formed. Between the
roll up vortex and the top, unperturbed flow, a deviated flow region appears without
entering completely in the vortex. It results in an induced vertical –or axial– flow
towards the bottom. The spatial limit between these regions varies with the rotating
Reynolds number, increasing the mixing as it increases.
Comparing the described flow structure with the flow patterns that can be found in
mixers or stirrers, Winardi et al. [122] found that when employing vertical paddles the
flow pattern can be divided in turn into different ones that can exist independently or
coexist. One of the more probable flow patterns matches the one observed here, with
the formation of an starting vortex backwards the impeller. However, this flow pattern
implies also a strong radial component, something that due to the technique used here
could not be studied. The similarities of the flow pattern between the one observed for
the SSPHE and those corresponding to stirrers are a support for the obtained data but
at the same time confirm the requirement of numerical simulations that can provide
additional information about the three dimensional flow.
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Vorticity
In order to investigate the structure of the roll up vortex and the separating shear layer
on the scraper’s tip, vorticity has been calculated from the phase-averaged, relative










Fig. 6.23 shows the contour maps for Ω∗. The minimum contour level has been
chosen as 4, which is twice the one of the rigid body rotation of the scrapers.
Figure 6.23: Dimensionless vorticity contours for a) Re=2.2·104, b) Re=6.5·104 and
c) Re=1.7·105.
Vorticity is concentrated in two locations: in the scraper’s tip –the area correspond-
ing to the separation shear layer– and in the roll up vortex core. The dimensionless
vorticity peaks in the second location are higher than in the first one. If the Rerot
value increases the vortex core rises its location, whereas Ω∗ decreases. The vorticity
increases with Rerot, but the relative values do not behave equally, which means that
the increasing in the scrapers rotating velocity is not proportional to the swirling of
the vortex.
The later is more noticeable in Fig. 6.24, which includes the variations of the peak
dimensionless vorticity value for the two maximum locations, the scraper’s tip and
the roll up vortex. Both decreases as Rerot increases, but the dimensionless vorticity
separation shear layer does faster, being always the one of the vortex higher, even if
for the lowest Rerot both were almost equal.














Figure 6.24: Dimensionless vorticity peak values Ω∗ variations for the tested rotative
Reynolds number.
Turbulent kinetic energy
In the previous sections it has be shown the existence of a mean rotating flow induced
by the scrapers. It has been also shown that the scrapers create local perturbations
in the form of roll up vortices, which are quasi-steady from a rotating reference frame,
or fluctuating from an steady reference frame. As it can be deduced from the Rerot
values, turbulent fluctuations have to be also present, which finally dissipate the kinetic
energy.
According to the decomposition of the velocity into a mean value plus the turbulent
fluctuations,
u = u+ u′ = U + u′, (6.11)




(u′2 + v′2 + w′2) (6.12)
However, as there is no knowledge of the third RMS velocity –the radial component–









Even if the above formula has been successfully considered by different authors,
finding only small differences when comparing with 3D PIV values [123, 124], the
study of the turbulence flow from planar PIV in ”strong” 3D flows has to be taken
with care. The out-of-plane motion is proved to have a considerable impact in the
turbulence analysis [125]. Even if the out-of-plane motion was considered negligible in
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the previous section, such assumption was done only based in the consideration that
the out of plane motion was produced by a circular flow. However, and due to the
similarities that the flow pattern observed in the SSPHE shares with the flow pattern
reported in similar works regarding mixers and stirrers, a considerably radial flow may
exists.
Figure 6.25: Dimensionless turbulent ki-
netic energy k∗ contours in the investigated
area for Re=2.2·104.
The turbulent kinetic energy, com-
puted as indicated in 6.13, was non-
dimensionalized by the square of the




Figure 6.25 depicts the dimensionless
turbulent kinetic energy, k∗, contours for
the case Rerot=2.2·104. The contours
shows the higher values of k∗ in the rear
side of the scraper, with an almost uni-
form value elsewhere. The maximum
value of k∗ is located in the position of
the roll up vortex. This peak value in the
vortex core is connected with the scraper
tip through a bridge of high k∗ values,
which can be associated to the high shear
of the separated flow.
In order to compare the effect of the
Reynolds number, Fig. 6.26 zooms the
scraper’s rear side region for three differ-
ent Rerot values. The peak value of k∗ de-
creases with Rerot, but at the same time
the turbulent kinetic energy increases in the path between the peak ant the scraper’s
tip. These results are in agreement with those observed in stirred vessels, where several
authors noticed the link that exists between turbulence and roll up and trailing vortices
[111]. In fact, they observed that the maximum turbulent kinetic energy is higher in
the vortex region than elsewhere. Fig. 6.26 also shows that increasing the rotating ve-
locity of the scrapers also increases the area with high turbulent kinetic energy. It can
be then deduced that the roll up vortex is the main responsible of the energy transfer
from the rotation of the blades to the creation of turbulent kinetic energy.
The relationship between the Rerot number and the peak k∗ value obtained for each
case is shown Figure 6.27. According to that, there is a clear link between them of the
type k∗ ∝Re1/2rot .
6.3.3 Instantaneous velocity field
The phase-averaging of the velocity field provided reliable information about the flow in
the SSPHE. However, the averaging can hide some of the phenomena inside. Individual
observation of each vector field revealed different patterns in each frame, having all in
common the structure described in the previous section and sketched in Fig. 6.22. For
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instance, Fig. 6.28 shows different vector fields processed from a single pair of images
each. In each one it is possible to observe the presence of the roll up vortex, but its
precise location and extension varies. Moreover, secondary structures appear on the
right bottom area. Some of the variations can be attributed to the turbulent flow, but
can also denote the presence of other type of flow oscillations.
The study of this pattern modes is complex, as the vector field retrieved from a single
pair of images posses an elevated uncertainty. Only certain numerical approaches, like
Large Eddy Simulations or Direct Numerical Simulations, can provide clear and valid
information. However, it provides an idea of the complexity of the flow inside of the
SSPHE.
6.4 Flow pattern influence in the heat transfer results
The results presented here by the different visualization techniques can provide insight
into the heat transfer process already studied in chapter 4. Recalling here Figs. 4.9
and 4.10, the effect of increasing the scraping velocity was a slow augmentation in the
heat transfer coefficient. This augmentation, more significant in the lower scraping
velocities, is in general favoured by the presence of adaptable scraping systems, with
respect to the rigid scrapers design.
The PIV results presented in this chapter can support this behaviour. Figures
from Fig. 6.14 to Fig. 6.17 show that the flow pattern in the SSPHE exhibits small
variations for the range of the scraping velocities studied. The characteristic flow
pattern described in Fig. 6.12 reveals the roll up vortex as the main mixing agent.
The higher scraping velocity values compared to the lowest one provide higher fluid
velocities and a turbulence increment, but no significant variations in the flow pattern.
This can justify the absence of significant augmentations in heat transfer, as it occurs
in other situations where the flow pattern experiences significant changes. For instance,
Solano [69] found a clear effect in the heat transfer when increasing the scraping velocity
in alternative scraping surface tubular heat exchangers, finding at the same time flow
pattern variations with the formation of vortices and recirculations responsible of the
enhancement in heat transfer.
Moreover, the stratification tests have revealed that the stratification of the ice
crystals, strong at low scraping velocities, decreased to almost disappear when the
scraping velocity increased (see Fig. 6.7). When the flow is less stratified the content
of ice particles on it increases. Due to the higher velocities the turbulence increases
too. Even if it has not been quantitatively demonstrated by the results in this chapter,
the impact of the particles over the plate can play an important role in the ice layer
formation, and then it can also explain the low effect of the higher scraping values,
expected to remove faster the formed ice layer: the ice layer is being formed at higher
rates.
Finally, and reinforcing the conclusion formulated in chapter 4, it can be then
assumed that the main resistance to heat transfer is due to the ice layer formation and
removal, and not to the flow mixing, clearly visible in Figs. 4.9 and 4.10.
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Figure 6.26: Dimensionless turbulent kinetic energy k∗ contours for a) Re=2.2·104, b)
Re=6.5·104 and c) Re=1.7·105.
















Figure 6.27: Dimensionless turbulent kinetic energy k∗ peak values for the different
Rerot values tested.
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Figure 6.28: Different instantaneous velocity vector fields for Rerot=3.9·104.
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6.5 Conclusions
This chapter analysed both the motion of ice-like particles and the flow pattern inside
the SSPHE. Medium density polyethylene (MDPE) particles were used, matching the
same conditions that take place inside the SSPHE during the ice slurry production
through the rotating Reynolds number and the Froude number. Particles were injected
from the bottom, once the flow was established. Particle stratification tests were also
carried out, with a concentration of the MDPE particles equal to 4% in weight. The
flow pattern was studied by the planar PIV technique, in a plane perpendicular to the
scraper blade located at r =0.6R. A phase average procedure was followed in order to
obtain the mean velocity field and the turbulence kinetic energy. Major conclusion are
as follows:
 The particles injected at a low scraping velocity (Rerot=1.6·104) showed higher
dispersion of the particles cloud that those at higher velocities (Rerot=4.8·104).
The dispersion of the particles was associated to their buoyancy, which makes
them unable to follow the fluid flow generated by the scrapers. At the higher
tested velocity (Rerot=4.8·104), the particles cloud appeared more compacted
and no particle groups where observed detached from the main group. The value
of the Fr>1 most probably indicated that the buoyant forces were not any more
significant.
 The particle stratification revealed that for Rerot ≈7.6·103, the particles are qui-
escent, stacked on the top in a stationary bed. As the scraping velocity increases,
part of the particles start to move, appearing a separate moving layer at the bot-
tom of the stationary bed. At Fr=5.1·10−1 the bed disappears near the extreme
radial positions, with a moving, turning bed around the shaft. For Fr=6.8·10−1
the moving bed disappears leading to an heterogeneous flow, that becomes almost
homogeneous at faster scraping velocities (Rerot >2.5·104).
 The flow pattern inside the SSPHE could be described by the PIV study for
the range 2.2·104 ≥Rerot ≥1.7·105. Absolute velocities were transformed into
velocities relative to the scraper. The observed pattern consisted in three different
regions: 1) an unperturbed, horizontal flow on the top of the SSPHE, 2) a roll
up vortex on the rear side of the scraper and 3) a net downwards flow induced
by the vortex. As Rerot increases the unperturbed region is reduced, and the
downwards flow increases. The flow deviated by the scraper upwards increases
with the rotating velocity. The combination of upwards and downwards flow can
increase the mixing, being the roll up vortex the main mixing agent.
 The normalized velocity field was normalized by the scrapers tangential velocity at
the location of the laser sheet. As the rotating velocity of the scrapers increases
the normalized velocity profiles evolved to a Rerot-independent profile where,
compared with the low rotating velocity situations, velocity in the fluid is more
uniform and low velocity regions tend to disappear.
 The roll up vortex is formed from the flow separated form the scraper. The
high shear, separated flow rolls up into a spiral shape. Vorticity values revealed
the location of the vortex core, which ascends slightly as the rotating velocity
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increases. They also revealed the high shear fluid layer on the scraper’s tip. The
analysis of the vortex tangential velocity (referred to the vortex center) showed a
good agreement with the different classical modelling methods.
 Turbulent kinetic energy was higher in the roll up vortex, achieving a peak in
the vortex core. The scraper’s tip also showed high turbulent kinetic values as
a consequence of the high shear. Increasing the rotating velocity of the scrapers
leaded to the extension of the turbulence generated by the vortex. The peak
turbulence kinetic ratio could be related with the rotating Reynolds number, and
the roll up vortex appeared to be the main mechanism of energy transfer and
turbulence generation in the SSPHE flow.
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Chapter 7
Numerical modelling
The previous chapter provided a description of the single-phase and two-phase flow
pattern in the SSPHE by using flow visualization techniques. The results revealed a
characteristic structure, consisting of a tangential flow and the presence of a roll up
vortex in the rear side of the scrapers. The two-phase experiments confirmed also the
importance of the buoyancy effect of the ice particles for the tested rotating velocities.
The experimental results, even enlightening, have several limitations. The presence
of any radial velocity component could only be sensed and the high particle movement
in the two-phase experiments limited the accuracy of the results. Furthermore, the PIV
technique, when encountering strong out-of-plane motions and transitory patterns, is
not the most suitable for the turbulence analysis.
In order to extend the scope of the experimental results, numerical simulations were
conducted by using the finite volume method and different turbulence modellings. A
Lagrangian study of ice-like particle motion was combined with the flow simulation to
provide quantitative information of the velocity effect on the particles distribution after
being scraped.
Section 7.2 contains a brief description of the numerical solution procedure, includ-
ing also the different turbulence models employed. Sections 7.5 and 7.6 explain respec-
tively the two different model approaches to the SSPHE problem: the 2D-Lagrangian
particles and the complete 3D flow.
7.1 Previous considerations
Before describing the numerical model, a thought has to be made about what should it
include. As it was shown in chapters 4 and 5, the heat transfer phenomena inside the
SSPHE is strongly dominated by the phase change. The later is linked with the scrapers
actions and other physicals aspects like the ice breakage and the surface roughness.
To include such a number of variables and their physical connections in a numerical
model results therefore highly complex and falls out of the scope of the present work.
On the other hand, a simpler model which considers only the flow inside the SSPHE
induced by the scrapers is by far more reachable, and can provide valuable information.
Moreover, the existence of lagrangian models allows to simulate with a certain level of
accuracy the motion of particles which the same size and density of the ice, and this
motion can be extrapolated to predict stratification situations.
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Hence, the numerical model presented in this chapter attempts only to study the
fluid flow and the ice particles motion, being the modelling of the heat transfer out of
reach.
7.2 Governing equations
The governing equations of the CFD method are introduced here and the finite volume
method (FVM) is briefly described.
The fluid flow is described by the conservation of mass, momentum and energy. In
its general form, the conservation equation for a flow quantity φ is [126]
∂ρφ
∂t
+∇ · (ρuφ)−∇ · (ρΓφ∇φ) = Sφ (7.1)
where ρ is the density, t the time, u the velocity, Γφ the diffusivity and Sφ is a source
term.
Applying the previous equation to the mass conservation (continuity equation) leads
to φ =1, and if Sφ =0 then
∂ρ
∂t
+∇ · ρu = 0 (7.2)
which in an incompressible fluid is reduced to
∇ · u = 0 (7.3)
The momentum equation can be written as [127]:
∂ρu
∂t
+∇ · (ρuu) = −∇p+∇ · τ + ρg (7.4)
where g is the gravity acceleration and τ is the viscous stress tensor





being µ the viscosity of the fluid and, assuming it Newtonian and incompressible,
∇ · τ = µ∇2u.
7.3 Turbulence modelling
The numerical modelling of a turbulent flow is based on the conservation of mass and
momentum Navier-Stokes equations [128]. The most straight-forward approach is the
Direct Numerical Simulation (DNS), which directly solves the equations by discreti-
sation and numerical algorithms. DNS attempts to solve all scales of motion in the
fluid, from the largest coherent structures to the smallest dissipating eddies, without
any averaging or smoothing of the solution field. The main drawback is that the grid
should be detailed enough to capture the Kolmogorov scales, and the domain should
be large enough to capture the largest turbulence scales. The later means that the cost
of the simulation is proportional to the Reynolds number cubed. DNS is then limited
to simple geometries at relative low Reynolds numbers.
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To reduce the amount of scales to be resolved, an averaging operator may be applied
to the Navier-Stokes equations. The classical averaging method is the ensemble aver-
age, which produced the Reynolds Average Navier-Stokes equations (RANS). This is
equivalent to an infinite set of experiments being sampled at the same time. The RANS
equations introduce new unknowns into the equations inf the form of the Reynolds stress
tensor. This stress tensor represents the effects of all turbulent fluctuations and has
to be modelled to close the system. RANS can be employed to solve flows in complex
geometries and at high Reynolds numbers. The the approach has a main drawback: the
turbulence model must represent a very wide range of scales. The small scales depend
mainly of the viscosity but the larger structures depend on the flow, and therefore the
RANS performs poorly when separation or free shear flows are present.
The final approach to model turbulence is the Large Eddy Simulation (LES). It
does not resolve the full range of turbulent scales as DNS, but captures a larger range
of scales than the RANS approach. LES is like to apply DNS to the large scales and
RANS to the small scales. Therefore LES is more suitable for flows where effect of
the large structures is important, as there can be agitated tanks and in particular the
SSPHE.
7.3.1 Reynolds Averaging
In the Reynolds-Averaged Navier Stokes (RANS), the formulation is simplified by sepa-
rating the flow variables into a mean and a fluctuating component, making then turbu-
lence stationary [129]. If u=(u, v, w)=(u1, u2, u3), the decomposition of any velocity
component can be made as:
u(x, t) = u(x) + u′(x, t) = U + u′ (7.6)
The following properties can be established for the fluctuating values around the
mean:
φ′ = 0 φ+ ϕ = φ+ ϕ













If the Navier-Stokes momentum equation (Eq. 7.4) is averaged at both sides, 6
more unknowns appear corresponding to the products u′iu
′
j . They are added to the
viscous term on the right hand side, as a symmetric Reynolds-Stress Tensor τturb,i,j .
These new unknowns require additional equations to close the problem, which is known
as turbulence modelling.
Prandtl introduced the concept of turbulent kinetic energy in 1945, representing
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and being a basic variable in the turbulence modelling. From the above equation, it is
possible to see that k is proportional to the tensor τturb,i,j . If k is calculated then the
number of unknowns will be reduced to 3, as τturb,i,i = −u′iu′i = −2k.
The production, transport and dissipation of the turbulent kinetic energy can be



























where ε is called dissipation rate: the rate at which turbulent kinetic energy is converted













where l is the turbulent length scale and c is a dimensionless constant.
The closure of the problem requires of two approximations. The first one comes
from Boussinesq, who stated that the tensor τturb,i,j can be approximated to the product
of the turbulent eddy viscosity µt and the mean strain-rate tensor. The momentum






where Cµ is a dimensionless constant.
The second approximation is that the turbulent transport term –the turbulent en-
ergy transported by turbulent fluctuations– and the pressure diffusion term –the trans-
















where σk is a closure coefficient.
A turbulent model that has ε as a variable in the k equation is known as k−Epsilon
turbulent model, whereas if ε is replaced by ω it is called k−Omega.
The standard k−Epsilon model [130] has two model equations, one for k and one
for ε –developed similarly as the transport equation for k. It performs reasonably well
for 2D and free shear flows, but the results are quite inaccurate when dealing with
3D flows which involve separation [131]. The k−Omega model [129] can be directly
used to treat the near wall viscous sub-layer, providing a better accuracy for free shear
and separated flows. However, it does not work well at free stream conditions and is
sensible to changes in the inlet ω value.
The k−Omega SST model, which is the one used in the present work, appeared
in 1994 [132]. The shear stress transport (SST) formulation performs a combination
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of the k − ε and k − ω model strengths. The model works as k−Omega near the wall
and as k−Epsilon in the free shear flow. It can be used in the viscous sub-layer as the
k−Omega model. The switch to the k−Epsilon behaviour in the free stream avoids the
above mentioned k−Omega problem of the sensitivity to the ω inlet value.
Near wall treatment
The turbulent models described in the previous section can only be applied at fully
turbulent conditions. For instance, the low Reynolds effect near the wall will not
be considered. To correct this there are two different approaches, the so called wall
functions or the Low-Reynolds models.
Wall functions When a wall function is applied the law of the wall is used in the
fully developed turbulent boundary layer (30< y+ <200) with a suitable value of C
to relate the velocity field to the surface shear stress and to ensure a proper matching
between the viscous and logarithmic velocity profiles [129]:




ln(y+) + C (7.15)
where U+ = U/uτ and y
+ = uτy/ν. Therefore, it is necessary that the first node is












As wall functions are approximations, they work better when applied to internal
flows where the effect of the boundary layer in the main flow is low. Moreover, they
are quite sensitive to the location of the first node near the wall.
Low Reynolds models In the Low Reynolds model the boundary layer for y+ >1
is resolved, which means that the Low Reynolds effect are taken into account. More
details can be found at [129]. From the turbulence modelling methods introduced, the
only one that can be used in the viscous sub-layer is the k−Omega SST, which is the
only one among them suitable to be used as a Low Reynolds mode.
7.3.2 LES modelling
As explained before, in the LES turbulence modelling the large eddies are simulated,
and only the small ones are modelled. This makes LES more powerful than RANS, but
necessary with a high computational cost.
The division between the scales simulated and those modelled is done by a filtering
operation, which filters out scales smaller than the mesh size. The filtering decomposes
the velocity into a sum of resolvable-scale filtered velocity ui and a sub-grid scale (SGS)
velocity u′i, with a filter with ∆ (see [129]):
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ui = ui + u
′
i and ∆ = (∆x∆y∆z)
1/3 (7.17)
A generalized filter is defined by the convolution integral
ui(x, t) =
∫ ∫ ∫
G(x− χ; ∆)ui(χ, t)d3χ (7.18)
where G is the filtering function
G(x− χ; ∆) =
{
1/∆3 |xi − χi| < ∆xi/2
0, otherwise
(7.19)
Different filters have been proposed. Either if they are isotropic or not, homogeneous
or not, in all the cases the filter introduces a scale ∆ that represents the smallest
turbulence scale allowed by the filter.
The fundamental problem of LES is to establish a satisfactory model for the stresses
coming from the SGS component. Indeed, the sub-grid scales constitute a significant
portion of the turbulence spectrum. Smagorinsky [133] proposed the first model for
the SGS stresses, assuming that they follow a gradient-diffusion process, similar to
molecular motion ([129]):
















and CS is the Smagorinsky coefficient, calibrated to 0.10< CS <0.24.
According to Pope ([131]), LES should simulate the eddies that contain 80% of the
energy and model the 20% remaining. The length scales are calculated as:











where ε –the dissipation rate– in the k−Omega model can be computed as (9/100)kω
7.4 Finite Volume Method
The OpenFOAM software package [134] was used. OpenFOAM is an open source CFD
software written in C++, which uses the finite volume discretization schemes to solve
the Navier-Stokes equations.
The Finite Volume Method subdivides the fluid domain into a finite number of
smaller control volumes. The transport equations are then integrated over each one of
these control volumes by approximating the variation of the flow properties between
the mesh points with differencing schemes. For a better explanation to the method
refer to Ferziger and Peric [126] or Versteeg andMalalasekera [135].
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7.4.1 Domain discretization
The solution domain is divided or discretized into a number of cells or control volumes.
The control volumes are do not overlap one another, filling completely and continuously
the domain. The variables are stored at the cell centroid. Each cell is bounded by a
set of flat faces, aligned in an structured or unstructured way. Two neighbour cells
can only share one face. When a face belongs only to a cell it is called boundary cell.
Roughly, a mesh is composed of:
 Points defined by their location in the space
 Faces defined by a list of points
 Cells defined by a list of faces
 Boundary patches defined by a list of boundary faces that belong only to a
boundary patch
7.4.2 Discretised equations
The transport partial differential equation can be transformed into an algebraic expres-
sion that can be expressed as
Mx = b (7.22)
being M a square matrix, x the dependent variable vector and b the source vector. In
the FVM the discretization of each term is done by first integrating the term over a
cell volume V . Spatial derivatives can be converted to integrals over the cell surface S






where S is the surface are vector and φ can represent any variable. The matrix M is
then the implicit terms and the source vector b constitute the explicit terms.
Diffusion term
The diffusion term is integrated over a control volume and linearised as∫
V
∇ · (Γ∇φ)dV = intSd(S · (Γ∇φ)) =
∑
f
ΓfSf · (∇φ)f (7.24)
The above can be discretisized when the length vector d between the centre of the
cell of interest P and the centre of a neighbouring cell N is orthogonal to the face:




Non-orthogonal meshes require of an additional explicit term as it is explicated in
[136]
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Convection term
The convection term is integrated over a control volume and linearised as∫
V










The face field φf can be evaluated using a variety of schemes, being the two more
common:
 Central differencing, a second-order accurate but unbounded. The error of dis-
creatisation reduces with the square of the grid spacing and the limits of φ are
not necessarily preserved
φf = fxφp + (1− fx)φN (7.27)
where fx = fN/PN .
 Upwind differencing, a first-order accurate and bounded. Determines φf from the
direction of the flow
φf =
{
φP for F > 0
0, for F < 0
The schemes above can be combined in order to preserve boundedness with an
acceptable accuracy. Moreover, there are several more schemes aside from them, de-
veloped for specific purposes.
Gradient term
The gradient term is an explicit term. It is evaluated by the Gauss integration applying









More ways to evaluate the gradient term can be found in [136]
Time derivative term






which is discretised by
 φn = φ(t+ ∆T) for the new values at the time step being solved
 φ0 = φ(t) for the old values that were stored from the previous time step
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In the present work the scheme used was the Euler implicit, which is a first order












The spatial derivatives in a transient problem need to be considered as φ is a function
of space and time. The spatial and temporal derivatives are averaged over one or more
time steps. Denoting by Λφ the spatial terms, where Λ is any spatial operator, then a












dt = 0 (7.31)





















where Λ∗ is the spatial discretisation of Λ. The previous integral can be discretised in
different ways:
 Euler implicit, takes only current values φn. It is first order accurate in time,
guaranteeing boundedness and unconditional stability
 Explicit, takes only values φ0 from the previous time step. It guarantees bounded-
ness and is first order accurate in time. It will be unstable if the Courant number





being Uf the velocity of the flow and d the length between to neighbouring cell
centres.
 Crank Nicholson, take a mean of current values φn and old values φo. It is
second order accurate in time, unconditionally stable, but does not guarantee
boundedness.
Among the above schemes, the Euler implicit is the most stable one, being the one
used in the present work.
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7.4.4 Pressure-Velocity coupling
The linear dependence between pressure and velocity in the continuity and the mo-
mentum equations (Eqs. 7.3 and 7.4) can be treated in two ways: by simultaneous
algorithms or by segregated approach. In the first one the complete system of equations
is solved simultaneously over the entire domain, which has a high computational cost.
In the second approach the equations are solved in sequence. The PISO [137] and SIM-
PLE [138] and their derivatives as the PIMPLE (merged PISO-SIMPLE) are the most
popular methods of solving the pressure-velocity coupling. As they are iterative, they
can handle the non-linearity in the velocity equation with low storage requirements.
PISO algorithm
The PISO (Pressure-Implicit with Splitting of Operators) algorithm was developed for
solving transient flow calculations described by the discretised Navier-Stokes system
for incompressible flow. The loop consists of an implicit momentum predictor followed
by a series of pressure solutions and explicit velocity corrections. The loop is repeated
until a pre-set tolerance is reached.
SIMPLE algorithm
As when solving a steady-state problem iteratively the non-linearity of the system be-
comes more important –the effective time-step is much larger–, a different algorithm
is required. The SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) al-
gorithm starts from a guessed pressure field, from which the velocity is solved. The
momentum equation is under-relaxed with an under-relaxation factor. Once the veloc-
ity is known, the pressure equation is then solved and a new set of fluxes is calculated,
where the pressure field includes both the pressure error and the convection-diffusion
error. The pressure solution is under-relaxed in order to include the velocity part of
the error. The values recommended for the relaxation factor are 0.2 for the pressure
and 0.8 for the velocity.
7.4.5 Boundary conditions
The boundary conditions delimit the computational domain and emulate the physical
problem as close as possible. They have to be defined for each variable and can be
divided into two types, Dirichlet and Neumann. Dirichlet prescribes the value of the
dependent variable on the boundary, whereas Neumann prescribes the gradient of the
variable normal to the boundary.
In problems where the flow is periodic, they can be studied only by a period of the
geometry and using what is called cyclic or periodic boundary condition. This is not
really a boundary condition, as the only thing it does is to ”connect” the boundary
with the values of the periodic side –in the direction normal to the periodic boundary
which goes into the domain.
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7.5 The two-dimensional model: lagrangian ice particles
tracking
The purpose of this model is to study the movement of solid particles with density
and size similar to those scraped from the surface of the SSPHE. In order to have a
representative result, the model must have the capability of performing a lagrangian
particle tracking, including the turbulent dispersion effect. Moreover, not only the drag
force has to be considered but also the buoyancy.
These requirements, added to the flow simulation in a geometrically accurate model
of the SSPHE, would lead to a high numerical cost. A reasonable way to simplify the
model without an excessive way of accuracy cost can be to consider only the flow in
the SSPHE as circular, neglecting any possible radial component. This is obviously
not a good simplification if the full flow field has to be studied, but can be a good
approximation in terms of flow-particle interaction if the idea is to study the mixing and
stratification. Notwithstanding this approach have been already considered for similar
purposes –and validated experimentally– by [63]. The idea here is to follow their work,
but adding the buoyant effect and the turbulence interaction to the particles.
Therefore, the model here consists of an infinite number of scrapers, of infinite
length, which move normal to themselves in an infinite channel, as sketched in Fig.
7.1a. The velocity of the scrapers is equal to the tangential velocity of the rotating
scraper in the SSPHE at r=0.6R, the plane investigated experimentally by PIV.
7.5.1 Translating reference frame
As explained in chapter 6, the flow inside the SSPHE can be considered steady from
a rotating frame of view whose rotating axis is aligned with the rotating shaft. The
same occurs if the system is the one described above, shown in Fig. 7.1a, but now
the relative reference system is translating linearly together with the scraper. As the
scrapers are moving with a linear, constant velocity, the relative reference system does
the same. Hence, and since it does not have any acceleration, no inertial forces have to
be considered in the momentum equation applied to the translating reference frame, an
all the velocities on it (relative velocities ur) can be transformed into absolute velocities
u simply by adding the velocity of the scrapers Us:
u = ur + Us (7.35)
The idea is graphically depicted in Fig. 7.1. As the flow is periodic between scrapers,
a domain can be selected as shown in Fig. 7.1b, where the scrapers move normal to it.
Using the translating reference frame the problem of Fig. 7.1b can be translated to the
one of Fig. 7.1c where the walls are moving at Us tangential to them, in the opposite
direction in what the scraper –now steady– was moving inFig. 7.1b. Moreover, not only
the top and bottom walls need to be moved: the whole fluid has to move horizontally
at Us in the same direction of the walls as initial condition.
The translating frame methodology allows to solve the problem without employing
more complex methodologies such as dynamic mesh deformation, which would increase
considerably the complexity of the model.
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Figure 7.1: a) Bidimensional approach to the SSPHE problem b) periodic domain with
absolute velocities c) periodic domains using the translating reference frame (relative
velocities)
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7.5.2 Computational domain and mesh
The studied computational domain is the one shown in Fig. 7.1c. Two different meshes
where created in order to test two different turbulence models: k−Omega SST with
Low Reynolds and LES. Both meshes had a regular structure.
For the k − ω SST Low Reynolds model, a 2D mesh was used, as the problem was
two-dimensional. The mesh is shown in Fig. 7.2. The mesh was refined near the walls
in order to have y+ ≤1. For the LES simulations a 3D mesh was used, extruded from
the one shown in Fig. 7.2. The extrusion span was equal to 3 cm, equal to the height of
the scraper. As centrifugal forces are not present in this model, the flow in the direction
along the scraper (radial direction in the real SSPHE) can only be due to turbulence.
Hence, a span wise thickness equal to the eight of the scraper was considered sufficient.
This assumption will be later confirmed by the residence of the particles inside the
domain, without leaving it through the side boundaries. The mesh was refined in all
the directions by a factor of 2 in order to increase the resolution.
7.5.3 The lagrangian frame: injected particles
In the lagrangian frame a particle is defined by the location of its center xp, its diameter











with mp the mass of the particle (1/6·ρpπd3p). Assuming that the flow is dilute (we
consider low ice concentrations) the dominant force is the drag FD, and then∑
F = FD + FB (7.38)





where U is the velocity of the fluid and τp is the relaxation time of the particles, i.e.,







where CD is the drag coefficient, evaluated analytically by the Stokes law [139].
Hence, the fluid velocity U calculated in the Eulerian frame is needed from the
calculation of the drag force in the Lagrangian frame. It has to be interpolated at the
position of the particle from the neighbour grid points, Uf,p. The velocity of the particle
is finally calculated by:
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Table 7.1: Velocity and pressure boundary condition for the two-dimensional model
U (m s-1) p/ρ (m s-2)
Boundary type value type value
top moving wall 2πN·0.6R fixed gradient 0
bottom moving wall 2πN·0.6R fixed gradient 0
scraper wall – fixed gradient 0
inlet/outlet periodic – periodic –
k−ω SST Low Reynolds: the flow field was obtained trough steady simulations, using
the SIMPLE algorithm. The obtained velocity field was used then as initial one
for the particle injection simulations.
LES: Transient simulations using the PIMPLE algorithm were performed until a sim-
ulated time of 20 sec. The particle were then injected.
The velocity and pressure conditions were the same for both RANS and LES sim-
ulations, summarized in table 7.2. The velocity boundary conditions are shown also in
Fig. 7.2. The wall or moving wall boundary conditions are introduced in OpenFOAM
through the fixedValue entry, specifying either (0 0 0) or (-U 0 0) as values, where
U is the moving velocity of the wall. The periodic condition is introduced by the cyclic
condition.
Pressure is set to zero gradient in all the walls and periodic in the inlet/outlet
boundaries. The cell reference pressure is in all the cases set to 0.
The boundary conditions for the turbulence values depend obviously on the turbu-
lence model:
RANS For the k−ω, as a Low Reynolds mesh is used( y+ ≤1) no wall functions have
to be employed for the turbulent kinetic energy. However, in OpenFOAM the value of
k − ω cannot be equal to zero -it will lead to a 1/0 term. Instead, a very low value
≈0 is used through the fixedValue entry. In the case of ω, the omegaWallFunction
automatically sets it to the correct near wall value. Since at the wall ω depends on the
wall grid spacing, is the function omegaWallFunction who does the calculation. The





where yn is the distance from the first node to the wall. The boundary conditions types
and values are summarized in table 7.2.
LES The LES model does not use the k, ω and µt properties. The Smagorinsky model
calculates the SGS stress tensor from the sub-grid eddy viscosity, which sets gradient
equal to 0 in all the walls and periodicity in the inlet/outlet. A value of cS=0.12 was
used for the Smagorinsky constant [64].
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Table 7.2: Turbulence variables boundary conditions for RANS
k m2 s-2 ω s-1
Boundary type value type value
top fixedValue 1·10-10 omegaWallFunction ωw
bottom fixedValue 1·10-10 omegaWallFunction ωw
scraper fixedValue 1·10-10 omegaWallFunction ωw
inlet/outlet periodic – periodic –








7.6 The three-dimensional model
The objective of the three-dimensional model is to study the flow pattern inside the
SSPHE. Hence, the possible radial velocity models need to be considered through the
inclusion of the Coriolis and centrifugal forces in the Navier-Stokes momentum equation.
To model the turbulence, the k−Omega SST with Low Reynolds wall treatment is used.
7.6.1 Rotating reference frame
The underlying idea of the Rotating Reference Frame methodology is similar to that of
the Translating Reference Frame: to move the walls and fluid instead of the scraper, so
the problem is steady. Figure 7.4 shows graphically the MRF concept. However, in the
case of the rotating frame, acceleration exists due to the rotation, and two additional
terms need to be included in the Navier-Stokes momentum equation: the Coriolis and
the Centrifugal forces. Hence, the steady version of Eq. 7.4 to the rotating frame with
the relative ur velocities is:
∇ · (ρurur) =
Coriolis force︷ ︸︸ ︷
2Ω× ur +
Centrifugal force︷ ︸︸ ︷
ω × (Ω× r)






where the relative velocity is:
u = ur + Ω× r (7.44)
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Figure 7.4: Moving reference frame applied to the SSPHE.
7.6.2 Computational domain and mesh
The relative flow inside the SSPHE is geometrically periodic, with four planes that
divide the rotating volume in periodic sub-volumes. Each sub-volume contains one
scraper inside, as it is shown in Fig. 7.5a. The computational domain can be therefore
only one of these sub-domains with periodic conditions in the dividing planes (7.5b).
The computational domain is the fluid volume left by the scraper, as it is depicted in
Fig. 7.5c.
To properly mesh the volume, reducing the non-orthogonality to the minimum, the
geometry was divided into different blocks according to the sketch of Fig. 7.6. The
division allowed to use hexahedral elements in all the blocks except 3 and 4, which
required tetrahedral meshing. The mesh was more refined in the blocks 5 to 14, which
correspond to the region near the scraper. Figure 7.7.
Figure 7.7 shows the mesh at different vertical and horizontal sections across the
domain. In all the wall boundaries y+ was lower than 1.
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7.6.3 Boundary conditions
As the solver is steady, initial conditions are not relevant here. Boundary conditions
are similar to those employed for the two-dimensional model: the scraper and shaft
remain steady, whereas the top and bottom walls rotate at 2πN . The inlet and outlet
sections are linked through the periodic boundary condition (cyclic in OpenFOAM).
Pressure was set to gradient equal to 0 in all the boundaries except the periodic, and
the cell reference pressure was set equal to 0.
The values of k, ω and µt are equal to those shown in table 7.2, with the value of
ωw was calculated also according to 7.42. The boundary corresponding to the shaft
had the same boundary conditions as the other walls.
7.6.4 Important remarks
The 3D model presents difficulties associated with solving flows in rotating reference
frames. Continuity and momentum equations have a high degree of coupling as the
influence of the rotating term increases –higher rotating velocities. The later may lead
to instabilities in the solver which requires a particular way of address the problem. In
particular:
 Simulations where started at a very low rotating velocity –10% of the minimum
case studied– using a laminar model. Velocity was increased then by a factor of
1.5, introducing the turbulent model once Rerot >10
text4. The increasing of the
rotating velocity was always done by a 1.5 factor, and increased only when the
simulation reached convergence.
 Under-relaxation factor were always kept between 0.3-0.5 for both velocity and
turbulent magnitudes.
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Figure 7.5: 3D computational domain.
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Figure 7.6: Fluid domain volume subdivision for meshing.
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Figure 7.7: Mesh detail at different cross sections of the domain.
Chapter 8
Numerical flow pattern assesment
This chapter presents a numerical flow pattern particle tracking assessment provided by
the finite volume method methodology described in chapter 7. The chapter is divided
into two main sections. The first one, section 8.1, includes the results of two-dimensional
simulations with lagrangian particle tracking. The second one, section 8.2, includes the
results of the three-dimensional simulations of the SSPHE considering single-phase flow.
The first section is divided in turn into two subsections. The k − ω analysis is in-
cluded in the first one (sec. 8.1.1): the velocity field (sec. 8.1.1) data are reported and
compared within each case. A more extended analysis is done for the lagrangian par-
ticle tracking results, including the effect of the scraping velocity in the instantaneous
particle distribution after 15 seconds of the injection (sec. 8.1.1), the spatial particle
tracking (sec. 8.1.1) and the time-dependent particle tracking (sec. 8.1.1) of different
representative particle sizes. The second part of the two-dimensional approach includes
the results of the three-dimensional LES turbulence modelling (sec. 8.1.2), both the
velocity field (sec. 8.1.2) and the particle tracking (sec. 8.1.2).
The second section includes the results of the three-dimensional simulations, re-
porting the velocity field and the flow pattern description (sec. 8.2). The pressure
distribution over the scraper blade is also analysed.
8.1 Results for the two-dimensional approach
8.1.1 The k-ω turbulence modelling
Velocity field
The numerical velocities were non-dimensionalized by the velocity of the scraper –in
this case linear– as it was done in chapter 6. Hence, we have
û∗ = u− Us
Us
, v∗ = v
Us
(8.1)
where Us is the velocity of the scraper. The dimensionless velocity magnitude is
U∗ =
√
û ∗2 +v∗2. Figure 8.1 shows the U∗ vector field and iso-contours for the case
corresponding to Rerot=6.5·104. The velocity relative to the scraper reaches the max-
imum on the top, corresponding to the non-slip fluid near the stationary wall. This
high velocity layer was not observed in the PIV experiments (see Fig. 6.12) as the
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Figure 8.1: Vector field and iso-contours for U∗ using the k − ω turbulence modelling,
Rerot=6.5A·104. Scraper moves from right to left.
technique is not reliable near the walls and in particular in the top one, where high
laser reflections were present. The contours of Fig. 8.1 show clearly, highlighted by
the red streamlines, the flow deviated by the scraper from the bottom of the SSPHE –
including the boundary layer– and the recirculation in the rear (right) side. The results
are similar in terms of dimensionless velocity value and flow structure compared with
the results obtained by the PIV experiments –for instance see Fig. 6.12. However, the
extension of the vortex is more elongated towards the horizontal direction. This can be
due to the two-dimensional approach, which simplifies the flow neglecting any possible
effect of the centrifugal forces that would lead to radial velocity components. Moreover,
the distances between scrapers was taken as the circumferential length between them
(2πrl/4), which may or may be not the best approximation for the separation of the
scrapers in a 2D simplification.
The same flow pattern was always reproduced independently of the Reynolds num-
ber value simulated. Therefore, and for a better comparison, only the selected dimen-
sionless velocity profiles were represented for each case. Fig. 8.2 shows the û∗ and v∗
velocity profiles along two vertical lines located at 1 cm in front and 2 cm in the rear
side of the scraper. As expected, relative horizontal velocities were higher on the top of
the volume, far from the scraper. Below the level of the tip of the scraper the horizontal
velocities are near 0. This difference is increased in the rear side of the scraper, as the
flow has passed through the top of it and has been accelerated. Unlike the profiles in
the section prior to the scraper, the velocities in the bottom part after the scraper are
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slightly negative, corresponding to the reverse flow in the recirculation.
Considering now the vertical velocities, before the scraper the flow turns towards
the top to avoid it, with a peak at y≈2 cm. After the scraper –right side of the image–,
the vertical velocity shows positive and negative values as the profile line goes across the
recirculation. Regarding the variations between different Reynolds situations, the effect
is the same as the observed in the PIV results i.e., increasing the scraping velocity leads
to more uniform profiles, whereas decreasing it accentuates the peaks in the profiles
–always referred to the velocity of the scraper.
Particle distribution
As explained in the previous chapter, particles were released once the flow was devel-
oped. In the case of the k − ω turbulence modelling, the developed flow was achieved
by using transient simulations. The location of the particles after 15 seconds of the
injection for all the simulated cases can be observed in Fig. 8.3. Two observations can
be made. The first is that bigger particles tend to stratify more than the smaller ones,
which are better mixed. The second one is that the velocity of the scraper has a clear
influence on the mixing of the particles. In Fig. 8.3a, almost all the particles are on the
top, out of the influence of the recirculation generated by the scraper. As the scraping
velocity increases the particles are more distributed along the fluid volume, and the
effect of the particles size in their distribution decreases. In the last case (Fig. 8.3e all
the particles are concentrated along an horizontal line, captured by the recirculation.
In order to do a more qualitative comparison between the different cases, the cu-
mulative distribution along the vertical coordinate of the particles considering all the
domain is depicted in Fig. 8.4. The effect of the scraping velocity on the particles
distribution is clearly visible. For the slower scraping velocity case case all the particles
are located at maximum 2 cm from the top wall. This distribution would lead clearly
to a complete stratified situation, where the particles remain steady on the top of the
SSPHE without any interaction with the fluid flow. In this situation the ice particles
can form large blocks, which will reduce the fluidity of the slurry, or directly make it not
pumpable. As the scraping velocity increases the particles have a wider distribution.
In the higher scraping velocity case there are particles at only 2 cm of the scraped wall.
From the cumulative particles distribution CP is possible to calculate the concen-





Figure 8.5 shows the concentration of particles for each case simulated. The first
case confirms the stratification of the particles, whereas the last denotes that all
the particles are closed in the vortex. The cases in between exhibit a more dis-
tributed concentration of particles, with different situations in each one. The sec-
ond case (Rerot =3.9·104) still has stratified particles while the third and fourth cases





8.1. Results for the two-dimensional approach 219



























Figure 8.4: Cumulative distribution of particles (%) along the vertical distance.
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recirculation. The velocity of the vortex was then not high enough to trap the particle,
and then it rose continuously till the top wall. For all the other cases the particle was
captured by the vortex, and remained swirling inside it.
Regarding the middle size particle (dp = 250 µm, Fig. 8.7b) it escapes the vortex
also for the second velocity case (Rerot =3.9·104). Buoyancy force obviously increases
as the diameter of the particle does. The larger particle (dp = 460 µm, Fig. 8.7c)
escapes the recirculation in all the cases except the last one (Rerot =1.7·105), which is
the only one with strong enough velocities to capture the particle into the recirculation
vortex. All the other cases would lead to a more or less stratified flow, where a portion
of the solid phase is stacked on the top.
It is then possible to conclude that when a particle is not captured by the vortex
there is no chance for it to be captured anymore, and it will rise irretrievably due to
the buoyancy force. The time that the particle will take to reach the top wall depends
on the velocity of the horizontal flow that drags it.
Time-dependent particle tracking
To complement the previous spatial tracking, the vertical location of the above men-
tioned particles (dp =100 µm dp =250 µm and dp =460 µm) is here plotted versus time
after their injection. The dots that appear in each time-lines correspond to the moment
the particle leaves the domain. If the point is filled, it means that the particle exited
through the right boundary, if it is empty the particle exited the domain through the
left boundary.
In Fig. 8.8a (dp =100 µm), only for the lower scraping velocity (Rerot =2.2·104)
the particle is stratified in the top in less than 15 sec. after being injected. In all the
other cases the particle goes up and down as it is captured inside the recirculation. It
is possible to see that the oscillations have a different period depending on the case:
higher scraping velocity implies higher frequencies. On the other hand, the amplitude
is not constant, which denotes the instability of the flow.
In Fig. 8.8b (dp =250 µm), the same situation of Fig. 8.8b is reproduced, but now
the particle rises to the top for the two lower scraping velocity cases (Rerot =2.2·104 and
Rerot =3.9·104). Comparing Fig. 8.8a with Fig. 8.8b, it is possible to see that as the
scraping velocity increases the time-lines becomes more similar between different parti-
cles. For instance, time-lines for Rerot =1.7·105 are completely equal for both dp =100
µm and dp =250 µm. However, as the scraping velocity decreases the oscillations are
different between different particles. This can be explained by the drag force of the
flow over the particle: when the vortex velocity is high (Rerot =1.7·105) the drag force
is also high, and the influence of the change in size of the particle is negligible, but
when the velocity decreases the drag force is more sensible to the size of the particle.
Finally, in Fig. 8.8c (dp =460 µm) the particle reaches the top in all the cases except
in the last one. Moreover, in all the cases the particle reaches the top in almost the
same time, near 15 seconds after its injection.
To conclude, Fig. 8.9 compares the residence time –the time that a particle stays
inside the domain before leaving it– normalized by the scraping period T –the time that
the scrapers takes to scrap all the domain length– for two different particles: dp =100
µm and dp =460 µm. Looking to the lower scraping velocity, it is possible to see how
the particles rise to the top and remains there steady: the normalized residence time
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Figure 8.8: Location of the particle for the different tested cases (Rerot) after 15 seconds
of its injection. a) dp =100 µm, b) dp =250 µm
.
8.1. Results for the two-dimensional approach 225




























Figure 8.8: Location of the particle for the different tested cases (Rerot) after 15 seconds
of its injection. c) dp =460 µm (continued)
is equal to 1, which means that the particle has no relative movement respect to the
top wall. As the scraping velocity increases (↑Rerot) the normalized residence time
increases since the particle is captured by the flow. For instance, in the lower particle
size (8.9a) all the other scraping velocities make the normalized residence time differ
from one, whereas in the higher particle size (8.9b) only the higher scraping velocity
has a different normalized residence time as in all the lower velocities it tends to one
(particles get stratified, remaining on the top wall without movement).
8.1.2 The LES turbulence modelling
Velocity field
As in 8.1.1, the numerical LES velocities where non-dimensionalized by the velocity
of the scraper (see Eq. 8.1). Fig. 8.10 shows the time averaged iso-contours for the
relative, normalized velocity field U∗ obtained by using the LES turbulence modelling.
It also includes the most representative stream lines. Comparing it with Fig. 8.1,
Fig. 8.10 reveals a similar flow pattern but in this case the vortex length –along the
horizontal dimension– is shorter, and the perturbation introduced by it arrives to higher
locations of the fluid domain. The LES turbulence modelling is providing then some
differences in the flow pattern not reproduced by the RANS simulations with the k−ω
model previously reported.
The difference between LES and RANS models obey to the expectations according
to existent works in the literature. It has been demonstrated that when studying the
flow around sharp or rounded objects the RANS model predict too large separated
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Figure 8.10: Time averaged iso-contours and streamlines for U∗ using LES turbulence
modelling, Rerot=1.7·105. Scraper moves from right to left.
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(a)
(b)
Figure 8.11: Instantaneous iso-contours for U∗ using LES turbulence modelling.
Scraper move from right to left. a) Rerot=3.9·104 b) Rerot=1.7·105
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plane of the laser sheet in the PIV experiments, r = rl=0.6R, and the velocities are
non-dimensionalized with the scraper tangential velocity at that point, 2πN= rl. In
Fig. 8.13a the roll-up vortex is present, as observed in the PIV experiments. Figure
8.13b shows a detailed view of the plane. Comparing Fig. 8.13b with Fig. 6.12 of
chapter 6, both of them agree on the flow pattern and on the magnitude of the velocity.
The numerical results reproduce indeed very well the experimental measured values in
terms of vortex diameter. The presence of the roll-up vortex with the same velocity
magnitude and dimensions confirms the fact that the lack of agreement with the 2D
simulations was due to the absence of rotation.
There is, however, a considerable difference between Fig. 8.13b (numerical) and
Fig. 6.12 (experimental): whereas the vortex core shows low velocity values in Fig.
6.12, in Fig. 8.13b it occurs the opposite, higher velocity values are found inside it.
This, as will be seen later, is due to the strong radial flow –parallel to the scraper– that
takes place in the vortex core. This radial flow was impossible to detect by the PIV
measurements, as it was perpendicular to the laser sheet.
The magnitude of the radial flow can be better appreciated in Fig. 8.14, which
shows the velocity vector field along a tangential plane. As it is possible to notice, the
highest relative velocities –excepting the walls– are found in the vortex core, and have
a high radial component.
This radial flow has been observed in mixer and stirrers with a similar configuration
of agitators, as was mentioned in chapter 6. The numerical results reveal hence a similar
radial flow also in the SSPHE. Recalling the PIV experiments, the presence of this out-
of-plane components can explain the low number of velocity vectors in the vortex core:
particles there move out of the plane, and hence the cross correlation failed in retrieving
any valid displacement.
Figure 8.15 provides a more illustrative view of the velocity field inside the SSPHE.
In particular, it depicts the iso-contours of U* and the corresponding in-plane (radial)
vector field over different radial planes. In the periodic section (Fig. 8.15a) and the
section at θ=45◦ (Fig. 8.15b), the relative velocity is considerably uniform, with a value
of U*≈0.4. A near zero velocity region is located in the proximity of the actuator shaft,
where the tangential velocity of the scraper is lower. The velocity is mainly tangential
(perpendicular to the plane). The radial component of the velocity is directed out of
the SSPHE in almost all the plane except near the top and bottom walls, where the
radial velocity is directed to the rotating shaft with slightly higher values.
The flow pattern far from the scraper is then characterized by a main tangential
(circular) flow with a small radial component originated by the centrifugal forces that
make the flow drift from the circumferential path. The flow that drifts out is balanced
with a radial flow towards the shaft that takes place near the walls, where the centrifugal
forces are lower due to the slip effect of the wall.
In the plane on the top of the scraper (Fig. 8.15c) the velocity reaches its highest
value near the external wall. The radial flow generated by the scraper impacts there
and is deviated. The in-plane vector field shows the vertical flow generated by the
scraper. It increases almost linearly along the scraper along its radial coordinate, as
the tangential velocity of the scraper is higher. In all the plane the radial component
is directed mainly to the shaft: as the main radial velocity takes place in the rear side
of the scraper (see Fig. 8.14), this strong centrifugal flow needs to be balanced with a
flow in the opposite direction.
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Figure 8.13: Iso-contours and vector field for U* obtained by the 3D numerical model at
the location corresponding with the laser sheet of the PIV experiments (Rerot=6.5·104).
a) plane location sketch and velocities
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Figure 8.13: Iso-contours and vector field for U* obtained by the 3D numerical model at
the location corresponding with the laser sheet of the PIV experiments (Rerot=6.5·104).
b) detail of extracted velocities (continued)
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Figure 8.14: Three-dimensional vector field for U* in a tangential plane r=R/2
(Rerot=6.5·104).
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Fig. 8.15d, with the plane located at 45◦ after the scraper, shows a velocity field
very different from that of Fig. 8.15c, 45◦ before the scraper. The flow is very influenced
by the scraper, and the radial flow is strong and irregular, appearing different in-plane
vortical structures. This complex flow pattern provides a good approximation of the
nature of the flow, but also points to the limited validity of the RANS simulations.
The observed structures are most probably changing in time, as was also observed with
the roll-up vortex in the instantaneous PIV measurements (see Fig. 6.28, in chapter
6), and therefore only a LES turbulence modelling would be able to provide a more
significant data in this aspect. Therefore, the RANS simulation helps understand the
global pattern, but not the transient structures that take place in the SSPHE.
Figure 8.16 shows the iso-contours for the radial, dimensionless velocity (ur*) in
two different tangential planes, together with the in plane (tangential) velocity vector
field. Comparing the two planes, it is worth to mention the increasing of the roll-up
vortex size as the radial coordinate increases –from the inside to the outside. The
higher tangential velocity of the scraper originates therefore a bigger vortex. From the
iso-countours it is also possible to see that the highest radial velocity takes place in the
vortex and the scraper rear region (as was seen in Fig. 8.14). Figure 8.16,as Fig. 8.15,
allows to see the different flow in the two regions, before and after the scraper. The
flow before the scraper is more or less uniform, with the velocity almost horizontal. It
start to change very near to the scraper, with the flow being deviated over it. On the
rear side of the scraper the pattern is completely different. The flow is irregular, with
a high radial velocity region (roll-up vortex) and secondary vortexes that appear near
the top wall. This is a proof of the instability of the flow.
The flow stream lines starting on a vertical line located in the periodic plane are
depicted in Fig. 8.17. The stream lines are coloured by the magnitude of U*. it can
be observed that the initial rake of streamlines are separated into two different groups
(Fig. 8.17a). One group follows a mainly tangential (circular) flow, with almost no
variance in its radial coordinate. The other group however enters into the vortex and
experiences a radial displacement while turning into it, arriving even to the lateral wall.
Looking to Fig. 8.17b it is possible to see that whether the streamlines enter the vortex
or keep in a circular path depends mostly on the vertical (here axial, z) coordinate.
Thereby, streamlines starting at z/H>0.7 are able to escape the roll up vortex and
to continue a circular trajectory. Below that level stream lines enters the vortex and
follow a rolling, radial flow.
To clarify this pattern, Fig. 8.18 includes two stream lines of each group, coloured
in different colors. This distinction of flows can be understood as a mixing frontier,
dividing the fluid that is highly mixed and the one that remains more or less unper-
turbed. As has been seen in the PIV results (see chapter 6) and more recently in the
2D numerical simulation results, this frontier can be moved by increasing or decreasing
the scraping velocity.
It can be then concluded that the 3D numerical simulations were able to repro-
duce the more significant pattern observed in the PIV experiments: the roll-up vortex,
providing also similar values in terms of relative velocities. Moreover, the numerical
results provided a valuable information about the global flow pattern and in particular
about the presence and importance of the radial flow inside the SSPHE.
8.2. Results for the three-dimensional approach 235
Figure 8.15: Iso-contours and vector field for U* in different radial planes
(Rerot=6.5·104): a) periodic plane θ=0◦, b) θ=45◦.
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Figure 8.15: Iso-contours and vector field for U* in different radial planes
(Rerot=6.5·104): c) scraper plane θ=90◦, d) θ=135◦ (continued).
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Figure 8.16: Iso-contours and vector field for U* in different tangential planes planes
(Rerot=6.5·104): a) r/R=0.4, b) r/R=0.8.
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Figure 8.17: Stream lines rake (origin is indicated in the figure) colored by the U*
values (Rerot=6.5·104). a) top view b) front view.
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Figure 8.18: Different views of the stream lines coloured by the type of flow encountered
in the SPHEE (Rerot=6.5·104):  radial flow (vortex)  circular flow (tangential).
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8.3 Conclusions
This chapter presented and analysed the different results obtained from the numerical
simulations. The results are divided into two main groups, those provided by the
lagrangian particle tracking of 2D simulations and those provided by the single-phase
3D simulations. The 2D simulations were performed considering two approaches for
the turbulence modelling: RANS low Reyndols k − ω and LES, which required of a
third dimension normal to the plane. The 3D simulations were performed using a low
Reynolds k − ω turbulence model. Major conclusion are as follows:
 The velocity field obtained by the 2D simulations with the k − ω turbulence
modelling resulted in very uniform velocity field with a large recirculation after
the scraper. The velocity values were similar to those obtained experimentally by
PIV but the model failed in predicting the roll-up vortex swirl and dimensions.
The maximum velocity values where found very near to the scraper tip, in the
vertically deviated flow. The most probably reason for the 2D model inaccuracy
in the flow pattern respect to the PIV data is the absence of centrifugal forces
and hence of radial flow.
 The lagrangian particle tracking based on the 2D, k − ω simulations revealed
a critical relationship between the scraping velocity, the particle size and the
mixing of the particles in the flow. For instance, it was found that only the
highest scraping rate (Re=1.7·105) ensured a complete mixing of all the particles.
For the middle simulated scraping rate (Re=6.5·104) only the largest particles
(dp =460 µm) stratified whereas the rest of them remained in the flow. The
lowest scraping rate (Re=2.2·104) was unable to mix the particles and all of
them ended stratified on the top. According to the results found with during the
particle visualization tests and those found during the ice slurry production test,
the value of Re=6.5·104 as a critical value between an acceptable mixing and a
stratified ice layer was well predicted by the simulations.
 The time-averaged velocity field obtained by the simulations of the two-dimensional
approach with the 3D LES turbulence modelling showed a very similar result to
that obtained by the RANS simulations, with a slightly shorter recirculation, but
still far from the PIV results. The instantaneous velocity field however resulted
to be very different, with the presence of large and small vortices in a fluctuat-
ing flow pattern. Comparing the two scraping velocities tested (Re=3.9·104 and
Re=1.7·105), the highest one showed a more active flow, with larger high velocity
regions.
 LES simulations also revealed a critical relationship with the scraping velocity,
whereas the effect of the particle size appear to be less important compared to the
effect of the flow oscillations. At the lower tested scraping velocity (Re=3.9·104)
only the higher particles (dp =460 µm) stratified, whereas the smaller ones re-
mained in the flow. At the higher velocity (Re=1.7·105) the simulations repro-
duced the impact of the particles with the scraped surface due to a vortex recircu-
lation. The particle size does not play any role in this case. The two-dimensional
approach can provide some representative results specially in terms of particle
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stratification, but cannot be considered as a successful model as fails in the pre-
diction of the flow patter.
 The 3D, single-phase flow simulations were able to reproduce the roll-up vortex
observed experimentally either in size an in velocity magnitude values. This fact,
compared with the 2D results confirmed that the 3D flow and the roll-up vortex
are closely related. The simulations revealed the existence of a high radial flow in
the core of the vortex, being this the undoubted mixing mechanism in the SSPHE.
The radial appeared to be stronger as the radius of the scraper was larger. In
general, the radial flow is always towards the outer vertical walls, where only near
the top and bottom walls have a radial flow towards the shaft.
 The numerically obtained flow pattern consisted in to different regions. One
that remains more or less unperturbed, with a predominant tangential (circular
flow) and one that contains the roll-up vortex, with a strong radial component
that displaces from the radially inside to the outside region of the SSPHE. The
separation between to this regions is defined as an axial (vertical) coordinate level,
and can be displaced up or down with the scraping velocity.
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Chapter 9
Conclusions and final remarks
The present Doctoral Thesis provided insight into the ice slurry production in scraped
surface plate heat exchangers. Different operating conditions have been tested in order
to characterize the production rate and performance of the device.
The applied methodology was mainly experimental, performing a global analysis of
the problem. The influence of the scraping action and scraping velocity, wall subcooling
degree and initial salt concentration was studied by considering their effect on the heat
transfer, power consumption and the morphology of the ice crystals. The flow pattern
and the effect of the solid phase in the flow was also analysed. The experimental study
was complemented with numerical simulations, which attempted to provide a complete
description of the flow structure.
The employed approach in the problem analysis, combining different techniques to
provide a global and complete description, make of this work one of the unique in its
kind. The major conclusions are presented hereafter.
9.1 Experimental methodology
9.1.1 Ice slurry production facility
1. An experimental facility was designed and built up to carry out experiments on
the ice slurry production in the scraped surface plate heat exchanger. The facility
allowed to investigate the effect of operating parameters as the scraping rotating
velocity, the wall subcooling degree and the initial salt concentration on the brine.
2. A method to measure the wall temperature was developed, based in thermocou-
ples embedded in the scraped surface. The accuracy of the method combined
with the accuracy in the slurry bulk temperature measurement allowed to de-
termine the Nusselt number for different operating conditions. The facility also
permitted the measurement of the power consumed by the scrapers driving motor
and microscopic observation of the ice crystals.
3. Two scraping systems were tested. The first one, rigid, consisted of single-piece
blades mounted rigidly on the rotating arms. The second one, adaptable, con-
sisted of smaller blades mounted to the arms through pusher springs which en-
sured the contact between blade and scraped surface.
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9.1.2 Flow visualization facility
1. An experimental facility was designed and built up to carry out flow visualization
experiments. The facility was able to reproduce the same conditions in terms of
rotating Reynolds number as the ice slurry production facility.
2. Flow visualization test with two-phase flow were performed to determine the trend
to the solid particles either to mix or stratify. Particles were injected from the
bottom, prior to the scraper passage.
3. Particle Image Velocimetry tests, with a high speed camera and a laser optics,
were performed to analyse the flow pattern of a single phase-flow. The image
acquisitions was synchronized with the scraper location by means of an optical
trigger system
9.2 Findings in the study and modelling of the ice slurry
production in the SSHPE
1. The location of the initial nucleation in the SSPHE was found to depend on the
Richardson number. The effects of buoyancy, supercooling degree and scraper-
arms induced velocities interact leading to an initial localized nucleation over the
subcooled plate (Ri >0.02) or to a global fluid volume nucleation (Ri <0.02).
The detected supercooling amplitude was found to be a good indicator of the
fluid mixing inside the SSPHE upper side.
2. The configurations with adaptable scrapers shown a better performance in the ice
slurry generation and heat transfer, reducing the unscraped regions and avoiding
ice layer scaling. Augmentations on the heat transfer coefficient of around two
times were found with respect to the rigid scraper. The rotating velocity of
the scrapers was found to have a low effect on the heat transfer, influenced by
the supercooling degree of the surface. Maximum averaged heat fluxes of 4100
W/m2 and averaged heat transfer coefficients of 4000 W/m2K were found for the
adaptable scrapers with surface supercooling degrees of ≈0.5 ◦C and scraping
rotating velocities of N≈0.46 s−1.
3. Heat transfer results were non-dimensionalized by means of the Nusselt and ro-
tating Reynolds numbers. Nusselt number for low supercooling degree values
adopted the shape of the penetration theory for low Rerot values, whereas at high
values Nu becomes almost independent of Rerot (Nu=550), mostly due to the
impact of the particles over the surface at higher mixing rates. Higher surface su-
percooling degrees led to a constant ice layer that reduced the Nu values to ≈350.
A correlation was proposed for a supercooling degree of 0.75 ◦C composed by the
penetration theory plus a constant therm for Rerot <4.7·104 and a correlation
based on Rerot and Fr · ϕm for Rerot >4.7·104, with global R2 =0.87.
4. The power consumption during the chilling and freezing stages showed to be
mostly related with the friction between scrapers and plate. Shaft torque was
found to decrease when scraping velocity increases as consequence of the for-
mation of a brine-lubricating layer. The onset of nucleation resulted always in
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important reductions of power consumption (up to 50%) as a consequence of the
appearance of ice over the surface, acting as a lubricant. Ice content increases lead
to power increments as the equivalent viscosity of the slurry increased. However
this effect was much lower than the friction between scrapers and plate.
5. Power consumption values were non-dimensionalyzed by the Power number. The
high values of Po obtained revealed the nature of the process, governed by the
friction. For equal Rerot values Po was smaller as the ice content was higher
revealing that the larger number of particles affect the ice layer over the steel
surface, reducing therefore the friction.
6. Higher rotating scraping velocities did not proved to be helpful in inhibiting the
development of an ice fouling layer, as the higher impact of ice particles over
the surface plus the higher liquid layer under the scraper promote it. On the
contrary, higher rotating velocities aided to preserve a good mixing level in the
slurry, keeping it homogeneous and avoiding the cumulation of ice in the top of
the SSPHE. The high scraping velocity may result in heating effects, which would
be undesirable. As a consequence the rotating velocity has to be balanced with
the economy of the power consumption.
7. The morphology of the ice crystals varied with the scraping velocity, wall sub-
cooling and time instant of the test. Higher scraping velocity leaded to higher
and rounded particles (200-300 µm) as a consequence of the continuous impacts
that make them fuse between each other and grow. Higher wall subcoling values
reduced the test duration resulting in smaller particles. At the initial test stages
(low ice content) stages particles are small (10 µm) and sharp, as they are just
pulled off. With time they grow in rounder shapes.
9.3 Findings in the performance evaluation for different
NaCl concentrations
1. For equal ∆Tlog and scraping velocity values, increasing the NaCl resulted in
increasing heat fluxes between 75% and 100%, being the most significant increase
for N=0.1 s.-1. Such a heat flux increment was observed between ω0=4.7% and
7.1%. Higher ω0 values had no heat flux increasing effect.
2. The Nusselt number, for equal ∆Tlog and scraping velocity values, experience an
augmentation when increasing ω0, in correspondence with the augmentation of
the heat flux. The maximum augmentation was observed between ω0=4.7% and
7.1%, being more significant as the scraping velocity was higher. The maximum
increase in Nu observed was of 65%. This effect, related with the heat flux
augmentation, was associated to effect of the NaCl, weakening the ice strength
and increasing the mushy structure of the ice layer, being easier to scrape.
3. A ω0=07% and ∆Tlog ≈ 2.6◦C revealed to be the best operating condition, pro-
viding heat fluxes of 4270 W/m2 and Nusselt numbers around 380.
4. Scraping power revealed to be independent of the ω0 value. For equal ∆Tlog and
N values, scraping power remained almost constant. The same was observed for
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the power number. This was associated with the twofold effect of the ice layer,
acting as a lubricant ans also as a resistance to the scraping blades.
5. The efficiency of the SSPHE was analysed by considering the ratio η between
the effective heat extracted (due to phase change) and the scraping power. The
ω0=7% with ∆Tlog ≈ 2.6◦C proved to be again the best operating condition,
achieving a value of η=7 for N=0.83 s.-1
6. The total efficiency of the ice slurry production system was evaluated through
the COP of the condensing unit and the cost of producing a kilogram of ice, for
the case of ω0=7%. It was concluded that, for the adaptable scraping system,
increasing the ice production in 60% leaded to an increase in the cost per kilogram
of ice produced of 1.8%. The operating point should then be selected according
to the demand and the price of the electricity.
7. No clear influence of ω0 in the ice crystals morphology could be assessed. Only
as a guess, the ice crystals size seemed to decrease when ω0 increased, probably
due to the weakening of the ice layer, resulting in smaller crystals when scraped
from the plate.
9.4 Findings in the experimental flow pattern assessment
1. The particles injected at a low scraping velocity (Rerot=1.6·104) showed higher
dispersion of the particles cloud that those at higher velocities (Rerot=4.8·104).
The dispersion of the particles was associated to their buoyancy, which makes
them unable to follow the fluid flow generated by the scrapers. At the higher
tested velocity (Rerot=4.8·104), the particles cloud appeared more compacted
and no particle groups where observed detached from the main group. The value
of the Fr>1 most probably indicated that the buoyant forces were not any more
significant.
2. The particle stratification revealed that for Rerot ≈7.6·103, the particles are qui-
escent, stacked on the top in a stationary bed. As the scraping velocity increases,
part of the particles start to move, appearing a separate moving layer at the bot-
tom of the stationary bed. At Fr=5.1·10−1 the bed disappears near the extreme
radial positions, with a moving, turning bed around the shaft. For Fr=6.8·10−1
the moving bed disappears leading to an heterogeneous flow, that becomes almost
homogeneous at faster scraping velocities (Rerot >2.5·104).
3. The flow pattern inside the SSPHE could be described by the PIV study for
the range 2.2·104 ≥Rerot ≥1.7·105. Absolute velocities were transformed into
velocities relative to the scraper. The observed pattern consisted in three different
regions: 1) an unperturbed, horizontal flow on the top of the SSPHE, 2) a roll
up vortex on the rear side of the scraper and 3) a net downwards flow induced
by the vortex. As Rerot increases the unperturbed region is reduced, and the
downwards flow increases. The flow deviated by the scraper upwards increases
with the rotating velocity. The combination of upwards and downwards flow can
increase the mixing, being the roll up vortex the main mixing agent.
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4. The normalized velocity field was normalized by the scrapers tangential velocity at
the location of the laser sheet. As the rotating velocity of the scrapers increases
the normalized velocity profiles evolved to a Rerot-independent profile where,
compared with the low rotating velocity situations, velocity in the fluid is more
uniform and low velocity regions tend to disappear.
5. The roll up vortex is formed from the flow separated form the scraper. The
high shear, separated flow rolls up into a spiral shape. Vorticity values revealed
the location of the vortex core, which ascends slightly as the rotating velocity
increases. They also revealed the high shear fluid layer on the scraper’s tip. The
analysis of the vortex tangential velocity (referred to the vortex center) showed a
good agreement with the different classical modelling methods.
6. Turbulent kinetic energy was higher in the roll up vortex, achieving a peak in
the vortex core. The scraper’s tip also showed high turbulent kinetic values as
a consequence of the high shear. Increasing the rotating velocity of the scrapers
leaded to the extension of the turbulence generated by the vortex. The peak
turbulence kinetic ratio could be related with the rotating Reynolds number, and
the roll up vortex appeared to be the main mechanism of energy transfer and
turbulence generation in the SSPHE flow.
9.5 Numerical methodology
9.6 Findings in the numerical flow pattern and particle
tracking assessment
1. The velocity field obtained by the 2D simulations with the k − ω turbulence
modelling resulted in very uniform velocity field with a large recirculation after
the scraper. The velocity values were similar to those obtained experimentally by
PIV but the model failed in predicting the roll-up vortex swirl and dimensions.
The maximum velocity values where found very near to the scraper tip, in the
vertically deviated flow. The most probably reason for the 2D model inaccuracy
in the flow pattern respect to the PIV data is the absence of centrifugal forces
and hence of radial flow.
2. The lagrangian particle tracking based on the 2D, k − ω simulations revealed
a critical relationship between the scraping velocity, the particle size and the
mixing of the particles in the flow. For instance, it was found that only the
highest scraping rate (Re=1.7·105) ensured a complete mixing of all the particles.
For the middle simulated scraping rate (Re=6.5·104) only the largest particles
(dp =460 µm) stratified whereas the rest of them remained in the flow. The
lowest scraping rate (Re=2.2·104) was unable to mix the particles and all of
them ended stratified on the top. According to the results found with during the
particle visualization tests and those found during the ice slurry production test,
the value of Re=6.5·104 as a critical value between an acceptable mixing and a
stratified ice layer was well predicted by the simulations.
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3. The time-averaged velocity field obtained by the simulations of the two-dimensional
approach with the 3D LES turbulence modelling showed a very similar result to
that obtained by the RANS simulations, with a slightly shorter recirculation, but
still far from the PIV results. The instantaneous velocity field however resulted
to be very different, with the presence of large and small vortices in a fluctuat-
ing flow pattern. Comparing the two scraping velocities tested (Re=3.9·104 and
Re=1.7·105), the highest one showed a more active flow, with larger high velocity
regions.
4. LES simulations also revealed a critical relationship with the scraping velocity,
whereas the effect of the particle size appear to be less important compared to the
effect of the flow oscillations. At the lower tested scraping velocity (Re=3.9·104)
only the higher particles (dp =460 µm) stratified, whereas the smaller ones re-
mained in the flow. At the higher velocity (Re=1.7·105) the simulations repro-
duced the impact of the particles with the scraped surface due to a vortex recircu-
lation. The particle size does not play any role in this case. The two-dimensional
approach can provide some representative results specially in terms of particle
stratification, but cannot be considered as a successful model as fails in the pre-
diction of the flow patter.
5. The 3D, single-phase flow simulations were able to reproduce the roll-up vortex
observed experimentally either in size an in velocity magnitude values. This fact,
compared with the 2D results confirmed that the 3D flow and the roll-up vortex
are closely related. The simulations revealed the existence of a high radial flow in
the core of the vortex, being this the undoubted mixing mechanism in the SSPHE.
The radial appeared to be stronger as the radius of the scraper was larger. In
general, the radial flow is always towards the outer vertical walls, where only near
the top and bottom walls have a radial flow towards the shaft.
6. The numerically obtained flow pattern consisted in to different regions. One
that remains more or less unperturbed, with a predominant tangential (circular
flow) and one that contains the roll-up vortex, with a strong radial component
that displaces from the radially inside to the outside region of the SSPHE. The
separation between to this regions is defined as an axial (vertical) coordinate level,
and can be displaced up or down with the scraping velocity.
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2015. 1432 p. ISBN: 978-84-606-8931-7




plate which may lead to ice scaling, scraper blades have unequal length –shifted by
S=7 mm– within successive arms. In this way, any plate area unscraped by an arm
will be scraped by the following one. An sketch of the scraper blades disposition for









Figure A.4: Scraper blades misalignment for two consecutive arms. S=7 mm





For the calibration of the embedded thermocouples a commercial freezer cabinet was
used. In order to avoid any temperature oscillation inside the freezer no thermostat
or any other temperature control system was used. With the plate inside, it run
continuously up to 24 hours until the temperature inside was stabilized (by thermal
equilibrium with the outside). To achieve different temperatures inside the freezer
several fans were introduced inside, acting as heat sources and avoiding any thermal
stratification. By changing the power and number of the fans inside the freezer a curve
with 9 calibration points was made. As a reference temperature, the average of two
RTD PT100 class 1/10-DIN were used. The reference probes were located separately
into the freezer, verifying that the temperature was uniform. Once the temperature
was stable, values were acquired during at least 3 hours at 1 sample/minute.
The HP Agilent data logger counts with internal calibration curves for the different
thermocouple types, including the T. Thus and for simplicity, instead of calibrating
the thermocouples by their voltages the calibration was done based on the temperature
provided by the readings of the data logger. Figure B.1 shows the time evolution of the
reference temperature inside the freezer together with the temperatures measured by
the thermocouples. The values considered for the calibration were those corresponding
to the stable period. The Chauvenet’s criteria was used for the discarding of outlier
points [144]. Figure B.1 shows the averaged temperature reference values and the aver-
aged temperature measurements for each calibration point. A straight line regression
was used for the calibration of the thermocouple temperatures [144],
T rf = A · T tc +B (B.1)
where A is the slope of the line, B is the abscissa intercept and T rf and T tc are















1) Uncertainty in the reference PT100 probes
2) Uncertainty in the data averaging obtaining the calibration points
3) Uncertainty due to the linear regression
4) Uncertainty due to the voltage measurement
The first three uncertainty sources will affect to the uncertainty of a new measurement
through their effect in the calibration. The uncertainty introduced through the voltage
measurement will affect to the calibration and to the new measurement.
Taking into account the uncertainty sources 1)–2) by the classical Taylor method
would require to differentiate Eq. B.5 respect to the calibration reference temperature,
which in turn will require to differentiate Eqs. B.3 and B.4. Instead the numerical
approach allow us to approximate the derivatives as small changes in the output due
to changes in the input equal to the uncertainty in the variable, δX.
The uncertainty in the reference probes E(Trf ) is the sum of the uncertainty of
the probe itself plus the uncertainty of the data logger, that is, 0.03 ◦C + 0.06 ◦C =
0.09 ◦C. On the other hand, the uncertainty due to the temperature averaging T rf
can by calculated as 1.96σ with a 95% confidence level, where σ is the corresponding
standard deviation. The effect of these two uncertainties in the determination of the
regression coefficients A and B is then evaluated by getting a new coefficients A0 and B0
obtained from adding to the Trf temperatures a ∆Trf equal to its uncertainty E(Trf ) =
E(Trf ) + 1.6σ. The uncertainty in the calibration curve due to the uncertainty in the
reference probes, E(Tprb) can then be evaluated through Eq. B.7, where the interval

























A similar procedure can be followed to evaluate the uncertainty due to the thermo-
couple averaging in the calibration points (T tc) and to the voltage measurement. As
before, the uncertainty associated to the averaging can be calculated as 1.96σ. The
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where E(V ) =0.008 mV is the uncertainty of the voltage measurement in the data
logger and Sb the Seebeck coefficient for the type T thermocouples (≈43µV/◦C). The
new values of Ttc obtained from adding to them the total uncertainty E(TV olt) + 1.6σ
are used to get the uncertainty due to the thermocouples during the calibration, E(Ttc),
in a similar way than in Eq. B.7 for the reference PT100 probes.
The uncertainty for a new measurement, with a 95% level of confidence can be
expressed as [144]











where N is the number of calibration data pairs, 9, T tc is defined in Eq. B.2, sT is the
standard error of the regression,
sT =
[∑N














The uncertainty of the voltage reading E(TV,new) should be reconsidered for a new










= A · E(TV olt) (B.12)
Once the different uncertainties are known, the total uncertainty can then obtained
by the sum of squares,
E(T )2 = E(Tprb)
2 + E(Ttc)
2 + E(TN )
2 + E(TV olt)
2 (B.13)
Therefore the calibrated temperature given by each thermocouple, as a function of
the one measured by the data logger can be expressed as T (Tnew) = A · Tnew + B ±
E (T (Tnew)). The uncertainties obtained for the different thermocouples are plotted, as
a function of the temperature, in Fig. B.2 (left). As the coolant temperature will never
be higher than -5 ◦C where the uncertainty is minimum, the most unfavourable point
will occur for the lowest coolant temperature tested, ≈12 ◦C. The right part of Fig.
B.2 shows the histogram of uncertainties for that temperature, where the maximum
uncertainty if of ≈0.26 ◦C for one of the thermocouples and the lower is ≈0.19 ◦C for
five of them, being the rest between these two values.
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parslan. Solid-Liquid Two Phase Flow. Elsevier, 2008.
[108] Holger Nobach. The Particle Image Velocimetry - Characteristics, Limits and
Possible Applications. InTech, 2012.
[109] A.K. Prasad and R.J. Adrian. Stereoscopic particle image velocimetry applied to
liquid flows. Experiments in Fluids, 15(1):49–60, 1993.
[110] Richard Holdich. Fundamentals of Particle Technology. Midland Information
Technology and Publishing, 2002.
[111] Renaud Escudi and Alain Lin. Experimental analysis of hydrodynamics in a
radially agitated tank. AIChE Journal, 49(3):585–603, 2003.
[112] Kazumi Suzukawa, Keisuke Kato, Shinsuke Mochizuki, and Hideo Oaka. Vortex
structures around a flat paddle impeller in a stirred vessel. JSME International
Journal Series B Fluids and Thermal Engineering, 49(2):426–433, 2006.
[113] K. Suzukawa, S. Mochizuki, and H. Osaka. Effect of the attack angle on the
roll and trailing vortex structures in an agitated vessel with a paddle impeller.
Chemical Engineering Science, 61(9):2791 – 2798, 2006.
Bibliography 269
[114] Q.-X. Lian and Z. Huang. Starting flow and structures of the starting vortex
behind bluff bodies with sharp edges. Experiments in Fluids, 8(1-2):95–103, 1989.
[115] H.S. Yoon, D.F. Hill, S. Balachandar, R.J. Adrian, and M.Y. Ha. Reynolds
number scaling of flow in a rushton turbine stirred thank. part i - mean flow,
circular jet and tip vortex scaling. Chemical Engineering Science, 60(12):3169 –
3183, 2005.
[116] Ma Hui-Yang Zhou Ming-De Wu, Jie-Zhi. Vortical Flows. Springer, 2015.
[117] Renaud Escudi, Denis Bouyer, and Alain Lin. Characterization of trailing vortices
generated by a rushton turbine. AIChE Journal, 50(1):75–86, 2004.
[118] J.M.M Sousa and J.C.F Pereira. Rollup region of a turbulent trailing vortex issued
from a blade with flow separation. Experimental Thermal and Fluid Science,
20(34):150 – 161, 2000.
[119] W.J.M. Rankine and W.J. Millar. A Manual of Applied Mechanics. C. Griffin
and Co., London, UK, 1858.
[120] J.M. Burgers. A mathematical model illustrating the theory of turbulence. 1:171
– 199, 1948.
[121] Brian A. Maicke and Joseph Majdalani. The Particle Image Velocimetry - Char-
acteristics, Limits and Possible Applications. InTech, 2012.
[122] Nakao S. Winardi S. and Nagase Y. Pattern recognition in flow visualization
around a paddle impeller. Journal of Chemical Engineering of Japan, 21(5):503–
508, 1988.
[123] F.R. Khan, C.D. Rielly, and D.A.R. Brown. Angle-resolved stereo-piv measure-
ments close to a down-pumping pitched-blade turbine. Chemical Engineering
Science, 61(9):2799 – 2806, 2006.
[124] K.H.K. Chung, M. Barigou, and M.J.H. Simmons. Reconstruction of 3-d flow
field inside miniature stirred vessels using a 2-d {PIV} technique. Chemical En-
gineering Research and Design, 85(5):560 – 567, 2007.
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