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Abstract: It is a well-known fact that if the random vector W con-
verges in distribution to a multivariate normal random variable Σ1/2Z,
then g(W) converges in distribution to g(Σ1/2Z) if g is continuous. In
this paper, we develop a general method for deriving bounds on the
distributional distance between g(W) and g(Σ1/2Z). To illustrate this
method, we obtain several bounds for the case that the j-component of
W is given by Wj =
1√
n
∑n
i=1 Xij , where the Xij are independent. In
particular, provided g satisfies certain differentiability and growth rate
conditions, we obtain an order n−(p−1)/2 bound, for smooth test func-
tions, if the first p moments of the Xij agree with those of the normal
distribution. If p is an even integer and g is an even function, this con-
vergence rate can be improved further to order n−p/2. We apply these
general bounds to some examples concerning asymptotically chi-square,
variance-gamma and chi distributed statistics.
Primary 60F05.
Keywords and phrases: Stein’s method, functions of multivariate
normal random variables, multivariate normal approximation, rate of
convergence.
1. Introduction
In 1972, Stein [28] introduced a powerful method that allows one to bound
the distance between the distributions of a random variable W and a stan-
dard normal random variable Z with respect to a probability metric. The
basic approach, as described in detail in [29], involves two steps. The first is
to solve the so-called Stein equation
f ′′(w)− wf ′(w) = h(w) − Eh(Z), (1.1)
where the test function h is real-valued. Bounds for the solution, f , and its
derivatives are then established. In the second step, the expectation
E[f ′′(W )−Wf ′(W )] (1.2)
1
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is bounded, typically through the use of coupling techniques, which, via
(1.1), leads to a bound for the quantity of interest Eh(W )− Eh(Z).
By recognising the left-hand side of the Stein equation (1.1), [2] and [15]
extended Stein’s method for normal approximation to the multivariate nor-
mal distribution. A generalisation of (1.1) to the multivariate normal distri-
bution with mean 0 and covariance matrix Σ (see [14]) is given by
∇TΣ∇f(w)−wT∇f(w) = h(w) − Eh(Σ1/2Z), (1.3)
where Z denotes a random vector having standard multivariate normal dis-
tribution of dimension d. The solution of (1.3) is given by
f(w) = −
∫ ∞
0
[Eh(e−sw +
√
1− e−2sΣ1/2Z)− Eh(Σ1/2Z)] ds (1.4)
and, if h is n times differentiable, satisfies the bound (see [2] and [14]):∥∥∥∥ ∂kf(w)∏k
j=1 ∂wij
∥∥∥∥ ≤ 1k
∥∥∥∥ ∂kh(w)∏k
j=1 ∂wij
∥∥∥∥, k ≥ 1, (1.5)
where ‖f‖ := ‖f‖∞ = supx∈R |f(x)|. If we also suppose Σ is positive definite,
we can obtain a bound involving one fewer derivative of h (see [8]):
∥∥∥∥ ∂kf(w)∏k
j=1 ∂wij
∥∥∥∥ ≤ Γ(k2 )√2Γ(k+12 ) min1≤l≤k
{
|rowil(Σ−1/2)|
∥∥∥∥ ∂k−1h(w)∏
1≤j≤k
j 6=l
∂wij
∥∥∥∥
}
, k ≥ 2,
(1.6)
where |rowil(Σ−1/2)| is the Euclidean norm of the il-th row of Σ−1/2. Similar
bounds for the derivatives of f as a k-linear form can also be found in [8]
and [22]. It was shown by [4] that the solution of (1.1) satisfies the bound
‖f (k)‖ ≤ 2‖h(k−2)‖, k ≥ 3. (1.7)
This bound has the attractive property of involving two fewer derivatives of
the test function h than the solution f , although this improvement is not
possible for multivariate case (see [25]).
It is a well-known fact that if the random vector W converges in distri-
bution to a multivariate normal random variable Σ1/2Z, then for any con-
tinuous function g : Rd → R, g(W) converges in distribution to g(Σ1/2Z).
In this paper, we use Stein’s method to assess the rate of convergence of the
random variable g(W) to its limiting distribution g(Σ1/2Z). We obtain gen-
eral results, which hold for functions g that satisfy certain differentiability
and growth rate conditions (which will be described shortly).
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Many standard probability distributions arise naturally as functions of
multivariate normal random variables, such as the chi-square (χ2(d)
D
= Z21 +
· · · + Z2d), chi, log-normal and t-distribution; for further examples see [30].
Moreover, many widely used statistics arise as functions of asymptotically
multivariate normally distributed random variables, such as Pearson’s statis-
tic, Friedman’s statistic and the popular D2, D
S
2 and D
∗
2 statistics from
alignment-free sequence comparison (see [19] and [27]). Also, limiting dis-
tributions involving functions of multivariate normal random variables have
recently occurred in the context of Malliavin calculus, such as variance-
gamma [6] and linear combinations of chi-square random variables [1].
One of the strengths of Stein’s method is that it is readily adapted to
other distributions; for a comprehensive overview see [18]. In particular, the
method has been extended to many distributions that occur as functions
of multivariate normal random variables, such as the chi-square [11], [20],
chi [24], half-normal [5], variance-gamma [7] and products of normal and
chi-square random variables [9], [10].
In adapting Stein’s method to these distributions, a Stein equation and
bounds on the derivatives of its solution needed to be derived. For certain
distributions this can be difficult; for example, the non-symmetric variance-
gamma distribution [7] and product normal distribution [9] for which only
limited progress has been made towards obtaining bounds for the deriva-
tives of the solution. The approach described in this paper (sketched out
shortly), which involves considering the multivariate normal Stein equation
rather than the distribution’s specific Stein equation removes this difficulty
by treating all distributions that arise as functions of multivariate normal
random variables in one general framework.
Moreover, in certain situations it may be more natural to frame the solu-
tion of a problem in terms of the multivariate normal Stein equation than
the Stein equation for the limiting distribution. Recently, [11] used such an
approach to obtains bounds on the rate of convergence of Pearson’s statistic
to its limiting chi-square distribution. Indeed, the techniques developed in
this paper can be readily applied to assess distributional approximation for
many important statistics.
To obtain distributional approximations for statistics that are asymptot-
ically distributed as a function of a multivariate normal, we simply consider
the multivariate normal Stein equation (1.3) with test function h(g(w)):
∇TΣ∇f(w)−wT∇f(w) = h(g(w)) − Eh(g(Σ1/2Z)). (1.8)
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One can then bound the expectation
E[∇TΣ∇f(W)−WT∇f(W)] (1.9)
using the various coupling techniques developed for multivariate normal ap-
proximation (see [13], [14], [26] and [22]). However, in general the derivatives
of the test function h(g(w)) will be unbounded (for the χ2(1) distribution,
g(w) = w2 and g′(w) = 2w) and therefore the derivatives of the solution
f(w) = −
∫ ∞
0
[Eh(g(e−sw +
√
1− e−2sΣ1/2Z))− Eh(g(Σ1/2Z))] ds (1.10)
will also in general be unbounded. Therefore one cannot apply inequalities
(1.5), (1.6) and (1.7) to bound the solution’s derivatives.
In Section 2, we obtain general bounds, which apply for all g that sat-
isfy certain differentiability and growth rate conditions, for the solution
(1.10). As special cases of these general bounds, we obtain bounds for
the case that the lower order partial derivatives of g have a polynomial
(A + B
∑d
k=1 |wk|rk , where the rk are non-negative) or exponential growth
rate (A exp(t
∑d
k=1 |wk|c), where 0 < c ≤ 2). Our bounds are in general
unbounded as |w| → ∞, which means that more care is needed in bounding
the quantity (1.9) than in the usual multivariate normal setting in which
the uniform bounds (1.5), (1.6) and (1.7) can be applied.
Since our bounds for the partial derivatives of the solution of the Stein
equation involve derivatives of the test function h, the approximation theo-
rems considered in this paper will only be for smooth test functions. Bounds
for non-smooth test functions are often more informative (see, for example,
[15]), although an advantage of working with smooth test functions is that
it is sometimes possible to obtain improved error bounds that may not hold
for non-smooth test functions. Indeed, a standardised sum of independent
random variables with first p moments equal to those of the standard normal
distribution converges to this distribution at a rate of order n−(p−1)/2 for
smooth test functions (see [8], [12] and [17]). In fact, it has also been shown
by [7] and [11] that certain asymptotically chi-square and variance-gamma
distributed statistics converge to their limiting distribution at a rate of order
n−1 for smooth test functions even when the third moments are non-zero.
In Section 3, these results concerning faster than order n−1/2 convergence
rates are put into a general framework. LetX1,1, . . . ,Xn1,1, . . . ,X1,d, . . . ,Xnd,d
be independent random variables with mean zero and unit variance, and set
W = (W1, . . . ,Wd)
T , where Wj =
1√
nj
∑nj
i=1Xij . Then, for all continuous
functions g, the statistic g(W) converges in distribution to g(Z) as n→∞,
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where n = min1≤j≤d nj. In Section 3, we present general bounds for the
distributional distance between these random variables with respect to a
smooth test function metric (Theorems 3.2–3.5).
Our results can be summarised as follows. If the first p moments of the
Xij are equal to those of the standard normal distribution, then our bound
on the distance between g(W) and g(Z) is of order n−(p−1)/2. This result
generalises the results of [8], [12] and [17]. If p is an even integer and we also
suppose that g is an even function (g(−w) = g(w) for all w ∈ Rd), then we
can use symmetry considerations, as introduced by [7] and [11], to improve
this convergence rate further to order n−p/2. In particular, g(W) converges
to g(Z) at rate n−1 even if the third moments of the Xij are non-zero.
This bounds generalises the bounds of [7] and [11] since their chi-square and
variance-gamma statistics are of the form g(W).
These bounds hold for all functions g whose lower order partial derivatives
have polynomial growth. The number of derivatives for which this condition
must hold increases if we seek a faster rate of convergence. Also, this condi-
tion can hold for fewer derivatives if d = 1. It would be possible to extend
these results to the case that the derivatives of g have exponential growth,
although for space reasons we omit this. We discuss this in Remark 3.6. We
also restrict our attention to independent random variables Xij to simplify
the exposition. However, the approach developed in this paper could cer-
tainly be applied in situations in which there is dependence amongst the
random variables; see [11] which uses an approach similar to ours, involving
the multivariate normal Stein equation, to obtain approximation theorems
for Pearson’s statistic. This is point is discussed further in Section 5.
In Section 4, we apply the general bounds of Theorems 3.2–3.5 to obtain
approximation theorems for some asymptotically chi-square and variance-
gamma distributed statistics. We also consider an example involving the
chi-distribution (χ(d)
D
= g(Z) = (Z21 + · · · + Z2d)1/2). This is an interesting
example because even though g is an even function, we cannot achieve a
O(n−1) bound because g fails one of our differentiability conditions: its sec-
ond order partial derivatives are undefined at the origin. Further applications
to product normal approximation and the delta method are also considered.
The rest of the paper is organised as follows. In Section 2, we obtain gen-
eral bounds for the derivatives of the solution of the normal and multivariate
normal Stein equations with test function h(g(·)). Explicit estimates for the
solution are given in the case that the partial derivatives of g have poly-
nomial and exponential growth. In Section, 3 we bound the distributional
distance between the random variables g(W) and g(Σ1/2Z), in a smooth
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test function metric, for the case that the components of W are sums of
independent random variables. Here, we assume that the lower order deriva-
tives of g have polynomial growth. When g is an even function we are able
to achieve faster convergence rates via symmetry considerations. In Section
4, we consider some applications of the general results of Section 3. Finally,
in Section 5, we summarise the results of this paper and consider directions
for future research.
2. Bounds for derivatives of the solutions of the normal and
multivariate normal Stein equations
2.1. Preliminary results
We begin this section by obtaining a simple bound for the partial derivatives
of the test function h(g(w)). Before deriving this bound, we state some
preliminary results. The first is a multivariate generalisation of the Faa` di
Bruno formula for n-th order derivatives of composite functions, due to [21]:
∂n∏n
j=1 ∂wij
h(g(w)) =
∑
pi∈Π
h(|pi|)(g(w)) ·
∏
B∈pi
∂|B|g(w)∏
j∈B ∂wj
,
where π runs through the set Π of all partitions of the set {1, . . . , n}, the
product is over all of the parts B of the partition π, and |S| is the cardinality
of the set S. It is useful to note that the number of partitions of {1, . . . , n}
into k non-empty subsets is given by the Stirling number of the second kind{n
k
}
= 1k!
∑k
j=0(−1)k−j
(k
j
)
jn (see [23]).
We now introduce two classes of functions that will be used throughout
this paper. We say that the function h : I ⊆ R → R belongs to the class
Cnb (I) if h
(n−1) exists and is absolutely continuous, with derivatives up to
n-th order bounded. We say that the function g : Rd → R belongs to the
class CnP (R
d) if all n-th order partial derivatives of g exist and there exists
a non-negative dominating function P : Rd → R such that, for all w ∈ Rd,
the partial derivatives satisfy∣∣∣∣ ∂k∏k
j=1 ∂wij
g(w)
∣∣∣∣
n/k
≤ P (w), k = 1, . . . , n.
If g ∈ CnP (Rd) then it is easy to see that, for all w ∈ Rd,∣∣∣∣ ∏
B∈pi
∂|B|g(w)∏
j∈B ∂wj
∣∣∣∣ ≤ P (w).
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This inequality allows us to obtain a compact bound for the partial deriva-
tives of the test function h(g(·)), which in turn allows us to obtain relatively
simple bounds for the solution (1.10) of the Stein equation (1.8).
Lemma 2.1. Suppose h ∈ Cnb (R) and g ∈ CnP (Rd). Then, for all w ∈ Rd,∣∣∣∣ ∂n∏n
j=1 ∂wij
h(g(w))
∣∣∣∣ ≤ hnP (w), (2.1)
where hn =
∑n
k=1
{n
k
}‖h(k)‖.
Proof. From the above it is clear that
∣∣∣∣ ∂n∏n
j=1 ∂wij
h(g(w))
∣∣∣∣ ≤ ∑
pi∈Π
‖h(|pi|)‖ · P (w) =
n∑
k=1
{
n
k
}
‖h(k)‖ · P (w),
as required.
We will also make use of the following lemma.
Lemma 2.2. Suppose h ∈ Cnb (R) and g ∈ Cnα(R), where α ≥ 0 is a constant.
Then the solution (1.10) of the Stein equation (1.8) is bounded by
‖wf (n)(w)‖ ≤ ‖(h ◦ g)n−1‖ ≤ αhn−1.
Proof. The inequality ‖wf (n)(w)‖ ≤ ‖(h ◦ g)n−1‖ is given in Lemma 2.5 of
[8] and the second inequality follows from Lemma 2.1.
2.2. General bounds for the solution
Here, we obtain some general bounds for the solution of the multivariate
normal Stein equation with test function h(g(·)). We begin with the following
lemma, the proof of which is similar to that of Proposition 2.1 of [8].
Lemma 2.3. Suppose Σ is non-negative definite and that h ∈ Cnb (R) and
g ∈ CnP (Rd). Then, for all w ∈ Rd, the solution (1.4) of the Stein equation
(1.3) satisfies the bound∣∣∣∣ ∂nf(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hn
∫ ∞
0
e−nsEP (zΣ
1/2Z
s,w ) ds, (2.2)
where
zxs,w = e
−sw +
√
1− e−2sx,
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provided the integral exists.
Suppose now that Σ is positive definite and that h ∈ Cn−1b (R) and g ∈
Cn−1P (R
d). Then, provided the integral exists, we have, for all w ∈ Rd,∣∣∣∣ ∂nf(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hn−1 min1≤l≤d
∫ ∞
0
e−ns√
1− e−2sE
∣∣(Σ−1/2Z)lP (zΣ1/2Zs,w )∣∣ ds. (2.3)
Proof. We begin by obtaining two expressions for the n-th order partial
derivatives of the solution (1.4). Firstly, by dominated convergence,
∂nf(w)∏n
j=1 ∂wij
= −
∫ ∞
0
e−nsE
[
∂n∏n
j=1 ∂wij
h(g(zΣ
1/2Z
s,w ))
]
ds. (2.4)
Now, provided that Σ is positive definite, Σ−1/2 exists and we may use
integration by parts to obtain
∂nf(w)∏n
j=1 ∂wij
= −
∫ ∞
0
e−ns√
1− e−2sE
[
(Σ−1/2Z)il
∂n−1∏n−1
1≤j≤n−1
j 6=l
∂wij
h(g(zΣ
1/2Z
s,w ))
]
ds,
and differentiating once more using dominated convergence gives
∂n+1f(w)∏n+1
j=1 ∂wij
= −
∫ ∞
0
e−(n+1)s√
1− e−2sE
[
(Σ−1/2Z)il
∂n∏n
1≤j≤n
j 6=l
∂wij
h(g(zΣ
1/2Z
s,w ))
]
ds.
(2.5)
The required bounds for the partial derivatives of the solution (1.4) now
follow easily from (2.4) and (2.5) and Lemma 2.1.
So far, we have imposed no restrictions on the dominating function P
other than it is non-negative and that the integrals of Lemma 2.3 exist. We
now introduce some conditions, which ensure that the integrals of Lemma
2.3 exist and can be bounded relatively easily.
We suppose that P can be written as P (x) = α + P1(x) + P2(x), where
α is a non-negative constant and
(i). P1 and P2 are non-negative, non-decreasing functions (for any x ∈ Rd
and any vector ǫ ∈ Rd with non-negative entries, f(x+ ǫ) ≥ f(x));
(ii). There exist non-negative constants βd, γd and δd such that, for any
x1, . . . ,xk ∈ Rd,
P1(x1+ · · ·+xk)≤βd
k∑
j=1
P1(xk) and P2(x1+ · · ·+xk)≤γd
d∏
j=1
P2(δdxk);
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(iii). The expectations EP1(Σ
1/2Z) and EP2(Σ
1/2Z) exist;
(iii)’. The expectations E|(Z)iP1(Σ1/2Z)| and E|(Z)iP2(Σ1/2Z)| exist for all
i = 1, . . . , d.
If P satisfies (i)-(iii), we write P ∈ F ; if P satisfies (i)-(iii)’, we write
P ∈ F∗.
Remark 2.1. Condition (i) is very mild, as we only need to write P in
terms of P1 and P2 if P is unbounded as |w| → ∞ (otherwise we can take
P (w) = α), in which case it seems reasonable to suppose P1 and P2 are
increasing functions. Condition (ii) allows the integrals of Lemma 2.3 to be
bounded in terms of P1 and P2. This condition is not restrictive and allows
many classes of functions to be considered: see the examples below. Lastly,
(iii) and (iii)’ ensure that the integrals (2.2) and (2.3), respectively, exist.
Example 2.2. Polynomial P . The function P (w) = A + B
∑d
i=1 |wi|ri
clearly satisfies conditions (i) and (iii)’. Condition (ii) can be verified by
applying the crude inequality |x1+ · · ·+xk|b ≤ kb(|x1|b+ · · ·+ |xk|b), b ≥ 0.
Writing P (w) = A + P1(w), where P1(w) = B
∑d
i=1 |wi|ri , and using this
inequality we deduce that
P1(w1 + · · ·+wk) ≤ kr
k∑
j=1
P1(wj), (2.6)
where r = max1≤i≤d ri. Hence, (ii) is satisfied with α = A, βk = kr, γk = 0
and P1(w) = B
∑d
i=1 |wi|ri .
Example 2.3. Exponential P . It is clear that P (w) = A exp(a
∑d
i=1 |wi|b),
where a, b > 0, satisfies (i). To verify (ii), we use the inequality |x1 + · · · +
xk|r ≤ ck,r(|x1|r + · · · + |xk|r), where ck,r = max{1, kr−1}, which improves
on the crude inequality used above. Let (wj)k = wjk. Then
P (w1 + · · · +wk)
= A exp
(
a
d∑
i=1
|w1i + · · ·+ wki|b
)
≤ A exp
(
a
d∑
i=1
ck,b
k∑
j=1
|wji|b
)
= A
k∏
j=1
exp
(
ack,b
d∑
i=1
|wji|b
)
= A1−k
k∏
j=1
P (ck,bwj),
and so (ii) holds with α = 0, βk = 0, γk = A
1−k, δk = ck,b and P2(w) =
A exp(a
∑d
i=1 |wi|b). Clearly, (iii)’ holds if b < 2 or if b = 2 and a < 1/2.
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Proposition 2.1. Suppose Σ is non-negative definite and that h ∈ Cnb (R)
and g ∈ CnP (Rd), where n ≥ 1 and P ∈ F . Then, for all w ∈ Rd,∣∣∣∣ ∂nf(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hnn
[
α+β2
(
EP1(Σ
1/2Z)+P1(w)
)
+γ2P2(δ2w)EP2(δ2Σ
1/2Z)
]
.
(2.7)
Suppose now that Σ is positive definite and that h ∈ Cn−1b (R) and g ∈
Cn−1P (R
d), where n ≥ 2 and P ∈ F∗. Then, for all w ∈ Rd,∣∣∣∣ ∂nf(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hn−1 min1≤l≤d
[
αE|(Σ−1/2Z)l|+ β2
(
E|(Σ−1/2Z)lP1(Σ1/2Z)|
+E|(Σ1/2Z)l|P1(w)
)
+γ2E|(Σ−1/2Z)lP2(δ2Σ1/2Z)|P2(δ2w)
]
.
(2.8)
Proof. Since P ∈ F ,
P (zΣ
1/2Z
s,w ) = α+ P1(z
Σ1/2Z
s,w ) + P2(z
Σ1/2Z
s,w )
≤ α+ β2
(
P1(e
−sw) + P1(
√
1− e−2sΣ1/2Z))
+ γ2P2(δ2e
−sw)P2(δ2
√
1− e−2sΣ1/2Z)
≤ α+ β2
(
P1(w) + P1(Σ
1/2Z)
)
+ γ2P2(δ2w)P2(δ2Σ
1/2Z). (2.9)
Substituting (2.9) into the integral inequality (2.2) gives∣∣∣∣ ∂nf(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hn−1 min1≤l≤d
∫ ∞
0
e−ns√
1− e−2sE
∣∣(Σ−1/2Z)l(α
+ β2
(
P1(w) + P1(Σ
1/2Z)
)
+ γ2P2(δ2w)P2(δ2Σ
1/2Z)))
∣∣ ds,
whence on using
∫∞
0
e−ns√
1−e−2s ds ≤
∫∞
0
e−2s√
1−e−2s ds = 1, n ≥ 2, yields (2.8).
Inequality (2.7) follows from a similar argument.
Corollary 2.1. Fix d = 1, Σ = 1 and let n ≥ 2. Suppose h ∈ Cn−1b (R) and
g ∈ Cn−1P (R), where P ∈ F∗. Then, for all w ∈ R,
|wf (n)(w)| ≤ hn−1
[
α+ β2|w|
(
E|ZP1(Z)|+ P1(w)
)
+ γ2|w|P2(δ2w)EP2(δ2Z)
]
. (2.10)
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Proof. Due to the decomposition P (w) = α+ P1(w) + P2(w), we can write
the solution as f = fg1 + fg2 , where g1 ∈ Cn−1α (R) and g2 ∈ Cn−1P1+P2(R).
By the triangle inequality, |f (n)(w)| ≤ |f (n)g1 (w)| + |f (n)g2 (w)|, and bounding
these two quantities using Lemma 2.2 and inequality (2.8) of Proposition
2.1, respectively, and that E|Z| < 1, leads to the desired bound.
In the univariate case, we can obtain a bound which involves two fewer
derivatives of h and g than of the solution f (compare the following Propo-
sition to inequality (1.7)); an improvement that is not possible in the mul-
tivariate case (see [25]).
Proposition 2.2. Fix d = 1, Σ = 1 and let n ≥ 3. Suppose h ∈ Cn−2b (R)
and g ∈ Cn−2P (R), where P ∈ F∗. Then, for all w ∈ R,
|f (n)(w)| ≤ hn−2
[
3α+ P1(w) + P2(w) + β2
(
EP1(Z) + |w|E|ZP1(Z)|
+ (1 + |w|)P1(w)
)
+ γ2
(
EP2(δ2Z)P2(δ2w)
+ E|ZP2(δ2Z)||wP2(δ2w)|
)]
. (2.11)
Proof. The standard normal Stein equation is f ′′(w)−wf ′(w) = h(g(w))−
Eh(g(Z)). By a straightforward induction on n,
f (n)(w) = wf (n−1)(w) + (n− 2)f (n−2)(w) + (h ◦ g)(n−2)(w),
and applying the triangle inequality gives that, for every w ∈ R,
|f (n)(w)| ≤ |wf (n−1)(w)| + (n− 2)|f (n−2)(w)| + |(h ◦ g)(n−2)(w)|.
Bounding these terms using (2.10), (2.7) and (2.1) yields (2.11).
Now, we obtain estimates for the solution ψm of the Stein equation
∇TΣ∇ψm(w)−wT∇ψm(w) = ∂
mf(w)∏m
j=1 ∂wij
, (2.12)
where f is the solution (1.10) of the multivariate normal Stein equation
(1.8). The Stein equation (2.12) plays an important role in Section 3. We
proceed as before and the following lemma is analogous to Lemma 2.3.
Lemma 2.4. Suppose Σ is non-negative definite and that h ∈ Cm+nb (R) and
g ∈ Cm+nP (Rd), m,n ≥ 1. Then, for all w ∈ Rd, the solution of the Stein
equation (2.12) satisfies the bound∣∣∣∣ ∂nψm(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hm+n
∫ ∞
0
∫ ∞
0
e−(m+n)se−ntEP (zΣ
1/2Z,Σ1/2Z′
s,t,w ) ds dt,
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where
zx,ys,t,w = e
−s−tw + e−s
√
1− e−2ty +
√
1− e−2sx,
provided the integral exists. Here Z′ is an independent copy of Z.
Suppose now that Σ is positive definite and that h ∈ Cm+n−2b (R) and
g ∈ Cm+n−2P (Rd), where m,n ≥ 1 and m + n ≥ 3. Then, provided the
integral exists, we have, for all w ∈ Rd,∣∣∣∣ ∂nψm(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hm+n−2 min1≤k,l≤d
∫ ∞
0
∫ ∞
0
e−(m+n)s√
1− e−2s
e−nt√
1− e−2t
× E∣∣(Σ−1/2Z)k(Σ−1/2Z′)lP (zΣ1/2Z,Σ1/2Z′s,t,w )∣∣ ds dt.
Proof. The solution of (2.12) can be written as
ψm(w) = −
∫ ∞
0
∫
Rd
∂mf∏m
j=1 ∂wij
(zyt,w)p(y) dy dt,
where p is the probability density function of the random variable Σ1/2Z.
By the dominated convergence theorem,
∂mf∏m
j=1 ∂wij
(zyt,w) = −
∫ ∞
0
∫
Rd
e−ms
∂m(h ◦ g)∏m
j=1 ∂wij
(e−szyt,w +
√
1− e−2sx)
× p(x) dxds
= −
∫ ∞
0
∫
Rd
e−ms
∂m(h ◦ g)∏m
j=1 ∂wij
(zx,ys,t,w)p(x) dxds,
and we can therefore write
ψm(w) =
∫ ∞
0
∫ ∞
0
∫
R2d
e−ms
∂m(h ◦ g)∏m
j=1 ∂wij
(zx,ys,t,w)p(x)p(y) dxdy dt ds.
By again applying the dominating convergence theorem, we have
∂nψm(w)∏n
j=1 ∂wij
=
∫ ∞
0
∫ ∞
0
∫
R2d
e−(m+n)se−nt
∂m+n(h ◦ g)∏m+n
j=1 ∂wij
(zx,ys,t,w)
× p(x)p(y) dxdy dt ds
=
∫ ∞
0
∫ ∞
0
e−(m+n)se−ntE
[
∂m+n(h ◦ g)∏m+n
j=1 ∂wij
(zΣ
1/2Z,Σ1/2Z′
s,t,w )
]
dt ds,
(2.13)
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which, on applying integration by parts twice, can be rewritten as
∂nψm(w)∏n
j=1 ∂wij
=
∫ ∞
0
∫ ∞
0
e−(m+n)s√
1− e−2s
e−nt√
1− e−2tE
[
(Σ−1/2Z)ik(Σ
−1/2Z′)il
× ∂
m+n−2(h ◦ g)∏
1≤j≤m+n−2
j 6=k,l
∂wij
(zΣ
1/2Z,Σ1/2Z′
s,t,w )
]
dt ds. (2.14)
The desired bounds now follow from (2.13) and (2.14) and Lemma 2.1.
Proposition 2.3. Suppose Σ is non-negative definite and that h ∈ Cm+nb (R)
and g ∈ Cm+nP (Rd), where m,n ≥ 1 and P ∈ F . Then, for all w ∈ Rd,∣∣∣∣ ∂nψm(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hm+nn(m+ n)
[
α+ β3
(
2EP1(Σ
1/2Z) + P1(w)
)
+ γ3
(
EP2(δ3Σ
1/2Z)
)2
P2(δ3w)
]
. (2.15)
Suppose now that Σ is positive definite and that h ∈ Cm+n−2b (R) and g ∈
Cm+n−2P (R
d), where m,n ≥ 1 with m + n ≥ 3 and P ∈ F∗. Then, for all
w ∈ Rd,∣∣∣∣ ∂nψm(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ 2hm+n−2 min1≤k,l≤d
[
αE|(Σ−1/2Z)k|E|(Σ−1/2Z)l|
+ β3
(
E|(Σ−1/2Z)kP1(Σ1/2Z)|E|(Σ−1/2Z)l|+ E|(Σ−1/2Z)k|
× E|(Σ−1/2Z)lP1(Σ1/2Z)|+ E|(Σ−1/2Z)k|E|(Σ−1/2Z)l|P1(w)
)
+ γ3P2(δ3w)E|(Σ−1/2Z)kP2(δ3Σ1/2Z)E|(Σ−1/2Z)lP2(δ3Σ1/2Z)|
]
. (2.16)
Proof. By using a similar argument to the one used to prove inequality (2.9)
we obtain
P (zΣ
1/2Z,Σ1/2Z′
s,t,w ) ≤ α+ β3
(
P1(w) + P1(Σ
1/2Z) + P1(Σ
1/2Z′)
)
+ γ3P2(δ3w)P2(δ3Σ
1/2Z)P2(δ3Σ
1/2Z′). (2.17)
We then proceed as we did in the proof of Proposition 2.1 by substituting
(2.17) into the integral inequalities of Lemma 2.4 and then bounding the
resulting integrals. Here, in obtaining (2.16) we used the inequality∫ ∞
0
∫ ∞
0
e−(m+n)s√
1− e−2s
e−nt√
1− e−2t ds dt ≤
∫ ∞
0
e−3s√
1− e−2s ds
∫ ∞
0
e−t√
1− e−2t dt
=
π
4
· π
2
< 2,
which holds since n ≥ 1 and m+ n ≥ 3.
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Again, in the univariate case it is possible to obtain a bound for the partial
derivatives of ψm that involve fewer derivatives of h and g.
Proposition 2.4. Fix d = 1 and let Σ = 1. Let m ≥ 1 with m+ n ≥ 3 and
suppose that h ∈ Cm−1b (R) and g ∈ Cm−1P (Rd), where P ∈ F∗. Then, for all
w ∈ R,
|ψ(3)m (w)| ≤ hm−1
[
2α(3 + w2) + P1(w) + P2(w)
+ β2
(
(1 + 2|w|)P1(w) + EP1(Z) + 2|w|E|ZP1(Z)|
)
+ 2β3(1 + w
2)
(
P1(w) + 2E|ZP1(Z)|
)
+ γ2
(
P2(δ2w)EP2(δ2Z) + 2|wP2(δ2w)|E|ZP2(δ2Z)|
)
+ 2γ3(1 + w
2)P2(δ3w)[E|ZP2(δ3Z)|]2
]
.
Proof. The solution ψm satisfies the Stein equation ψ
′′
m(w) − wψ′m(w) =
f (m)(w), and therefore
|ψ(3)m (w)| = |f (m+1)(w) −wψ′′m(w)− ψ′m(w)|
= |f (m+1)(w) −wf (m)(w) + w2ψ′(w)− ψ′(w)|
≤ |f (m+1)(w)| + |wf (m)(w)| + (1 + w2)|ψ′m(w)|.
Bounding the final three terms using (2.11), (2.10) and (2.16), and simpli-
fying the resulting bound by using that E|Z| < 1 completes the proof.
2.3. Bounds for polynomial and exponential P
In Section 2.2, we gave bounds for the derivatives of f and ψm in terms
of a dominating function P from a general class of functions F or F∗. As
was noted in Examples 2.2 and 2.3, the functions P (w) = A+B
∑d
i=1 |wi|ri
and P (w) = A exp(a
∑d
i=1 |wi|b) are contained in these classes. Therefore
we can obtain bounds for the derivatives of f and ψm for the case that the
derivatives of g have polynomial or exponential growth as special cases of the
bounds of Section 2.2. The bounds for the case of polynomial P will be used
in the proofs of Theorems 3.2–3.5. The bounds for the case of exponential
P will not be further used in this paper, but may prove useful in other
applications; for a further discussion see Remark 3.6.
Corollary 2.2. Let P (w) = A + B
∑d
i=1 |wi|ri , where ri ≥ 0. Suppose Σ
is non-negative definite and h ∈ Cnb (R) and g ∈ CnP (Rd) for n ≥ 1. Let
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Zi = (Σ
1/2Z)i ∼ N(0, σ2ii). Then, for all w ∈ Rd,
∣∣∣∣ ∂nf(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hnn
[
A+B
d∑
i=1
2ri
(|wi|ri + E|Zi|ri)
]
.
Suppose now that Σ is positive definite and h ∈ Cn−1b (R) and g ∈ Cn−1P (Rd)
for n ≥ 2. Then, for all w ∈ Rd,
∣∣∣∣ ∂nf(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hn−1 min1≤l≤d
[
AE|(Σ−1/2Z)l|+B
d∑
i=1
2ri
(|wi|riE|(Σ−1/2Z)l|
+ E|(Σ−1/2Z)lZrii |
)]
.
Suppose now that Σ = Id. Then we have the simplified bound
∣∣∣∣ ∂nf(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hn−1
[
A+B
d∑
i=1
2ri
(|wi|ri + E|Z|ri+1)
]
.
Consider now the case d = 1 with Σ = 1. Suppose h ∈ Cn−2b (R) and g ∈
Cn−2P (R), where n ≥ 3 and P (w) = A+B|w|r. Then, for all w ∈ R,
|f (n)(w)| ≤ hn−2
[
3A+ 2rB
(|w|r+1 + 2|w|r + |w|E|Z|r+1 + E|Z|r))].
Proof. The bounds follow from applying inequalities (2.7), (2.8) and (2.11)
with P (w) = A+B
∑d
i=1 |wi|ri . From Example 2.2, we have α = A, βk = kr∗ ,
where r∗ = max1≤i≤d ri, γk = 0 and P1(w) = B
∑d
i=1 |wi|ri . Although, by
examining the derivations of inequalities (2.7), (2.8) and (2.11), we see that
we can slightly improve on these bounds by using the inequality P1(w1 +
· · ·+wk) ≤
∑k
j=1 k
riP1(wj), instead of inequality (2.6). Finally, we simplify
the final two bounds by using that E|Z| < 1.
Corollary 2.3. Let P (w) = A+B
∑d
i=1 |wi|ri, where ri ≥ 0. Suppose Σ is
non-negative definite and h ∈ Cm+nb (R) and g ∈ Cm+nP (Rd) for m,n ≥ 1.
Then, for all w ∈ Rd,
∣∣∣∣ ∂nψm(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hm+nn(m+ n)
[
A+B
d∑
i=1
3ri
(|wi|ri + 2E|Zi|ri)
]
.
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Suppose now that Σ is positive definite and h ∈ Cm+n−2b (R) and g ∈ Cm+n−2P (Rd)
for m,n ≥ 1 and m+ n ≥ 3. Then, for all w ∈ Rd,∣∣∣∣ ∂nψm(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hm+n−2 min1≤k,l≤d
[
AE|(Σ−1/2Z)k|E|(Σ−1/2Z)l|
+B
d∑
i=1
3ri
(|wi|riE|(Σ−1/2Z)l|E|(Σ−1/2Z)k|
+ 2E|(Σ−1/2Z)k|E|(Σ−1/2Z)lZrii |
)]
.
Suppose now that Σ = Id. Then we have the simplified bound∣∣∣∣ ∂nψm(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ hm+n−2
[
A+B
d∑
i=1
3ri
(|wi|ri + 2E|Z|ri+1)
]
. (2.18)
Consider now the case d = 1 with Σ = 1. Suppose h ∈ Cm−1b (R) and
g ∈ Cm−1P (R), where m ≥ 2 and P (w) = A+B|w|r. Then, for all w ∈ R,
|ψ(3)m (w)| ≤ hm−1
[
A(6 + w2) + 2 · 3rB(|w|r+2 + 2|w|r+1 + 2|w|r
+ 2E|Z|r+1(1 + |w|+ w2) + E|Z|r)].
Proof. The proof is analogous to that of Corollary 2.4.
We now state bounds for the case that the dominating function P grows
exponentially. The proofs are similar to those for the polynomial growth
case and are omitted.
Corollary 2.4. Let P (w) = A exp(a
∑d
i=1 |wi|b), where a, b ≥ 0. Suppose
Σ is non-negative definite and h ∈ Cnb (R) and g ∈ CnP (Rd) for n ≥ 1. Let
Zi = (Σ
1/2Z)i ∼ N(0, σ2ii). Then, for all w ∈ Rd,∣∣∣∣ ∂nf(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ Ahnn exp
(
a
d∑
i=1
c2,bi |wi|bi
)
E exp
(
a
d∑
i=1
c2,bi |(Σ1/2Z)i|bi
)
.
Suppose now that Σ is positive definite and h ∈ Cn−1b (R) and g ∈ Cn−1P (Rd)
for n ≥ 2. Then, for all w ∈ Rd,∣∣∣∣ ∂nf(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ Ahn−1 exp
(
a
d∑
i=1
c2,bi |wi|bi
)
× min
1≤l≤d
E
∣∣∣∣(Σ1/2Z)i exp
(
a
d∑
i=1
c2,bi |(Σ1/2Z)i|bi
)∣∣∣∣.
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Suppose now that Σ = Id. Then we have the simplified bound∣∣∣∣ ∂nf(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ Ahn−1 exp
(
a
d∑
i=1
c2,bi |wi|bi
)
min
1≤l≤d
E
∣∣∣∣Zl exp
(
a
d∑
i=1
c2,bi |Zi|bi
)∣∣∣∣.
Consider now the case d = 1 with Σ = 1. Suppose h ∈ Cn−2b (R) and g ∈
Cn−2P (R), where n ≥ 3 and P (w) = A+B|w|r. Then, for all w ∈ R,
|f (n)(w)| ≤ Ahn−2 exp(ac2,b|w|b)
[
1 + E exp(ac2,b|Z|b)
+ |w|E|Z exp(ac2,b|Z|b)|
]
.
Corollary 2.5. Let P (w) = A exp(a
∑d
i=1 |wi|b), where a, b ≥ 0. Suppose Σ
is non-negative definite and h ∈ Cm+nb (R) and g ∈ Cm+nP (Rd) for m,n ≥ 1.
Then, for all w ∈ Rd,∣∣∣∣ ∂nψm(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ Ahm+nn(m+ n) exp
(
a
d∑
i=1
c3,bi |wi|bi
){
E
(
a
d∑
i=1
c3,bi |(Σ1/2Z)i|bi
)}2
.
Suppose now that Σ is positive definite and h ∈ Cm+n−2b (R) and g ∈ Cm+n−2P (Rd)
for m,n ≥ 1 and m+ n ≥ 3. Then for all w ∈ Rd,∣∣∣∣ ∂nψm(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ Ahm+n−2 exp
(
a
d∑
i=1
c3,bi |wi|bi
)
× min
1≤l≤d
{
E
∣∣∣∣(Σ−1/2Z)l exp
(
a
d∑
i=1
c3,bi |(Σ1/2Z)i|bi
)∣∣∣∣
}2
.
Suppose now that Σ = Id. Then we have the simplified bound∣∣∣∣ ∂nψm(w)∏n
j=1 ∂wij
∣∣∣∣ ≤ Ahm+n−2 exp
(
a
d∑
i=1
c3,bi |wi|bi
)
× min
1≤l≤d
{
E
∣∣∣∣Zl exp
(
a
d∑
i=1
c3,bi |Zi|bi
)∣∣∣∣
}2
.
Consider now the case d = 1 with Σ = 1. Suppose h ∈ Cm−1b (R) and
g ∈ Cm−1P (R), where m ≥ 2 and P (w) = A+B|w|r. Then, for all w ∈ R,
|ψ(3)m (w)| ≤ Ahm−1 exp(ac3,b|w|b)
[
1 + E exp(ac2,b|Z|b)
+ 2|w|E|Z exp(ac2,b|Z|b)|+ 2(1 +w2)
{
E|Z exp(ac3,b|Z|b)|
}2]
.
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3. Bounds for the distributional distance between g(W) and g(Z)
With the bounds for the derivatives of the solution of the multivariate normal
Stein equation with test function h(g(·)) stated in Section 2, we are in a
position to obtain bounds for the distributional distance between g(W) and
its limiting distribution g(Σ1/2Z). Such bounds can be achieved by bounding
the expectation E[∇TΣ∇f(W) − WT∇f(W)] by using various coupling
techniques that have been developed for multivariate normal approximation
(see [13], [14], [26] and [22]), where the coupling is chosen based on the
dependence structure of W.
For the rest of this paper, we shall consider the case thatW = (W1, . . . ,Wd),
where Wj =
1√
nj
∑nj
i=1Xij and the Xij are mutually independent (as a re-
sult, in this section, we shall mostly be taking Σ = Id). From here on,W will
denote such a random vector. The restriction to this class of statistics allows
for a detailed investigation of convergence rates, and we would expect that
the factors effecting convergence rates here (matching moments, whether g
is an even function, and the differentiability and growth rate of g) to also
to apply in more general settings.
3.1. Preliminary lemmas
We begin by obtaining bounds for the distributional distance between g(W)
and g(Z) in terms of the derivatives of the solution of the MVN(0,Σ) Stein
equation with test function h(g(·)). We give two bounds: one for general g
and another for when g is an even function. In Section 3.2, we apply these
bounds and those of Section 2.3 to bound the distance for the case that the
derivatives of g have polynomial growth.
Unless otherwise stated, in this section, f will denote the solution (1.10).
We shall also let Ck(Rd) denote the case of real-valued functions defined on
R
d whose partial derivatives of order k all exist.
Lemma 3.1. Let X1,1, . . . ,Xn1,1, . . . ,X1,d, . . . ,Xnd,d be independent ran-
dom variables with EXkij = EZ
k for all 1 ≤ i ≤ nj, 1 ≤ j ≤ d and all
positive integers k ≤ p. Let Σ = Id and suppose h and g are such that
f ∈ Cp+1b (Rd). Then, if the expectations on the right-hand side of (3.1)
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exist,
|Eh(g(W)) − Eh(g(Z))|
≤
d∑
j=1
nj∑
i=1
1
(p− 1)!n(p+1)/2j
{
sup
θ
E
∣∣∣∣Xp−1ij ∂p+1f∂wp+1j (W
(i)
j,θ)
∣∣∣∣
+
1
p
sup
θ
E
∣∣∣∣Xp+1ij ∂p+1f
∂wp+1j
(W
(i)
j,θ)
∣∣∣∣
}
, (3.1)
where W
(i)
j,θ = W
(i)
j +
θ√
nj
Xij for some θ ∈ (0, 1), and the random vector
Xij has Xij as its j-th entry and the other d− 1 entries are given by zero.
Proof. We aim to bound Eh(g(W))−Eh(g(Z)), and do so by bounding the
quantity
∑d
j=1E
[
∂2f
∂w2j
(W) − Wj ∂f∂wj (W)
]
. We let W(i,j) = W − 1√njXij .
Then, Taylor expanding ∂
2f
∂w2j
(W) and ∂f∂wj (W) about W
(i,j) gives
d∑
j=1
E
[
∂2f
∂w2j
(W) −Wj ∂f
∂wj
(W)
]
=
d∑
j=1
nj∑
i=1
1
nj
E
∂2f
∂w2j
(W)−
d∑
j=1
nj∑
i=1
1√
nj
EXij
∂f
∂wj
(W)
=
d∑
j=1
nj∑
i=1
p−2∑
k=0
1
k!n
k/2+1
j
EXkij
∂k+2f
∂wk+2j
(W(i,j))
−
d∑
j=0
nj∑
i=1
p−1∑
k=0
1
k!nk/2+1/2
EXk+1ij
∂k+1f
∂wk+1j
(W(i,j)) +R1 +R2, (3.2)
where
|R1| ≤
d∑
j=1
nj∑
i=1
1
(p− 1)!n(p+1)/2j
sup
θ
E
∣∣∣∣Xp−1ij ∂p+1f
∂wp+1j
(W
(i)
j,θ)
∣∣∣∣,
|R2| ≤
d∑
j=1
nj∑
i=1
1
p!n
(p+1)/2
j
sup
θ
E
∣∣∣∣Xp+1ij ∂p+1f∂wp+1j (W
(i)
j,θ)
∣∣∣∣.
Using independence and that the Xij have mean zero and collecting terms,
we can write the right-hand side of (3.2) as
d∑
j=1
nj∑
i=1
p−1∑
k=1
1
k!n
k/2+1/2
j
[kEXk−1ij − EXk+1ij ]E
∂k+1f
∂wk+1j
(W(i,j)) +R1 +R2.
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Now, by the matching moments assumption, kEXk−1ij −EXk+1ij = kEZk−1−
EZk+1 for all 1 ≤ k ≤ p − 1. But the moments of the standard normal
distribution satisfy kEZk−1 − EZk+1 = 0 for all k > 0. Thus, |Eh(g(W)) −
Eh(g(Z))| ≤ |R1|+ |R2|, and the proof is complete.
Remark 3.1. In the statement of Lemma 3.1, we did not give precise con-
ditions on h and g such that f ∈ Cp+1b (Rd), nor restrictions on the Xij
such that the expectations on the right-hand side of (3.1) exist. In applying,
Lemma 3.1 in practice (see Section 3.2), one would need to check that h, g
and the Xij are such that these conditions are met. These comments apply
equally to Lemmas 3.2–3.5.
We now turn our attention to the case that g is an even function. The
following key lemma enables us to obtain faster convergence rates in this
case.
Lemma 3.2. Let Σ be non-negative definite. Suppose that g : Rd → R is an
even function (g(w) = g(−w) for all w ∈ Rd). Then, the solution (1.10),
denoted by f , is an even function. Moreover, for odd k ≥ 1, provided that
∂kf(w)
∏k
j=1 ∂wij
exists,
E
[
∂kf(Σ1/2Z)∏k
j=1 ∂wij
]
= 0, (3.3)
if the expectation in (3.3) is well-defined.
Proof. As Σ1/2Z
D
= −Σ1/2Z and g is an even function, we have, for any
w ∈ Rd,
f(−w) = −
∫ ∞
0
E
[
h(g(−e−sw +
√
1− e−2sΣ1/2Z))− Eh(g(Z))] ds
= −
∫ ∞
0
[
h(g(−e−sw −
√
1− e−2sΣ1/2Z))− Eh(g(Z))] ds
= −
∫ ∞
0
[
h(g(e−sw +
√
1− e−2sΣ1/2Z))− Eh(g(Z))] ds = f(w),
and therefore the solution (1.4) is an even function.
Since f is an even function, the partial derivatives of odd order are odd
functions, provided they exist. Therefore, since Σ1/2Z
D
= −Σ1/2Z, it follows
that (3.3) holds.
It is interesting to note that there exists a partial converse to Lemma 3.2.
In proving this result, we shall need the following lemma.
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Lemma 3.3. Here, let f denote the solution (1.4) of the MVN(0,Σ) Stein
equation with test function h. Suppose Σ is non-negative definite. Then, for
h ∈ Ck(Rd), k ≥ 1,
E
[
∂kf(Σ1/2Z)∏k
j=1 ∂wij
]
= −1
k
E
[
∂kh(Σ1/2Z)∏k
j=1 ∂wij
]
, (3.4)
provided the expectations exist.
Suppose now that Σ positive definite. Then, for h ∈ Ck−1(Rd), k ≥ 2,
E
[
∂kf(Σ1/2Z)∏k
j=1 ∂wij
]
= −1
k
E
[
(Σ−1/2Z)il
∂k−1h(Σ1/2Z)∏
1≤j≤k
j 6=l
∂wij
]
, (3.5)
for any 1 ≤ l ≤ d, provided the expectations exist.
Now, set d = 1 and Σ = 1. Then, for h ∈ Ck−2(Rd), k ≥ 3,
Ef (k)(Z) = −1
k
E
[
(1 + Z2)h(k−2)(Z)
]
, (3.6)
provided the expectations exist.
Proof. Recall that the solution of the MVN(0,Σ) Stein equation with test
function h is given by
f(w) = −
∫ ∞
0
[Eh(e−sw +
√
1− e−2sΣ1/2Z′)− Eh(Σ1/2Z)] ds,
where Σ1/2Z′ is an independent copy of Σ1/2Z. Differentiating f using the
dominated convergence theorem and then evaluating at Σ1/2Z and taking
expectations gives
E
[
∂kf(Σ1/2Z)∏k
j=1 ∂wij
]
=−
∫ ∞
0
e−ksE
[
∂kh∏k
j=1 ∂wij
(e−sΣ1/2Z+
√
1−e−2sΣ1/2Z′)
]
ds.
But e−sΣ1/2Z+
√
1− e−2sΣ1/2Z′ D= Σ1/2Z, and so on evaluating the integral∫∞
0 e
−ks ds = 1k we obtain (3.4). For h ∈ Ck(Rd), we immediately obtain
(3.5) by applying integration by parts to (3.4), and (3.6) follows from another
application of integration by parts. It is not hard to see that, by arguing more
carefully, the differentiability assumptions can be weakened to h ∈ Ck−1(Rd)
and h ∈ Ck−2(R), respectively, but we omit the details.
We can now establish a partial converse to Lemma 3.2.
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Lemma 3.4. Let f denote the solution (1.10). Suppose Σ is non-negative
definite and let k ≥ 1 be odd. Suppose that h ∈ Ckb (R), and g ∈ Ck(Rd)
is such that both expectations in equation (3.4) (with h replaced by h(g(·)))
exist for any h ∈ Ckb (R). Then if
E
[
∂kf(Σ1/2Z)∏k
j=1 ∂wij
]
= 0, for all h ∈ Ckb (R), (3.7)
it follows that g(w) = g(−w) for almost all w ∈ Rd.
Now, let k ≥ 3 be odd. If Σ is positive-definite, the same conclusion holds
if we replace the conditions involving h and g by h ∈ Ck−1b (R), and g ∈
Ck−1(Rd) is such that the expectations in (3.5) (with h replaced by h(g(·)))
exist for any h ∈ Ck−1b (R). In the univariate case (d = 1), we can weaken
the assumptions further to h ∈ Ck−2b (R), and g ∈ Ck−2(Rd) is such that the
expectations in (3.6) (with h replaced by h(g(·))) exist for any h ∈ Ck−2b (R).
Proof. We prove the first assertion; the other two assertions can be proved
similarly. Suppose that the expectation in (3.7) is equal to 0 for all h ∈
Ckb (R). Then, by the assumptions of the lemma and equation (3.4),
0 = E
[
∂k∏k
j=1 ∂wij
h(g(Σ1/2Z))
]
(3.8)
= E
[
∂k∏k
j=1 ∂wij
h(g(−Σ1/2Z))
]
, (3.9)
for all h ∈ Ckb (R). Here, we used that Σ1/2Z
D
= −Σ1/2Z. Combining (3.8)
and (3.9), we have that, for all h ∈ Ckb (R),∫
Rd
{
∂k∏k
j=1 ∂xij
h(g(x)) − ∂
k∏k
j=1 ∂xij
h(g(−x))
}
p(x) dx = 0,
where p is the MVN(0,Σ) p.d.f.. But as the above integral is equal to 0 for
all h ∈ Ckb (R), it follows that g(x) = g(−x) for almost all x ∈ Rd. This is
because if g(x) and g(−x) were to differ on an interval with positive Lebseque
measure, it would be possible to chose a function h from the class Ckb (R)
such that the integral would be non-zero, resulting in a contradiction.
With the aid of Lemma 3.2, we are able to obtain an analogue of Lemma
3.1 for the case that g is an even function. The symmetry of the function
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g allows us to obtain faster convergence rates, for smooth test functions h.
The following partial differential equation shall appear in our proof:
d∑
k=1
(
∂2ψj
∂w2k
(w)− wk ∂ψj
∂wk
(w)
)
=
∂p+1f
∂wp+1j
(w). (3.10)
Bounds for the solution ψj and its partial derivatives were given in Sections
2.2 and 2.3.
Lemma 3.5. Let X1,1, . . . ,Xn1,1, . . . ,X1,d, . . . ,Xnd,d be independent ran-
dom variables with EXkij = EZ
k for all 1 ≤ i ≤ nj, 1 ≤ j ≤ d and all
positive integers k ≤ p. Suppose g : Rd → R is an even function. Suppose
further that the solution (1.10), denoted by f , belongs to the class Cp+2(Rd)
and that the solution ψj to (3.10) is in the class C
3(Rd). Then, if the expec-
tations on the right-hand side of (3.11) exist,
|Eh(g(W)) − Eh(g(Z))| ≤
d∑
j=1
nj∑
i=1
1
p!n
p/2+1
j
{
sup
θ
E
∣∣∣∣Xpij ∂p+2f∂wp+2j (W
(i)
j,θ)
∣∣∣∣
+
1
p+ 1
sup
θ
E
∣∣∣∣Xp+2ij ∂p+2f
∂wp+2j
(W
(i)
j,θ)
∣∣∣∣+|EXp+1ij | sup
θ
E
∣∣∣∣Xij ∂p+2f
∂wp+2j
(W
(i)
j,θ)
∣∣∣∣
}
+
d∑
j=1
nj∑
i=1
|EXp+1ij |
p!n
(p+1)/2
j
d∑
k=1
nk∑
l=1
1
n
3/2
k
{
sup
θ
E
∣∣∣∣Xlk ∂3ψj∂w3k (W
(l)
k,θ)
∣∣∣∣
+
1
2
sup
θ
E
∣∣∣∣X3lk ∂3ψj∂w3k (W
(l)
k,θ)
∣∣∣∣
}
, (3.11)
where W
(i)
j,θ is defined in Lemma 3.1.
Proof. By a similar argument to the one used in the proof of Lemma 3.1,
we have
d∑
j=1
E
[
∂2f
∂w2j
(W) −Wj ∂f
∂wj
(W)
]
=
d∑
j=1
nj∑
i=1
1
p!n
p/2+1/2
j
[
pEXp−1ij − EXp+1ij
]
E
∂p+1f
∂wp+1j
(W(i,j)) +R1 +R2,
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where
|R1| ≤
d∑
j=1
nj∑
i=1
1
p!n
p/2+1
j
sup
θ
E
∣∣∣∣Xpij ∂p+2f∂wp+2j (W
(i)
j,θ)
∣∣∣∣,
|R2| ≤
d∑
j=1
nj∑
i=1
1
(p+ 1)!n
p/2+1
j
sup
θ
E
∣∣∣∣Xp+2ij ∂p+2f∂wp+2j (W
(i)
j,θ)
∣∣∣∣.
By the matching moments assumption, EXp−1ij = EZ
p−1 = 0. Using this
fact and Taylor expanding ∂
p+1f
∂wp+1j
(W(i,j)) about W gives
d∑
j=1
E
[
∂2f
∂w2j
(W)−Wj ∂f
∂wj
(W)
]
= −
d∑
j=1
nj∑
i=1
1
p!n
(p+1)/2
j
EXp+1ij E
∂p+1f
∂wp+1j
(W(i,j))
+R1 +R2
= N +R1 +R2 +R3,
where
N = −
d∑
j=1
nj∑
i=1
1
p!n
(p+1)/2
j
EXp+1ij E
∂p+1f
∂wp+1j
(W),
|R3| ≤
d∑
j=1
nj∑
i=1
1
p!n
p/2+1
j
|EXp+1ij | sup
θ
E
∣∣∣∣Xij ∂p+2f∂wp+2j (W
(i)
j,θ)
∣∣∣∣.
To achieve the desired O(n
−p/2
1 + · · · + n−p/2d ) bound we need to show that
E
∂p+1f
∂wp+1j
(W) is of order n
−1/2
1 + · · ·+n−1/2d , since in general EXp+1ij 6= 0. We
consider the MVN(0, Id) Stein equation with test function
∂p+1f
∂wp+1j
:
d∑
k=1
(
∂2ψj
∂w2k
(w)− wk ∂ψj
∂wk
(w)
)
=
∂p+1f
∂wp+1j
(w)− E
[
∂p+1f
∂wp+1j
(Z)
]
.
By Lemma 3.2, we have that E ∂
p+1f
∂wp+1j
(Z) = 0, and therefore
E
[
∂p+1f
∂wp+1j
(W)
]
=
d∑
k=1
E
[
∂2ψj
∂w2k
(W)−Wk ∂ψj
∂wk
(W)
]
. (3.12)
We can use Lemma 3.1 to bound the right-hand side of (3.12), which allows
us to bound N . All terms have now been bounded to the desired order and
the proof is complete.
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3.2. Approximations theorems for polynomial P
Lemmas 3.1 and 3.5 allow one to bound the distributional distance between
g(W) and g(Z) if bounds are available for the expectations on the right-
hand side of (3.1) and (3.11), respectively. In this section, we obtain such
bounds for the case that the derivatives of g have polynomial growth. For
space reasons, we do not give bounds for the case of g with derivatives of
exponential growth; see Remark 3.6 for a further discussion. We begin by
proving the following lemma.
Lemma 3.6. Let P (w) = A+B
∑d
i=1 |wi|ri , where A, B and r1, . . . , rd are
non-negative constants. Suppose Σ = Id and let q ≥ 0. Then
E
∣∣∣∣Xqij ∂pf∂wpj (W
(i)
j,θ )
∣∣∣∣ ≤ hpp
[
AE|Xij|q +B
d∑
k=1
2rk
(
2rkE|Xij |qE|Wj|rk
+
2rk
n
rk/2
j
E|Xij|q+rk + E|Z|rkE|Xij |q
)]
,
E
∣∣∣∣Xqij ∂pf∂wpj (W
(i)
j,θ )
∣∣∣∣ ≤ hp−1
[
AE|Xij |q +B
d∑
k=1
2rk
(
2rkE|Xij |qE|Wj |rk
+
2rk
n
rk/2
j
E|Xij|q+rk + E|Z|rk+1E|Xij|q
)]
, (3.13)
E
∣∣∣∣Xqij ∂3ψm∂w3j (W
(i)
j,θ )
∣∣∣∣ ≤ hm+1
[
AE|Xij |q +B
d∑
k=1
3rk
(
2rkE|Xij |qE|Wj|rk
+
2rk
n
rk/2
j
E|Xij|q+rk + 2E|Z|rk+1E|Xij |q
)]
,
where the inequalities are for g in the classes CpP (R
d), Cp−1P (R
d) and Cm+1P (R
d),
respectively. Suppose now that d = 1 and Σ = 1. Then
E|Xqi f (p)(W (i)θ )| ≤ hp−2
[
3AE|Xi|q + 2rB
(
2r+1E|Xi|q
(
E|W |r+1 + E|W |r)
+ 4E|Z|r+1E|Xi|q+1 + 2
r+2
nr/2
E|Xi|r+q+1
)]
,
E|Xqi ψ(3)m (W (i)θ )| ≤ hm−1
[
10AE|Xi|q + 3r+1B
(
2r+1E|Xi|q
(
2E|W |r+2
+ E|W |r)+ 16E|Z|r+1E|Xi|q+2 + 2r+3
nr/2
E|Xi|r+q+2
)]
,
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where the inequalities are for g in the classes Cp−2P (R) and C
m−1
P (R), re-
spectively.
Proof. Let us prove the first inequality. From inequality (2.18) we have
E
∣∣∣∣Xqij ∂nf∂wnj (W
(i)
j,θ )
∣∣∣∣ ≤ hnn
[
AE|Xij |q +B
d∑
k=1
2rk
(
E|Xqij(W (i)j,θ )rk |
+ E|Z|rkE|Xij |q
)]
.
By using the crude inequality |a + b|s ≤ 2s(|a|s + |b|s), which holds for any
s ≥ 0, and independence of Xij and W (i)j , we have
E|Xqij(W (i)j,θ )rk | ≤ 2rkE
∣∣∣∣Xqij
(
|W (i)j |rk +
θrk
n
rk/2
j
|Xij |rk
)∣∣∣∣
≤ 2rk
(
E|Xij |qE|W (i)j |rk +
1
n
rk/2
j
E|Xij |rk+q
)
. (3.14)
Using that E|W (i)j |rk ≤ E|Wj|rk leads to the desired inequality. This can be
seen by using Jensen’s inequality:
E|Wj |rk = E[E[|Wj + n−1/2j Xij |rk |W (i)j ]]
≥ E|E[Wj + n−1/2j Xij |Wij ]|rk = E|W (i)j |rk .
The proofs of the other inequalities are similar, with the only difference
being that we also make use of the inequality
E|Xqij(W (i)j,θ )rk+l| ≤ 2rk+l−1
(
E|Xij|qE|W (i)j |rk+l +
1
n
rk/2
j
E|Xij |rk+l+q
)
,
for l = 1, 2, which is obtained via an analogous calculation to the one used
to obtain (3.14), but here we used the inequality |a+ b|s ≤ 2s−1(|a|s + |b|s),
which holds for any s ≥ 1.
By applying the inequalities of Lemma 3.6 to the bounds of Lemmas 3.1
and 3.5, we can obtain the following four theorems for the distributional
distance between g(W) and g(Z) when the derivatives of g have polynomial
growth. Theorem 3.2 follows from using inequality (3.13) in the bound of
Lemma 3.1, and the other theorems are proved similarly.
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Theorem 3.2. Let X1,1, . . . ,Xn,1, . . . ,X1,d, . . . ,Xn,d be independent ran-
dom variables with EXkij = EZ
k for all 1 ≤ i ≤ nj, 1 ≤ j ≤ d and all
positive integers k ≤ p. Suppose also that E|Xij |rl+p+1 <∞ for all i, j and
l. Let P (w) = A+B
∑d
i=1 |wi|ri , where A, B and r1, . . . , rd are non-negative
constants. Suppose g ∈ CpP (Rd). Then, for h ∈ Cpb (R),
|Eh(g(W)) − Eh(g(Z))|
≤ p+ 1
p!
hp
d∑
j=1
nj∑
i=1
1
n
(p+1)/2
j
[
AE|Xij|p+1 +B
d∑
k=1
2rk
(
2rkE|Xij |p+1E|Wj|rk
+
2rk
n
rk/2
j
E|Xij |rk+p+1 + E|Z|rk+1E|Xij |p+1
)]
.
Theorem 3.3. Let X1, . . . ,Xn be independent random variables with EX
k
i =
EZk for all 1 ≤ i ≤ n and all positive integers k ≤ p. Suppose also that
E|Xi|r+p+2 <∞ for all 1 ≤ i ≤ n. Let P (w) = A+B|w|r, where A, B and r
are non-negative constants. Suppose g ∈ Cp−1P (R). Then, for h ∈ Cp−1b (R),
|Eh(g(W )) − Eh(g(Z))|
≤ p+ 1
p!n(p+1)/2
hp−1
n∑
i=1
[
3AE|Xi|p+1 + 2rB
(
2r+1E|Xi|p+1
(
E|W |r+1+E|W |r)
+ 4E|Z|r+1E|Xi|p+2 + 2
r+2
nr/2
E|Xi|r+p+2
)]
.
Theorem 3.4. Let X1,1, . . . ,Xn,1, . . . ,X1,d, . . . ,Xn,d be independent ran-
dom variables with EXkij = EZ
k for all 1 ≤ i ≤ nj, 1 ≤ j ≤ d and all
positive integers k ≤ p. Suppose also that E|Xij |rl+p+2 < ∞ for all i, j
and l. Let P (w) = A + B
∑d
i=1 |wi|ri , where A, B and r1, . . . , rd are non-
negative constants. Suppose g ∈ Cp+2P (Rd) is an even function. Then, for
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h ∈ Cp+2b (R),
|Eh(g(W)) − Eh(g(Z))|
≤ 1
p!
hp+2
{
1
p+ 2
d∑
j=1
nj∑
i=1
1
n
p/2+1
j
(
p+ 2
p+ 1
+ |EXp+1ij |
)[
AE|Xij |p+2
+B
d∑
k=1
2rk
(
2rkE|Xij |p+2E|Wj|rk + 2
rk
n
rk/2
j
E|Xij |rk+p+2
+ E|Z|rkE|Xij |p+2
)]
+
3
2
d∑
j=1
nj∑
i=1
|EXp+1ij |
n
(p+1)/2
j
d∑
k=1
nk∑
l=1
1
n
3/2
k
[
AE|Xij |3
+B
d∑
k=1
3rk
(
2rkE|Xij |3E|Wj |rk+ 2
rk
n
rk/2
j
E|Xij |rk+3+2E|Z|rk+1E|Xij |3
)]}
.
Theorem 3.5. Let X1, . . . ,Xn be independent random variables with EX
k
i =
EZk for all 1 ≤ i ≤ n and all positive integers k ≤ p. Suppose also that
E|Xi|r+p+4 <∞ for all 1 ≤ i ≤ n. Let P (w) = A+B|w|r, where A, B and r
are non-negative constants. Suppose g ∈ CpP (R) is an even function. Then,
for h ∈ Cpb (R),
|Eh(g(W )) − Eh(g(Z))| ≤ 1
p!np/2+1
hp
{
1
p+ 2
n∑
i=1
(
p+ 2
p+ 1
+ |EXp+1i |
)
×
[
3AE|Xi|p+2 + 2rB
(
2r+1E|Xi|p+2
(
E|W |r+1 + E|W |r)
+ 4E|Z|r+1E|Xi|p+3+2
r+2
nr/2
E|Xi|r+p+3
)]
+
3
2n
n∑
i=1
n∑
l=1
|EXp+1i |
[
10AE|Xl|p+2
+ 3r+1B
(
2r+1E|Xl|p+2
(
2E|W |r+2 + E|W |r)
+ 16E|Z|r+1E|Xl|p+4 + 2
r+3
nr/2
E|Xl|r+p+4
)]}
.
Remark 3.6. From Theorem 3.2, we see that if the first p moments of the
Xij match those of the N(0, 1) distribution then, provided E|Xij|rl+p+1 <∞
for all i, j, l and g ∈ CpP1(Rd) for P1(w) = A+B
∑d
i=1 |wi|ri , the rate of con-
vergence of g(W) to g(Z) is O(n−(p−1)/2), where n = min1≤j≤d nj. For this
rate of convergence, we require that the test function h is in the class Cpb (R).
By Theorem 3.4, it follows that, for even p, the rate of convergence can be
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improved to O(n−p/2) if we strengthen the assumptions to E|Xij |rl+p+2 <∞
for all i, j, l, that gp+2P1 (R
d) is an even function, and that h ∈ Cp+2b (R). When
d = 1, we see from Theorems 3.3 and 3.5 that we can weaken achieve these
convergence rates with weaker assumptions on g and h, possibly at the ex-
pense of stronger conditions on the existence of absolute moments of the
Xi.
One could derive analogues of Theorems 3.2–3.5 for the case that the
dominating function of g is of the form P2(w) = A exp(a
∑d
i=1 |wi|b), where
0 < b ≤ 1/2. Such results could be derived by using the bounds of Sec-
tion 2.3 to obtain an analogue of Lemma 3.6 and substitute the result-
ing bounds into the general bounds of Lemmas 3.1 and 3.5. We do not
present these results for space reasons, but note here that it can easily be
seen that similar principles regarding the rate of convergence of g(W) to
g(Z) would apply. For example, the analogue of Theorem 3.2 would give
a bound on |Eh(g(W)) − Eh(g(Z))| that was O(n−(p−1)/2) under the fol-
lowing assumptions. The first p moments of the Xij would also agree with
those of the N(0, 1) distribution, although the absolute moment assump-
tion would be replaced by the condition that an expectation of the form
E[|Xij |α exp(β|Xij |γ)] would exist, for some α, β, γ > 0. The assumptions
on g and h would be exactly analogous with g ∈ CpP2(Rd) and h ∈ C
p
b (R).
4. Applications
In this section, we apply the theorems of Section 3.2 to obtain distributional
bounds for statistics that are asymptotically chi-square, variance-gamma
and chi distributed. We also consider an application to the delta method.
The applications are chosen to illuminate the results of Section 3.
4.1. A chi-square approximation theorem
Our first application is a bound for the rate of convergence of an asymptot-
ically chi-square distributed statistic in Wasserstein distance (set ‖h′‖ = 1
in the following corollary). To date, a O(n−1/2) bound for the rate of con-
vergence in Wasserstein distance has not been derived from the chi-square
Stein equation.
Corollary 4.1. Let X,X1k,X2k, . . . ,Xnk, 1 ≤ k ≤ d, be i.i.d. random vari-
ables with EX = 0, EX2 = 1 and E|X|5 < ∞. Define Wk = 1√n
∑n
i=1Xik
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and let Sd =
∑d
k=1W
2
k . Then, for absolutely continuous h,
|Eh(Sd)− χ2(d)h| ≤
48d‖h′‖√
n
[
E|X|3 +
√
2
π
EX4 +
E|X|5√
n
]
,
where χ2(d)h denotes the expectation of h(U) for U ∼ χ2(d).
Proof. The bound for d = 1 follows from applying Theorem 3.3 with g(w) =
w2. Here g′(w) = 2w, so we take P (w) = 2w as our dominating function,
and applying the theorem with p = 2, A = 0, B = 2 and r = 1 proves the
result for the case d = 1. In obtaining the bound, we used that E|W | ≤
(EW 2)1/2 = 1 and that E|Z|3 = 2√2/π.
We now use this bound to obtain a bound for general d. Define U0 =∑d
j=1W
2
j , Ud =
∑d
i=1 Z
2
j ∼ χ2(d) and Uk =
∑k
i=1 Z
2
i +
∑d
j=k+1W
2
j for
k = 1, . . . , d− 1. With this notation, we have
|Eh(Sd)− χ2(d)h| =
∣∣∣∣
d∑
k=1
Eh(Uk)− Eh(Uk−1)
∣∣∣∣
≤
d∑
k=1
E|E[h(Uk)− h(Uk−1) | Z1, . . . , Zk−1,Wk+1, . . . ,Wd]|.
(4.1)
Since ‖g(j)(x + c)‖ = ‖g(j)(x)‖ for any constant c, we may use our bound
for the case d = 1 to bound the inner expectation of (4.1). Therefore, as the
Xij are identically distributed, we can bound Eh(Sd)− χ2(d)h by our bound
for Eh(S1)− χ2(1)h multiplied by d.
Due to the symmetry of the statistic Sd, we can obtain faster convergence
rates for smooth test functions:
Corollary 4.2. Let X,X1k,X2k, . . . ,Xnk, 1 ≤ k ≤ d, be i.i.d. random vari-
ables with EX = 0, EX2 = 1 and EX8 <∞. Then, for h ∈ C2b (R+),
|Eh(Sd)− χ2(d)h| ≤
d
n
(‖h′′‖+ ‖h′‖)[22E|W1|3 + 40E|X|5 + 43
n
E|X|7
+ |EX3|
(
1312EX4EW 41 + 3974EX
6 +
2592
n
EX8
)]
.
Proof. The bound for d = 1 follows from applying Theorem 3.5 with g(w) =
w2. We take P (w) = 2+4w2 as our dominating function, since |g′(w)|2 = 4w2
and g′′(w) = 2 are both bounded by P (w) for all w ∈ R. Applying the
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theorem with p = 2, A = 2, B = 4 and r = 2 proves the result for the case
d = 1. The extension to d ≥ 2 follows from the same argument as used in the
proof of Corollary 4.1. To obtain a more compact form for the final bound,
we simplify by using that 1 ≤ E|X|a ≤ E|X|b and 1 ≤ E|W1|a ≤ E|W1|b, for
2 ≤ a ≤ b, which follows from Ho¨lder’s inequality. We also round numbers
up to the nearest integer.
Remark 4.1. We could also have used Theorem 3.4 to obtain a O(n−1)
bound. However, we would require that h ∈ C4b (R+) and the dependence on
d would be worse: the resulting bound would be O(d3n−1).
A bound for the quantity Eh(Sd) − χ2(d) has also been obtained by [11],
through a different approach involving the chi-square Stein equation. They
also required that EX8 < ∞; however, unlike ours, their bound does not
grow with d, although they do require that h ∈ C3b (R+).
4.2. Variance-gamma approximation
Here we consider an approximation theorem for the statistic Td =
∑d
k=1WkWd+k,
which convergences to the random variable Vd =
∑d
k=1 ZkZd+k. This ran-
dom variable has a variance-gamma distribution (see [7]) with density
p(x) =
1√
πΓ(d2)
( |x|
2
) d−1
2
K d−1
2
(|x|), x ∈ R,
where Kν(x) =
∫∞
0 e
−x cosh(t) cosh(νt) dt is a modified Bessel function of
the second kind (see [23]). Unlike the chi-square application, we cannot use
Theorem 3.3 to obtain a Wasserstein distance bound, but the symmetry of
the statistic Td allows us to obtain a bound on the rate of convergence of
order n−1 for smooth test functions.
Corollary 4.3. Suppose that X,X1,1, . . . ,Xm,1, . . . ,X1,d, . . . ,Xm,d and that
Y, Y1,1, . . . , Yn,1, . . . , Y1,d, . . . , Yn,d are independent random variables with zero
mean, unit variance and bounded eighth moment, with Xi,k
D
= X and Yj,k
D
=
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Y for all i, j and k. Let Td =
1√
mn
∑m,n,r
i,j,k=1Xi,kYj,k. Then, for h ∈ C4b (R),
|Eh(Td)− Eh(Vd)| ≤ d
(‖h(4)‖+ 6‖h(3)‖+ 7‖h′′‖+ ‖h′‖)
×
{
43
m
(
EX4EW 41 +
EX8
m2
)
+
43
n
(
EY 4EW 4d+1+
EY 8
n2
)
+
( |EX3|√
m
+
|EY 3|√
n
)(
1781√
m
EX4EW 41
+
1781√
n
EY 4EW 4d+1 +
1004
m5/2
EX8 +
1004
n5/2
EY 8
)}
.
Proof. We prove the result for case d = 1 by using Theorem 3.4 with
g(u, v) = uv. Now, ∂ug = v, ∂vg = u, ∂uvg = 1 and all other partial deriva-
tives are equal to zero. We can therefore take P (u, v) = 1 + u4 + v4 as our
dominating function. On applying Theorem 3.4 with d = 2, p = 2, A = 1,
B = 1 and r1 = r2 = 4 we obtain a bound for the quantity Eh(T1)−Eh(V1).
The extension to general d follows from an analogous calculation to the one
used in the proof of Corollary 4.1. We simplify the final bound similarly to
as was done in the proof of Corollary 4.2.
Remark 4.2. In the chi-square example, we obtained a bound involving
only the first two derivatives of h by first considering the case d = 1 (here
g(w) = w2 is even and a function of one variable, so we can apply Theorem
3.5). However, we cannot use such an approach in the variance-gamma exam-
ple, because we cannot decompose the function
∑d
k=1wkwd+k into functions
of one variable that are also even.
As was the case in the chi-square example, our bound performs worse for
large d than a O(d1/2(m−1+n−1)) bound for the quantity Eh(Td)−Eh(Vd)
that was obtained by [7], which also only requires that h ∈ C3b (R).
4.3. Product normal approximation
Consider the statistic
∏d
k=1Wk, which converges to the product normal
random variable
∏d
k=1 Zk. For odd d, we can obtain a O(n
−1/2) bound, for
smooth test functions, by applying Theorem 3.2 with g(w) =
∏d
k=1wk, or by
applying Theorem 3.3 with g(w) = w and then extending to the general case
d ≥ 1 by using an argument similar to that used in the proof of Corollary
4.1. We can similarly obtain a O(n−1) rate when d is even, because here g
is an even function.
Recently, [9] obtained a Stein equation for the product of d independent
standard normal random variables, which is a d-th order linear differential
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operator. Consequently, obtaining estimates for the solution for general d
is difficult, and to date estimates are only available for d ≤ 2. Therefore,
applications in that paper are limited to d ≤ 2. This example demonstrates
the power of our approach, as, through the function g, we have essentially
reduced our problem to that of multivariate normal approximation, for which
there exists a more tractable Stein equation.
4.4. Approximation theorems for the chi distribution
If Z ∼ N(0, 1), then |Z| has a chi distribution with density
√
2/πe−x
2/2, x ≥
0. Since |x| is continuous, it follows that |W | D→ |Z|, whereW = 1√
n
∑n
i=1Xi
as usual. Now |x| is an even function, but is not twice differentiable, so we
cannot apply Theorem 3.5 to obtain a O(n−1) bound on the convergence.
But |x| is absolutely continuous and its derivative is bounded almost every-
where, and we can therefore apply Theorem 3.3 to obtain a bound of order
n−1/2.
More generally, the random variable g(Z) = (Z21 + · · · + Z2d)1/2 has a
chi distribution with d degrees of freedom. Again, the second order partial
derivatives of g do not exist at the origin. This causes a slight problem
when d ≥ 2, because none of the bounds of Section 3 are directly applicable
(Theorem 3.2 requires the existence of the second order partial derivatives
of g). Nevertheless, in the proof of the following corollary we see a simple
way of getting around this difficulty.
Corollary 4.4. Let the statistic Sd be defined as in Corollary 4.2. Then,
for all absolutely continuous h,
|Eh(
√
Sd)− χ(d)h| ≤
d‖h′‖√
n
(2 + E|X|3), (4.2)
where χ(d)h denotes the expectation of h(Y ) for Y ∼ χ(d).
Proof. Let us first consider the case d = 1. A well-known bound of [29] for
normal approximation is that |Eh(W )−Eh(Z)| ≤ ‖h′‖√
n
(2+E|X|3). Replacing
h(x) by h(|x|) in this inequality gives (4.2) for the case d = 1. We now note
that, for any a ∈ R,
|Eh(
√
W 2 + a2)− Eh(
√
Z2 + a2)| ≤ ‖h
′‖√
n
(2 + E|X|3), (4.3)
which holds because
∣∣ d
dxh(
√
x2 + a2)
∣∣ = ∣∣ x√
x2+a2
h′(
√
x2 + a2)
∣∣ ≤ ‖h′‖. Then,
with the random variables Uk, k = 0, 1, . . . , d− 1, defined as in the proof of
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Corollary 4.2, we have
|Eh(
√
Sd)− χ(d)h|
≤
d∑
k=1
E|E[h(
√
Uk)− h(
√
Uk−1) | Z1, . . . , Zk−1,Wk+1, . . . ,Wd]|, (4.4)
and bounding the inner expectations of (4.4) using (4.3) yields (4.2).
4.5. The delta method
Let X1, . . . ,Xn be independent random variables and let X denote the sam-
ple mean. Then, by the delta method,
√
nf(X)
D→ N(0, [f ′(0)]2) (4.5)
for continuous functions f with f ′(0) 6= 0. We can get a bound for the rate
of convergence for the case that the derivatives of f have polynomial growth
by applying Theorem 3.3 with g(w) =
√
nf(w/
√
n) (note that W =
√
nX
and g′(0) = f ′(0)). The condition f ′(0) 6= 0 does not hold for even f , and
so Theorem 3.5 is not applicable.
The limiting result (4.5) naturally generalises to functions f : Rn → Rm.
If the partial derivatives of f are of polynomial growth, we can use Theorem
3.2 to obtain bounds for m = 1, but none of our bounds are applicable for
the more general case.
4.6. Approximation of moments and related applications
One can readily use the approach of this paper to obtain approximations
for the moments, absolute moments, moment generating functions and char-
acteristic functions of sums of independent random variables. For example,
taking h(w) = w and g(w) = |w|r in Theorems 3.2 (if r ≥ 1) and 3.3
(if r ≥ 2, in which case the symmetry leads to faster convergence rates)
yields estimates for absolute moments. Estimates for moment generating
functions of sums of independent random variables could be obtained by
taking h(w) = w and g(w) = etw in an analogue of Theorem 3.2 with ex-
ponential growth rate. We do not, however, pursue this any further in this
paper.
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5. Discussion
In this paper, we have introduced a general method for assessing the dis-
tributional distance between the random variable g(W) and its limiting
distribution g(Σ1/2Z). To simplify the exposition, we mostly restricted our
focus to the case of partial derivatives of g with polynomial growth and
Wj =
∑nj
i=1Xij , where the Xij are independent.
This restriction allowed for a comprehensive account of the rate of con-
vergence g(W). We showed that, for smooth test functions, the rate of con-
vergence is faster than O(n−1/2) if various lower order moments of the Xij
agree with those of the standard normal, or if the function g is even and
satisfies appropriate differentiability and boundedness conditions. We also
saw that the assumptions on g can be weakened if d = 1.
We would expect these principles regarding convergence rates to apply in
many other settings. As was discussed in Remark 3.6, one could readily ob-
tain analogues of Theorems 3.2–3.5 for functions g with partial derivatives
of exponential growth by applying the bounds of Section 2.3. The same
principles regarding convergence rates would apply, with the only change
being that the condition of existence of various absolute moments of the
Xij would be replaced by an assumption that expectations of the form
E[|Xij |α exp(β|Xij |γ)] exist, for some α, β, γ > 0.
Also, because through the function g, we essentially reduce the problem
to that of multivariate normal approximation via the multivariate normal
Stein equation, our method can be applied when there is a dependence
amongst the Xij . Here the dependence structure can be disentangled in the
usual manner via the many coupling techniques developed for multivariate
normal approximation by Stein’s method. Again, we expect that in many
situations the convergence principles established in the independent case will
carry through.
To illustrate this point, [11] recently obtained a O(n−1) bound (here n is
the sample size) for the distributional distance between Pearson’s statistic
and its limiting chi-square distribution, for smooth test functions. Let Xij
denote the indicator random variable that the i-th trial falls in the j-th class
(m classes in total) that has been standardised to have mean zero and unit
variance. Then Pearson’s statistic can be written in the form g(W), where
Wj =
1√
n
∑n
i=1Xij and g(w) =
∑m
k=1w
2
k. Here, g is even with derivatives
of polynomial growth, and even though there is a dependence amongst the
Xij , a convergence rate of O(n
−1) still holds.
Finally, we note that our approach can in principle be adapted to assess
the rate of convergence of statistics that are asymptotically distributed as
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g(Y), where Y need not be multivariate normally distributed. Provided a
relatively tractable Stein equation is available for the distribution of Y, our
approach should in principle work, and we may expect similar principles
regarding convergence rates to apply. For instance, if the p.d.f. of Y is sym-
metric about the origin (as is so for the normal p.d.f.), we may expect to
see faster convergence rates if g is an even function.
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