Quantum computation is a promising emerging technology which, compared to classical computation, allows for substantial speed-ups e.g. for integer factorization or database search. However, since physical realizations of quantum computers are in their infancy, a significant amount of research in this domain still relies on simulations of quantum computations on classical machines. This causes a significant complexity which current state of the art simulators tackle by applying massive hardware power. In this work, we revisit the basics of quantum computation, investigate how corresponding quantum states and quantum operations can be represented, and, eventually, simulated in a more efficient fashion. This leads to a simulation approach which works complementary different to the state-ofthe-art. Experimental evaluations show that the proposed solution is capable of simulating quantum computations with more qubits than before, and in significantly less run-time (several magnitudes faster compared to previously proposed simulators). An implementation of the proposed simulator is publicly available online.
I. INTRODUCTION
Quantum computation [12] has become a promising technology which has theoretically been proven to be superior to classical computation for important applications. For example, quantum algorithms for integer factorization (the well-known Shor's algorithm [17] ) or database search (Grover's Search [6] ) have been proposed that lead to significant -sometimes even exponential -speedups compared to classical computations. With respect to physical implementations, significant progress has been made in the recent years as well [8] , [16] , [4] , [11] , [10] . Hence, there is an increasing probability that this technology will make it into practice in the near future.
However, thus far, quantum computation remains an emerging technology. This requires, besides others, that respective developments have to be conducted while still relying on classical technologies. In particular, this is an issue when it comes to simulating quantum computations or corresponding quantum algorithms. Although these quantum computations describe approaches to solve several problems significantly faster than a classical technology, they still have to be simulated on classical machines thus far.
This causes a significant obstacle since basic and substantial concepts of quantum computations like superposition, entanglement, or measurement rely on exponentially large vector and matrix descriptions which additionally are composed of complex numbers. Existing methods for the simulation of quantum computations [5] , [21] , [18] , [7] , [9] address this problem using straight-forward methods like simple 1-dimensional and 2-dimensional arrays, respectively. The resulting (exponential) complexity is then tackled by exploiting parallelism and applying massive hardware power such as supercomputers composed of thousands of nodes and more than a petabyte of distributed memory. But even then, quantum systems of rather limited size (today's practical limit is 46 qubits) can be simulated -additionally often requiring a significant amount of run-time (e.g. up to several days). Current roadmaps show that also future plans rely on the use of massive hardware power, e.g. the authors of [18] expect to simulate 48-49 qubits on a machine with 4-10 petabytes of distributed memory by the year 2020.
In this work, we propose a complementary different approach for the simulation of quantum computations which does not aim to tackle the exponential complexity by pure hardware power, but by an efficient representation. To this end, we revisit the basics of quantum computations and investigate how corresponding simulations can indeed be conducted in a more efficient fashion. These endeavors eventually lead to a significantly more compact representation of quantum states and quantum operations that exploits redundancies in the corresponding description whenever possible. Based on that, a new simulation method is proposed which clearly outperforms the current state-of-the-art.
In fact, the compact representation allows for the simulation of well known quantum algorithms (such as Shor's Algorithm and Grover's Search) with more qubits than before -and that on a regular Desktop machine. Finally, with respect to the run-time, a substantial drop can be observed: Instead of several days, the proposed approach is able to complete the simulations within hours -in many cases even just minutes or seconds. This paper is structured as follows: Section II revisits the basics of quantum computation. In Section III, we investigate the obstacles of simulating quantum computations and review how the current state-of-the-art copes with these issues. Section IV introduces the proposed representation and resulting simulation approach. Finally, the proposed solution is evaluated and compared to the state-of-the-art in Section V, while Section VI concludes the paper.
II. QUANTUM COMPUTATION
Quantum computation significantly differs from the classical computation paradigm. To make this work self-contained and properly introduce our solution, we first briefly revisit the basics on how operations are conducted in this domain. While this ought to be sufficient to comprehend the remainder of this paper, we refer to [12] for a more detailed treatment.
A. Quantum Bits
In classical logic, information is represented by bits which can be in one of two basis states 0 and 1. Similarly, quantum computations rely on so called quantum bits (qubits) to represent internal states. Again, there exist two basis states, which -using Dirac notation -are denoted |0 and |1 . However, in contrast to bits in classical logic, qubits are not restricted to one of these basis states, but may additionally assume an (almost) arbitrary superposition (i.e. a linear combination) of both. More precisely, the state of a qubit is described by |ψ = α 0 · |0 + α 1 · |1 , where the complex factors α 0 and α 1 denote amplitudes which indicate how much the qubit is related to the basis states.
The amplitudes of a quantum state |ψ must satisfy the normalization constraint |α 0 | 2 + |α 1 | 2 = 1. While it is not possible to directly access the values of α 0 and α 1 , it is possible to obtain one of the two basis states by measuring the qubit. More precisely, the basis state |0 is obtained with probability |α 0 | 2 , while |1 is obtained with probability |α 1 | 2 .
The measurement collapses (i.e. destroys) the superposition. The concepts discussed above can be generalized for quantum systems composed of multiple qubits. Since each qubit has exactly two basis states, a system composed of n qubits has 2 n basis states -each one represented by |{0, 1} n . Overall, this accumulates in the following definition of a quantum state: Definition 1: Consider a quantum system composed of n qubits. Then, all possible states of the system are of form
The state |ψ can be also represented by a column vector
Note that, to save space, vectors may be provided in their transposed form in the following (indicated by [·] T ). That is, the single elements are listed horizontally rather than vertically. Example 1: Consider a quantum system composed of two qubits which is in the state |ψ = 1 √ 2 |00 + 0 · |01 + 0 · |10 + 1 √ 2 |11 . This represents a valid state, since
Measuring this system yields one of the two basis states |00 or |11 -both with probability of | 1
B. Quantum Operations
Quantum operations are used to manipulate the current state of a quantum system. All of them except the measurement are thereby inherently reversible and can be represented by unitary matrices U , i.e. a complex square matrix whose inverse is its conjugate transposed [12] . The size of the matrix depends on the number of involved qubits. Important quantum operations for a single qubit are e.g.
where X complements the current state of the qubit, H sets the qubit into superposition, and Z changes the phase of the qubit, respectively. An important operation involving two qubits is e.g.
which performs a so-called controlled inversion.
To evaluate a quantum operation with respect to a given quantum state, the corresponding matrix U has to be multiplied with the corresponding state vector ψ. More precisely:
Definition 2: Consider a quantum system composed of n qubits with • a quantum operation U represented by a 2 n × 2 n unitary matrix U = [u i,j ] with 0 ≤ i, j < 2 n and • a system state |ψ represented by a vector ψ = [ψ i ] with 0 ≤ i < 2 n .
Then, the output state |ψ ′ of the quantum system is defined by a vector
Example 2: Consider a quantum system composed of two qubits which is currently in state |ψ = |11 . Applying a CNOT operation yields 
Quantum circuits are used as proper description for a sequence of quantum operations. A quantum circuit [12] consists of a set of qubits, which are vertically aligned in a circuit diagram. The time axis is represented by a horizontal line for each qubit and read from left to right. Boxes on the time axis of a qubit indicate which quantum operation has to be applied. Note that measurement as reviewed in Section II-A and illustrated in Example 1 also counts as quantum operation in this context. Example 3: Consider the quantum circuit shown in Fig. 1 . The circuit contains two qubits, q 0 and q 1 , which are both initialized with basis state |0 . Consequently, the initial state is |ψ = |00 . First, a Hadamard operation is applied to qubit q 0 , which is represented by a box labeled H. Then, a CNOT operation, involving both qubits, is performed. Finally, qubit q 0 is measured (represented by a box labeled M), which collapses its superposition into one of the two basis states.
III. CONDUCTING SIMULATION
The basics reviewed in the previous section are sufficient to simulate the execution of quantum operations. In fact, for a given sequence of quantum operations to be simulated, corresponding simulators simply have to conduct the multiplications of each operation matrix U with the respective intermediate quantum states |ψ as reviewed in Def. 2 and illustrated in Example 2. However, for actual quantum algorithms severe challenges emerge which significantly restrict today's capabilities to simulate quantum computations. In the following, these challenges are discussed -followed by a summary of how state of the art solutions currently deal with them.
A. Exponential Growth
A quantum circuit can be simulated by multiplying all matrices describing the quantum operation (from left to right) successively to the state vector. Therefore, all matrices have to be of dimension 2 n × 2 n . Since most quantum operations work on k < n qubits only, their matrices have to be expanded to match the size of the state vector. To this end, an operation matrix for the remaining n − k qubits is required. Since they shall not be affected by the gate, a 2 × 2 identity matrix I 2 is used for this purpose. The overall 2 n × 2 n -matrix is eventually obtained by forming the Kronecker product of all these matrices.
Example 4: Consider again the quantum circuit shown in Fig. 1 with state |q 0 q 1 = |00 as input. The first operation of the circuit is a Hadamard operation, which is applied to qubit q 0 . Since this operation shall not affect q 1 , we form the Kronecker product of H and the identity matrix I 2
Multiplying this matrix with the state vector yields
Applying the CNOT operation yields
Since both, the state vectors as well as as the operation matrices grow exponentially with respect to the number n of qubits, a crucial obstacle becomes evident: The simulation of quantum computations requires an exponential amount of space. The same complexity applies for the measurement of a quantum state, since, because of superposition, also the state vector may contain an exponentially large number of non-zero entries.
Now, one might think that a local consideration of qubits during the simulation avoids this exponential blow-up: Instead of forming a 2 n × 2 n -matrix using the Kronecker product, a simple application of an operation matrix to only those qubits which are actually affected might be sufficient. Unfortunately, this is not possible, since entanglement, which is one of the main concepts that make quantum computations superior to classical computations, frequently occurs [12] . Two qubits are entangled if their state cannot be described without the other. An example illustrates the concept:
Example 4 (continued): Consider again the quantum state |ψ ′′ from above. If we e.g. measure q 0 , this qubit collapses to the basis state |0 or |1 with a probability 1 √ 2 2 = 1 2 . But due to the nature of |ψ ′′ , this measurement also affects q 1 . More precisely, if the measurement yields e.g. the basis state |0 for q 0 , the new state vector is ψ ′ = [1, 0, 0, 0] T , i.e. also q 1 collapses to the basis state |0 (although not explicitly measured). This happens because |ψ ′′ represents a state in which both qubits are entangled.
Since actual quantum computations frequently use entangled states, a local consideration of qubits affected by an operation is often not possible. Instead the complete (exponential) state vector is required.
B. State-of-the-Art Solutions
In the recent past, researchers and engineers intensely considered this problem and developed corresponding solutions for the simulation of quantum computations. This led to the following state of the art approaches available today:
• Quipper [5] : A programming language designed to control future quantum computers. With the language comes a quantum simulator which conducts the respective operations in a rather straight-forward fashion (i.e. with an exponential representation of vectors and matrices to parallelize the application of quantum gates to improve the performance. The authors state that QX allows for simulation of 34 fully entangled qubits on a single node using 270 GB of memory. Overall, all solutions which have been proposed thus far are rather limited, since they rely on a straight-forward representation of quantum states and operations (besides minor optimization, mainly representations such as simple 1-dimensional and 2-dimensional arrays are employed). Consequently, only experimental results for quantum systems with up to 34 qubits were reported on Desktop machines. In order to simulate quantum systems composed of more qubits, solutions exploiting massive hardware power (supercomputers composed of thousands of nodes and more than a petabyte of distributed memory) are applied. But even then, quantum systems with 46 qubits are today's practical limit [18] .
IV. GENERAL IDEA
In this work, we propose a complementary simulation approach which explicitly addresses the exponential complexity rather than aims to tackle it with massive hardware power. Instead of taking a straight-forward approach for the representation and manipulation of the respective quantum states and operations, we use decision diagrams to exploit redundancies -leading to a significantly more compact representation.
Decision diagrams have already been utilized to represent quantum operations, e.g. in terms of Quantum Information Decision Diagrams (QuIDDs [19] ) or Quantum Multiple-Valued Decision Diagrams (QMDDs [15] ). However, they did not get established yet for the purposes of simulation of complex quantum computations. In fact, QuIDDs and QMDDs have been applied to efficiently solve design tasks such as verification and synthesis (see e.g. [22] , [14] , [13] ), while, with respect to simulation, approaches based on decision diagrams have been considered thus far for rather few and small quantum computations only [20] .
In the following, we aim for closing the gap between a compact representation and efficient simulation of quantum computations. To this end, we develop a compact representation for state vectors which, afterwards, is extended by a second dimension -leading to a compact representation of quantum operations. Finally, we show how simulation can efficiently be conducted on the resulting representations. This includes multiplication of a state vector and a matrix as well as measurement of individual qubits.
A. Representation of State Vectors
As discussed in Section II-A, a system composed of n qubits is represented with a state vector of size 2 n -an exponential representation. However, a closer look at state vectors unveils that they are frequently composed of redundant entries which provide ground for a more compact representation.
Example 5: Consider a quantum system with n = 3 qubits situated in a state given by the following vector:
Although of exponential size (2 3 = 8 entries), this vector only assumes three different values, namely 0, 1 2 , and − 1 √ 2 . This redundancy can be exploited for a more compact representation. To this end, decision diagram techniques are employed. For classical computations, e.g. Binary Decision Diagrams (BDDs, [3] ) are very well known. Here, a decomposition scheme is employed which reduces a function to be represented into corresponding sub-functions. Since they also usually include redundancies, equivalent sub-functions result which can be shared -eventually yielding a much more compact representation. In a similar fashion, the concept of decomposition can also be applied to represent state vectors in a more compact fashion.
More precisely, similar to decomposing a function into subfunctions, we decompose a given state vector with its complex entries into sub-vectors. To this end, consider a quantum system with qubits q 0 , q 1 , . . . q n−1 , whereby q 0 represents the most significant qubit. Then, the first 2 n−1 entries of the corresponding state vector represent the amplitudes for the basis states with q 0 set to |0 ; the other entries represent the amplitudes for states with q 0 set to |1 . This decomposition is represented in a decision diagram structure by a node labeled q 0 and two successors leading to nodes representing the sub-vectors. The sub-vectors are recursively decomposed further until vectors of size 1 (i.e. a complex number) results. This eventually represents the amplitude α i for the complete basis state and is given by a terminal node. During these decompositions, equivalent sub-vectors can be represented by the same nodes -allowing for sharing and, hence a reduction of the complexity of the representation. An example illustrates the idea.
Example 6: Consider again the quantum state from Example 5. Applying the decompositions described above yields a decision diagram as shown in Fig. 2a . The left (right) outgoing edge of each node labeled q i points to a node representing the sub-vector with all amplitudes for the basis states with q i set to |0 (|1 ). Following a path from the root to the terminal yields the respective entry. For example, following the path highlighted bold in Fig. 2a provides the amplitude for the basis state with q 0 = |1 (right edge), q 1 = |1 (right edge), and q 2 = |0 (left edge), i.e. − 1 √ 2 which is exactly the amplitude for basis state |110 (seventh entry in the vector from Example 5). Since some sub-vectors are equal (e.g. 1 2 , 0 T represented by the left node labeled q 2 ) sharing is possible. However, even more sharing is possible. In fact, many entries of the state vectors differ in a common factor only (e.g. the state vector from Example 5 has entries 1 2 and − 1 √ 2 which differ by the factor − √ 2 only). This is additionally exploited in the proposed representation by denoting common factors of amplitudes as weights to the edges of the decision diagram. Then, the value of an amplitude for a basis state is determined by not only following the path from the root to the terminal, but additionally multiplying the weights of the edges along this path. Again, an example illustrates the idea.
Example 7:
Consider again the quantum state from Example 5 and the corresponding decision diagram shown in Fig. 2a . As can be seen, the sub-trees rooting the node labeled q 2 are structurally equivalent and only differ in their terminal values. Moreover, they represent sub-vectors 1 2 , 0 T and − 1 √ 2 , 0 T which only differ in a common factor.
In the decision diagram shown in Fig 2b, both sub-trees are merged. This is possible since the corresponding value of the amplitudes is now determined not by the terminals, but the weights on the respective paths. As an example, consider again the path highlighted bold representing the amplitude for the basis state |110 . Since this path includes the weights 1 2 , 1, − √ 2, and 1, an amplitude value of
results.
Note that, of course, various possibilities exist to factorize an amplitude. Hence, we apply a normalization which assumes Fig. 2 : Representation of the state vector the left edge to inherit a weight of 1. More precisely, the weights w l and w r of the left and right edge are both divided by w l and this common factor is propagated upwards to the parents of the node. If w l = 0, the node is normalized by propagating w r upwards to the parents of the node. 1
B. Representation of Matrices
As discussed in Section II-B, quantum operations are described by unitary matrices. Similar to state vectors, these matrices include redundancies, which can be represented in a more compact fashion. To this end, we extend the proposed decomposition scheme for state vectors by a second dimension -yielding a decomposition scheme for 2 n × 2 n matrices.
The entries of a unitary matrix U = [u i,j ] indicate how much the operation U affects the mapping from a basis state |i to a basis state |j . Considering again a quantum system with qubits q 0 , q 1 , . . . q n−1 , whereby w.l.o.g. q 0 represents the most significant qubit, the matrix U is decomposed into four sub-matrices with dimension 2 n−1 × 2 n−1 : All entries in the left upper sub-matrix (right lower sub-matrix) provide the values describing the mapping from basis states |i to |j with both assuming q 0 = |0 (q 0 = |1 ). All entries in the right upper sub-matrix (left lower sub-matrix) provide the values describing the mapping from basis states |i with q 0 = |1 to |j with q 0 = |0 (q 0 = |0 to q 0 = |1 ). This decomposition is represented in a decision diagram structure by a node labeled q 0 and four successors leading to nodes representing the sub-matrices. The sub-matrices are recursively decomposed further until a 1 × 1 matrix (i.e. a complex number) results. This eventually represents the value u i,j for the corresponding mapping. Also during these decompositions, equivalent sub-matrices are represented by the same nodes and weights as well as a corresponding normalization scheme (as applied for the representation of state vectors) is employed. Note that for a simpler graphical notation, we use zero stubs Fig. 3 shows the corresponding decision diagram representations. The Kronecker product U = H ⊗ I 2 was efficiently constructed by taking the decision diagram representation of H and replacing its terminal node with the root node of the decision diagram representing I 2 .
Following the path highlighted bold in Fig. 3c defines the entry u 0,2 : a mapping from |0 to |1 for q 0 (third edge from the left) and from |0 to |0 for q 1 (first edge). Consequently the path describes the entry for a mapping from |00 to |10 . Multiplying all factors on the path yields 1
which is the value of u 0,2 .
C. Multiplying Unitary Matrices
With the availability of a compact representation of state vectors and unitary matrices, it is left to provide corresponding methods for conducting quantum operations, i.e. multiplication of vectors with matrices as well as measurement. Also here, a decompositional scheme can be applied. The vector/matrixmultiplication as defined in Def. 2 can also be decomposed with respect to the most significant qubit leading to
or, using the matrix notation,
This means, that we have to recursively determine 2 the four sub-products U 00 ·ψ 0 , U 01 ·ψ 1 , U 10 ·ψ 0 , and U 11 ·ψ 1 . As shown in Fig. 4 , these sub-products are then combined with a decision diagram node to two intermediate state vectors. Finally, these intermediate state vectors have to be added. This addition can be recursively decomposed in a similar fashion.
The recursively determined sub-sums ψ 0 + φ 0 and ψ 1 + φ 1 are composed by a decision diagram node as shown in Fig. 5 . Moreover, all these decompositions into sub-products and sub-sums do not change the decision diagram structure. Hence, the complexity of them remains bounded by the number of nodes of the original representations. Furthermore, redundancies can again be exploited by chaching sub-products and sub-sums.
D. Measurement
Measurement can also efficiently be performed on the decision diagram structure. To this end, consider w.l.o.g. that qubit q 0 (which is represented by the root node of the corresponding decision diagram) of the state vector should be measured (this can easily be accomplished by re-arranging the nodes and edges of the decision diagram). Then, the left (right) successor of the root node represents the subvector containing the amplitudes of all states with q 0 = |0 (q 0 = |1 ), i.e. states that are of form |0q 1 q 2 . . . (|1q 1 q 2 . . . ). The probability for collapsing qubit q 0 to state |0 (state |1 ) is the sum of the squared magnitudes of the complex entries in the corresponding sub-vector, i.e.
Example 9: Consider again the quantum state discussed in Example 5. The probabilities for measuring q 0 = |0 and q 0 = |1 are:
Therefore, the qubit q 0 is collapsed into basis state |0 (basis state |1 ) with a probability of 0.25 (0.75).
To this end, we have to determine the summed probabilities for the decision diagram nodes. Again, the calculation of these probabilities can recursively be decomposed since x∈0{0,1} n−1
This means we have to recursively determine the summed probabilities p lef t and p right of the sub-vectors. As Fig. 6 shows, the summed probability of the current decision diagram Fig. 4 : Multiplication of a unitary matrix and a state-vector Fig. 6 : Probability of a decision diagram node node is then determined by the sum of the probabilities of the sub-vectors. Before these probabilities are added, they are multiplied with the squared weight of the respective edges. Note that, in our decision diagram representation, the amplitudes α x of the 2 n basis states are determined by a product of n + 1 edge weights, i.e. α x = w x,0 · w x,1 · · · w x,n . Also, |α x | 2 can directly be determined on the decision diagram, since
Finally, the weight on the edges to the left and the right successor of the root nodes have to be considered to obtain the correct probabilities P (q 0 → |0 ) and P (q 0 → |1 ). An example illustrates the idea.
Example 9: The decision diagram shown in Fig 2b repre sents the quantum state ψ (cf. Example 5). The probability of the node labeled q 2 can be determined by 1 2 + 0 2 = 1. Based on that, the probabilities of the two nodes labeled q 1 can be determined. These are 0 2 · 1 + 1 2 · 1 = 1 for the left node and 1 1 · 1 + − √ 2 2 · 1 = 3 for the right node. From these nodes, we can determine the probabilities for collapsing q 0 to basis state |0 or |1 by: Having the probabilities for collapsing q 0 to basis state |0 and |1 allows to sample the new value for q 0 . If we obtain basis state |0 (basis |1 ), the amplitudes for all basis states with q 0 = |1 (q 0 = |0 ) drop to zero. In the decision diagram, we perform this collapse by changing the right (left) outgoing edge of the root node to point to the terminal and attach weight zero. Finally, the remaining (non-zero) amplitudes in the state vector must be modified in order to fulfill the normalization constraint (cf. Section II-A). To this end, all amplitudes are divided by P (q 0 → |0 ) ( P (q 0 → |1 )). This can easily be conducted on the decision diagram structure by modifying the weight of the edge to the root node.
Example 9 (continued): Assume we measure basis state |1 for qubit q 0 . Fig. 7a shows the resulting decision diagram. To fulfill the normalization constraint, we divide the weight of the edge to the root node by 3 4 -eventually resulting in the decision diagram shown in Fig. 7b .
V. EXPERIMENTAL RESULTS
We evaluated the scalability of the proposed approach and compare it to the state-of-the-art. To this end, we implemented the simulator in C++ 3 on top of the QMDD package provided by [15] , which we extended and modified to realize the concepts introduced above. As state-of-the-art we considered the publicly available implementations of the recently proposed simulators LIQUi| [21] and QX [9] . All simulations have been conducted on a regular Desktop computer, i.e. a 64-bit machine with 4 cores (8 threads) running at a clock frequency of 3.8 GHz and 32 GB of memory running Linux 4.4 4 . Besides that, we additionally considered the best results published for other simulators (cf. Section III-B) that have been taken from the respective papers.
As benchmarks, well-known quantum algorithms considered by previous work have been used. More precisely, quantum systems generating entangled states, conducting Quantum Fourier Transformation (QFT; cf. [12] ), executing Grover's Algorithm for database search [6] , and executing Shor's Factorization Algorithm [17] (using the realization proposed by Beauregard [2] that requires 2n + 3 qubits to factor an n-bit integer) have been considered. Note that, for all benchmarks except QFT, the initial assignments of the inputs are fixed. For the Quantum Fourier Transformation, we randomly chose one of the basis states as initial input assignment.
In order to not run into numerical issues when normalizing the decision diagrams (which requires many divisions), we used the GNU MPFR library [1] to increase the precision of the floating point numbers and checked at each measurement whether the probabilities for measuring one of the basis states sum up to one (except a tiny ǫ). In fact, using a precision of 200 bits was enough the avoid numerical errors for all considered benchmarks. Table I summarizes the results. The columns #Qubits and #Ops list the number of involved qubits and the number of quantum operations to be conducted, respectively. Columns four and five list the simulation time (in CPU seconds) when using LIQUi| and QX, respectively. The next two columns list the simulation time of the proposed approach as well as the maximal number of nodes required for the representation of the intermediate states and operations. Besides that, Table I also provides a comparison to other state-of-the-art simulation approaches. That is, whenever results from them are provided in the literature, the respectively best result for a considered quantum algorithm is summarized in the rightmost column.
Note that, in the publicly available version of LIQUi| , circuits composed of at most 23 qubits can be simulated. Using QX, we were able to simulate up to 30 qubits on our machine -trying to allocate 31 or more qubits failed (due to limited memory). Furthermore, QX does not allow to simulate Beauregard's realization of Shor's algorithm for integer factorization, because of missing features in the circuit description language (since QX is still in its infancy). We have accordingly marked all these cases by n.a. (not applicable) in Table I. As can be seen, the simulation of quantum systems generating entangled states and conducting QFT shows a linear behavior on our simulator. While this allows for a rather unlimited scalability using the solution proposed in this work, Microsoft's simulator LIQUi| [21] as well as QX show exponential behavior. Even massive hardware power such as employed by Intel's simulator qHiPSTER [18] (running on a machine with 1000 nodes and 32 terabytes of memory) or the quantum emulator of [7] (running on a similar machine) manages to conduct QFT for a maximum of 40 qubits only (and additionally requires hundreds of seconds, while the approach proposed in this work terminates in a fraction of a second).
The simulation of Grover's Algorithm and Shor's Algorithm constitutes a more challenging task. But even here, the proposed representation remains rather compact. For example, in case of simulating Shor's Algorithm with 37 qubits, only slightly more than 50 000 nodes are required. 5 In fact, the significantly larger number of operations is more challenging here. Nevertheless, the proposed approach still manages to simulate both algorithms significantly more efficient and for more qubits than the state-of-the-art. While Microsoft's simulator LIQUi| is capable of conducting Shor's Algorithm for at most 31 qubits in more than 30 days (on a similar machine; cf. [21] ), the simulation approach proposed in this work completes this task within a bit more than a minute.
Overall, the proposed simulation approach clearly outperforms the current state-of-the-art in terms of runtime and, additionally, is able to simulate quantum computations with more qubits. Besides that, all these accomplishments can be achieved on a single core of a regular Desktop machine, i.e. without massive hardware power -leading to a substantial increase of scalability.
VI. CONCLUSION
This work introduces a complementary new approach for the simulation of quantum computations. Instead of relying on massive hardware power (as done by the state-of-the-art and still proposed in recent roadmaps such as discussed in [18] ), the solution presented in this work proposes an alternative direction based on a more compact representation. To this end, we revisited the basics of quantum computation and developed a simulation approach which exploits redundancies in the respective quantum state and operation descriptions. The resulting simulator (which is publicly available at http://www.jku.at/iic/eda/quantum_simulation) is capable of (1) simulating quantum computations with more qubits than before, (2) in significantly less run-time (in hours or, in many cases, just minutes or seconds rather than several days), and that (3) on a regular Desktop machine (rather than supercomputers). 
