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About the Cover
The Atlas supercomputer shown on the cover is the 
largest of six new commodity Linux clusters being deployed 
at Lawrence Livermore. The clusters will provide more than 
100 trillion floating-point operations per second of computing 
power to help achieve the Laboratory’s important and diverse 
science-based simulation missions. Shown in the background 
are various simulations run on the high-performance 
computers maintained by Livermore’s Computation 
Directorate. The simulations are: (clockwise from left, front 
cover) atomistic polymer ordering, dislocation dynamics, 
nanoporous metal material properties, water molecules 
in a carbon nanotube, and (back cover) protein-folding 
thermodynamics. (Cover design by Daniel S. Moore) 
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About the Computation Directorate
Our Vision 
Computation aspires to be the preeminent high-performance computing and computer science organization in order to 
enable scientific discovery and Laboratory missions.
 
Our Mission  
Computation ensures Laboratory mission and program goals are attained by delivering outstanding computer science 
expertise, world-class high-performance computing capabilities, and creative technology and software solutions. 
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Gordon Bell Prize winners Franz Franchetti, Martin 
Schulz, Erik Draeger, Bronis de Supinski, and 
François Gygi collect their award from Gordon Bell 
presenter William Gropp (third from left).

























Sapphire software was used to characterize and 
track bubbles and spikes in an 80-TB data set from 
a three-dimensional, high-fidelity simulation of the 
Rayleigh–Taylor instability. This image shows the 
bubble counts (in red) highlighted on the magnitude of 
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Speed System Name Description
1 1 280.6 TF ASC BlueGene/L 65,536-node system built in partnership with IBM.
4 3 75.7 TF ASC Purple
1,532-node system that was also built in partnership 
with IBM.  Deployment of this system had been a 
NNSA milestone since 1996.
19 11 19.9 TF M&IC Thunder
1,024-node Intel IA-64 Linux cluster system used for 
unclassified capability computing.
81 New 8.1 TF ASC Zeus 288-node Linux cluster system for unclassified capacity computing.
88 45 7.6 TF M&IC MCR 1,152-node Intel IA-32 Linux cluster system for capacity computing.




LLNL systems appearing in the top 00 on the Top500 Supercomputers list (November 2006).













































































The ASC Purple 
supercomputer 
provides the computing 
capability to routinely 
run simulations for the 
Stockpile Stewardship 
Program.
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New developments in the heavy vehicle aerodynamics 
drag reduction project include a “bleeding flow” 
device. These simulations show velocity streamlines 







2Negotiating the Transition to Routine  Capability Computing Routine capability computing is a holy grail that has both tantalized and eluded the high-performance computing (HPC) community for the better part of two decades. The norm has been to publicly proclaim the procurement of capability computers, intended for the largest calculations, but to quietly employ them as capacity computers as soon as the headlines fade. Two formidable adversaries, one technical and one economic, impeded the realization of true capability computing. The first was the challenge of developing scalable applications and balanced computing machines that could be used effectively 
together for science of scale. The second was the dearth of reliable, low-cost 
computing power to address the myriad smaller scale calculations required to 
do defendable science.





















































































































































LC continues to strive for excellence 
in the HPC environment by successfully 
integrating systems with cutting-edge 
architectures, such as BG/L and Purple, 
while planning and procuring systems 
for the future. The six new systems will 
provide substantial additional capacity 
and capability for achieving important 




Cunningham (front) and 
Ellsworth Wente take a 
closer look at Zeus, one 
of six new Linux clusters.







































































The Peloton procurement, 
deployment, and integration used a 
novel strategy that minimizes the TCO 
of Linux by purchasing a large number 
of scalable units and deploying them in 
multiple world-class clusters. Several 
vendors across the country have since 
adopted this method as their model for 
Linux-cluster product positioning. In 
addition, several HPC sites have started 
using it to manage their large-scale 
procurements. The ASC Program will 
likely purchase additional scalable units 
for Linux capacity clusters using this 
strategy in FY07.
(a) Generic node block diagram dual-core Opteron. (b) Example of a 4x-socket dual-core 


































































100 TB and 2.5 GB/s
University supplied 1/10 GbEnet Federated switch
288 Port (144D144U) Infiniband 4×
138 4-Socket Dual Core Compute Nodes (1,104 processors)
100 BaseT Management
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Thanks to substantial institutional 
support and leverage from the ASC 
Program, M&IC initiated Grand 
Challenge efforts on institutional 
machines for the first time. The success 
of the 2006 Grand Challenge projects 
prove that investing in institutional 
computing will help further LLNL’s 
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(a) Winter precipitation patterns from the Community Climate System Model (left) agree with observed precipitation from 1971–2000 (right), particularly in the western 
U.S.  (b) Hydrogen atoms in water molecules tend to orient themselves into the air at the surface. This orientation may increase reactivity with other types of molecules. 
Simulations of sodium chloride and water molecules show greater interaction at the surface and decreased interaction for molecules in bulk liquid.
(a) (b)
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Overview Progress in 2006
The compression of 
graphite into diamond 
shows the low-strength 
P3 bonds (in green) 
being converted into 
the significantly higher-



































While BG/L’s most important 
programmatic deliverable during 2006 
was its contribution to the plutonium 
aging program, its importance in 
determining a strategic direction for 
computing also advanced significantly 
during 2006. Exploratory efforts to port 
integrated weapons design codes to 
BG/L have shown that the BlueGene 
architecture is suitable for a much 
broader scope of applications than 
originally envisioned. 
For simulations running on up to one-
quarter of the full machine, the problem-
wide interprocessor communication 
network in BG/L performs better than 
so-called full bisection bandwidth 
networks that serve as the measure for 
communication quality in modern, high-
performance supercomputers. These 
smaller, one-quarter-sized problems 
on BG/L use more processors than are 
available on any other supercomputer, 
showing that smaller is relative where 
BG/L is concerned.
The pioneering, low-power approach 
to extreme performance that produced 
BG/L, developed in close partnership 
between LLNL and IBM, will help the 
United States maintain HPC pre-




















The August 2006 Nature Physics cover highlights a 
BG/L simulation of turbulently mixing flow fields of a 
Rayleigh–Taylor instability.
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In this example of the Hopper graphical interface, a remote Hopper window is viewing a TAR file on a remote 
















































































The modern user of HPC systems 
runs jobs on multiple computers with 
many processors and large memory 
capabilities. Jobs often take several 
days to complete and generate an 
extraordinary amount of data. Although 
the environment is increasingly 
complicated, LC helps ensure user 
productivity and allows users to make the 
most of these expensive scientific tools. 
5
The Moab Access 
Portal empowers users 
with a Web-based job 
submission capability 
and an intuitive graphical 
interface to track and 
manage their own 
workload. 
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2.06 — Metrics to Mastery: Using Data to Achieve Excellence
Contact Information














































































Delivering more than 600 TF of 
computing power to more than 3,000 
scientists requires a business-like 
approach to managing the operation. 
This includes a strong reliance on 
metrics. In 2006, we increased our 
use of data and metrics to display 
trends, anticipate outcomes, and make 
decisions to help maximize productivity. 
We plan to develop more new metrics 
and methods of analysis that will help us 
better support our HPC customers.
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Progress in 2006
Hardware failures are 
a major factor in the 
decision to retire MCR.
HW: Misc: Power Supply
User: Query
HW: Main Board: Generic
Duplicate




HW: Storage: Local HD: Other
HW: Memory: Hard Failure
User: Info




HW: Main Board: System Planer
HW: Storage: DDN: FC Disk
Vendor Hardware: Memory
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Research and Advanced Development
3Defining the Path to Future Applications  of ComputingWhat challenges and opportunities will Lawrence Livermore National Laboratory (LLNL) face in high-end computing in the next five years? Computing systems with millions of processing cores; high-end software applications with 10 million source lines of code; multiscale, multiphysics simulations; demands to quantify the uncertainty in simulations and analyses; and the need to push computational results through low-bandwidth, high-latency networks are all expected. Research in the Computation Directorate is focusing on these issues to enable the next generation of computing applications for the Laboratory.

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Progress in 2006 Significance
The ability to perform predictive 
simulations of metals under extreme 
conditions has significant implications 
for stockpile stewardship and 
computational materials science. 
The latest Qbox results represent a 
new record in sustained application 
performance and a leap forward in 
our capability to perform predictive 





Strong scaling results 
for Qbox simulations 
of 1,000 molybdenum 
atoms on BG/L. Blue 
and red lines indicate 
a connection between 
multiple k-point 
calculations and the 
corresponding single 
k-point (black line) 
results and demonstrate 
the importance 
of performance 
optimization across a 











1000 Mo atoms, 1 k-point
1000 Mo atoms, 4 k-points
1000 Mo atoms, 8 k-points
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Research and Advanced Development
3.02 — AMG Scalability Improvements Lead to Faster Simulations
Contact Information















































































Total runtimes (in 
seconds) when AMG is 
applied to a 3D, 7-point 
Laplace problem on 




new: new, low-complexity 
coarsening scheme with 
aggressive coarsening 
strategy). The results in 
the table were achieved 
in co-processor mode 
using 30x30x30 points 
per processor; the 
results in the graph were 
obtained using virtual 
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Algorithms Global partition Assumed partition (new)
No. of processors C-old C-new C-old C-new
12.42 3.06 12.32 2.86
67.19
4,096
64,000 10.45 19.85 4.23
Significance
Linear solvers are a critical, time-
consuming component of many 
application codes. Several simulation 
codes at LLNL will benefit from the 
improvements in scalability and memory 
usage that BoomerAMG offers. The AMG 
improvements allow for faster and larger 
simulations of physical phenomena, 
including radiation transport, elasticity, 
and magnetohydrodynamics.
Overview
Research and Advanced Development
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The success of the ASC Level 2 
milestones has generated interest 
from several Laboratory scientists who 
are now considering using UQ tools 
for their investigations. Our success 
charted new territory in sensitivity 
studies for large-scale multiphysics 
models using petascale computers. 
We are planning a seminar series 
to introduce these methods to LLNL 
scientists and engineers, and we will 
continue to collaborate with scientists 





The PSUADE execution model consists of three stages: sampling design, job launching and data collection, 
and analysis.
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Overview Progress in 2006
Significance
Adding an AMR capability allows for 
higher fidelity solutions at significantly 
lower computational costs by focusing 
computational resources where 
they are required. In the case of NIF 
chamber simulations, the unique 
gridding capability the method affords 
will enable us to model an enormous 
multiscale problem, where the scale 
lengths range from targets of less than 
a centimeter to chamber walls holding 
optics that lie meters away. Additionally, 
the availability of AMR levels will allow 
us to introduce different material models 
at different scales of the problem. 
ALE codes have myriad applications, 
including structural analysis and 
vehicle efficiency. As simulations grow 
in sophistication, it will be increasingly 
common to find phenomena occurring 
simultaneously at dramatically different 
physical scales. In these settings, using 
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The 1906 calculation was the first 
large-scale application of the WPP 
code. Our next step is to improve the 
efficiency of WPP by implementing a 
mesh refinement technique that will 
allow shorter waves to be resolved 
near the surface. Capturing the shorter, 
higher frequency waves will enable us 
to couple the ground motion simulation 
to structural simulations, which can then 
be used to evaluate the seismic impact 
on bridges, dams, levees, and large 
buildings. We are also implementing 
an embedded boundary technique to 
incorporate topography, which  










































Snapshot of a secondary (S-) wave propagation through the earth as visualized by an isosurface of the curl of 
the velocity field. The red regions near Santa Rosa (bottom left) indicate strong shearing ground motions, which 
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Babel is the leader in high-
performance middleware, and we 
expect this to be a growth market for 
HPC. Software component technology 
and middleware is useful in many 
contexts, but it is absolutely essential 
for very large-scale, multidisciplinary 
development efforts. Our primary 
success metric is Babel’s impact 
on applications. In addition to more 
customers, downloads, e-mail list 
subscribers, and science publications 
citing Babel, we have seen a significant 
shift in our customer base. Babel is 
being taken into account more often 
when application teams consider 
overhauling the design of their 
codes. Babel is becoming less of an 
optional feature and more of a critical 
dependency because application 
teams see the benefits that middleware 

























































The right tool for the job: Different software techniques are 
appropriate for different scales of software development. The 
vertical axis is normalized Source Lines of Code 
(SLOC) in the C programming language. As forces 
continually push the limit of the amount of software 
that can be produced, scientists invent 
new technologies to increase 
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ROSE provides powerful mechanisms 
to support custom optimization and 
analysis tools that operate automatically 
on the source code of large-scale 
DOE software projects. Our research 
supports the development of domain-
specific analysis and optimizations that 
are required to improve productivity 
and robustness in the development 
of scientific software for unique DOE 
state-of-the-art parallel computer 
architectures. We are also conducting 
research in telescoping languages, 
which provides domain-specific compiler 
support for user-defined abstractions 
in existing languages as an alternative 
to the expensive development and 




Thomas Panas’s novel program 
visualization research is 
represented in this visualization of 
two directories of a larger-scale 
LLNL application. The dark green 
represents the two directories, 
the blue squares represent the 
files in the directories, and the 
bars (appearing as city buildings) 
represent the functions. The height 
of the bars indicates the size 
of the functions, and the colors 
and shapes are used to encode 
additional properties that are 
specific to either performance 
or software engineering details. 
The lines between the functions 













































A simple example of the program-analysis capability 
to read multiple project files, merge the common 
parts as required to support large-scale million-line 
applications, and perform custom analysis to evaluate 
global properties of the whole program.
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Data is only valuable when insight 
can be gained from it. Our efforts—
funded by the Department of Homeland 
Security and the Predictive Knowledge 
Systems Strategic Initiative—have 
been instrumental in demonstrating 
the benefits of going beyond search 
and visualization to devise algorithms 
that capture similarities with respect 














































Our probabilistic model discovered the above hierarchical structure in people based on their proximity (via 















































































































Person x Person Adjacency Matrix 
of Physical Proximity Data for One Week





Break-down of Person Types in Data
Research and Advanced Development
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3.09 — Image Viewer Analyzes Streaming Data in Real Time
Contact Information




The NAPA project significantly 
advanced the ability to interact with 
large repositories of image data and 
for multiple modalities of data to be 
combined in resource-constrained 
environments. By demonstrating 
operation over wireless channels and 
scalability to hand-held devices, the 
NAPA team proved that progressive 
techniques can deliver information to 
individuals both on a workstation and in 
the field. These techniques benefit the 
defense and intelligence communities 
and are applicable to other disciplines, 


































































Results of the NAPA 
progressive image 
viewer with a real-time 
edge-detection filter 
being applied to an 
image of an airport.
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Cooperative parallelism will benefit 
large-scale codes as developers seek 
efficient ways to use massive parallelism. 
Its task-parallel model lets applications 
exploit multiple dimensions of parallelism 
at once. Moreover, because cooperative 
parallelism can coexist with current 
SPMD parallelism, applications can 
adopt it incrementally. We are discussing 
cooperative parallelism with groups 
internal and external to LLNL, and we 
expect to apply our model to several 





































Adaptive sampling uses 
interpolation to reduce the number 
of fine-scale model calculations 
needed in a multiscale simulation. 
When an interpolated value is not 
accurate enough, the coarse-
scale model requests a full 
computation from the server proxy, 
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Developing Applications Software
4Coding for Success:  Delivering Software to the ProgramsThe Computation Directorate partners with nearly every program at Lawrence Livermore National Laboratory (LLNL) to develop software applications in support of their programmatic and scientific objectives. These applications are used to support mission needs of the Departments of Energy, Defense, and Homeland Security, as well as other federal and state agencies. They 
span a range of scientific and technical disciplines in the physical, biological, 
mathematical, and computer sciences, including materials modeling, fluid 
dynamics, genomic sequencing, scalable algorithms, parallel processing, and 
real-time control systems.
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Progress in 2006 Significance
The application and problem used 
in our scaling study is similar to actual 
ASC user jobs. The scaling of the 
newer ASC platforms exhibits a 10-fold 
improvement over early generations of 
ASC machines in handling collective 
communications. This impressive gain 
shows that excellent progress has been 
made over historically limiting scaling 
issues, allowing us to run problems that 
were previously impossible. Overall, the 
newest platforms are very competitive. 
The “best” machine to use will depend 
on the application, the communication 
pattern, and the problem size.



























































Weak scaling results 
of the 3D radiation 
problem’s grind time per 
machine. Flatter slopes 



























0.004630  White (16)
0.001183  Q
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The successful efforts of the last year 
demonstrate that VisIt can serve as a 
delivery vehicle for analysis capabilities 
for petascale data well into the future. 
This new direction has several benefits. 
First, it is easy for current customers to 
begin using the analysis capabilities. 
Second, there is a significant financial 
benefit associated with coupling 
visualization and analysis capabilities; 
future improvements will only have to 
be written into the code once. Finally, 
extensions can be implemented as 
custom data analysis arrives because 













































of a 2D Rayleigh–Taylor 
instability, in which a 
heavy fluid (green) and a 
light fluid (red) mix. This 
plot was created using 
VisIt’s new comparative 
techniques. The field 
was generated by 
surveying all of the 
time slices produced 
by the simulation and 
determining at what 
time mixing occurred 
for each point in space. 
Blue areas mixed early in 
the simulation, red areas 
mixed later, and gray 
areas did not mix. 
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Heating of the LCLS mirrors from the 
laser can be calculated theoretically, but 
heating from the spontaneous radiation 
cannot be determined theoretically or 
experimentally until LCLS is built. As 
there are no empirical data about the 
spontaneous radiation from which to 
begin the thermal analysis of the LCLS 
mirrors, our simulations provide the only 
basis for the thermal design. While a 
worst-case estimate of the heat load 
might dictate expensive refrigerant-
cooled mirror supports, our results show 
that the amount and spatial distribution 
of heat can be handled passively 


























































Mirrors are made of silicon carbide, 1 m long, 2 cm wide, and 5 mm thick. Protective end blocks are made of  
1 cm of boron carbide. Drawing is not to scale.





The sideways-projected false color contour plots of heat in the first mirror and its protective block are separately 
normalized to their hottest points. Drawing is not to scale.
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LPOM is designed to be scalable 
and to efficiently share computational 
resources in support of NIF shot 
planning, shot operations, and shot 
reviews. Successful NIF operations will 
depend on bringing out the best of the 
big lasers; this means delivering precise 
high-power waveforms from 192 laser 
beams for a variety of pulse lengths 
and temporal shapes with the minimum 
possible optical damage. LPOM will 










































































NIF shot planning, 
shot reviews, and shot 
operations.
Developing Applications Software
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4.05 — Beyond Pathogen Identification: Detecting Mechanisms of Bioterrorism
Contact Information
Tom Slezak, slezak@llnl.gov




Our work is the first large-scale 
attempt to detect, in parallel, many 
thousands of known mechanisms of 
pathogens and evidence of bacterial 
genetic engineering. The BioWatch 
Mechanisms Chip will provide actionable 
information about public health 
threats and the efficacy of potential 
countermeasures days before genome 
sequencing can be performed. It is also 
the first detection mechanism designed 













































































Limit-of-detection test results for Chip 2A. Three levels of pure DNA from a test organism were spiked into DNA 
from a BioWatch aerosol sample. Each blue spot represents a probe to a known virulence mechanism. The 
x-axis is a measure of free energy, and the y-axis indicates microarray intensity on a log scale. The dotted line is 
a dynamically calculated threshold for detection. Clear evidence of detection is seen at 3 fg. At 30 fg, nearly all 
mechanism probes for the target organism are pegged at maximum intensity.













Aerosol only 3 fg 30 fg
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4.06 — Sonoma: A Leader in Broad-Area Surveillance
Contact Information
Aaron Wegner, wegner2@llnl.gov




Sonoma is a leader in the field of 
persistent video surveillance and is 
the only effort of its kind that provides 
a complete, integrated end-to-end 
solution. Each component of the system 
continues to push the technological 
envelope, including the sensor design, 
data handling, data visualization, and 
exploitation. The success of Sonoma has 
had an appreciable effect on design and 
concepts of operation of similar systems 

































































(a)  The latest Sonoma sensor consists of four 
extremely low-distortion, large-format lenses and 
sixteen 11-megapixel CCDs, which form a 176-
megapixel focal plane array. It takes considerable 
processing power to organize, store, and analyze 
the data produced by this sensor.
(b)  A comparison of the coverage areas of Sonoma sensors and standard video 
formats. The new Sonoma sensor will enable more than 80 times the coverage area 
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A standard, unified view of otherwise 
heterogeneous analytical solutions 
enhances users’ ability to perform data 
processing and information discovery. 
In one instance, the tool reduced the 
time it took an analyst to filter data from 
approximately two hours to 28 seconds. 
In the future, we will improve and 
expand our analytical toolset to support 
a broader customer base. The ability to 
aggregate multiple analytic technologies 
and provide a unified view of the results 
will create a more effective environment 
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The demand for the tools that 
ChemTrack provides to accomplish 
safety and regulatory compliance has 
been steadily increasing. Customer 
usage has increased 1,100% since 2004 



















































































ChemTrack usage has 
grown 11-fold during 
the past 24 months.
150








































5Impacting Institutional Infrastructure, Security,  and ServiceThe Computation Directorate supports institutional activities at Lawrence Livermore National Laboratory (LLNL) in several ways. Some activities help the institution operate smoothly and meet technical mandates, others move the institution forward on a technical level, and some do both. Computation personnel are often involved in setting the direction of LLNL’s institutional activities in addition to implementing them. As a multifaceted interface across LLNL, Computation takes on the role of integrating, leveraging, and sometimes de-conflicting efforts to maximize success.
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The basic principle of assuring 
software quality is a simple one: The 
higher the risk associated with the 
project, the greater the care that must be 
taken. Providing specific guidance on 
the quality of our safety software is one 
way we can be stewards of public health 
and better protect Laboratory employees 
so they can continue to safely serve the 



























































LLNL’s certified software quality engineers: (left to right, standing) Robert Gleason, Uma Reddi, Greg Pope, 
Thomas Crook, and Darrel Whitney; (sitting) Juan Hernandez, Sanni Schreck, Vicki Pope, Barbara Campbell, 
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The CMDB initiative was established 
to provide LLNL an authoritative source 
of information about IT resources. The 
database provides the foundation 
for sound business decisions, 
security analysis, and compliance 
measurement. This year marked the 
first time LLNL used a common system 
and metric process to respond to C&A 
requirements. The CMDB also provides 
a consistent process for IT configuration 
management. In the future, it will enable 
security plan management, and it will 
be expanded to support configuration 





















































































































                 http://www.llnl.gov/icc/netdiv/
Significance
The LANDesk suite will provide 
a single administrative interface to 
effectively manage more than 10,000 
computers at LLNL. LANDesk will 
enable us to respond quickly to the 
ever-changing computing environment, 
including security and system 
configurations, compliance auditing, 
and software applications. The LANDesk 
process manager will automate patch 
and software distribution, thereby 
resulting in a higher percentage of 
systems meeting baseline configuration 
requirements and reducing exposure to 
vulnerabilities.
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The Blue Network project addresses 
long-standing issues surrounding 
how LLNL accommodates foreign 
national employees, who are valuable 
contributors to our Laboratory mission. 
To this end, we are creating a general-
purpose network-access framework that 
will deliver an improved security posture 
as well as enhanced services and 



































































(a)  Network Security Zone Model.






DMZ, unrestricted net, visitor net, wireless
Collaboration Zone:
Unmanaged desktops, collaborative science systems
Business Zone:
Managed desktops, basic business systems
Restricted Zone:























All employees via secure socket layer virtual private network Web portal
Existing Yellow virtual private network: Employees and approved 


























The new Web proxy service protects 
LLNL users from accessing potentially 
unsafe Web sites. Between August 
and November, Blue Coat blocked 245 
attempts to download malicious code, 
32,615 attempts to access Web sites 
that contain spyware, and more than two 
million attempts to visit sites that host 
malicious content. 
The new site-wide master security 
plan reduced the number of accredited 
unclassified security plans at LLNL. 
Now, programs gain approval to 
operate subnets at LLNL through 
a documented process that aligns 
with National Institute of Standards 
and Technology requirements. These 
improvements help protect LLNL’s 
networks and computer infrastructure 
from compromise and attack.


































































A simplified diagram 
of the four unclassified 
network segments and a 
demilitarized zone (DMZ) 
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5.06 — Academic Partnerships Create Pipelines for People and Ideas

















































































Krzystof Niski, a graduate student from Johns Hopkins University, demonstrates his summer research project, 
an image-rendering system operating in a distributed setting that displays extremely large data sets. The 
image behind him, rendered over 16 million triangles, is a portion of the U.S. Geological Survey earth data set, 







By managing joint research, 
identifying and hosting researchers 
from the academic community, and 
operating an active internship program, 
the ISCR fosters computational science 
collaborations for Computation and 
encourages long-term academic 
research agendas that address 
Laboratory research priorities. Ideas flow 
in both directions, and the Laboratory 

































































One way the ISCR 
facilitates collaborative 
science is by sponsoring 
scientific workshops. 
Here, the participants 
of the 2006 Workshop 
on Computational 
Methods in Transport 
gather after an off 
site dinner. The event 
drew 62 participants, 
representing  
16 universities,  
8 government 
laboratories, and  
4 industrial partners, 
including organizations 
from Russia, Canada, 
and the European Union.
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Computation’s techbase investments 
allow us to establish, maintain, and 
improve core competencies that 
enhance our ability to provide programs 
at the Laboratory with state-of-the-
art computational technologies. The 
techbase program allows us to evaluate 
new software technologies and 
incorporate them into our software base. 
We also use techbase to make our staff 
more effective by providing them with 
enhanced capabilities and enabling 
them to educate themselves about state-
of-the-art computational tools. 







































































enhancements to the 
Wave Propagation 
Code (see Section 
3.05), including a new 
materials database 
interface that enabled 
U.S. Geological Survey 
materials data to be 
used in this recreation of 
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6.01 — Computation Directorate Industrial Collaborators
Company Topic LLNL contact
IBM Scalable systems, multiple areas Mark Seager and others
IBM High-performance storage system Mark Gary
Appro Scalable capacity clusters Mark Seager
Appro, Supermicro IPMI cluster management tools Albert Chu
Cray Scalable systems, open source strategy Mark Seager
Etnus Debuggers Dong Ahn
OpenWorks Valgrind memory tool development John Gyllenhaal
SGI, Krell Institute Performance tool PathForward Martin Schulz
Kitware Visualization toolkit Kathleen Bonnell
CEI–EnSight Visualization package Eric Brugger
Tungsten Graphics Chromium render server Eric Brugger
R3vis Corporation Chromium render server Eric Brugger
Hewlett-Packard Scalable global file system PF Brent Gorda
Hewlett-Packard, Bull, NUDT SLURM resource management software Morris Jette
Cluster File Systems Lustre file system deployment Brent Gorda
Red Hat Operating systems Mark Seager
OpenMP Consortium Shared memory programming models Bronis de Supinski
Schlumberger Synthetic seismic data set generation Shawn Larsen
URS Corporation Earthquake hazard estimation Shawn Larsen
Society of Exploration Geophysicists Advanced subsurface modeling Shawn Larsen
Voltaire, OpenIB Fabrics  InfiniBand Linux kernal software Matt Leininger
ParaTools, Inc. Performance tools for HPC systems Chris Chambreau
IQuum           DNA signature target design    Tom Slezak 
Liquid Computing Hardware alpha testing Brent Gorda  
ClearSpeed Hardware beta testing Brent Gorda
DataDirect Networks Raid 6 R&D for I/O systems Brent Gorda
Cluster Resources, Inc. MOAB workload manager Don Lipari
Limit Point Systems LibSheaf Bill Arrighi
   
Appendices
University Faculty Activity type Topic
Funding 
source LLNL contact
UC Berkeley Chris McKee Joint Research Computational Astrophysics Consortium DOE SciDAC Louis Howell
UC Berkeley Heidi Kuzma Subcontract General-purpose graphics processing unit computing DOD David Bremer
UC Berkeley James Demmel Joint Research Terascale-optimal partial-differential-equation solvers DOE SciDAC Lori Diachin
UC Berkeley Jonathan Wurtele Subcontract Theoretical and numerical investigations of Raman backscatter G&A Richard Berger
UC Davis Bernd Hamann Subcontract Analysis and visualization of scientific data using topology-based methods LDRD Valerio Pascucci
UC Davis
Bernd Hamann and 
Kenneth I. Joy
Joint Research Visualization and Analytics Center for Enabling Technologies DOE SciDAC Valerio Pascucci
UC Davis Bertram Ludaescher Joint Research Scientific Data Management Center for Enabling Technologies DOE SciDAC Terence Critchlow
UC Davis Dave Wittman Joint Research Large Synoptic Survey Telescope long-term data analysis LDRD Don Dossa
UC Davis Greg Miller Subcontract Algorithm development for interface tracking in a compressible medium DOE MICS David Trebotich
UC Davis Kenneth I. Joy Subcontract Real-time three-dimensional viewing of large time-dependent aerial imagery DOE NA-22 Mark Duchaineau
UC Davis Kwan-Liu Ma Subcontract Interactive visualization of large mixed-resolution volume data ASC–PPPE Steve Louis
UC Davis Kwan-Liu Ma Joint Research Large-graph data visualization LDRD Valerio Pascucci
UC Davis Kwan-Liu Ma Subcontract Large-graph visualization for homeland security DOE–OCIO Tony Bartoletti
UC Los Angeles Alan Laub
Multilocation 
Appointment
Computational Science and Engineering Consortium OPC Van Emden Henson
UC Los Angeles Heinz-Otto Kreiss Consultant Adaptive methods for partial differential equations DOE MICS Lori Diachin
UC Los Angeles Kendall Houk Subcontract
Using a combined QM/MM approach with CPMD-rare event methods to study 
enzymatic reaction mechanisms
G&A Christopher Mundy
UC Los Angeles Mark Green Industrial Mentor Research in industrial projects for students DHS Tina Eliassi-Rad
UC Los Angeles and 
Weizman Institute 
(Israel)
Achiezer Brandt Consultant Geometric and algebraic multigrid techniques DOE MICS Rob Falgout
UC San Diego Allan Snavely Joint Research Performance Engineering Research Institute DOE SciDAC Bronis de Supinski
UC San Diego David Benson Subcontract
A predictive model of fragmentation using adaptive mesh refinement and 
hierarchical material model
LDRD Alice Koniges
UC San Diego Ilkay Altintas Joint Research Scientific Data Management Center for Enabling Technologies DOE SciDAC Terence Critchlow
UC San Diego
Michael Holst and 
Dan Reynolds 
Subcontract
Implicit solvers and preconditioning techniques for simulations of 
magnetohydrodynamics and core-Collapse supernovae
DOE MICS Carol Woodward
UC San Diego Randy Bank Consultant
Numerical solutions of partial differential equations, multilevel iterative methods, 
and adaptive grid generations
ASC ITS Rob Falgout
UC San Diego
Reagan Moore, Tim 
Barnett, Michael 
Norman, and Randy 
Bank
Subcontract LLNL–UCSD scientific data management UCDRD Van Emden Henson
6.02 — Academic Outreach
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UC San Diego Scott Baden Subcontract Data-driven execution of latency-tolerant algorithms G&A Dan Quinlan
UC San Francisco David Saloner Joint Research
Use of computational microfluidics tools to model the hemodynamics of vascular 
disease
DOE MICS David Trebotich
UC Santa Barbara Linda Petzold Consultant
Numerical methods for sensitivity analysis of DAE systems; algorithmic 
implementation of methods aimed at large-scale applications
DOE MICS, ASC 
ITS
Carol Woodward
UC Santa Cruz Darrell Long Subcontract Scalable file systems for high-performance computing ASC-PSE Bill Loewe
UC Santa Cruz Stan Woosley Joint Research Computational Astrophysics Consortium DOE SciDAC Louis Howell
Brown University Andries van Dam Subcontract Developing immersive VR techniques for interactive scientific visualization ASC–PPPE Steve Louis
California Institute of 
Technology
Daniel I. Meiron ASC Alliance Center for Simulating the Dynamic Response of Materials ASC Dick Watson
Carnegie Mellon 
University
Christos Faloutsos Subcontract Group discovery in time-evolving complex networks LDRD Tina Eliassi-Rad
Carnegie Mellon 
University
Omar Ghattas Joint Research Terascale-optimal partial-differential-equation solvers DOE SciDAC Lori Diachin
Columbia University David Keyes Consultant
Algorithms for the solution of partial differential equations on massively parallel 
computers; general high-performance computing
Overhead Steve Ashby
Columbia University David Keyes Joint Research Terascale-optimal partial-differential-equation solvers DOE SciDAC Lori Diachin








Joint Research Discrete methods for computing continuous functions LDRD Valerio Pascucci
Florida Institute of 
Technology
Jim Jones Subcontract Multigrid approaches for systems of partial differential equations ASC ITS Rob Falgout








Krell Institute Lucille Kilmer Subcontract
Department of Energy High-Performance Computer Science Fellowship 
Program—LLNL portion
ASC ITS John May
McMaster University Nedialko Nedialkov Sabbatical Nonlinear solves and differential equations ASC ITS Radu Serban
New York University Michael Shelley Joint Research Numerical methods for fluid dynamics with free boundaries DOE MICS Petri Fast
New York University Olof Widlund Joint Research Terascale-optimal partial-differential-equation solvers DOE SciDAC Lori Diachin
North Carolina State 
University
Mladen Vouk Joint Research Scientific Data Management Center for Enabling Technologies DOE SciDAC Terence Critchlow
Northwestern 
University




Support for enhanced dyninst testing and initial steps toward open binary 
editing environment
ASC-PSE Bill Loewe
Ohio State University Umit V. Catalyurek Subcontract Clustering streaming graph data DHS Andy Yoo




Kevin Wohlever Joint Research Data-intensive computing ASC Steve Louis
Pacific Northwest 
National Laboratory 
Eric Stephan Subcontract DHS IDS Data Integration and Dissemination Workshop DHS David Brown
Penn State 
University
Ludmil Zikatanov Subcontract Optimal AMG interpolation and convergence theory ASC ITS Rob Falgout
Portland State 
University
Karen Karavanic Subcontract Performance analysis infrastructure for petascale applications ASC–PSE John May
Princeton University Kai Li Subcontract R&D scalable display software ASC–PPPE Steve Louis
Purdue University Ziqiang Cai Summer Faculty
Multigrid methods for the H(div)-type pseudostress system of the Stokes 
equations
ASC ITS Barry Lee
Rensselaer 
Polytechnic Institute
Mark Shephard Joint Research Terascale simulation tools and technologies DOE SciDAC Lori Diachin
Rensselaer 
Polytechnic Institute 




Development of numerical methods for mathematical models of high-speed 
reactive and nonreactive flow








Joint Research Performance Engineering Research Institute DOE SciDAC Bronis de Supinski
San Diego State 
University
Calvin Johnson Subcontract Frontier computations in the structure of atomic nuclei G&A Erich Ormand
Stanford University Parvis Moin ASC Alliance Center for Integrated Turbulence Simulations ASC Dick Watson
Stanford University Pat Hanrahan Subcontract General purpose graphics processing units computing DOD David Bremer
Stanford University Pat Hanrahan Subcontract PC-based visualization clusters and software ASC–PPPE Steve Louis
Stanford University Pat Hanrahan Subcontract Scalable visualization of large time-varying data sets ASC Holger Jones
Stanford University Stuart Marshall Joint Research
Large Synoptic Survey Telescope camera data output hardware and imaging 
formats
LDRD Don Dossa
State University of 
New York, Stony 
Brook
Jim Glimm Joint Research Terascale simulation tools and technologies DOE SciDAC Lori Diachin
State University of 
New York, Stony 
Brook
Doug Swesty Joint Research Solvers for supernova simulation DOE SciDAC Carol Woodward
Technion–  
Israel Institute of 
Technology
Irad Yavneh Summer Faculty Novel applications for algebraic multigrid DOE MICS
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Joe Pasciak Subcontract Algebraic multigrid for problems for h-curl DOE MICS Panayot Vassilevski
Texas State 
University
Anne Ngu Summer Faculty
Working with local and external collaborators to enhance workflow-based 
infrastructure
DOE SciDAC Terence Critchlow
University of Arizona Adam Burrows Joint Research Computational Astrophysics Consortium DOE SciDAC Louis Howell
University of Arizona Tim Axelrod Joint Research LSST data management and high-speed data acquisition and analysis LDRD Don Dossa
University of 
Chicago
Don Lamb ASC Alliance Center for Astrophysical Thermonuclear Flashes ASC Dick Watson
University of 
Colorado
John Ruge Subcontract Algebraic multigrid, spectral AMGe, FOSPACK, applications to ALE3D problems ASC ITS Rob Falgout
University of 
Colorado




FOSPACK, AMG, adaptive AMG, compatible relaxation, parallelization, and 
application codes





Tom Manteuffel Joint Research
Geometric and algebraic multigrid techniques; FOSLS approach to solving 
partial differential equations
ASC ITS Rob Falgout
University of 
Colorado
Tom Manteuffel Joint Research Solution methods for transport problems ASC Peter Brown
University of 
Delaware
Richard Braun Joint Research Free boundary numerics and thin film fluid flow using moving overset grids DOE MICS Petri Fast
University of Illinois, 
Urbana-Champaign
John C. Hart Subcontract Topological analysis for Rayleigh–Taylor instabilities LDRD Valerio Pascucci
University of Illinois, 
Urbana-Champaign
Laxmikant Kale Joint Research FastOS DOE MICS Terry Jones
University of Illinois, 
Urbana-Champaign
Michael T. Heath ASC Alliance Center for Simulation of Advanced Rockets ASC Dick Watson
University of Illinois, 
Urbana-Champaign
Mike Folk Subcontract HDF5 parallel hierarchical data formats ASC-DVS Eric Brugger
University of 
Maryland
Jeff Hollingsworth Joint Research Performance Engineering Research Institute DOE SciDAC Bronis de Supinski
University of 
Massachusetts
David Jensen Subcontract Relational pathfinding DHS Tina Eliassi-Rad
University of 
Michigan






Institute for Mathematics and Its Applications ASC ITS Van Emden Henson
University of New 
Mexico
Anil Prinja Subcontract Validation and verification for radiation and neutron transport ASC Peter Brown
6.02 — Academic Outreach (cont.)
Appendices
University of New 
Mexico
Thomas Hagstrom Sabbatical
High-order structure grid methods for wave propagation on complex unbounded 
domains
DOE MICS Bill Henshaw
University of North 
Carolina
Dan Reed and Rob 
Fowler
Joint Research Performance Engineering Research Institute DOE SciDAC Bronis de Supinski
University of North 
Carolina
Henry Fuchs Subcontract Continued group tele-immersion research ASC–PPPE Steve Louis





General issues in computer science involving sequential machines, string 
algorithms, foundations of programming, etc.
ASC ITS John May
University of 
Southern California
Bob Lucan and 
Mary Hall
Joint Research Performance Engineering Research Institute DOE SciDAC Bronis de Supinski
University of 
Tennessee
Jack Dongarra Joint Research Terascale-optimal partial-differential-equation solvers DOE SciDAC Lori Diachin
University of 
Tennessee
Jack Dongarra and 
Shirley Moore
Joint Research Performance Engineering Research Institute DOE SciDAC Bronis de Supinski
University of Texas 
at Austin
Clint Dawson Subcontract Discretizations and splitting methods for radiation-diffusion problems ASC ITS Carol Woodward
University of Texas 
at Austin
Kazushige Goto Subcontract Optimization and tuning of linear algebra libraries for LLNL IBM systems ASC–PSE Mark Seager
University of Texas 
at San Antonio
Qing Yi Subcontract Program analysis and loop optimization DOE MICS Dan Quinlan
University of Utah Charles Hansen Consultant
Data exploration, multiresolution scientific data visualization, and algorithm 
design




Steven G. Parker, 
and Xavier Tricoche
Joint Research Visualization and Analytics Center for Enabling Technologies DOE SciDAC Valerio Pascucci
University of Utah Claudio Silva Subcontract Studying the topology of point-set surfaces LDRD Valerio Pascucci
University of Utah David W. Pershing ASC Alliance Center for the Simulation of Accidental Fires and Explosions ASC Dick Watson
University of Utah Ellen Riloff Subcontract Bioforensics text extraction DHS Terence Critchlow
University of Utah Steve Parker Joint Research Scientific Data Management Center for Enabling Technologies DOE SciDAC Terence Critchlow
University of 
Waterloo













Development and analysis of iterative methods for large-scale linear and 
nonlinear algebraic systems
ASC ITS Carol Woodward
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ASC — Advanced Simulation and Computing
ALE — Arbitrary Lagrangian Eulerian
AMG — algebraic multigrid method
AMR — adaptive mesh refinement
BG/L — BlueGene/L
C&A — certification and accreditation 
CCC — Capability Computing Campaigns
CIO — Chief Information Officer
CMDB — Configuration Management Database
CSP — Computer Security Program
DOE — Department of Energy
DNT — Defense and Nuclear Technologies
FN — foreign national
FPMD — first-principles molecular dynamics
GPU — graphics processing unit
HPC — high-performance computing
ISCR — Institute for Scientific Computing Research
ISQA — institutional software quality assurance
ISSBN — Institutional Support Services Backbone Network
IT — information technology
ITPD — Information Technology Protection Division
LC — Livermore Computing
LCLS — Linac Coherent Light Source
LDRD — Laboratory Directed Research and Development
LLNL — Lawrence Livermore National Laboratory
LPOM — Laser Performance Operations Model
LUSciD — Livermore–UC San Diego Scientific Data Study
M&IC — Multiprogrammatic and Institutional Computing
MCR — Multiprogrammatic Capability Resource
NAA — network access architecture 
NAPA — Novel Architecture and Progressive Algorithms
NIF — National Ignition Facility
NNSA — National Nuclear Security Administration
SCFN — sensitive country foreign national
SciDAC — Scientific Discovery through Advanced Computing
SPMD — single-program, multiple-data
SQA — software quality assurance
TCO — total cost of ownership
TF — trillion floating-point operations per second
TSF — Terascale Simulation Facility
UQ — uncertainty quantification
WPP — Wave Propagation Project
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