ABSTRACT. We show the persistence of hyperbolic bounded solutions to nonautonomous difference and retarded functional differential equations under parameter perturbation, where hyperbolicity is given in terms of an exponential dichotomy in variation. Our functional-analytical approach is based on a formulation of dynamical systems as operator equations in ambient sequence or function spaces. This yields short proofs, in particular of the stable manifold theorem.
MOTIVATION, INTRODUCTION, AND PRELIMINARIES
The classical principle of Poincaré continuation states that hyperbolic periodic orbits of autonomous ordinary differential equations (ODEs) are robust under parameter variation. More precisely, suppose for a fixed parameter value λ * an ODE (1.1)u = f (u, λ) admits a T * -periodic orbit Γ * with all Floquet multipliers (except one) off the unit circle. Then also for parameter values λ from a neighborhood of λ * there exists a T (λ)-periodic orbit Γ(λ) of (1.1), whose period T (λ) depends smoothly on λ and Γ(λ) is a continuation in the sense of lim λ→λ * Γ(λ) = Γ * w.r.t. the Hausdorff distance. Modern proofs of this result are based on the implicit function theorem (cf., e.g., [Ama90, pp. 352ff] or [Chi06,  p. 382, Theorem 5.7]) and extensions into various directions can be found, for instance, in [Kie04, pp. 84ff ] (autonomous evolutionary differential equations), [HW04] (delay differential equations) or [Per97] (for infinite systems of second order ODEs).
In general, continuation problems deal with the question of finding conditions, yielding that a solution or a more general invariant set of an evolutionary equation persists under varying system parameters, without a change of stability properties. This is strongly related to the concept of structural stability implying that hyperbolic equilibria, orbits or further objects are robust under perturbations (cf. [HS74, pp. 304ff ], [SY02, pp. 481ff] ). In particular, the possibility of continuation excludes bifurcation or branching phenomena. Consequently, continuation techniques are frequently used in numerical analysis to approximate various robust invariant objects and we refer to, e.g., [AG90, KOGV07] for a survey.
Whereas the above references deal with autonomous (or periodic) problems, the recent years showed an increasing interest in nonautonomous evolutionary equations. They are capable to describe models under the influence of temporally aperiodic external factors, as regulation or control effects. For example, in concrete models this is realized in a way that constant parameters are replaced by time-dependent functions (parametric perturbations). As opposed to the classical situation, for such equations with a general time dependence, it is not generic to possess constant or periodic solutions. Indeed, in various contexts one made the observation (cf., for instance, [Hül08, BS08, CLRS06] or Theorems 2.11, 3.8) that
Equilibria of autonomous equations generically persist as complete bounded solutions under small parametric perturbations.
For this reason, we suggest to investigate bounded globally defined solutions as appropriate replacement for equilibria in general nonautonomous continuation and bifurcation problems. Following this leitmotiv, the idea behind our overall strategy is to rephrase evolutionary equations as operator equations in suitable sequence or function spaces (cf. the respective Subsection 2.1 or 3.1). Clearly, in such a functional-analytical approach, ambient spaces are indispensable in order to apply tools like the (surjective) implicit function theorem. While we focus on a general time-dependence, for the particular cases of asymptotically constant, almost periodic or periodic equations, the suitable space for persisting solutions might be the set of heteroclinic or homoclinic, almost periodic or periodic functions, respectively. The present paper deals with nonautonomous difference and retarded functional differential equations (including ODEs) in a parallel manner consecutively in the two respective Sections 2 and 3. Understanding such problems as operator equations in the space of bounded or zero sequences (or functions) requires to deduce certain differentiability properties of substitution operators. Their derivatives are weighted difference (respective differential) operators, whose invertibility is guaranteed by exponential dichotomy assumptions for the variational equation along fixed reference solutions. Having this at hand, using the implicit function theorem we can show that hyperbolic bounded solutions persist under perturbations, providing a nonautonomous version of the classical Poincaré continuation. In detail, such solutions are robust for two-sided time, while whole manifolds of bounded solutions persist for one-sided time, yielding a nonautonomous local stable manifold theorem. Compared to well-established proofs of stable manifold results using the implicit function theorem, we tackle difference resp. differential equations directly without a detour over e.g., Lyapunov-Perron operators. We may mention that, while preparing this paper, we learned that the basics of our Theorem 2.11 treating two-sided time and difference equations are contained in [Hül08, Lemma 2]. However, our setting is a bit wider, and beyond parametric perturbations, it allows an elegant application to analytical discretization theory: In the concluding Section 4, we discuss consistent variable time-step discretizations of ODEs and establish persistence and convergence properties of hyperbolic solutions and stable sets. The proof is remarkably short and an immediate consequence of our main continuation results in Theorem 2.11 and Corollary 2.16. For the reader's convenience, an appendix contains quantitative and surjective versions of the implicit function theorem.
For related work we refer to the references [Hag04, BM03, JSW03] . In [Hag04] a shadowing-type question is addressed, wether hyperbolic trajectories of discretizations guarantee the existence of a hyperbolic solution for the continuous flow, while we deal with the inverse situation. The robustness of solutions to ODEs w.r.t. time-varying perturbations is studied in [BM03] , with the intention to obtain optimal bounds. For nonautonomous ODEsu = f (t, u) it is investigated in [JSW03] that solutions u(t) of the algebraic equation f (t, u) = 0, t ∈ R understood as parameter, are perturbations of hyperbolic complete solutions.
Finally, the persistence of equilibria as bounded complete solutions motivates the possibility to study them as bifurcating objects. In such a spirit, we remark that this paper is intended to be the first one in a series of articles dealing with nonautonomous continuation and bifurcation theory using functional-analytical tools.
Notation: Throughout the paper, Banach spaces are denoted by X, Y and equipped with norm |·|. We write Ω
• for the interior of a set Ω ⊆ X and B ε (x) for the open ε-ball centered in x ∈ X. The space of bounded linear operators between X and Y is L(X, Y ), L(X) := L(X, X) and for the corresponding toplinear isomorphisms we write GL(X, Y ); moreover, L j (X, Y ) consists of j-linear bounded operators and,
, we write R(T ) := T X for the range and N (T ) := T −1 (0) for the kernel. Furthermore, in this paper Λ ⊆ Y denotes a nonempty open convex subset.
DIFFERENCE EQUATIONS
As usual, Z denotes the ring of integers, N are the positive integers and a discrete interval I is the intersection of a real interval with Z; we introduce the shifted interval I := {k ∈ I : k + 1 ∈ I}. Given an integer κ ∈ Z we define the discrete intervals Z + κ := {k ∈ Z : κ ≤ k} and Z − κ := {k ∈ Z : κ ≥ k}. Suppose throughout that Ω ⊆ X is nonempty open and convex. In case I is unbounded above, we denote the set of bounded sequences φ = (φ k ) k∈I with φ k ∈ Ω by ∞ (Ω) and in case 0 ∈ Ω we write 0 (Ω) for the space of all such sequences converging to 0; note that the two-sided limit k → ±∞ is meant for I = Z. It is convenient to abbreviate ∞ := ∞ (X), 0 := 0 (X). Both are Banach spaces equipped with norm
Convexity of the set Ω ⊆ X carries over to the sequence spaces ∞ (Ω), 0 (Ω). Nonetheless, it is easy to see that 0 (Ω) is open, whereas ∞ (Ω) is not open in general. As center of our interest, we consider functions f k : Ω × Λ → X, k ∈ Z, which are the right-hand sides of nonautonomous parameter-dependent difference equations
For a fixed parameter value λ ∈ Λ, a solution of the difference equation (∆) λ is a sequence φ = (φ k ) k∈I with φ k ∈ Ω satisfying the recursion (∆) λ on a discrete interval I . In order to emphasize the dependence on λ, we may write φ(λ). Under the condition
we speak of a permanent solution. In case 0 ∈ Ω, solutions in 0 (Ω) are permanent. Moreover, a complete or globally defined solution solves (∆) λ on the whole axis Z. Homoclinic solutions are complete solutions in 0 . Note that complete solutions might not exist, since we impose no invertibility assumptions on f k (·, λ). The general solution ϕ(·; κ, ξ, λ) is the unique forward solution of (∆) λ satisfying the initial condition x κ = ξ. Note that ϕ(·; κ, ξ, λ) needs not to exist on the whole semiaxis Z + κ , since f k (·, λ) is not supposed to leave Ω invariant.
2.1. Substitution operators. For the purpose of detecting backward or complete solutions, it is reasonable to convert a nonautonomous difference equation (∆) λ into an operator equation in a sequence space. Here, it is convenient to make use of the following convention: The symbol stands for exactly one of the symbols ∞ or 0 . In the following, this allows a compact notation of results valid for both of the spaces ∞ or 0 .
Proposition 2.1. The left shift operator S : → , (Sφ) k := φ k+1 is linear with |S| ≤ 1, satisfies S (Ω) ⊆ (Ω) and for I = Z it is an onto linear isometry.
Proof. Let φ ∈ and from |(Sφ) k | = |φ k+1 | ≤ φ for all k ∈ I we obtain S ≤ 1 with equality in case I = Z. The remaining assertions are clear.
The following assumptions hold for C m -smooth right-hand sides of equation (∆) λ , whose derivatives map bounded into bounded sets uniformly in time. Throughout, differentiability is always meant in the Fréchet-sense and D denotes the derivative operator.
Hypothesis. Let m ∈ N and suppose each f k : Ω × Λ → X, k ∈ Z, is a C m -function such that the following holds for 0 ≤ j ≤ m:
(well-definedness) and for all λ 0 ∈ Λ and ε > 0 there exists a δ > 0 with
for all x, y ∈ Ω and λ ∈ B δ (λ 0 ) (uniform continuity). (H 1 ) We have 0 ∈ Ω and the limit relation
each argument, such that for all k ∈ Z, x,x ∈ Ω and λ,λ ∈ Λ one has
An application with infinite dimensional parameter spaces Λ is given in Section 4 and Example 2.1 (parametric perturbation). Autonomous difference equations under parametric perturbations nicely fit in the above framework. Indeed, consider
with right-hand side g : Ω × P → X, where P ⊆ Y is a nonempty open and convex set. Now the parameter p ∈ P is replaced by a sequence (p k ) k∈Z ∈ ∞ (P )
• and we arrive at a nonautonomous equation
(Ω × P, X), the derivatives are uniformly continuous in p ∈ P and map bounded sets into bounded sets.
Under the above assumptions we formally introduce various substitution operators derived from the functions f k . They are pointwise defined as
0 is a pair with υ 1 + υ 2 ≤ m and D i denotes the partial Fréchet-derivative w.r.t. the ith argument, i = 1, 2.
) are well-defined and continuous.
Proof. Let λ ∈ Λ, φ ∈ ∞ (Ω) and 0 ≤ j ≤ m be given. Due to (H 0 ) the derivatives D j f k (·, λ) map bounded sets into bounded sets uniformly in k ∈ Z. Consequently, also the sequence (D j f k (φ k , λ)) k∈I is bounded and the mapping F j has values in ∞ (L j (X × Y, X)). In order to establish its continuity, we arbitrarily choose λ 0 ∈ Λ and φ * ∈ ∞ (Ω). For every ε > 0 we know from (H 0 ) that there exists a δ > 0 such that (2.1) holds. In particular, for sequences φ ∈ B δ (φ * ) ∩ ∞ (Ω) and λ ∈ B δ (λ 0 ) one has
Passing to the least upper bound over k in this inequality we arrive at F j (φ, λ) − F j (φ * , λ 0 ) ≤ ε and this proves the continuity of F j . These properties carry over from the mapping F j given by the Frechét derivatives of f k to the mapping F υ defined via partial derivatives.
If (H 0 )-(H 1 ) are satisfied, then the same holds for
Proof. It follows immediately from Lemma 2.2 with j = 0 that F :
is well-defined. Concerning the smoothness assertion, we only establish
and the continuity for F j+1 from Lemma 2.2 guarantees lim (φ,λ)→(0,0) r j (φ, λ) = 0. After these preparations, the mean value theorem (cf. [Lan93, p. 341, Theorem 4.2]) implies
and passing over to the least upper bound for k ∈ I yields
and mathematical induction implies that F is m-times differentiable with D j F = F j for 0 ≤ j ≤ m. Finally, from the above Lemma 2.2 we obtain that D m F is continuous. It remains to show the assertion when F is defined on 0 (Ω) × Λ. Given a sequence φ * ∈ 0 (Ω), we remark that φ * is an interior point of 0 (Ω). We deduce from (H 1 ) that
Therefore, the mean value estimate (cf. [Lan93, p. 342, Corollary 4.3]) yields |f k (φ thus, the right-hand side of this estimate tends to 0 as k → ±∞. Hence, the substitution operator F : 0 (Ω) × Λ → 0 (Ω) is well-defined and the corresponding smoothness assertions for F follow as above.
Having this available, the crucial tool for our whole analysis is given in Theorem 2.4. For every parameter λ ∈ Λ, a sequence φ in Ω is a solution of the difference equation (∆) λ , if and only if φ solves the nonlinear equation
Proof. By definition of S and F , equation (2.2) explicitly reads as φ k+1 − f k (φ k , λ) ≡ 0 on I and this is the solution identity for (∆) λ . The well-definedness assertions for G follow from Proposition 2.1 and 2.3.
2.2. Linear difference equations. As natural robustness concept to study nonautonomous continuation properties, we employ exponential dichotomies [AHO98, Hen81, Kal94] and the associated dichotomy spectrum [BAG91, AS01, Pöt09] . In this paper, the purpose of the latter notion is to establish an analogous object to the set of eigenvalues in a classical autonomous situation.
Let I be a discrete interval. For a given operator sequence A k ∈ L(X), k ∈ I , linear difference equations are of the form
An exponential dichotomy means that the extended state space I × X of (L∆) allows a hyperbolic splitting, i.e., it splits into invariant vector bundles consisting of solutions with a specific asymptotic behavior; these vector bundles are described using projectors. We say a sequence of projections P k ∈ L(X), k ∈ I, is an invariant projector, provided (2.3)
and speak of a regular projector, if the restriction
exists with bounded inverse Φ(l, k) and we can introduce Green's function
Having these notion at hand, a linear nonautonomous difference equation (L∆) is said to have an exponential dichotomy (ED for short) on I, if the following holds:
(i) There exists a regular invariant projector P k , (ii) there exist reals K ≥ 1, α ∈ (0, 1) such that
As mentioned, an exponential dichotomy means that the extended state space of (L∆) splits into invariant vector bundles, namely
• the stable bundle consisting of exponentially decaying forward solutions of (L∆) and given by the ranges R(P k ) (if I is unbounded above), • the unstable bundle consisting of solutions which exist in backward time and are exponentially decaying, given by the kernels N (P k ) (if I is unbounded below). Our up-coming results allow an elegant formulation extending the classical autonomous situation using the dichotomy spectrum. Thereto, for γ > 0 consider the scaled equation
and define the dichotomy spectrum of a linear system (L∆) as
We observe that 1 ∈ Σ I (A) holds, if and only if (L∆) admits an ED on I. Under reasonable assumptions (cf., (2.5) below) the dichotomy spectrum is a bounded subset of (0, ∞) and the union of so-called spectral intervals.
In order to illustrate these notions, we quote and benefit from a combination of results in [BAG91, Section 4], [AVM96] and [Pöt09] to deduce the following examples in which I = Z. They easily extend to more general situations since, as shown in [Pöt09, Theorem 8], the dichotomy spectrum is invariant under linearly homogenous perturbations
Example 2.2 (scalar equations, cf. Theorem 4.6 in [BAG91] ). For scalar difference equations x k+1 = a k x k with coefficients a k ∈ R \ {0} satisfying sup k∈Z |a k | , a −1 k < ∞, the dichotomy spectrum is related to lower and upper Bohl exponent
In particular, for the special case a k = b for k ≥ κ and a k = c for k < κ, b, c ∈ R \ {0}, one deduces
The dichotomy spectrum extends the autonomous situation, where moduli of spectral points determine stability properties:
Example 2.3 (autonomous equations). In the situation of autonomous equations (L∆) with coefficient operator A k ≡ A ∈ L(X) on Z, one has Σ Z (A) = {|λ| > 0 : λ ∈ σ(A)}, which can be seen using [Ioo79, p. 6, Technical lemma 1].
Example 2.4 (periodic equations, cf. Theorem 4.1 in [BAG91] ). Let θ ∈ N be given. For a given θ-periodic difference equation (L∆) with monodromy operator
The next example is useful when linearizing autonomous difference equations along heteroclinic solutions:
Example 2.5 (cf. Theorem 4.8 in [BAG91] ). Suppose B, C ∈ GL(C d ), κ ∈ Z and denote by N (C, ρ) (resp. R(B, ρ)) the kernel (resp. range) of the Riesz projection associated to {z ∈ C : |z| ≤ ρ}, ρ > 0. For a difference equation (L∆) with A k = C for k < κ and A k = B for k ≥ κ we suppose σ(B) ∪ σ(C) = {λ 1 , . . . , λ 2d }, where the λ i ∈ C are ordered according to
i.e., the indices n 1 < . . . < n k indicate one of the k < 2d jumps in the moduli of the elements of σ(B) ∪ σ(C), and we set n k+1 := 2d. Moreover, choose i 1 < . . .
Now suppose I is unbounded above. We study invertibility properties of the weighted difference operator (cf.
it is easily seen to be well-defined and bounded under the assumption
which we impose throughout this subsection.
Proposition 2.5.
Proof. We refer to [Hen81, p. 230, Theorem 7. 
Proof. From [AHO98, Proposition 3.2] we know that for almost periodic equations (L∆), an ED on a semiaxis extends to an ED on the whole axis Z. Then the claim follows from the above Proposition 2.5.
A different situation occurs for general nonautonomous equations with one-sided time:
Proof. Firstly, we suppose = ∞ . For a sequence ψ ∈ and arbitrary x 0 ∈ X it is shown in [Kal94, pp. 34-34, Satz 3.1.2(ii)] that the inhomogeneous system
On the other hand, applying the result quoted above with inhomogeneity ψ = 0, immediately yields {ξ ∈ X : Φ(·, κ)ξ ∈ ∞ } = R(P κ ). Since P k is an invariant projector for (L∆), the mapping P :
In order to show the remaining assertion that L : 0 → 0 is surjective, one proceeds analogously to [Bas00, Lemma 2].
For the sake of completeness and the reader's convenience, we finally summarize some auxiliary results from [Bas00] guaranteeing the invertibility of L. 
In a parallel fashion to Proposition 2.8 we now consider the situation where (L∆) admits EDs on positive and negative semiaxes with nonempty intersection. For the corresponding finite-dimensional situation we refer to [BK97, Boi01] . 
For the sake of having a future reference at hand, we illustrate the above results using a simple 2-dimensional example. It demonstrates explicitly when dichotomies on semiaxes extend to the whole discrete line Z.
Example 2.6. Let γ − , β − , γ + , β + ∈ R \ {0} be given and suppose X = R 2 . We define a piecewise constant coefficient matrix for (L∆) by
and arrive at the transition matrix
We distinguish several cases in order to describe the dichotomy properties of (L∆). In each case, (L∆) admits an ED on Z (a) |β + | , |γ + | < 1:
2.3. Poincaré continuation. For parameters λ * ∈ Λ we consider the variational equation
Typically, φ * is a solution to the difference equation (∆) λ * , like for instance an equilibrium, a periodic solution or of homoresp. heteroclinic type. Such a sequence is said to be hyperbolic, if (2.6) has an ED on I. We define the dichotomy spectrum of φ * by
and φ * is hyperbolic, precisely if 1 ∈ Σ I (φ * , λ * ). Now we have collected the preparations in order to deduce a nonautonomous and discrete version of the Poincaré continuation lemma. It deals with the question, under which conditions a bounded solution φ * of the nonlinear difference equation (∆) λ * persists, when the parameter λ is varied near λ * .
Theorem 2.11 (hyperbolic solutions on Z). Let λ * ∈ Λ, I = Z and suppose (H 0 ) holds. If = ∞ and φ * ∈ (Ω) is a complete permanent solution of (∆) λ * such that Remark 2.1. As result of Theorem 2.11(c) the saddle point structure consisting of stable and unstable fiber bundles (or manifolds in the autonomous case, cf. [PR05] ) associated to the hyperbolic complete solution φ * persists under variation of λ ∈ B ρ (λ * ).
Proof of Theorem 2.11. (a) and (b) Suppose = ∞ and due to the assumed permanence, φ * is an interior point of ∞ (Ω). Using Theorem A.1 we solve
Above all, note that G :
is a solution of (∆) λ * we know from Theorem 2.4 that G(φ * , λ * ) = 0 holds and we have to show that the partial derivative
, which exists by Proposition 2.3, is a toplinear isomorphism.
and the difference operator L defined in (2.4), we have the identity
Due to 1 ∈ Σ Z (φ * , λ * ) and the resulting ED of (2.6) on Z we deduce from Proposition 2.5 that L = D 1 G(φ * , λ * ) is invertible and Theorem A.1 yields the existence of a ρ > 0 and of a unique C m -function φ :
. (c) It remains to show the hyperbolicity of φ(λ). To establish this, note that the variational difference equation
Suppose the data for the ED of (2.6) is K, α. The continuity of φ and D 1 f k guarantee that for sufficiently small ρ > 0 one has
and the ∞ -roughness of EDs (see [Hen81, p. 232, Theorem 7.6.7]) implies that also (2.8) admits an exponential dichotomy on Z. Thus, φ(λ) is hyperbolic. By scaling down ρ > 0, it is possible to choose ε > 0 arbitrarily small and therefore also φ(λ) is permanent. Now assume also (H 1 ) and that φ * ∈ 0 (Ω) holds. Then the above arguments including Proposition 2.5 remain true, when ∞ is replaced by 0 .
Corollary 2.12. If additionally (H 2 ) holds and the dichotomy data associated to the variational equation (2.6) are K, α, then the constants ρ, ε > 0 can be obtained from
α . Using our hypothesis (H 2 ), the claim follows from Corollary A.2 with ω 2 (r) = r + ω 0 (r).
Due to the differentiable dependence of the perturbed solution φ(λ) on the parameter λ ∈ B ρ (λ * ), one can approximate φ(λ) using a finite Taylor series in λ. Here, a phenomenon typical for nonautonomous equations occurs: Algebraic problems in an autonomous setting become dynamical problems, i.e., instead of solving algebraic equations, one has to find bounded solutions of a nonautonomous difference equation.
As a result of Taylor's theorem (cf., e.g., [Lan93, p. 350]) we can write 
for all k ∈ Z. This yields the relation
for all y 1 , . . . , y n ∈ Y , where we abbreviate g
. Setting λ = λ * in this relation yields that the Taylor coefficients
Having these preparations at hand, we deduce Corollary 2.13. The coefficients D n φ(λ * ) : Z → L n (Y, X), 1 ≤ n ≤ m, in the Taylor expansion (2.9) can be determined recursively from the Lyapunov-Perron sums
where Γ P is the Green's function associated to (2.6).
Proof. We prove the assertion by mathematical induction. For n = 1 the inhomogeneity H 1 is bounded due to (H 0 ). Since we want to approximate bounded solutions φ(λ) to equation (∆) λ , it is reasonable to look for the Taylor coefficient Dφ(λ * ) as bounded complete solution of (I) 1 . Arguing as in Proposition 2.5, the ED of (2.6) guarantees that equation (I) 1 has a unique complete bounded solution, which is given by the LyapunovPerron sum Dφ(λ * ) k = l∈Z Γ P (k, l + 1)H 1 (l). In the induction step n → n+1 we see from the induction hypothesis that the sequences Dφ(λ * ), . . . , D n φ(λ * ) are bounded, which implies that also H n+1 is a bounded sequence. Therefore, due to the above argument, the linear equations (I) n+1 has a unique bounded solution given by a Lyapunov-Perron sum as claimed in our corollary.
The situation of Theorem 2.11 changes drastically for one-sided time, where hyperbolic solutions are embedded in, and persist as, families of solutions parametrized over the stable bundle associated with the linearization (2.6).
Theorem 2.14 (hyperbolic solutions on semiaxes). Let λ * ∈ Λ, κ ∈ Z, I = Z (φ * , λ * ) and associated invariant projector P k , then there exist δ, ρ > 0 and a unique C m -function ψ : Next we establish that (uniform) stability properties of φ * persist:
Corollary 2.15. There exists a ρ > 0 such that for every λ ∈ B ρ (λ * ) a solution φ(λ) of (∆) λ as in Theorem 2.11 or 2.14 satisfies:
(a) With φ * also the perturbed solution φ(λ) of (∆) λ is exponentially stable, (b) if φ * is a complete solution and there exists a decomposition Σ Z (φ * , λ * ) = σ −∪ σ + with sup σ + < 1 < inf σ − , then the perturbed solution φ(λ) of (∆) λ is unstable.
Proof. Suppose I = Z or I = Z + κ , depending if we deal with Theorem 2.11 or 2.14. (a) Let Φ λ * denote the transition operator of (2.6). Since φ * ∈ (Ω) is an exponentially stable solution of (∆) λ * , we know that 0 is an exponentially stable equilibrium for the equation of perturbed motion
So, the converse of the theorem on stability by first approximation due to Győri and Pituk (see [GP01, Theorem 4] and note that their proof remains valid for Banach spaces X instead of R d as state space) implies the existence of constants
* is hyperbolic with associated splitting projector Q * k ≡ I. We apply Theorem 2.11 or 2.14 in order to establish the existence of a ρ > 0 and of hyperbolic solutions φ(λ) of (∆) λ for λ ∈ B ρ (λ * ). Choosing ρ > 0 sufficiently small, we know that the splitting projectors Q * k and Q k (λ) associated with the EDs of the variational equations for (∆) λ * and (∆) λ along φ * and φ(λ), resp., are linearly conjugated. This guarantees that there exist constants K ≥ 1, α ∈ (0, 1) such that
for all κ ≤ k holds for the corresponding transition operator Φ λ of the variational equation for (∆) λ along φ(λ). The theorem on stability by first approximation (also for this classical case we refer to [GP01, Theorem 4]) implies that the zero solution of (2.11)
is exponentially stable, i.e., φ(λ) is an exponentially stable solution of (∆) λ .
(b) Due to our assumption, the dichotomy spectrum Σ Z (φ * , λ * ) allows a decomposition σ +∪ σ − as assumed. Referring to [Pöt09, Corollary 3] this decomposition persists for λ near λ * . The resulting spectral gap implies an unstable fiber bundle for the zero solution of equation (2.11) (cf. [PR05, Theorem 3.2(b)]). Hence, φ(λ) is unstable.
We close this section with a short proof of a nonautonomous stable manifold theorem. Thereto, let I be a discrete interval unbounded above and φ * = (φ * k ) k∈I be a bounded solution of (∆) λ * , λ * ∈ Λ, in Ω. Then the stable set of φ * is defined to be
and we can describe its local structure as follows:
Corollary 2.16 (stable manifold theorem). If φ * ∈ ∞ (Ω) is a permanent solution of (∆) λ * on I satisfying (2.10), then there exist ε, ρ > 0 and a unique C m -function s
for all λ ∈ B ρ (λ * ), with the fibers S + (λ) κ := {x ∈ Ω : (κ, x) ∈ S + (λ)}.
Proof. We consider the difference equation of perturbed motion (2.12)
which admits the trivial solution on I for all λ ∈ Λ. Moreover, it satisfies (H 0 )-(H 1 ) and if we choose κ ∈ I, then Theorem 2.14 applies to (2.12) with = 0 . This implies
and a closer look at Theorem A.3 yields that solutions of (2.12) decaying to 0 in forward time, start in the points ψ(ξ, λ) κ = ξ + φ(ξ, λ) κ with a C m -function φ(·) κ having values in N (P κ ). Then the assertion follows with s
In a more geometric language, the latter Corollary 2.16 states that the stable set S + (λ) is locally graph of a smooth function over the stable bundle. Analogously, one can describe the unstable set consisting of initial pairs for backward solutions converging to a complete solution φ * as k → −∞; near φ * it is a graph over the unstable bundle.
FUNCTIONAL DIFFERENTIAL EQUATIONS
A theory parallel to Section 2 can be established for miscellaneous nonautonomous evolutionary differential equations. Among them, we focus on functional differential equations of retarded type, which include ODEs. However, an analogous treatment for classical solutions of various evolutionary partial differential equations seems possible. Since the corresponding theory is similar to Section 2, we keep our explanations more compact and concentrate on the more involved space setting.
Let Ω ⊆ R d denote a nonempty open set and |·| stands for a norm on R d . Given arbitrary r ≥ 0, t 0 ∈ R, for a convenient notation we also introduce the closed intervals
The following spaces are central for our overall approach:
BC(I r , Ω) := φ : I r → Ω| φ is continuous and sup
and in case 0 ∈ Ω also BC 0 (I r , Ω) := φ : I r → Ω| φ is continuous and lim φ(t) = 0 , (3.1)
in (3.1) the limit t → ∞ is meant for r = 0, and the two-sided limit t → ±∞ for r > 0.
In the following, it is convenient to abbreviate With given right-hand side f : R × C r (Ω) × Λ → R d , we consider a nonautonomous parameter-dependent retarded functional differential equation (FDE for short)
For initial times t 0 ∈ R and a fixed parameter λ ∈ Λ, we say φ : [t 0 − r, t 0 + R) → R d is a solution of (F ) λ , provided φ t0 ∈ C r (Ω) and the integral equation
holds with an interval length R = R(t 0 , λ) > 0. Under our hypothesis stated below, it is shown in [HVL93, pp. 38ff, Chapter 2] that for each initial function θ ∈ C r (Ω) there exists a maximal R > 0 and a unique solution φ to (F ) λ satisfying φ t0 = θ; we denote it as general solution ϕ(·; t 0 , θ, λ). Furthermore, a complete solution of (F ) λ is a globally defined C 1 -function φ : R → R d with φ t ∈ C r (Ω) satisfying the solution identitẏ φ(t) ≡ f (t, φ t , λ) on R. In the situation φ ∈ BC(R, R d ) we speak of a bounded complete solution and for φ ∈ BC 0 of a homoclinic solution. Finally, a solution of (F ) λ defined on a maximal interval I ⊆ R is said to be a permanent solution, if inf t∈I dist(φ(t), Ω) > 0.
Substitution operators.
A variety of our results holds simultaneously for bounded complete, as well as for homoclinic solutions. Thus, it is convenient to introduce the symbol C, which stands either for BC or for BC 0 . However, once C is assigned, it remains fixed in each result.
In our present setting, the shift operator from the discrete case has to be replaced by a differential operator. We waive the proof of the following elementary Lemma 3.1. The operator S : C 1 (I r , Ω) → C, (Sφ)(t) :=φ(t) is linear and bounded.
Proposition 3.2. For every t ∈ I r the operator E t : C(I r , R d ) → C(I r , C r ), E t φ := φ t is well-defined, linear with |E t | ≤ 1 and satisfies E t C(I r , Ω) ⊆ C(I r , C r (Ω)).
Proof. Let t ∈ I r be given. For C = BC we choose φ ∈ BC(I r , Ω). Thanks to
|φ(t + s)| ≤ φ 0 for all t ∈ I r the linear function E t φ : I r → C r (Ω) is bounded. Due to [HVL93, p. 40, Lemma 2.1], E t φ is also continuous. In case C = BC 0 we know that for each ε > 0 there exists an T = T (ε) > 0 such that |φ(t)| < ε/2 for all t ∈ I r with |t| ≥ T . This implies |φ(t + s)| < ε/2 for all |t| ≥ T + r, s ∈ [−r, 0] and passing to the least upper bound over s ∈ [−r, 0] yields |φ t | r < ε for |t| ≥ T + r. We therefore also have E t φ ∈ BC 0 (I r , C r (Ω)).
As indicated above (see [HVL93, p. 40, Lemma 2.1]), under the subsequent hypotheses one can guarantee existence and forward uniqueness of solutions for (F ) λ :
d is continuous and the partial derivatives D j (2,3) f , 0 ≤ j ≤ m, exist, are continuous and satisfy:
Having these assumptions satisfied, we formally introduce substitution operators
3 f (t, E t φ, λ) for all t ∈ I r , with 0 ≤ j ≤ m and pairs υ = (υ 1 , υ 2 ) ∈ N 2 0 such that
are well-defined and continuous.
Proof. Suppose λ ∈ Λ and φ ∈ BC(I r , Ω) are given. Thanks to Proposition 3.2 and (H 0 ), we deduce that the function t → D j (2,3) f (t, φ t , λ) is bounded, continuous and additionally F j is well-defined. To deduce the continuity of F j , choose λ 0 ∈ Λ, φ * ∈ BC(I r , Ω) and ε > 0. Given δ > 0 and φ ∈ B δ (φ * ) arbitrarily, we observe
t , λ 0 ) < ε is satisfied for all t ∈ I r and λ ∈ B δ (λ 0 ). This implies the assertion.
Before stating the next result, we point out that BC (I r , Ω) is not necessarily open, whereas BC 0 (I r , Ω) is an open set.
Proposition 3.4. Under (H 0 ) the operator F : BC(I r , Ω) × Λ → BC is well-defined and m-times continuously differentiable on BC(I r , Ω)
• × Λ with partial derivatives
If (H 0 )-(H 1 ) are satisfied, then the same holds for F :
With Lemma 3.3 at hand, the claim follows using analogous arguments as in the proof of Proposition 2.3. In particular, for φ ∈ BC 0 (I r , Ω) one obtains lim t→±∞ φ t = 0 in C r from Proposition 3.2 and therefore (H 1 ) implies F (φ, λ) ∈ BC 0 .
is well-defined and m-times continuously differentiable on BC 1 (I r , Ω) After these preparations, we arrive at a counterpart to Theorem 2.4 for FDEs: Theorem 3.6. For λ ∈ Λ the following holds under (H 0 ):
and (3.2) holds; conversely, if φ ∈ C 1 (I r , Ω) ∩ BC 0 solves (3.2), then φ ∈ BC 1 0 (I r , Ω) and φ is a bounded solution of (F ) λ . Proof. (a) Referring to Proposition 3.2, the function φ · : I r → C r (Ω) is bounded and (H 0 ) yields thatφ is bounded, sinceφ(t) ≡ f (t, φ t , λ) on I r . This solution identity is obviously equivalent to (3.2) and we obtain φ ∈ BC 1 (I r , Ω). The converse direction follows from the same arguments.
(b) can be shown analogously.
3.2.
Linear functional differential equations. Let I ⊆ R be an interval. In order to study hyperbolic solutions of (F ) λ we have to introduce some further terminology for linear FDEs (cf. [HVL93, pp. 167ff, Chapter 6]). Given a continuous mapping A : I → L(C r , R d ) they are of the form
Under the boundedness assumption b := sup t∈I |A(t)| < ∞, we deduce from [HVL93, p. 170, Theorem 1.2] that the general solution of (LF ), denoted by ϕ A (·; s, θ) : [s, ∞) ∩ I → R d , exists and we define the transition operator Φ(t, s) ∈ L(C r ) of (LF ) by
Using [HVL93, p. 172, Corollary 1.1] we get the estimate |Φ(t, s)| r ≤ e b(t−s) for s ≤ t and in the terminology of [CL99] , (Φ(t, s)) s≤t defines a strongly continuous, exponentially bounded evolution family on C r . In addition, the operators Φ(t, s) ∈ L(C r
]).
We say (LF ) or the associated transition operator Φ admits an exponential dichotomy (ED for short) on I, if there exists a projection-valued mapping P : I → L(C r ) and real numbers α > 0, K ≥ 1 so that Φ(t, s)P (s) = P (t)Φ(t, s) for all s ≤ t, the restriction Φ(t, s)| N (P (s)) is an isomorphism onto N (P (t)) for s ≤ t, and
for all s ≤ t.
Due to the compactness of Φ(t, s), t − s ≥ r, we can suppose the unstable fibers N (P (s)), s ∈ I, to be finite-dimensional (cf. [Hen81, p. 226] ). In this framework, the dichotomy spectrum of Φ or (LF ) is given by Σ I (A) := {γ ∈ R : Φ γ has no ED on I} with a scaled transition operator Φ γ (t, s) := e γ(s−t) Φ(t, s) for all s ≤ t. As counterpart to the difference operator (2.4) in the present framework of linear FDEs, we introduce the differential operator
which is well-defined thanks to Lemma 3.1 and the boundedness of A.
Proposition 3.7. If a linear FDE (LF ) admits an ED on R, then L ∈ GL(C 1 , C).
Proof. First we suppose C = BC and referring to the admissibility result [CL99, p. 108, Theorem 4.28], we know that for eachψ ∈ BC(R, C r ) there exists a unique function (a mild solution)φ ∈ BC(R, C r ) solving the integral equation
in the space C r . This, in turn, guarantees that for each inhomogeneity ψ ∈ BC there exists a unique solutionφ ∈ BC(R, C r ) toφ(t) = ϕ A (·; s,φ(s)) t + t s Φ(t, τ )ψ τ dτ for all s ≤ t. Therefore, φ :=φ(t)(0) is the unique bounded complete solution of (3.4)u(t) = A(t)u t + ψ(t) and for every inhomogeneity ψ ∈ BC there exists a unique φ ∈ BC such that Lφ = ψ. Since φ is a solution of (3.4), one deduces φ ∈ BC 1 and the claim follows.
In the remaining case C = BC 0 , one proceeds as above with the crucial admissibility property from [CL99, p. 112, Theorem 4.33(a)].
3.3. Poincaré continuation for functional differential equations. Let I ⊆ R be an interval and φ * : I → R d denote a bounded solutions of the FDE (F ) λ * . Given a parameter λ * ∈ Λ, we consider the variational equation
The solution φ * of (F ) λ * is said to be hyperbolic, if (3.5) admits an ED on I. We define the dichotomy spectrum associated to φ * by
and φ * is hyperbolic, if and only if 0 ∈ Σ I (φ * , λ * ) holds.
Theorem 3.8 (hyperbolic solutions on R). Let λ * ∈ Λ and suppose (H 0 ) holds. If C = BC and φ * ∈ C(R, Ω) is a complete permanent solution of (F ) λ * such that
then there exist ρ, ε > 0 and a C m -function φ :
If (H 0 )-(H 1 ) are satisfied, then the same holds with C = BC 0 .
Proof. Let λ * ∈ Λ be fixed. We suppose C = BC and from Theorem 3.6(a) we know φ * ∈ BC 1 (R, Ω) and that G(φ * , λ * ) = 0 holds. Thanks to Proposition 3.4 it is
with a linear operator (Lψ)(t) := Sψ(t) − D 2 f (t, φ * t , λ * )ψ t (cf. (3.3) ). Hence, Proposition 3.7 guarantees D 1 G(φ * , λ * ) ∈ GL(BC 1 , BC) and the claims (a), (b) follow from Theorem A.1. Finally, assertion (c) can be shown as in Theorem 2.11 using the corresponding dichotomy roughness for evolution families (cf. [CL99, p. 156, Theorem 5.24]).
In case of the function space C = BC 0 and φ * ∈ BC 0 (R, Ω) the same arguments remain true and Theorem 3.6(b) yields the assertion under (H 1 ).
As in the case of difference equations, one can compute a Taylor approximation of the function φ(λ) from Theorem 3.8. The corresponding coefficients are obtained by recursively solving linearly inhomogeneous delay equations. Nevertheless, in order to illustrate this, we retreat to an ODE model. µ−r0 however, stability properties can be determined using a center manifold analysis (cf. [Wig90, pp. 193ff ]) -we leave this aspect to the interested reader.
As nonautonomous counterpart to (3.6), [KW98] investigate the equation (3.7) ẋ = s 1 − s2y b1+y − µx − kxy + r λ (t)ẋ y = gy b1+y − cxy to model the effects of an interleukin immunotherapy for HIV. In (3.6) and (3.7), x and y are the respective concentrations of uninfected T cells and the HIV population; we refer to [KW98, p. 74 ] for a biological interpretation of further involved parameters. Specifically in equation (3.7), it is assumed that the enhancement of the immune system through interleukin results in an increase in the T cells proportional to the population of these cells at a time-dependent rate r λ . Here, we suppose the function r λ : R → R is of the form r λ (t) := r 0 + λr(t), where r : R → R is assumed to be continuous and bounded. Thus, (3.7) degenerates into (3.6) for λ = 0. It is obvious that φ λ := (φ 1 λ , 0) : R → R 2 solves the system (3.7), where the first component φ 1 λ : R → R is the unique complete bounded solution to the linearly inhomogeneous scalar equationẋ = s 1 − µx + r λ (t)x, i.e.,
We conclude that the complete solution φ(λ) : R → R 2 postulated in Theorem 3.8 is given by the pair (φ 1 λ , 0), i.e., the equilibrium (x * , y * ) = ( s1 µ−r0 , 0) for (3.6) persists as bounded solution (φ 1 λ , 0) to (3.7) under time-dependent perturbations. Moreover, it is possible to obtain a Taylor approximation
of arbitrary order m ∈ N, where R m denotes the remainder. The Taylor coefficients ψ n (t), n = 1, . . . , m, can be computed recursively from
where ψ 0 (t) :≡ s1 µ−r0 . In Figure 1-4 we have depicted the 5ths order Taylor approximations of the complete solutions φ 1 λ : R → R for different functions r. We have chosen parameter values s 1 = 1, r 0 = 1 and µ = 2, so that (x * , y * ) = (1, 0).
3.4.
Stable manifolds for ordinary differential equations. From now on we deal with ordinary differential equations, i.e., FDEs with vanishing delay r = 0. Under this assumption, we can identify the two sets C r (Ω) and Ω. Thus, the variational equation (3.5) becomesu = D 2 f (t, φ * (t), λ * )u, while the crucial functional differential equations (F ) λ and (LF ) simplify to the ODEsu
respectively. In conclusion, our above results remain applicable. In particular, as in the case of difference equations (cf. Corollary 2.13), Taylor approximations of perturbed solutions can be obtained by successively solving linearly inhomogeneous ODEs. Beyond that, stable manifold results are based on the technical 
Proof. This follows as in Proposition 2.7 using [Cop78, p. 22, Proposition 3].
Theorem 3.10 (hyperbolic solutions on semiaxes). Let λ * ∈ Λ, t 0 ∈ R and suppose (H 0 ) holds. If C = BC and φ * ∈ C([t 0 , ∞), Ω) is a permanent solution of (O) λ * on the semiaxis [t 0 , ∞) with (3.8) 0 ∈ Σ [t0,∞) (φ * , λ * ) and associated invariant projector P, then there exist δ, ρ > 0 and a unique C m -function ψ :
, Ω) such that one has for all (ξ, λ) ∈ B ρ (0, λ * ): Proof. Using Proposition 3.9 one proceeds as in the proof of Theorem 2.14.
Similarly to the case of nonautonomous difference equations in Section 2, given a hyperbolic bounded solution φ * : [t 0 , ∞) → Ω of (O) λ * , we define its stable set
whose local structure allows a description as in Corollary 2.16:
is a permanent solution of (O) λ * on [t 0 , ∞) satisfying (3.8), then there exist ε, ρ > 0 and a unique C m -function
, with the fibers S + (λ) t0 := {x ∈ Ω : (t 0 , x) ∈ S + (λ)}.
Now consider a nonautonomous difference equation (∆) λ , with specific right-hand side
The idea behind the right-hand side (4.2) is to provide a homotopy between the continuous flow ϕ of (4.1) evaluated at discrete times τ k (θ = 0), and its numerical approximation in terms of the one-step method Ξ (where θ = H) yielding the recursion (4.3)
For instance, in case of the Euler method one has Ξ(x, h) = g(x). We now define the open and convex parameter space Λ := T H × (−2H, 2H). In case g(0) = 0 and C = BC 0 the same holds with = 0 .
Proof. (I) Let h > 0 be arbitrary, choose τ * ∈ T h satisfying (4.4) and define λ * := (τ * , 0). From Lemma 4.2 we deduce that the sequence φ * k := ψ * (τ * k ), k ∈ Z, is a hyperbolic complete solution of (∆) λ * , where the right-hand side f k is defined by (4.2) and depends on λ = (τ, θ). Moreover, Lemma 4.1 guarantees that f k satisfies (H 0 ). Thus, Theorem 2.11 is applicable yielding the existence of reals ρ, ε > 0 and a unique C m -function φ : B ρ (λ * ) → B ε (φ * ) ⊆ (R d ) with φ(λ * ) = φ * and
• φ(λ) is the unique bounded complete solution of equation (∆) λ , • φ(λ) is hyperbolic for all λ ∈ B ρ (λ * ).
Here, due to τ k+1 −τ k h ≤ 1 the right-hand side of (4.2) does not blow up in the limit h 0 and we see that ρ > 0 does not depend on h > 0.
(II) Now we choose r ∈ (0, ε) and a function ρ 0 ∈ K r with values in (0, ρ) as claimed in Remark A.1. From step (I) we know that ρ 0 does not depend on h and as a result we find a function H ∈ K r with values in (0, ρ 0 (r)). Given τ ∈ B ρ0(r) (τ * ) this yields the inclusion (τ, H(r)) ∈ B ρ0(r) (λ * ) and the mappingφ(τ ) := φ(τ, H(r)) fulfills our claims.
Theorem 4.4 (discretized stable manifolds). Let t 0 ∈ R, C = BC, = ∞ and suppose
is a hyperbolic solution of (4.1) with projector P , (ii) ψ : B ρ0 (0) ⊆ R(P (t 0 )) → C([t 0 , ∞), R d ) is the C m -function from Theorem 3.10 whose images are hyperbolic solutions of (4.1) forming the stable set of ψ * .
For each sufficiently small r > 0 one finds functions H, ρ ∈ K r such that for τ * ∈ T H(r) satisfying (4.4) there exists a C m -function φ : B ρ(r) (0, τ * ) ⊆ R(P (t 0 )) × T H(r) → , ρ ≤ ρ 0 , such that the following holds:
(a) φ(ξ, τ ) is a solution of the one-step scheme (4.3) in and (4.7) |φ(ξ, τ ) k − ψ(ξ)(τ * k )| < r for all k ∈ I, (b) φ(ξ, τ ) is a hyperbolic for all (ξ, τ ) ∈ B ρ(r) (0, τ * ).
In case g(0) = 0 and C = BC 0 the same holds with = 0 .
Remark 4.1. One sees as in Corollary 2.16 that the stable set of a one-step scheme (4.3) is locally graph of a function given byŝ + k (ξ, τ ) := φ(ξ, τ ) k . This set is close to the stable set of a solution to the ODE (4.1) in the sense that the estimate (4.7) holds.
Proof. Replace Theorem 2.11 by Theorem 2.14 in the proof of Theorem 4.3. 
