This paper represents a Popov-theory-based assessment of the current status of the digital control of infinite-dimensional systems with certain unboundedness in control and/or observation, summarizing some results and indicating which, in the authors' opinion, would be the promising directions for future research.
Introduction
Control by computers has become an everyday reality for more than a decade. With the advent and proliferation of microcomputers, the role played by digital control design techniques has become increasingly more important. In many industrial settings, the designer has to control physical entities such as temperature and fluid flow, and appropriate modelling often leads to distributed-parameter systemssystems which are defined on Hilbert spaces. It has become necessary, therefore, to develop extensions of many of the 'classical' digital control strategies for finitedimensional systems to an infinite-dimensional setting. A generalization, to infinitedimensional systems with bounded operators, of the finite-dimensional results on the digital LQ optimal-control problem was achieved more than 20 years ago by Lee et al. [25] . Since then, various finite-dimensional control problems have been addressed and solved; as one would expect, various approaches to and theories about those control problems have been taken and constructed. We refer here to the H 2 optimal control problem when considered in the deterministic case, the LQG optimal-control problem when considered in the stochastic sense, and the H x suboptimal-control problems. In this paper, we consider the aforementioned problems in the infinite-dimensional setting, and our approach to control is a digital one. From the rather wide variety of control theories that have emerged up to this time, we shall focus our attention upon the so-called Popov theory. Let us begin by explaining why we have chosen this option, i.e. why a discrete Popov-theory approach to the digital control of DP systems is a valuable one. There are two main reasons.
(i) Among different results emerging from Popov's positiveness theory [27] -a theory with origins in the work of Kalman [24] and Yakubovitch [38] -the one that establishes the connections between the properties of a quadratic cost functional and the existence of a stabilizing solution to a certain Riccati equation is probably most relevant. This is especially true since there are, probably, few control-theory concepts that have been more extensively studied than Riccati equations. For more than three decades, their application to stability, LQ optimal control, and more recently H 2 optimal control and H°° optimal control, has formed a strong basis for the development of a huge control-theory literature.
(ii) The second motivation for our choice of the discrete Popov-theory approach is the possibility of replacing the positivity condition of the Popov function with a more general one, given by the invertibility of a certain Toeplitz-like operator. The reader is referred to the original work of Ionescu & Weiss [21] and its extensions [18] . This new direction has proved to be rich enough to incorporate game-theoretic situations (see [9] ) and to permit one to write down the solution to the H x control problem.
Classical optimal control theory of distributed-parameter systems assumes boundedness of control and observation operators. However, most of the interesting infinitedimensional control systems encountered in practice arise in a different way. The next example fully supports this statement. Since we have modelled the control operator in terms of the delta distribution at .v 0 , it is clear that the control mapping is not bounded either, and the control system from this example has unbounded control and observation operators.
• Let us now explain why the digital control of systems with unboundedness is a difficult and interesting problem. There are three common ways to design a digital control system. (i) The first way is to prepare a continuous-time design followed by a digital implementation, i.e. the time-discretized controller is connected via A-D and D-A devices to the original continuous-time plant. Besides the general disadvantage of the sampling frequency not being a designable parameter in such a design process, a particular disadvantage arises in the case of infinite-dimensional systems with unboundedness, which makes this method unapplicable. This statement will be clarified in the next paragraph. Van Keulen [34] gave a complete generalization for the Pritchard-Salamon class of infinite-dimensional systems [28] of the early Doyle et al. results on H x optimal control [16] . Besides the full generalization of the above-mentioned results, he showed that the system acting as a controller that minimizes the H x norm of the closed-loop system belongs also to the PritchardSalamon class. Hence the digital implementation of such a controller requires discretizing a Pritchard-Salamon system-a task which (as shown in Barb et al. [5] ) is not always possible unless certain restrictions on the initial state are imposed to guarantee the smoothness of the system output function.
(ii) The second way is to discretize the plant and to formulate a discrete-time design. This method is also not the best one could hope for: besides the obvious disadvantage of ignoring intersampling behaviour, it has the same drawback as the first-mentioned method-that of having to discretize a Pritchard-Salamon system.
(iii) The third way is through direct digital design, treating the control system as a sampled-data system. Since sampled-data systems are time-varying systems (actually continuous-time T-periodic systems), it is rather obvious that the design process will be more complicated than in the time-invariant case.
With respect to the direct digital design approach, let us note that there are several sources of difficulty that one has to overcome in the design process, such as
• the structural constraint on the controller H T E^S T , where H T and S r are the zeroth-order hold and sampler, and S K is the discrete-time controller; • the fact that the controller H r i7 K S7-is not time-invariant, despite £ K being so;
• the hybrid nature of the overall control system: the state of the plant evolves in continuous time, while the controller state evolves in discrete-time, and hence they are not defined over the same time set.
One approach to direct digital design is given by the general framework for periodic continuous-time systems as proposed by Bamieh & Pearson [7] . The main tool used in this framework is the so-called lifting technique originated in the work of Yamamoto [39] ; essentially, lifting means to represent a linear time-varying (periodic) continuoustime system by a linear time-invariant discrete-time one such that the periodicity of the first system is reflected in the shift invariance of the second.t Working in such a framework as proposed in [7] , one can reduce the digital control problem to an equivalent discrete-time control problem for its lifted counterpart, in the sense that a solution to the latter is also a solution to the former. Sections 4 and 5 in [7] give comprehensive treatment of this subject. In the present paper, we adopt the same framework. Unlike Tadmor who gives the solution to the problem of H x sampleddata control in continuous time in terms of three Riccati equations (see [33] ), we deal with a discrete-time control problem on abstract Hilbert spaces, and hence we shall give the solution in terms of discrete-time Riccati equations. The price we pay, specific to lifting, is that we have to work with signals taking values in function spaces (if the original signal is an R-valued function, then its lifted counterpart takes values in L 2 (0, T;R); see [7] for more details on lifting). For such a discrete-time control problem, the discrete Popov theory seem to be ideal tool which enables us to write down the solution to the H 00 digital control problem.
The basic control problem
In the first part of this introductory section, we chose the control theory on which we shall focus in this paper. We mentioned the main control problem addressed in the literature, which will be considered from here on. Let us now be more precise about this by formulating it mathematically. Suppose we have an infinite-dimensional plant E G (two inputs and two outputs) as shown in Fig. 1 and a controller £ K as in Fig. 2 . We interconnect the controller and the plant, so that
and we obtain the closed-loop structure depicted in Fig. 3 . In our set-up, u\ is the disturbance input, y>\ the controlled output, u 2 the control input, and y 2 the measured output. The problem we want to solve is that of finding a controller S K which 'stabilizes' the plant E G and which makes the influence of the disturbance input on the controlled output minimal in some sense. Let us be more precise about those two concepts introduced above. Let s denote either the differential operator .vi-t.r (in continuous time) or the forward unit shift operator .vi-».r(' + 1) in the discrete-time case. We shall assume that we have a state-space description of the plant
and of the controller Fie. 2. The controller. where A <E 2(X), B l e2(U u X), B 2 z2(U 2 ,X), C, 6 £(*,}>,), C 2 e2{X,y 2 ), D n e £(tt 2 ,3>i), An € £(Wi,^2), ^c € £(* c ), -8c 6 £(3>2,*c). Q e £(# C ,W 2 ), and /> c 6 £(^2^2) are linear time-invariant operators on the real separable Hilbert spaces X, U\, U 2 , y t , y 2 , and X c , respectively.
We shall say that i7 K stabilizes E G if the linear system from «i to vi is exponentially stable (in the continuous-time situation) or power stable (in the discrete-time case). This means that the closed-loop system dynamics is governed by a resultant /1-operator
which is exponentially stable for the continuous case or power stable for the discrete case.
The influence of the disturbance input on the controlled output can be measured in several ways. Depending upon which one we choose, we deal with different control problems. The basic control problem we shall consider in this paper which fits in the framework depicted in Fig. 3 is presented in the following subsection.
1.1.1
The H°° control problem. Let G and tf denote the transfer functions of E G and £ K , respectively and consider the partition on G induced by its two-input and two-output structure:
Let the controller be given by
For such a control structure as the one depicted in Fig. 1 , the transfer function from the disturbance input to the controlled output, G\, is defined as the linear fractional transformation of the plant and controller combined: This can be done by an appropriate scaling of the operators involved in the expressions of the transfer functions G/j (i,j= 1,2); see [19: pp. 178] . As is well known from the literature, the solution to the H x control problem represents the input of the 7-iteration procedure which gives, in the limiting case, the exact solution to the H x optimal-control problem. Since we shall not be concerned with the optimal case, we shall refer to the suboptimal case simply as to the H x optimal-control problem.
In this paper, we shall give a digital solution to the H x control problem for the Pritchard-Salamon class of infinite-dimensional systems with unbounded input and output operators. The solution to the digital control problem is obtained by applying the discrete Popov theory to the equivalent discrete-time system obtained by lifting the hybrid 7-periodic Pritchard-Salamon digital control system.
The standard digital control configuration.
We have formulated the H* control problem, both in continuous time and in discrete time. The ultimate goal is to obtain a digital solution to the aforementioned control problem considered in continuous time. Therefore we shall restrict ourselves to controllers of the form depicted in Fig. 4 , where A-D and D-A represent the 'analog-to-discrete' and 'discrete-toanalog' devices, assumed to be synchronized in time and with a given sampling period r>o. The designable element is now the discrete-time controller £ K , and the closed-loop system is as in Fig. 5 . Here S r and H T denote the sampler and the zeroth-order hold operators respectively, which will be rigorously introduced later on. A few remarks should be made from the very beginning about the set-up depicted in Fig. 5 .
(i) We deal with a hybrid (closed-loop) system since the state of the plant S G evolves in continuous time and the state of the controller S K in discrete time.
(ii) The closed-loop system from u\ to vj is no longer time-invariant, due to the periodic characteristic of the A-D and D-A devices. Therefore, a transfer function from u\ to yi cannot be denned.
(iii) Certain assumptions should be clearly made on the initial data. For example, we cannot allow a direct feedthrough from the disturbance input to the controlled output. This is especially true since, when giving a mathematical model of the A-D device, we deal with the sample operator which is not well denned on L 2 (R+,Wi), the space of the disturbance input.
The main technique we use to overcome those difficulties is the lifting technique. The idea of lifting is to break up a signal defined on the real line into the sequence of signals given by the restriction of the original continuous-time signal to time intervals of the form [kT, (k + \)T), where T > 0 is the fixed sampling step and A: is in the set of integers. Such a lifting technique applied to the hybrid control system leads to a discrete-time representation for which the original digital control problem is converted into a discrete-time control problem. We show that a solution to the latter is also a solution to the former.
Structure of this study
The structure of the paper is the following. Since the infinite-dimensional systems considered in this paper present unboundedness in control and/or observation, it is of crucial importance to begin with defining the type of unboundedness which is considered. This is done in Section 2, where we introduce the Pritchard-Salamon class as well as the concept of Pritchard-Salamon-Popov triples in the spirit of [28, 37] . Also in Section 2, we formulate in its full generality the digital optimal control problem for Pritchard-Salamon-Popov triples. This problem is shown to be sufficiently general to include as particular cases the digital LQ optimal-control problem for Pritchard-Salamon systems and the digital H°° control problem.
Section 3 is devoted to the so-called discrete-time Popov theory. In the main result, the existence of a stabilizing solution to the discrete-time Riccati equation on a real separable Hilbert space is related to the invertibility of a certain Toeplitz operator associated with the discrete Popov triple, which is the basic object that this theory operates upon. Several applications of this discrete-time Riccati-equation theory are presented, such as discrete-time LQ optimal control and discrete-time H°°c ontrol. For a more extended and complete treatment of these latter subjects, the reader is referred to the book [19] .
Section 4 is entirely devoted to the digital stability of Pritchard-Salamon systems. The main result on exponential stability of Pritchard-Salamon systems under digital state feedback and various consequences of this result are given in Section 4.1. Since the Popov theory requires exponential/power stability of the system, we shall assume it from the very beginning. Since apparently it is a strong assumption, we shall tackle the question of how it can be removed within the framework of Popov theory without paying a too high price. Another thing we accomplish in this section is the full generalization to Pritchard-Salamon systems of the finite-dimensional results on so-called hybrid stability from [11] . Two subsections are devoted to the lifting technique. The results on lifting outlined here represent the minimum background for the reader to understand how this digital control tool operates and how to apply such a technique to reduce the digital control problem to an equivalent discretetime one.
In Section 5 we give the main digital control results of this paper. Our attention is focused on the following control problems for systems in the Pritchard-Salamon class: (i) the digital LQ optimal control problem and (ii) the digital H x control problem. We show how these digital control problems can be converted into equivalent discrete-time control problems. The main results are given by applying the discrete Popov-theory result outlined in Section 3.
In Section 6 we reach the conclusions of this paper and we summarize the main investigation directions and interesting open problems that arose during this study.
Motivation. Systems with unboundedness in control and observation
The aim of this section is to present to the reader the difficulties arising when solving the digital control problem for systems with certain unboundedness in control and observation. We consider first the digital control problem for linear time-invariant infinite-dimensional systems with bounded input operators. where U is the space of controls. 
eu2nPC(Ru)
As is well known (see Lee et al. [25] , Hager & Horowitz [17] , or the recent paper of Rosen & Wang [29] ), under certain circumstances the solution to this problem can be expressed in the state-feedback form, i.e. there exists a feedback gain operator
or, expressed alternatively, where !/,£!,(•) is the exponentially stabilizing control-law input that achieves the minimum in (2.4).
Pritchard-Salamon systems
As is well known, most of the interesting finite-dimensional control systems encountered in practice do not fall in the framework of systems with bounded input and output operators. For systems formally described by
the unboundedness of the B and C operators is usually considered in the sense of admissibility. One special class of infinite-dimensional systems with unbounded B and C operators has recently captured the attention of specialists due to its nice structural properties, especially in relation to the linear quadratic control problem. It is the so called Pritchard-Salamon class of systems (see Pritchard & Salamon [28] ). 
S(t -T)BU(T) dr € W,
S(r-T)i»«(r)dr| <C|| W (.)IIL 2 (O,^)> (2.5a,b) o for all M(.) 6L 2 (M + ,W). (ii) An operator C G £(W,
(U,y).
Then the linear infinite-dimensional system given by 
Pritchard-Salamon-Popov triples
We shall formulate firstly the digital control problem for Pritchard-Salamon systems in its full generality, in the same spirit as we did in the bounded case at the beginning of this section; after that, we shall explain why the problem is difficult and interesting, and what can be done to surmount those difficulties. The Popov triple and associated concepts have been generalized for Pritchard-Salamon systems by M. Weiss [37] . (ii) The pair (C, S(-)) is called admissibly (boundedly) detectable if there exists an admissible input operator H € 2(y, V) (an input operator H € 2(y, W)) such that the perturbed C° semigroup SJj('), generated by A v + HC, is exponentially stable on W and V.
• The following result [14] gives the relationship between the two concepts of stabilizability quoted above. ) is admissibly (boundedly) stabilizable. As in the bounded case, we shall associate with the Pritchard-Salamon-Popov triple an initial-value problem and a quadratic index. The first one is easy to define. It is given by
The set of admissible control functions is now where x(') is the mild solution to the initial-value problem (2.12). Martin Weiss showed in [37] that JE(XO,U(-)) defined by (2.14) can be extended to a bounded quadratic functional for x 0 € V and «(•) e U^m. 
Digital feedback control law
The above formulation of the digital optimal control problem for Pritchard-Salamon systems shows clearly our intention to restrict to the case and, anticipating a little, to be basically concerned mainly with stabilization on W. However, the case when x(t) evolves generally in V is also considered in order to give the reader as complete a picture as possible of the difficulties occurring in digital control of systems with unboundedness.
Discrete-time Popov theory
Originally developed by Ionescu & Weiss [21] for finite-dimensional continuous-time and discrete-time systems, the main results on discrete Popov theory have been completely generalized to the case of time-varying discrete-time systems on Hilbert spaces in [18, 19] . Among the various results of Popov theory, the one giving the link between a quadratic cost functional and the solution to the so-called KalmanSzego-Popov-Yakubovitch system, strongly related to Riccati-equation theory, is (in our opinion) the most relevant. The central result proved in [21, 18] was a condition equivalent to the Popov positivity condition expressed in terms of the invertibility of a certain Toeplitz-like operator. Immediate applications, probably the most important ones, were to write down the solution to the discrete-time LQ optimal-control and H°° control problems. In this section, we give the main results on discrete Popov theory from [18, 19, 21] .
Discrete-time Popov triples. Basic concepts.
We shall begin this section by outlining some basic definitions that are needed for the further developments. DEFINITION 
Let E(A,B,C,D)
be an infinite-dimensional discrete-time system with the discrete-time operator A G 2{X), and let B G 2{U, X), C G 2(X, y), and D G 2(U,y).
(i) The pair (A,B) is called power-stabilizable on X if there exists F G 2{X,U) such that the discrete-time perturbed operator A + BF is power-stable on X.
(ii) The pair (C, A) is called power-detectable on X if there exists H G 2(y,X)such that the discrete-time perturbed operator A + HC is power-stable on X.
• DEFINITION 3.2 Let X and U be real separable Hilbert spaces. A triple of the form with A G 2(X) the generator of a discrete-time power-stable semigroup on X,
X), and R = R" G fi(W), is called a ofom-fe Popov triple on (X,U).
•
We associate with the discrete Popov triple £(.4, B,M) the following objects: (i) the initial-value problem
where A G £(#) and B G C(W, *); (ii) the quadratic index (iii) the class of admissible control sequences (ii)An operator X = X*e2(X) satisfying (3.5), for which R + B*XB has a bounded inverse and for which A + BF is power-stable on X, with the operator Fe2(X,U) denned by
is called a stabilizing solution to the discrete-time Riccati equation (3.5) , and the feedback operator F e 2(X,U) defined by (3.6) is called a stabilizing feedback. Furthermore, the discrete-time Riccati equation (3.5) has a self-adjoint stabilizing solution X = X*^0 if and only if the KSPY system (3.7) has a solution (V.W,X) with V boundedly invertible, X = X*7t0, and A + BV~lW powerstable. We shall use the KSPY system instead of the Riccati equation when we write down the solution to the discrete-time H x control problem, since it is a more convenient way to express the stabilizing feedback operator. The reader is referred for more details to Chapter 3 of [19] .
The discrete quadratic functional admits an equivalent representation (see [18] for details)
where
here the underline indicates the canonical extension of the operator to the corresponding £ 2 sequence spaces, e.g.
The main discrete Popov theory result of this section, representing the time-invariant counterpart of Theorem 1 from [18] , can now be stated. (ii) The discrete-time Riccati equation (3.5) has a stabilizing solution X such that R + B*XB » 0 and the solution admits the following representation
(iii) The KSPY system (3.7) has a stabilizing solution (X, V, W) with X = X*, where V is boundedly invertible and for which A -BV~XW is power-stable. Furthermore, the stabilizing feedback operator is given by F = -V~XW.
(iv) The quadratic index (3.2) can be expressed as 10) and. for the stabilizing state-feedback law it attains its minimum value (.v 0 , Xx o ) x .
• Proof. For the proof of the above result, the reader is referred to [19] .
The discrete-time LQ optimal-control problem
An immediate consequence of Theorem 3.6 is the following result on the solution to the (linear-quadratic) optimal-control problem associated with the discrete Popov triple E(A, B, M). where F is the power-stabilizing feedback operator given by (3.6).
REMARK 3.8 Formula (3.9) is another strong motivation for the Popov approach to the digital control of infinite-dimensional systems taken in this paper. It enables one to compute the stabilizing solution to the Riccati equation (3.5) and consequently the digital exponentially stabilizing feedback operator we are looking for. In a sequel to this paper, where an example of a parabolic system which belongs to the PritchardSalamon class of systems is considered, we will show that computing the inverse of a real-valued operator enables us to write down the solution to the associated digital optimal control problem.
The discrete-time H°° control problem
The discrete-time H 00 control problem has been addressed and solved in the finitedimensional case by several authors (Stoorvogel [32] ; Iglesias [20] ; Ionescu & Weiss [22] ). Its extension to the general case of infinite-dimensional discrete-time systems has been recently made by Ionescu & Halanay [19] , where the discrete Popov theory has proved to be an adequate tool for obtaining a state-space solution to the problem. In this section, we are concerned with the discrete-time H 00 control problem in its most general form. Let us clarify this statement. The basic model considered here is the infinite-dimensional discrete-time system satisfying the set of equations r (sx)(k) = Ax(k) + *,«,(*) + B 2 u 2 (k), (3.12) for keN, where
C a =
The augmented state space X R = X © X c is a real separable Hilbert space under the inner product
The system (3.12) can be written in an input-output fashion as = 1,2) . If G c is the input-output operator associated with the controller, then the closed-loop input-output operator is expressed as the linear fractional transformation of the system (56) and the controller (3.13):
The discrete-time H x control problem consists in finding a controller (3.13) for the system (3.12) such that the following conditions are attained.
Stability:
The closed-loop system (3.14) is internally stable, i.e. A R is power stable on Attenuation: The closed-loop input-output operator is a contraction operator. REMARK 3.9 The combination of the closed-loop interconnection of a system E G denned in (3.12) and the controller E K defined by (3.13) will be denoted in this section by E GK . Its input-output operator is the linear fractional transformation of the input-output operators of the system and the controller. Proof. For the proof of Theorem 3.11, the reader is referred to [18] .
• REMARK 3.12 The result given by Theorem 3.11 represents a set of necessary conditions for the existence of the solution to the discrete-time H x control problem.
The rest of this section will be concerned with the set of sufficient conditions for the existence of the solution to the discrete-time H 00 control problem. We shall consider two modified systems. The first one is obtained by the change of variables
with V u , W u V 2U Vx, and W 2 as in (3.18a).
REMARK 3.13 The above change of variables is a natural step, suggested by the form (3.10) of the quadratic cost function in Theorem 3.6.
• Substitute into (3.11), and replace vi by vi (notice that V u has a bounded inverse, since V has a bounded inverse). We obtain the following modified system associated with (3.12): We have seen until now that the existence of a solution to the discrete-time H°° control problem implies the existence of stabilizing solutions to two KSPY systems defined by (3.15a) and (3.15b), respectively. This fact implies the existence of stabilizing solutions to the first KSPY system considered above, namely the one defined by (3.15a), and to another KSPY system defined by (3.15b) associated with the modified counterpart of the original infinite-dimensional discrete-time system. In [19] it is shown that those conditions are also sufficient, as stated in the following result. and assume that the KSPY system (3.15a) written for E G defined by (3.12) and the KSPY system (3.15b) written for the outer system E o defined by (3.20) have stabilizing solutions. Then there exists a solution to the discrete-time H x control problem.
Digital stability
In the previous section, we stated some results (e.g. Theorem 3.6 and Theorem 3.7) under the assumption that the ^-operator of the discrete Popov triple E(A,B, M) is power-stable on X. However, for most of the examples encountered in practice, the contrary holds. It is therefore necessary to cope with the situation when the discrete-time semigroup generator A is not power-stable on X. This can be done within the Popov- Since we have imposed that the initial value belongs to the smaller space W, we would like to characterize the solution to the initial-value problem
x(t) = Ax(t) + Bu(t), x(O)=x o e\V,
firstly when the control is an arbitrary L 2 function and then when it satisfies the restriction (4.3). For the first case the following result was proved in [34] . PROPOSITION 
Let £(S(-),B, C,D)
be a Pritchard-Salamon system, and suppose that S(') is exponentially stable on VV and V. Consider An immediate consequence of the above result is to show that the sample sequence of the state function is W-valued and square-summable. 
x(t)=S(t)x O + \' S(t-T)Bll(T)dT,

Jo
However, since the output function does not make sense pointwise for A 0 G V, it is impossible to write down the difference equation corresponding to (4.5), and hence the time-discretized Pritchard-Salamon system would not be well defined.
Digital exponential stability
In this section, we give a characterization of the exponential stabilizability of Pritchard-Salamon systems under the assumption that the feedback control law is a digital one. We have introduced the Pritchard-Salamon class of systems and, for systems belonging to this class, we have introduced the definition of exponential stability along with the definition of admissible (bounded) stabilizability. We have seen that, if .Y 0 G W, then the time-discretized Pritchard-Salamon system is well defined. We would like to characterize its properties of power stability and power stabilizability in terms of the exponential stability and admissible (bounded) stabilizability of the original Pritchard-Salamon system. REMARK 4.9 Since our approach to the optimal control problem is a digital one, we shall assume that the space of inputs and of outputs are finite-dimensional, i.e. we have finitely many sensors and actuators: U = R m and y = R p . Q
The basic result on digital exponential stability is as follows. (iv) If a certain discrete-time feedback control law
where F e 2(W,l<), makes the discrete-time operator 4> + FF power-stable on W, then is a digital exponentially stabilizing feedback control law.
• Proof. For the proof the reader is referred to [2] . re fi(w,w)nfi(w,v).
Hybrid stability for Pritchard-Salamon systems
The main goal of this section is to introduce the reader the concept of hybrid stability. Several properties of hybrid stable Pritchard-Salamon systems will be explored. The concept of hybrid stability was originally introduced for finite-dimensional systems in [11] . In this section, we shall extend it to Pritchard-Salamon systems. Let us consider the smooth Pritchard-Salamon system filter, is well defined on L 2 spaces. However, since we do not want to modify the definition of the sampler, we shall assume for well-posedness that D 2i = 0. D Since, for a chosen sampling period 7\ the operators S T and H r are fixed, we shall move them around the loop and we include them into the plant obtaining the closed-loop configuration depicted in Fig. 9 . The system EQ^ is the so called sampled-data system and v 2 = S r v 2 is the discretized measured output. By an abuse of notation, we shall denote the control sequence representing the output of the controller by u 2 .
Let us consider
as an unbounded map. It represents the input-output operator associated with the Pritchard-Salamon system (4.8):
G:
We consider the input-output operator associated with EQ^, namely r A defined by as an unbounded map, mapping (MI,W 2 ) to (vi,>' 2 ).
Similarly to how we defined the extended closed-loop configuration in the previous section, we shall introduce two compatible exogenous signals v € £ 2 (N,U 2 ) and M' e £ 2 (tt;y 2 ) an d add them to the closed-loop system. We obtain the extended digital control configuration depicted in Fig. 10 .
Let us consider the mapping Then the input-output operator associated with the extended digital closed-loop configuration is defined by is bounded from L 2 (R + ,Wi) to L 2 (R + ,^i). The boundedness of G^ represents the stability condition for the digital H 00 control problem. Notice hence that the concept of hybrid stability (Definition 4.14) is general enough to cover the stability requirement of the digital H°° control problem that we shall address and solve in the next section.
(iii) Notice finally that the time-domain properties of input-output operator GRĥ ave no frequency-domain counterparts, since-due to the periodic characteristic of the sampler-the digital control system -EcsdK is no longer time-invariant. •
Lifting the continuous-time system S(S{-),B,C,D).
In this subsection, we give the main results on lifting a continuous-time T-periodic system to a discretetime time-invariant one. The idea is to rearrange the original periodic system in such a way that its periodicity is reflected by shift invariance in the new set-up. Let us begin with denning lifting for signals. The idea is to represent a continuous time signal by a sequence with values in a function space. In Fig. 11 , we have represented schematically the original continuous time signal and its lifted counterpart.
Let us define first the lifting operator. Let Z be a Banach space, and recall that L 2 (R +) Z) is the space of square-integrable Z-valued functions and ^2(N, Z) the space of square-summable Z-valued sequences. Notice that L 2 (R + , Z)and It is easy to show (see [7, 39] Proof. For the proof, the reader is referred to [2] .
• The digital control system, hybrid in nature, becomes after lifting a discrete-time one. The resulting closed-loop system is then It is rather straightforward that, if X R = W®X Q stands for the augmented state space for the resultant closed-loop system, then the following boundedness conditions are satisfied:
The following proposition establishes the equivalence between rhe hybrid stability of a Pritchard-Salamon system and the power stability of its lifted counterpart [3] . is power-stable on W R = W ffi X c .
Having results available on lifting a Pritchard-Salamon system, we conclude this section by giving a result which shows that the lifting is indeed an appropriate tool for solving the digital H x control problem. Clearly, the following holds. 
Proof. For the proof, the reader is referred to [2] .
Since S v ( • ) was assumed to be exponentially stable on W, it follows by Theorem 4.10 that # is power-stable on W. Hence we can state now the main digital control result of this section. 
The case x 0 G V
From the very beginning of this paper, we have considered that the initial state .v 0 belongs to the smaller space W, and we believe that we have succeeded in offering the reader a reasonable motivation for such an option. From the mathematical point of view, a counterpart of Lemma 5.1 corresponding to the weaker assumption .v 0 G V would probably be more beautiful and interesting. This is especially true since working on the bigger space V obliges one to overcome certain difficulties and to make use of specific techniques. For a comprehensive treatment of the LQ optimal control problem in the case x 0 £ V, the reader is referred to [14, 34, 37] . In this section we use the technique developed in [14, 37] to extend the result proved in Lemma 5.1 to the case when the initial state belongs to the bigger state space V. Let us consider the Pritchard-Salamon-Popov triple (2.11). Associated with it are the initial-value problem (2.12), the class of admissible control functions (2.13), and the quadratic cost function (2.14). Recall that, if .v 0 G V, then the mild solution to the initial-value problem is a V-valued function which is continuous with respect to the time /. Furthermore, as we have noticed earlier in Remark 4.8, the time-discretized state function is well defined as a V-valued sequence and, at the sampling instants kT (k G N), the initial-value problem (2.12) admits a discrete-time representation of the form
but where now $ and F are defined by (4.7a) and (4.7b) respectively. Our goal is to derive an equivalent discrete-time Pritchard-Salamon-Popov triple when .v 0 G V. That means we want to construct an operator
with Q T G £(V), Z4 G £(V,W), and R r G £(«) such that
•fcfo. «(•))=£ k=0
MkT)\' (5.2) where J^(x 0 , w(-)) is tjie corresponding quadratic index. Since Q G £(W) is an admissible weighting operator, it follows that, for any it follows that
for some appropriately chosen p > 0. An immediate fact which is implied by the construction of Q r = {Qy)* € C(V)and Z4 € £(V,W) is the following. 
with ^ and F defined by (4.7) and M T constructed as before, is a well defined discretetime Popov triple on (V,U). Let us consider then the digital control problem on V. By appropriately modifying the definition of the stabilizing digital control law (Definition 2.12), by considering as the set of admissible control functions the one defined by (2.13), and finally by considering the quadratic cost function defined by the extended quadratic functional, we can ensure that the digital control problem on V is well-posed. This is especially true since, assuming the stability of S(-) also on V, we can write down without any difficulty the counterpart of the digital control result from Theorem 5.2 for the case when x(t) evolves in V. Notice that, this time, the solution X e fi(V) to the following digital Riccati equation is involved in the expression of the digital stabilizing control law:
with # and F defined by (4.7). Furthermore, the minimum of the quadratic cost functional is attained, and its value is We want to make sense of the feedback connection Our goal is to design a controller (5.6) such that the following properties hold.
(i) (Stability) The closed-loop system I?GsdGc> obtained by the feedback interconnection of the hybrid generalized plant G^ and the controller G c is hybrid stable.
(ii) (Attenuation) The input-output operator from «| to y\, i.e. The following main conversion results hold (see [3] ). THEOREM 5.5 Let be a smooth Pritchard-Salamon system with respect toW c -»A'^-tV satisfying 
Conclusions
Discrete-time Popov theory gives necessary and sufficient conditions for the existence of a stabilizing solution to a discrete-time Riccati equation in terms of the invertibility of a Toeplitz operator associated with the discrete-time system. It represents the theoretical framework for this paper wherein we have approached the problem of digital control of infinite-dimensional systems with possible unbounded input and/or output operators. The framework of discrete Popov theory proves to be rich enough to permit one to write down the solutions to various discrete control problems, such as the LQ optimal-control problem and the H 00 control problem with output measurement feedback respectively.
Having available the framework offered by this discrete-time control theory, we have approached the problem of digital control of linear infinite-dimensional systems with unbounded input and/or output operators of the Pritchard-Salamon type. Several concepts, specific to digital control, such as digital exponential stability and hybrid stability, have been analysed and discussed for systems with unboundedness and, consequently, they have been enriched with a new meaning, specific to such a framework, and have attained a fairly high degree of generality.
A modern concept, the so-called lifting technique, has represented the main tool that we used to write down an equivalent discrete-time control problem. A step of paramount importance in the process of applying the lifting technique to digital control was represented by Theorem 4.10, where (among other results) it is shown that sampling and lifting have beneficial effects on the control structure in the sense that all the operators of the equivalent control structure are bounded on appropriate function spaces.
Another feature that has been captured in the picture offered by this survey is that the two discrete control theories applied here are suitable for coping in so-called singular control problems. These problems occur naturally in digital controlmostly due to the definition of the sample operator, which is undefined over L 2 spaces of functions. An immediate example of a difficulty that we had to overcome is the singularity D 2 \ = 0 in the digital H°° control with measurement feedback. One of the most important contributions of this paper is given by the expression of some necessary and sufficient conditions for the existence of the suboptimal controller, achieving both hybrid stability and disturbance attenuation, in terms of the coercivity of input-output operators associated with the hybrid generalized control plant.
The last part of this paper was concerned with the applications. A general parabolic Pritchard-Salamon system was considered. We have computed the time-discretized counterparts as well as the equivalent discrete-time Pritchard-SalamonPopov triple. We have pointed out the difficulties arising in a possible implementation-difficulties that are mainly due to the need for calculating the inverse of a Toeplitz-like operator in order to express the stabilizing solution to a Riccati equation.
Let us try to point out the directions for future research opened by this study.
(i) First of all notice that the Pritchard-Salamon class of systems with unboundedness is not the most general one possible. It is sufficient to mention that Dirichlet boundary control usually leads to input operators that are 'too unbounded' for the Pritchard-Salamon framework. This obviously limits the generality of the digital control theory built up in [4, 3] . In a series of papers [30, 31, 35] , Salamon and G. Weiss introduced the concepts of abstract linear systems and well posedness for linear systems and regular systems, respectively. Basically, regular systems are represented by
x(t) = Ax(t) + Bu(t), x(O)=x o eX, y(t) = Cx(t)+Du(t),
with A, B, and C unbounded with respect to the Hilbert state space X, and D bounded from the space of inputs, say U, to the space of outputs, y. An extension of the results of this paper such that they become applicable to the class of regular systems would be, in our opinion, not a trivial one. This statement is motivated as follows.
(a) In order to be sampled, the output function has to enjoy certain smoothness properties with respect to time. A sufficient condition (such as x 0 e W in the case of Pritchard-Salamon systems) for a smooth output function is not known yet for regular systems.
(b) Our main result on digital exponential stabilizability, Theorem 4.10, was proved on the basis of the structural decomposition. Such a decomposition might hold for regular systems with finite-dimensional input and output operators as well (we conjecture that this is indeed true), but for this class of systems the result is not available yet.
(c) A general Riccati theory for regular systems is not available yet either; the latest development of George Weiss [36] is about admissible feedback operators for regular systems. This is another reason why for this class of systems we cannot extend the main digital stabilizability result of this paper, Theorem 4.10.
(ii) Secondly, even if the results presented in this paper have apparently only a theoretical importance, they have (in our opinion) nevertheless a practical impact as well. Let us clarify this statement. A feature of paramount importance for implementation is the fact that the controller, solving a certain optimization control problem, is also an infinite-dimensional system. Such a controller, besides presenting the great disadvantage of endowing the system with unboundedness when obtained via a continuous-time synthesis, can be analytically determined only for particular examples. Even in this case, the physical process-the plant-has to be controlled, and the most convenient solution nowadays seems to be the employment of computer control. This implies that we have to represent the unbounded operators in a finite-stack computer memory-a typical discrete device. Such a representation would imply two operations made on the controller: approximation of the controller by a finite-dimensional one, and discretization. While, for finite-dimensional systems, those two operations can intertwine (as shown in [6] ), this does not necessarily apply to infinite-dimensional systems generally. Besides the loss of optimality generated by approximating the controller, the fact that the two operations do not intertwine generates an additional uncertainty as to the degree of suboptimality of the real implementable controller. The digital-control approach we propose in this paper eliminates these disadvantages. The controller arises naturally from a digital control design process where the designer manipulates only bounded operators, and hence the outgrowth of such a design process is a discrete-time infinite-dimensional controller which is a system with bounded operators. The only residual major difficulty is the controller approximation. In this respect, the Popov-theory-based approach taken in this paper leads to approximation of a certain discrete Toeplitz operator. We believe that this opens a new and promising research direction: inverse Toeplitz operator theory applied to approximate stabilizing solutions to Riccati equations. There are basically two reasons why this direction is a promising one. The first is that the approximation of infinite-dimensional Riccati equations is usually done via ad-hoc methods (see Delfour [15] and the references therein), and hence there is no available theory-only some recipes. The second reason is an advantage of its intrinsic nature-obviating the difficulties caused by the ad-hoc nature of those methodsthat of having to approximate a Toeplitz operator, which is a task for which a very well developed literature is already available (see [23] and the references therein).
If we have succeeded in defining two major directions opened by this research-the extension of the main digital results to regular systems and the application of Toeplitz operator theory to obtaining approximations of solutions to digital Riccati equations-let us end this concluding section by highlighting some of the technical difficulties encountered that present, in our opinion, another source of interesting research. In subsection 5.3, we proved that a sufficient condition for the existence of the singular filtering H 00 Riccati equation is represented by the coercivity of the 'lst-input-2nd-output' operator G 2 \. We have conjectured that a so-called normal input realization of the lifted counterpart of 17 (S (•),5 1 ,C 1 ) always generates a coercive G 2 \ operator. Such a realization exists for infinite-dimensional systems with the impulse response in ^(N, R pxm ), for arbitrary finite p and m; but it is not obvious under which assumptions it exists for infinite-dimensional discrete-time systems with arbitrary infinite-dimensional input and output spaces. For such systems, Ober & Montgomery-Smith succeeded in proving only the existence of parabalanced realizations (see [26] for details). The development of such a realization theory for the general case of infinite-dimensional discrete-time systems with infinitedimensional input and output spaces would give-besides the insight in this part of realization theory-an adequate framework to formulate, in terms of initial data, sufficient conditions for the existence of a digital controller solving the H 00 control problem.
