We compare teacher preparation programs in Missouri based on the effectiveness of their graduates in the classroom. The differences in effectiveness between teachers from different preparation programs are much smaller than has been suggested in previous work. In fact, virtually all of the variation in teacher effectiveness comes from within-program differences between teachers. Prior research has overstated differences in teacher performance across preparation programs by failing to properly account for teacher sampling.
INTRODUCTION
There is increased national interest in holding teacher preparation programs (TPPs) accountable for how their graduates perform in the classroom. In a 2010 report from the Center for American Progress, Crowe (2010, p. 2) argues that "every state's teacher preparation program accountability system should include a teacher effectiveness measure that reports the extent to which program graduates help their K-12 students to learn." This sentiment is echoed by Aldeman et al. (2011) and the U.S. Department of Education (USDOE 2011). Numerous states have or are building the capacity to evaluate TPPs using longitudinal state data systems that link students to their teachers. In fact, all twelve phase-1 and phase-2 winners of the federal Race to the Top competition have committed to using student achievement outcomes for TPP evaluations, and five will use estimates of teacher impacts on student achievement for program accountability (Crowe 2011) . Some states-notably Louisiana and Tennessee-have for several years been reporting estimates that associate TPPs with student-achievement growth. The Louisiana model in particular has received considerable national attention. Paul G. Pastorek, the former state superintendent in Louisiana, shares his sentiment regarding the Louisiana model in a report released by the U.S. Department of Education in 2011: "I applaud the U.S. Department of Education for working to take the Louisiana-model nationwide. Teacher preparation program accountability for K-12 results is an idea whose time has come" (USDOE 2011, p. 7) . This paper offers a sobering view of TPP accountability of this form, at least in current application. We use a statewide longitudinal data set from Missouri-similar to other data sets that have been used for TPP evaluations elsewhere-to examine the extent to which teachers who are prepared by different TPPs differ in effectiveness. We measure the effectiveness of teachers from different preparation programs using commonly applied empirical models. The key finding from our analysis is that teachers from different training programs differ much less than has been indicated by prior research in terms of their ability to raise student achievement. This suggests that TPP-of-origin is a less useful indicator for educational administrators looking to hire effective teachers than has been implied by earlier work.
In TPP evaluations, it is important to recognize that students who are taught by the same teacher are not independent observations regarding the effectiveness of that teacher's preparation program. The level of clustering of the standard errors in models of TPP effects can significantly influence the interpretation of results. Although one could argue that multiple levels of data clustering are important in models that evaluate TPPs, prior research suggests the most important level is that of individual teachers.
1 Previous studies have not clustered at the teacher level and in doing so have reported standard errors that are too small (e.g., Noell, Porter, and Patt 2007; Noell et al. 2008; Gansle et al. 2010; Gansle, Noell, and Burns 2012) . As a result, they have misinterpreted a portion of the sampling variability in the data to represent real differences in teaching effectiveness across teachers from different TPPs.
2 After clustering at the teacher level, we find that most, if not all, of the variation in the estimated TPP effects in Missouri can be attributed to estimation-error variance.
Our finding that true TPP effects are much smaller than has been previously indicated is robust to different specifications for the student-achievement model and persists despite the fact that we observe, on average, over fifty teachers per training program. This is more than the average program in the Louisiana and Tennessee evaluations (Gansle et al. 2010; Tennessee Higher Education Commission 2010) .
3 Furthermore, our findings hold in a subsample of large TPPs for which we observe an average of more than eighty teachers per program. The implication is that our results are not driven by particularly weak data conditions in Missouri-other states attempting to perform TPP evaluations will likely have similar or inferior data (at least relative to our large-program subsample), particularly in instances where broad inclusion of TPPs is desired for accountability purposes (e.g., see Lincove et al. 2013 ).
The lack of true variation in TPP effects uncovered by our study is perhaps surprising because researchers have documented what appear to be considerable input-based differences across TPPs (along dimensions such as course offerings, program emphasis, mentoring, etc. For example, see Levine 2006; Boyd et al. 2009) . Given the importance of differences in effectiveness between individual teachers in determining student outcomes (Hanushek and Rivkin 2010) and the apparent variation in program inputs across TPPs, it would seem reasonable to hypothesize that differences in how teachers are prepared across programs would translate into differences in how they perform in the classroom. We find no evidence to support this hypothesis, however. One explanation is that the input-based differences in how teachers are trained across 1. It has been well established that there are large differences in effectiveness across individual teachers. See Hanushek and Rivkin (2010) for a review of the recent literature. 2. In the Gansle et al. (2010), Noell, Porter, and Patt (2007) , and Noell et al. (2008) studies, clustering occurs at the school and classroom levels, where teachers can teach in multiple classrooms. The classroom-level clustering is helpful but will still overstate statistical power, particularly as the ratio of classrooms to teachers increases in the data. The comparison between classroom and teacher-level clustering in this context is akin to the comparison between clustering at the state and state-by-year levels in Bertrand, Duflo, and Mullainathan (2004) . We discuss the clustering issue in more detail in section 5. 3. Our data also include more programs with fifty or more linked teachers than in these other evaluations.
TPPs are not as large as they appear to be-that is, it may be that most TPPs are providing similar training.
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Our study makes two substantive contributions to the literature on TPP evaluation. First, we recommend a technical correction to models that are used to evaluate TPPs-teacher-level clustering-and show that with improper clustering the models produce misleading results. Second, after making the technical correction, we show that differences in effectiveness across graduates from different TPPs are much smaller than has been previously suggested. Virtually all of the variation in teacher effectiveness in the labor force occurs across teachers within programs. We conclude, therefore, that TPP rankings based on growth model output are, at present, of little value to state departments of education, TPP accreditation agencies, and K-12 school administrators. If it is not made clear that the substantive differences that separate TPPs in the rankings are small, the rankings could lead to inefficient hiring and other decisions.
Several qualifications to our findings are in order. First, our analysis focuses entirely on teacher evaluations based on student achievement. Although achievement-based evaluations have become a focal point for recent policy initiatives (Crowe 2011) , they represent just one measure of the effectiveness of TPP graduates.
5 Second, our evaluation includes only traditional TPPs-there may be additional heterogeneity across programs in analyses that also consider nontraditional TPPs (e.g., alternative-certification programs), in which case real differences in effectiveness across programs may emerge. 6 Third, our findings cannot speak to whether continued efforts to evaluate and rank TPPs based on how teachers perform in the classroom will be fruitful. For example, a recent study by The New Teacher Project (Weisberg et al. 2009) 4. Regardless of the cause, our findings are consistent with TPP-of-attendance being another intervention that does not influence teaching effectiveness (e.g., see Harris and Sass 2011; for a recent exception see Taylor and Tyler 2012) . In Appendix B, we also show that differences across TPPs in student selectivity are smaller than what is implied by the differences in selectivity between the typical students from the institutions that house the TPPs. Further, although the TPP effectiveness measures estimated in this paper combine selection and input-based effects (see section 3 for further discussion), as long as these effects are not offsetting we might still expect the input-based differences to show up in our TPP effectiveness measures. 5. There is a growing literature that examines the use of composite measures of teaching effectiveness along multiple dimensions (e.g., see Mihaly et al. 2013b; Bill and Melinda Gates Foundation 2013) . Future TPP evaluations could be expanded to evaluate teachers using composite measures. Nevertheless, a key finding from this study is that small TPP-level sample sizes, combined with small differences in teacher quality across teachers from different TPPs, create a fundamental power problem with these types of evaluations; using composite measures may do little to resolve the power problem. 6. Also, of course, we cannot rule out that TPP of attendance may be a more important predictor of teacher performance in other states, even among traditional TPPs. It is noteworthy, however, that the reports from Louisiana (Noell, Porter, and Patt 2007; Noell et al. 2008; Gansle et al. 2010) and Tennessee (Tennessee Higher Education Commission 2010) show what we interpret to be small substantive differences between teachers from different TPPs.
suggests that the general lack of accountability within the education sector has led to complacency. 7 Indeed, our non-findings may reflect the fact that TPPs have had little incentive thus far to innovate and improve. The mere presence of annual rankings, even if they are initially uninformative, may prompt improvements in teacher preparation moving forward. Even small improvements could greatly improve students' short-term and long-term outcomes (Hanushek and Rivkin 2010; Chetty, Friedman, and Rockoff 2014; Hanushek 2011) .
DATA
We use statewide administrative data from Missouri to evaluate recent TPP graduates from traditional, university-based programs. We begin with the universe of active teachers in elementary classrooms in Missouri during the 2008-09 school year, which is the first year for which we have linked student-teacher data. From these teachers, we identify the subset who began teaching no earlier than the 2004-05 school year. We then follow them for up to two additional years beyond the 2008-09 school year, through 2010-11; this allows us to observe up to three classrooms per teacher. We link teachers to their certification records as provided by the Department of Elementary and Secondary Education and consider all teachers who were recommended for certification by a major Missouri institution within three years of their date of first employment (consistent with the policy focus on the effectiveness of recent graduates). For the purposes of our analysis we define a "major" Missouri institution liberally-we require the institution to have produced more than fifteen active teachers in our data set. We also separately evaluate the subset of TPPs that produced more than fifty teachers in our analytic sample.
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Students in Missouri are first tested using the Missouri Assessment Program exam in grade 3, which means that grade 4 teachers are the first teachers for whom we can estimate value added to student scores. Therefore, our analysis includes all teachers in self-contained classrooms in elementary schools 7. For example, The New Teacher Project report finds that, for most teachers, areas of improvement are not identified on their annual evaluations. 8. A general issue in TPP evaluation is within-institution heterogeneity across programs. For example, a single institution may offer multiple certification programs across schooling levels and subjects and/or alternative certification routes. Our focus on traditional TPP programs and on teachers moving into elementary schools (a relatively homogenous output sample) reduces within-institution heterogeneity. In our primary results, we simply compare all of the teachers from each program who end up in self-contained elementary classrooms in Missouri public schools. Further analysis reveals that just 1.4 percent of our main sample is identified in the certification files as obtaining an alternative certification from one of the TPPs that we evaluate. Given this low number, it is unsurprising that our findings are unaffected by our decision of whether or not to include these teachers in the analytic sample (nonetheless, results from models where alternatively certified teachers are omitted from the analytic sample are available upon request).
in grades 4, 5, and 6. 9 Our final sample includes 1,309 unique teachers who were certified from one of the 24 major preparation programs in the state. These teachers are spread across 656 elementary schools. The teachers in our sample can be linked to 61,150 student-year records with current and lagged math test scores, and 61,039 student-year records with current and lagged communication arts scores. The student-level data include basic information about race, gender, free/reduced-price lunch status, language-learner status, and mobility status (whether the student moved schools during the course of the school year). We construct school-level aggregates for each of these variables as well, which we include in some of our models. Table 1 provides basic summary information for the data, and table A.1 in Appendix A lists the teacher counts from the 24 preparation programs (column 1 shows teacher counts for the main analysis). To maintain the anonymity of the TPPs we use generic program labels throughout our study. 
EMPIRICAL STRATEGY Estimation of TPP Effects
We follow the approach used by several other recent TPP studies and estimate empirical models of the following form (Boyd et al. 2009; Goldhaber, Liddle, and Theobald 2013; Mihaly et al. 2013a) :
In equation 1, Y ijsgt is a test score for student i taught by teacher j at school s in grade g and year t, standardized within the grade-subject-year cell. X ijsgt includes basic demographic and socioeconomic information for student i; S ijsgt includes similar information for the school attended by student i; T ijsgt includes controls for teacher experience; and TPP i j sgt is a vector of TPP indicator variables where the entry is set to one for the program from which teacher j, who teaches student i, was certified. 11 φ g and π t are grade and year fixed effects. We perform 9. Our grade 6 sample is only a partial sample of grade 6 teachers in the state, as in many districts grade 6 is taught in middle schools and therefore there are no self-contained grade 6 teachers. Note that we generally cannot observe departmentalized teaching within elementary schools in Missouri-to the extent that elementary students' classroom teachers are not teaching math and/or communication arts to their students, our estimates may be attenuated. 10. This is at the request of the Missouri Department of Elementary and Secondary Education. 11. In unreported results, we verify that including additional controls for classroom characteristics does not affect our findings qualitatively. We also obtain similar results if we use a model analogous to equation 1 to estimate individual teacher effects and then produce TPP effect estimates by aggregating the estimated teacher effects. A conceptual difference between the method we use in the text and the "aggregated teacher effect" method is in the identifying variation that is used to estimate the coefficients on the variables in the X-, S-, and T-vectors. Our preferred approach, shown in Notes: a We only include teachers who were in self-contained classrooms in these grades (e.g., elementary schools). Many grade 6 teachers teach in middle schools in Missouri. b Program 12 was also included in this group although it had only 49 new teachers represented in the sample (see Appendix table A.1).
our analysis separately for student achievement in math and communication arts.
12 equation 1, uses within-TPP variation. The aggregated-teacher-effect approach uses within-teacher variation. A detailed discussion of the strengths and weaknesses of these two approaches is beyond the scope of the present paper-we refer the interested reader to Ehlert et al. (forthcoming) . The important substantive point for the present study is that our findings are qualitatively unaffected by this and other modeling decisions that we have considered (also see section 6). 12. Other notable studies -Noell, Porter, and Patt (2007) , Noell et al. (2008) , and Gansle et al. (2010) -use a multilevel model that differs mechanically from the model used here but is very similar conceptually. We consider similar models in section 6. Goldhaber, Liddle, and Theobald (2013) also extend the general framework to account for the decay of TPP effects over time. Decay in the TPP effects is one potential explanation for why they are so small, particularly when TPP effects are estimated using data from multiple cohorts of teachers. All of the studies of which we are aware evaluate TPPs using multiple cohorts to increase teacher sample sizes. Our analysis indicates that the sample-size issue is even more important than is implied by prior studies.
Notice that the model does not include indicators for individual teachers. We do not condition on individual teacher effects simultaneously with TPP effects in the model because the objective is to attribute teacher performance to the TPPs. Nevertheless, a large body of research shows that there are considerable differences in effectiveness across individual teachers that persist across classrooms and over time (e.g., see Goldhaber and Hansen 2010; Hanushek and Rivkin 2010; . These differences create a clustering structure within the data. For example, if students A and B are both taught by teacher Q who was trained at program Z, the two students cannot be treated as independent observations by which the effectiveness of teachers from program Z can be identified. Our standard errors are clustered at the individual-teacher level throughout our analysis to reflect this data structure.
We consider models that include several teacher characteristics, but in our primary analysis we control only for teacher experience as shown in equation 1. Research consistently shows that teacher performance improves with experience. Because we evaluate five different cohorts of entering teachers beginning in a single year , the experience control is important so that differences in the experience profiles of teachers across training programs are not confounded with the program impacts.
13 Goldhaber, Liddle, and Theobald (2013) show that whether the model includes controls for other observable teacher characteristics is of little practical consequence for evaluating TPPs. This is the case in our data as well (results not shown for brevity).
14 We estimate the model in equation 1 with and without school characteristics and present our findings from each specification in math and communication arts. We present models that compare all 24 programs and models that compare the 12 "large" programs (those that produced more than 50 teachers in our data). We test for the joint significance of the program indicators using F-tests.
An additional consideration is whether equation 1 should be estimated with school fixed effects. A benefit of the school-fixed-effects approach is that it removes any bias owing to systematic differences across TPPs in the quality of the K-12 schools where graduates are placed. To identify the relative program impacts, however, it also relies on comparisons among teachers at K-12 schools that house graduates from multiple preparation programs. That is, 13. It is uncontroversial that performance improves with experience for teachers in the early years of their careers (many studies are available; see, for example, Clotfelter, Ladd, and Vigdor 2006) . Recent studies by Wiswall (2013) and Papay and Kraft (2010) find that experience matters further into teachers' careers. 14. Although we control for teacher experience in our models, there is a potential selectivity concern that the models do not account for directly. Namely, if ineffective teachers are disproportionately trained by some TPPs and also have different attrition patterns, then this could influence our comparative findings. We examine this possibility in section 6.
TPP estimates from school-fixed-effects models depend on teachers who teach in K-12 schools where teachers from other TPPs are also teaching. The K-12 schools that house teachers from multiple programs, and the teachers who teach at these schools, may or may not be useful for gaining inference about the larger program effects. For example, it may be the case that teachers who select into teaching at the same school are more similar in their effectiveness than teachers who teach at different schools, in which case TPP effect estimates from school-fixed-effects models will suffer from attenuation bias. Mihaly et al. (2013a) provide a thorough analysis of the tradeoffs involved in moving to a school-fixed-effects specification. Rather than replicate their discussion here, we simply note that these tradeoffs exist. Our key result-that differences in teacher effectiveness across TPPs are much smaller than has been previously suggested-is obtained regardless of how we set up the model. We do not directly report here estimates from models that include school fixed effects but these estimates are available from the authors upon request.
Analysis of TPP Effects
After estimating the model in equation 1 for math and communication arts achievement, we extract the estimated TPP effects. A key policy question is this: How much do graduates from different TPPs differ in effectiveness? It is important to recognize that this is not the same question as "what is the efficacy of the training provided by different TPPs?" The latter question aims to identify TPP training effects free from the effects of initial selection into the programs. Separating out selection effects is unlikely to be of great interest to administrators in the field, however. For a district administrator, the question of why teachers from one TPP outperform teachers from another is not nearly as important as simply identifying the programs that, on the whole, graduate the most effective teachers. Indeed, in all of the locales where achievement-based metrics are being used to evaluate TPPs, selection effects and training efficacy are wrapped into a single estimate. We proceed with the primary objective of estimating this combined effect, consistent with current policy practice.
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We produce several measures of the variability in teacher effectiveness across TPPs. The first measure is the increase in the overall (unadjusted) R 2 in the model when we add the TPP indicators. The predictive power of the 15. Even if we could separate out selection effects from TPP training effectiveness, it may still be desirable to evaluate TPPs based on the combined effect. For example, we may want to reward TPPs that are successful in bringing talented individuals into the teaching profession. On the other hand, in terms of developing a more effective training curriculum for teachers, understanding TPP training effectiveness is of primary interest. Data that provide more detail about the experiences of individual teachers within TPPs, similar to the data used by Boyd et al. (2009) , would be particularly valuable for learning more about which aspects of training are most important.
TPP indicators reflects systematic differences in teacher effectiveness across graduates from different programs. If the programs do not differ, we would expect the change in R 2 to be zero when the program indicators are included.
We compare the change in R 2 from adding the TPP indicators to the change in R 2 from adding individual teacher indicators in their place. The change in R 2 when we add the individual teacher indicators provides a measure of the total variability in teaching effectiveness across the teachers in our data sample. The ratio of the explanatory power of the TPP indicators to the explanatory power of the individual-teacher indicators provides a measure of the share of the total variance in teacher quality that can be explained by cross-program differences. We also estimate the variance and range of program effects. Both measures are prone to overstatement because the TPP effects are statistical estimates; even in the absence of any real TPP effects, we would expect to estimate a nonzero variance and range of the TPP coefficients. Take the range-the value of the largest point estimate minus the smallest point estimate-as an example. Noting that each TPP coefficient is a composite of the true effect plus error, θ j = θ j + λ j , the range is determined partly by the estimation-error component. As the share of the total variance in the TPP coefficients attributable to estimation error rises, so does the overstatement of the estimated range.
Following the recent empirical literature on teacher quality, we decompose the variance in the TPP effects into two components: the true variance share and the estimation-error variance share.
In equation 2, Var(θ ) is the true variance in the program effects, Var(θ) is the variance of the estimates from equation 1, and Var(λ) is the estimationerror share of the variance. Var(θ ) is estimated by the raw variance of the TPP coefficients. We provide an estimate of the variance due to true variability in the TPP effects, separated from estimation-error variance, using an ad hoc procedure based on Koedel (2009) and Mas and Moretti (2009) 
Q is a ratio where the numerator is the F-statistic from a test of the null hypothesis of joint equality for the TPP coefficients and the denominator is the 5-percent critical value. If the F-statistic is less than the critical value, indicating the variability in the TPP indicators cannot be statistically distinguished, Var(θ ) = 0. As the F-statistic increases beyond the critical value, indicating more true variability across TPPs, Q increases and correspondingly the estimate of Var(θ ) rises. Var(θ ) approaches Var(θ ) as the F-statistic approaches infinity. 16. We perform the calculations in table 3 using TPP estimates from models where we mean-center all of the data, include indicators for all TPPs, and omit the intercept term. We also replicate our We use this approach to approximate the share of the total variance in the estimated TPP effects that reflects actual differences in program quality, and we report estimates of the adjusted standard deviation and range of the TPP effects. The true range of TPP effects will always be smaller than the observed range of point estimates; for some observed range Z, the expected value of the true range is var(θ) var(θ ) * Z (note that the true range can depend on a different pair of TPPs than the point-estimate range). Table 2 shows correlations between the TPP effects from the different models in math and communication arts. We estimate two different models in each subject:
RESULTS
Model A: Includes the lagged student test score, student-level controls, controls for teacher experience, and the preparation program indicators Model B: Includes everything in Model A, plus school-level aggregates analogous to the student-level controls Table 2 shows that within subjects, the estimates from Models A and B are similar, with correlations at or above 0.95 in math and communication arts. This suggests that observable differences in the K-12 schooling environments for graduates from the different TPPs introduce little bias into the estimates from Model A. Across subjects and within models, the correlation in the TPP effects remains above 0.60.
results qualitatively using models where we omit a comparison program and estimate TPP effects relative to a hold-out program. 17. In section 6 we also consider an alternative approach to isolate the true variance in the TPP effects. Notes: In cases where the p-value from the joint F-test on the TPP effects is greater than 0.05, indicating that there are no statistically significant differences across TPPs, a value of 1.00 is reported for the estimation-error variance share. Table 3 reports estimates of the variance in effectiveness across teachers from different TPPs. We split the table into two parts. The first horizontal panel evaluates the 24 "main" TPPs in Missouri (i.e., with more than fifteen graduates in our data); the second horizontal panel evaluates just the "large" programs. The large program subsample includes only half of the programs but over 75 percent of the teachers in our data (see table 1 ). The large programs are diverse in terms of overall selectivity (based on all university entrants; see Appendix B), and our comparisons between these programs benefit from relatively large program-level teacher sample sizes. Specifically, the average number of teachers per large program is 83.3 ( We analyze the output from each model in the same fashion throughout the table. We begin by reporting the p-value from a simple F-test for the null hypothesis that the TPP indicators are jointly insignificant in the model. We reject the null hypothesis that the TPP indicators are equal to zero in all of the specifications where we evaluate the 24 TPPs (the top panel of the table). For the large-program models, we reject the null using Model A, but not Model B.
Although the p-values provide information about statistical significance, they are less informative about practical significance. We begin our investigation into the practical significance of the differences across TPPs by comparing the predictive power of the TPP indicators to the predictive power of individualteacher indicators. The second row in each panel of table 3 shows the change in R 2 when the TPP indicators are added to the model, and the third row shows the change in R 2 when we add individual teacher indicators instead.
The fourth row reports the ratio of these values, which we interpret as the share of the total variance in teacher performance that is explained by cross-program differences. The ratios reported in table 3 show that differences in teacher performance across teachers from different TPPs explain only a very small fraction of the total variance of the teacher effects. More specifically, crossprogram differences explain no more than 3.4 percent of the total variance in teacher value added in any model, and as little as 1.6 percent. This provides the first indication that differences in teacher performance across TPPs are small-almost all of the variation in teacher value-added occurs within TPPs. The next two rows in each panel of table 3 report the unadjusted standard deviation and range of the TPP effects from each model. The unadjusted standard deviation is calculated as the square root of the variance of the initial TPP estimates, and the unadjusted range is calculated by subtracting the smallest point estimate from the largest. In each of the models where we evaluate all 24 TPPs, the unadjusted standard deviation and range are large. For example, consider a standard deviation estimate of 0.04 across programs, which is close to what we report for the unadjusted standard deviation of the TPP effects in each model in the top panel of the table. If this estimate reflected true variability across programs, it would indicate a one-standard-deviation move across TPP effects is on the order of 20 to 40 percent of the size of a one-standard-deviation move in the distribution of individual-level teacher effects (Hanushek and Rivkin 2010) . The unadjusted standard deviation and range are smaller, but still sizeable, when we focus on the large programs. However, neither of the unadjusted measures accounts for estimation error in the TPP effects.
The next three rows highlight the importance of accounting for estimation error. They show results after we make the estimation-error adjustment, and reveal the overwhelming majority of the variation in the estimated TPP coefficients is the product of statistical noise-that is, most of the variance is unrelated to actual differences in TPP effects. In the top panel of the table the estimation-error adjustments indicate that the true variability in TPP effects is much smaller than what is implied by the point estimates from the model. In our comparisons involving the large TPPs this result is reinforced. Only a very small fraction of the variance in the TPP point estimates reflects true differences in teaching effectiveness across teachers from different TPPs. Figure 1 illustrates the variability in the TPP effects from Model B for the large-program sample in math and communication arts. The estimates are shrunken following the approach used by Koedel, Leatherman, and Parsons (2012) . Noting the scale of the vertical axis in the figure, all of the point estimates suggest modest relative effect sizes. Still, in both math and communication arts, some programs have confidence intervals that exclude zero. Comparing the figure to our results in table 3, it is clear that this can occur for some point estimates even when we cannot reject the null hypothesis that all program effects are equal.
19 Note that as the number of TPP effects being estimated increases, the number identified as statistically distinguishable from average by chance increases as well.
HOW CLUSTERING MATTERS
Earlier we noted that a key difference between our analysis and several prior studies is in the level of clustering. 20 It is important to recognize that any level of clustering below the teacher level overstates independence in the data, and therefore overstates statistical precision. For example, classroom clustering assumes students taught by the same teacher in different classrooms are independent observations. Teachers have persistent effects across classrooms, however, and because of this, students who are taught by the same (see table 3 ). 20. Gansle et al. (2010) , Gansle, Noell, and Burns (2012) , Noell, Porter, and Patt (2007) , and Noell et al. (2008) cluster at the classroom level. Boyd et al. (2009) do not indicate a level of clustering in their study. In correspondence with the authors we were told that clustering occurs at the teacher level, although their standard errors are much smaller than the standard errors we report here despite their using a smaller estimation sample and models that include school fixed effects (which typically result in larger standard errors). We do not have an explanation for their findings. Finally, note that a conventional wisdom is that clustering should occur "at the level of the intervention," but clustering at the TPP level will result in unreliable standard errors in TPP evaluations because the number of data clusters is less than the number of parameters to be estimated (the parameters to be estimated are the coefficients for each TPP plus the coefficients for the other control variables in the model). Additionally, we question the rationale for clustering at the TPP level. There is little reason to expect that two students taught by two different teachers (perhaps at different schools) belong in the same cluster, particularly when one conditions on the TPP effects directly. teacher-even across classrooms and/or years-cannot be viewed as independent observations regarding the effectiveness of that teacher's preparation program. The extent to which classroom clustering will overstate statistical precision depends on the persistence of teacher effects across classrooms and the ratio of classrooms to teachers in the data. As teachers are observed with more and more classrooms, the overstatement of statistical power by models that cluster at the classroom level will increase.
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To illustrate the importance of clustering correctly, in table 4 we replicate our analysis from table 3 in math and communication arts without clustering the data, as well as with classroom-level clustering (we also show the teacherlevel clustering results from table 3 for ease of comparison). Unsurprisingly, the models where we do not cluster at all imply differences across teachers from different TPPs that are substantially larger than what we report in table 3. For example, the adjusted standard deviation of the TPP effects from the largeprogram sample using math Model B, without clustering, is 0.029. Mapping this number back to the larger teacher quality literature would imply a onestandard-deviation move across TPP effects is on the order of 15 to 30 percent as large as a one-standard-deviation move in the distribution of individual teacher effects (Hanushek and Rivkin 2010) . By contrast, with teacher-level clustering, the adjusted standard deviation across the large programs using Model B is zero.
Table 4 also shows that classroom-level clustering leads to estimation-error adjustments that are too small. Recall from section 2 that we observe up to three classrooms per teacher given the structure of our data, and on average we observe 2.4 classrooms per teacher in the analytic sample (see table 1). In analyses that span longer time horizons or where teachers teach multiple classes per year (e.g., middle or high school), the overstatement of statistical power from classroom clustering will be larger than what we show here.
Is the issue with TPP evaluation one of sample size? That is, if we could observe more teachers from each program could we statistically identify differences in TPP effects? Trivially, of course, it will be easier to detect small differences in TPP effects with larger sample sizes, but our sample sizes are not small for this type of analysis. Again, for the large programs in Missouri we observe an average of more than 80 teachers per program. This number is larger than what is reported in the 2010 reports from Louisiana (Gansle et al. 2010) and Tennessee (Tennessee Higher Education Commission 2010). Our sample sizes appear to be very reasonable, and even large, in terms of what can be expected from these types of evaluations.
21. Again, the comparison between classroom-and teacher-level clustering in this context is akin to the comparison between clustering at the state and state-by-year levels in Bertrand, Duflo, and Mullainathan (2004) . In both intermediate cases (classroom-clustering in the present application or state-by-year clustering in the Bertrand, Duflo, and Mullainathan study), the clustering structure assumes too many independent observations, leading to standard errors that are too small. We also refer the interested reader to Bester, Conley, and Hansen (2011) , who explore in detail the process by which researchers can choose cluster groups, including cases where clustering occurs along multiple dimensions. Finally, in an omitted analysis available from the authors upon request, we confirm our findings using a falsification exercise where we randomly assign teachers to TPPs. Given that table 3 shows nearly all of the variance in the TPP-effect estimates is driven by estimation error, we would expect to obtain similarly sized TPP "effects" even when we estimate models using randomly generated false TPP assignments. This is indeed what we find. We also show that improperly clustered models indicate non-zero TPP "effects" even when we randomly generate TPP assignments for teachers. 
ROBUSTNESS AND SENSITIVITY ANALYSIS
In this section we consider other factors that may explain our findings and examine the robustness of our results to an alternative methodological approach for isolating the true variance of the TPP effects.
Selectivity and Bias
Selective attrition and/or differential grade-level placements across TPPs that are correlated with teaching performance may bias our analysis toward finding no differences in effectiveness across teachers from different TPPs. Recall that the student-teacher linked data panel in Missouri does not have links prior to 2008-09, but in our analysis we use teachers who began teaching as early as the 2004-05 school year. Selective attrition will be an issue if, for example, ineffective teachers are both more likely to exit and also disproportionately come from some programs. If the ineffective teachers exit between their start dates and when we gain access to student-teacher links, then their effectiveness would not be captured by our models. This would shrink the observed variance across TPPs.
One way to directly address this issue would be to restrict our analysis to first-year teachers, for whom selective attrition is not an issue. In unreported results we re-estimate our models after restricting our data set to include first-year teachers only. A limitation of this analysis is that our sample size is dramatically reduced, which further weakens statistical power. 23 Noting this caveat, when we restrict the analysis to first-year teachers we find no discernible differences in the estimated TPP effects.
22. Gansle et al. (2010) report that their TPP estimates are "generally consistent" (p. 21) with those from their previous reports. This seemingly contradicts our finding that the TPP estimates are almost entirely composed of estimation error. There are two possible explanations. First, differences across TPPs could actually be larger in Louisiana, although the point estimates provided by Gansle et al. do not strongly support this hypothesis. A more likely explanation is that the Louisiana reports use an overlapping sample of teachers from year to year. 23. This limitation is an important part of the story. As a practical matter, the data simply do not facilitate narrow subanalyses in the context of estimating TPP effects.
Next we incorporate a related selection issue-that ineffective teachers may be less likely to teach in tested grades and subjects. Fuller and Ladd (2013) show that weaker teachers are more likely to teach in lower grades and that accountability pressure has exacerbated this trend. If this is the case in Missouri, and if the weak teachers who are kept out of tested grades and subjects are disproportionately trained at some TPPs, it would lead to an understatement of the variance of TPP effects (because the weakest TPPs would not look as weak as they should in our models). We incorporate this dimension of potential selectivity into our analysis by calculating "representation ratios" for TPPs. The numerator in these ratios includes the teachers in our analytic sample. The denominator includes teachers who were observed teaching in a self-contained Missouri elementary school classroom in any grade at any time after we began tracking certifications. That is, the denominator includes three types of teachers (or any combination therein): (1) teachers in our analytic sample, (2) teachers who teach in an elementary grade below grade 4, and (3) teachers who teach in a Missouri elementary school after we begin tracking certifications but quit before we obtain access to student-teacher links.
We perform a simulation exercise to determine whether the observed variance in the representation ratios across programs is more than we would expect to see by chance. Specifically, we randomly assign teachers across programs, holding program-level sample sizes fixed, and recompute the ratios based on the random assignments. We repeat this process 200 times to produce empirical confidence intervals for the cross-program variance of the ratios under random assignment. We compare the observed variance of the ratios across TPPs to the random assignment confidence intervals.
We cannot reject the null hypothesis that the representation ratios are constant across programs, although the variance of the observed ratios is on the high end of what we generate using the random-assignment simulations. Specifically, for the 24 main programs, the observed cross-program variance of the representation ratios is 0.0021, and the 95 percent confidence interval is 0.0006 to 0.0023. For the 12 large programs the observed variance is 0.0012 with a confidence interval of 0.0002 to 0.0013.
We also construct ratios to isolate variation in representation due to grade placement only (i.e., ignoring attrition). We obtain similar results for the full 24-program sample, but fail to reject the null for the large program subsample (p-value ≈ 0.03). One explanation for this result is selective grade placement as discussed by Fuller and Ladd (2013) . Another is that there are small differences in grade-level emphasis across TPPs that are unrelated to quality. 24. This emphasis could be formal or informal. For example, it could be that faculty at some institutions encourage/motivate teachers-in-training to teach in early or late elementary grades. Small
Overall, to the extent that we can examine the issue of selection into the analytic sample, there is little indication that systematic differences across TPPs in terms of teacher representation are biasing our results. Although we find no strong evidence to suggest that attrition and grade placement issues are driving our findings, it is worth noting that these issues will be relevant in any state's attempt to produce TPP rankings.
Sensitivity of Findings to Methodological Adjustments
The adjustment that we use to correct for estimation-error variance in the TPP coefficients is in the same spirit as similar adjustments that have been used in numerous prior studies (e.g., see Aaronson, Barrow, and Sander 2007; Koedel 2009; Mas and Moretti 2009; Rothstein 2010; Koedel and Betts 2011) , but there are alternative approaches. To examine the robustness of our findings to one such alternative, we estimate a series of models that specify the teacher effects as random instead of fixed. The random-effects estimates are shrunken to account for statistical imprecision by weighting the TPP effect estimates toward the grand mean (or prior), with the weight on the grand mean increasing with statistical imprecision.
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Mirroring the analysis thus far, we compare output from models that differ by the clustering structure, which we impose using hierarchical linear models (Raudenbush and Bryk 2002) . Table 5 shows the standard deviations of the shrunken TPP effect estimates, along with p-values from likelihood ratio tests for the joint statistical significance of the TPP random effects. 26 We estimate models analogous to models A and B from before. One issue with the random effects specifications is that the models partial out variance related to the control variables prior to estimating the TPP effects. So, for example, if teachers sort to schools along observable dimensions in ways related to quality, and this sorting is also correlated with TPP of attendance, it will put downward pressure on the variance of the TPP random-effect estimates. The similarity of results between models A and B, as shown in table 2, suggests that this is not an important problem in our data. Still, to assuage any lingering concerns, table 5 also shows estimates from a "bare" specification (labeled "Model A0"), which includes only students' lagged test scores and grade and year indicators. We interpret the TPP variance estimates from Model A0 as upper bounds.
differences across TPPs along this dimension could account for the variability across TPPs in the grade-placement ratios. 25. Of course, shrinkage estimators can be produced via other means as well. For example, the shrunken coefficients from Model B shown in figure 1 are produced using an ex post procedure as described in Koedel, Leatherman, and Parsons (2012) . 26. We do not make any additional adjustments to the standard deviation estimates reported in table 5-we simply report the standard deviation of the shrunken estimates. The estimation-error adjustment occurs implicitly through shrinkage. The results in table 5 corroborate the findings from our main analysis. The most important differences are across models that differ by the clustering structure. Models that do not cluster at all, or cluster at only the classroom level, indicate much larger differences across TPPs than do models that cluster the data at the teacher level. The estimates in table 5 suggest that the real differences in performance across teachers from different TPPs are similar to or smaller than the differences indicated by our primary estimates in table 3.
DISCUSSION AND CONCLUSION
We evaluate traditional teacher preparation programs in Missouri using empirical models similar to those used in previous research studies (Boyd et al. 2009; Goldhaber, Liddle, and Theobald 2013) and at least two ongoing statewide evaluations (in Louisiana and Tennessee). The work we perform here is along the lines of what has been encouraged by the United States Department of Education (2011) and researchers from the Center for American Progress (Crowe 2010) and Education Sector (Aldeman et al. 2011) , among others. Moreover, all twelve phase-1 and phase-2 Race to the Top winners have committed to using achievement data for public disclosure of the effectiveness of TPP graduates, and five winners have committed to using teacher effects on student achievement for program accountability (Crowe 2011) . A key finding from our study is that the measureable differences in effectiveness across teachers from different preparation programs are much smaller than has been previously suggested. This becomes apparent when we cluster the data to account for the fact that students who are taught by the same teacher do not represent independent observations by which the teacher's preparation program can be judged. We encourage policy makers to think carefully about our findings as achievement-based evaluation systems, and associated accountability consequences, are being developed for TPPs.
Our study also adds to the body of evidence showing that it is difficult to identify which teachers will be most effective based on pre-entry characteristics, including TPP of attendance. That said, work by Boyd et al. (2009) suggests that variation within TPPs in terms of preparation experiences may be large. For example, Boyd et al. find that better oversight of student teaching for prospective teachers is positively associated with success in the classroom later on. The current research literature is too thin to fully understand how differences in within-program experiences affect teaching performance, but it would not be unreasonable, for example, to expect that within-program variability in the quality of training exceeds across-program variability (in the student-teaching oversight example, this would be the case if the quality of prospective teachers' mentors is unrelated to TPP of attendance).
We conclude by noting that our findings need not be interpreted to suggest that formal, outcome-based evaluations of TPPs should be abandoned. In fact, the lack of variability in TPP effects could partly reflect a general lack of innovation at TPPs, which is facilitated by the absence of a formal evaluation mechanism. The mere presence of an evaluation system, even if it is not immediately fruitful, may induce improvements in teacher preparation that could improve in meaningful ways students' short-term and long-term outcomes (Hanushek and Rivkin 2010; Chetty, Friedman, and Rockoff 2014; Hanushek 2011) . Still, we caution researchers and policy makers against overstating the present differences in TPP effects as statewide rankings become increasingly available. If administrators do not understand how small the differences in TPP effects really are, they could make poor hiring decisions by overweighting TPP rankings in their decisions. Notes: The teacher counts are from the analytic data sample. a We include program 12 in our "large" program sample, although our findings are not qualitatively sensitive to dropping it from this group.
APPENDIX B: SELECTION INTO TPPS
Our study reveals very little variation in teacher quality across teachers who attended different TPPs. The fact that the differences across TPPs are small is surprising for two reasons. First is the presence of seemingly large inputbased differences across teacher preparation programs (Levine 2006; Boyd et al. 2009 ). Our results, however, are broadly consistent with other research showing teaching effectiveness can rarely be linked to any observable characteristic of teachers (e.g., see Hanushek 2003; Koedel and Betts 2007) . Second is that our estimates also embody differential selection into TPPs. Even if differences in inputs across TPPs are small, one might still expect differences in teacher performance across TPPs owing to differences in selection alone. In table B.1 we briefly extend our analysis to examine the selection issue. The table uses supplementary ACT-score data from all college graduates at the eleven public-university TPPs in Missouri that are represented in our Notes: The calculations in columns 1 and 2 are based on graduates from the listed universities who entered the public school system between 1996 and 2001 and graduated prior to 2009. The calculations in column 3 are based on data from the teachers we evaluate in our study. The population standard deviation in ACT scores, nationally, is approximately 4. a Indicates the program is one of the twelve large programs in the state.
study. 27 The first column of the table shows the average ACT score for all graduates from each university. The second column shows average ACT scores for the subset of graduates who earn an education degree. 28 The third column shows average ACT scores for the graduates who actually end up working as elementary teachers and appear in our data. The bottom rows of table B.1 reveal an interesting pattern: Differences in selectivity across institutions on the whole, as measured by ACT scores, are only partly reflected in the teacher population. Put differently, teachers from colleges that are differentially selective are more similar to each other than are typical students from the same colleges. Although table B.1 is merely descriptive and measures selection along just a single dimension, it offers some insight as to why selection may not be playing an important role in differentiating TPPs.
27. The higher education data come from cohorts of graduates who began their college careers between the years of 1996 and 2001 and completed their degrees at one of the specified universities prior to 2009. These data do not perfectly overlap with the cohorts of teachers we evaluate but should provide a fair representation. 28. Although not all of the teachers in our analysis are education majors, many are.
