Bott periodicity and stable quantum classes by Savelyev, Yasha
ar
X
iv
:0
91
2.
29
48
v6
  [
ma
th.
SG
]  
26
 Ju
l 2
01
2
BOTT PERIODICITY AND STABLE QUANTUM CLASSES
YASHA SAVELYEV
Abstract. We use Bott periodicity to relate previously defined quantum
classes to certain “exotic Chern classes” on BU . This provides an interesting
computational and theoretical framework for some Gromov-Witten invariants
connected with cohomological field theories. This framework has applications
to study of higher dimensional, Hamiltonian rigidity aspects of Hofer geometry
of CPn, one of which we discuss here.
1. Introduction
We study here some interactions of topology in infinite dimensions and Gromov-
Witten theory. Here the main space is BU , and we show that Gromov-Witten
theory completely detects its rational cohomology. The vague philosophy is that
certain parametric GW invariants are related to Chern numbers via Bott period-
icity. The first application of this is for the study of higher dimensional aspects of
Hofer geometry of Ham(CPn, ωst), and we are able to prove a certain rigidity result
for the embedding SU(n)→ Ham(CPn−1). More geometric applications are given
in [19], these concern Gromov K-area and aspects of almost Kahler geometry.
Another topological application is given in [22], where we use the main result
of this paper to probe topology of the configuration space of stable maps in BU,
which might be the first investigation of this kind.
More intrinsically, we get some new insights into Gromov-Witten invariants
themselves, as through this “topological coupling” and some transcendental (as
opposed to algebraic geometric in nature) methods we will compute some rather
impossible looking Gromov-Witten invariants. These methods involve Bott period-
icity theorem and differential geometry on loop groups.
1.1. Outline. One crucial theorem in topology is the Bott periodicity theorem for
the unitary group, which is equivalent to the statement:
BU ≃ ΩSU,
where SU is the infinite special unitary group. On the space BU we have Chern
classes uniquely characterized by a set of axioms. It turns out that the space
ΩSU also has natural intrinsic cohomology classes, characterized by axioms, but
with a somewhat esoteric coefficient ring: Q̂H(CP∞), a completed formal quantum
homology ring of CP∞, which for our choice of coefficients turns out to be the
free Laurent polynomial algebra over Q on one generator. Here is an indication of
how it works for ΩSU(n), the reader may note that this is a natural extension of
Seidel representation, [23]. Consider the Hamiltonian action of the group SU(n) on
CPn-1. Using this, to a cycle f : B → ΩSU(n) ≃ Ω2BSU(n) corresponds a family
of Hamiltonian CPn−1 bundles over CP1 trivialized over 0 ∈ CP1. We may think
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of this family as a bundle
CP
n−1 × CP1
i
−→ Pf → B
over B, with structure group the group Hamiltonian bundle automorphisms of
CP
n−1 × CP1, fixing the fiber over 0 ∈ CP1. So we have a natural embedding
I : CPn−1 ×B → Pf .
Gromov-Witten invariants in Pf for classes
A = d[line] + [CP1] ∈ i∗H2(CP
n−1 × CP1),
and various constraints coming from I, induce cohomology classes
(1.1) qck(Pf ) ∈ H
2k(B,QH(CPn-1)).
(More technically, we are talking about parametric Gromov-Witten invariants. The
bundles Pf always have a naturally defined deformation class of fiber-wise families
of symplectic forms. Although very often the total space turns out to be Kahler in
which case one can really talk about Gromov-Witten invariants and the discussion
coincides.) These cohomology classes have analogues of Whitney Sum and natural-
ity axioms as for example Chern classes. There is a also a partial normalization.
We show here that these classes stabilize and induce cohomology classes on
ΩSU ≃ BU . These stable cohomology classes are closely related to classical Chern
classes, and using this we prove:
Theorem 1.1. The induced classes qck on ΩSU ≃ BU are algebraically indepen-
dent and generate the cohomology with the coefficient ring Q̂H(CP∞). Moreover,
qck = ck · q
k for qk ∈ Q̂H(CP∞).
Stabilization in this context is somewhat analogous to semi-classical approxima-
tion in physics. The “fully quantum objects” are the classes qck ∈ ΩSU(n), and
they are what’s important in geometric applications, for example in Hofer geome-
try. We are still far from completely computing these classes, but as a corollary of
the proof of the above we have the following.
Theorem 1.2. The classes qck on ΩSU(n) are algebraically independent and gen-
erate cohomology in the stable range 2k ≤ 2n− 2, with coefficients in QH(CPn−1).
The argument actually gives a concrete method of computing above mentioned
Gromov-Witten invariants using classical Chern classes. For example, using com-
putation of Chern numbers of bundles over spheres in [7, Corollary 20.9.8] we get:
Theorem 1.3. Let f : S2k → ΩSU(n) ⊂ SU ≃ BU , n > k + 1 be the unit
in π2k(ΩSU(n),Q) ≃ Q. Then there are generically 〈ck, [f ]〉 = (k − 1)! vertical
holomorphic curves (counted with signs) in degree d = −1, going through the cycle
I∗([CP
n−k]× [S2k]) ∈ H4k−2(Pf ).
Since qc∗ on ΩSU(n) are pulled back from classes on ΩHam(CP
n−1) as a simple
topological corollary of Theorem 1.1 we obtain another proof of:
Theorem 1.4 (Reznikov, [18]). The natural inclusion ΩSU(n)→ ΩHam(CPn−1)
is injective on rational homology in degree up to 2n− 2.
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Reznikov’s argument is very different and more elementary in nature, he also
proved a stronger topological claim, (he did not have conditions on degree) but
of course his emphasis was different, and the much more important immediate
application is to Hofer geometry.
1.2. Applications to Hofer geometry. For a closed symplectic manifold (M,ω)
recall that the (positive) Hofer length functional L+ : LHam(Mn, ω)→ R is defined
by
L+(γ) :=
∫ 1
0
max(Hγt )dt,
where Hγ :M × S1 → R is a generating Hamiltonian function for γ normalized by
the condition ∫
M
Hγt ω
n = 0.
Conventions 1. The Hamiltonian vector field is defined by ω(XH , ·) = −dH(·).
Let
jE : ΩEHam(M,ω)→ ΩHam(M,ω)
denote the inclusion where ΩEHam(M,ω) is the sub-level set with respect to the
functional L+. Define
(ρ, L+) : H∗(ΩHam(CP
n−1))→ R,
to be the function
(ρ, L+)(a) = inf{E| a ∈ image jE∗ ⊂ H∗(ΩHam(CP
n−1))}.
Let us also denote by i the natural map
i : ΩSU(n)→ ΩHam(CPn−1),
and by i∗L+ the pullback of the function L+. We have an analogously defined
function
(ρ, i∗L+) : H∗(ΩSU(n))→ R.
Theorem 1.5. If a 6= 0 ∈ H2k(ΩSU(n)) then (ρ, L
+)(i∗a) = 1, provided that
2 ≤ 2k ≤ 2n − 2, where the standard symplectic form on CPn−1 is normalized by
the condition that the symplectic area of a complex line is 1. Moreover we have the
following Hamiltonian rigidity phenomenon:
(ρ, i∗L+)(a) = (ρ, L+)(i∗a),
for class a satisfying same conditions.
What is already interesting is that (ρ, L+)(i∗a) 6= 0, as Ham(CP
n−1) is a very
complicated infinite dimensional metric space, and sublevel sets ΩEHam(CPn−1)
may have interesting homology for arbitrarily small E. However this does not
happen for M = S2,CP2, as Ham(S2) ≃ SO(3) by a theorem of Smale and
Ham(CP2) ≃ PSU(2) by a theorem of Gromov [4], and so if k > 0, the above
theorem give a lower bound for E. On the other hand in the case k = 0, we have a
lower bound for E because Seidel representation [23] for M = S2,CP2 is injective.
We can actually replace SU(n) by PU(n) and allow k = 0 but this will not give
anything new, as the case k = 0 is already covered by McDuff-Slimowitz [12] in
more generality, see also [19], [3] for very interesting related work in the case k = 0.
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Question 1.6. Does the rigidity statement:
(ρ, i∗L+)(a) = (ρ, L+)(i∗a),
hold for the full Hofer length functional L, obtained by integrating the full oscillation
maxHγt −minH
γ
t ? Our argument does break down in this case, as it is not clear
how to simultaneously bound both L+ and L−.
Potential applications to topology of smooth manifolds. Although our fo-
cus here is essentially on a single symplectic manifold (CPn, ωst). The quantum
classes we study here and Theorems 1.1, 1.2 could have some other unexpected
applications.
For a smooth manifold Zn we may define quantum variants of Pontryagin classes
as follows. The complexified tangent bundle TZ ⊗ C induces a classifying map
Z → BU(n) and consequently a map Ω2Z → Ω2BU(n). For simplicity we restrict
to identity components of the iterated loop space, in which case the map is really
Ω2Z → Ω2BSU(n) ≃ ΩSU(n).
Our quantum classes naturally live in cohomology of the right hand side. We may
then ask how their pull-backs to cohomology of Ω2Z depend on the smooth struc-
ture, or more directly on the tangent bundle. Actually since rational Pontryagin
classes are known to be topologically invariant by a Theorem of Novikov, it is plau-
sible although we have not verified this, that at least in the stable range (as in
Theorem 1.2) quantum classes should also be topologically invariant, (our coeffi-
cients at least at this time are Q-vector spaces). The case of unstable range seems
more mysterious. Even more mysterious is what happens when we pass to some
“partial stable map compactifications” of Ω2Z as we attempt to do in [22].
Acknowledgements. I would like to thank Leonid Polterovich and Tel Aviv uni-
versity for inviting me, and providing with a friendly atmosphere in which to under-
take some thoughts which led to this article. In particular I am grateful to Leonid
for compelling me to think about Gromov K-area. I also thank Dusa McDuff for
helping me clarify some confusion in an earlier draft and Alexander Givental, Leonid
and Dusa for comments on organization and content as well as the anonymous ref-
eree for some brilliant comments and suggestions.
2. Setup
This section discusses all relevant constructions, and further outlines the main
arguments.
2.1. Topological preliminaries. In a few instances, we will need to use this char-
acterization of homology of H-spaces.
Theorem 2.1. [Milnor-Moore [15], Cartan-Serre [1]] Let X be a connected homo-
topy associative H-space. Denote by U(π∗(X,Q)) the universal enveloping algebra
of the Lie algebra π∗(X,Q) with respect to the Samelson product. Then
H∗(X,Q) ≃ U(π∗(X,Q)),
as rings (in fact as Hopf algebras).
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If we apply this theorem to identity component of the based loop space ΩX , for
X a connected H-space, we get that H∗(ΩX,Q) is a graded commutative tensor
algebra of π∗(ΩX,Q). This is because the Lie algebra π∗(ΩX,Q), whose product
is the Samelson product, is Abelian.
Splitting principle for BU . The classical formulation of this is that for a complex
vector bundle E → B one can find a space and map s : F → B, with s∗ injective
on cohomology s.t. s∗E splits into sum of line bundles.
Bott periodicty. We will use only the following version of Bott periodicity for the
unitary group:
BU ≃ ΩSU,
probably the most well known exposition of this is in Milnor’s [14].
Reduced K-theory groups of a space X. These are the groups K˜(X) of homotopy
classes of maps f : X → BU ≃ ΩSU . The group structure is induced by the
natural (in homotopy category) map ΩSU × ΩSU → ΩSU . This map can either
be taken to be concactenation product of loops or point-wise product of loops with
respect to the group structure on SU .
A vector bundle En → X , has a classifying map fE : X → BU(n) →֒ BU ,
and we will say that fE → BU classifies the reduced K-theory class of E, which
is a somewhat more concise way of saying that it classifies the stable equivalence
class of the vector bundle E → X , with bundles E1, E2 called stably equivalent if
E1 ⊕ ǫ
n ≃ E2 ⊕ ǫ
m for some n,m, with ǫn denoting trivial rank n complex vector
bundle.
Quantum homology. In definition of quantum homology QH(M), or various
Floer homologies one often uses some kind of Novikov ring coefficients with which
QH(M) has a special grading, making quantum multiplication graded. For us
QH(M) serves as a coefficient ring for some cohomology classes and in the instance
of this paper M is always CPn, so we will take the simplest working version of
the quantum homology ring, which will be ungraded. As a note to experts on this
subject, this basically corresponds to setting all the formal parameters to be 1, and
this always works in the monotone case. (There is indeed a constraint in the word
“works” since Whitney sum formula to be described below relies on properties of
quantum product.)
This choice also becomes more natural when we come to QH(CP∞), as that
can no longer have any natural (from point of view of quantum product) grading
anyway.
Definition 2.2. For a monotone symplectic manifold (M,ω), ω = kc1(TM), k > 0,
we set QH(M) = H∗(M,Q), which we think of as ungraded vector space, and hence
drop the subscript ∗.
2.2. Quantum product on QH(M).
Conventions 2. An ω-compatible almost complex structure J satisfies:
ω(·, J ·) > 0.
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Let (M,ω) be monotone, for integral generators a, b ∈ H∗(M), this is the product
defined by
(2.1) a ∗ b =
∑
A∈H2(M)
bA ∈ QH(M),
where bA ∈ H∗(M) is the homology class of the evaluation pseudocycle from the
moduli space of marked, J-holomorphic, class A curves intersecting pseudocycles
representing a, b, for a generic ω tamed J . This sum is finite in the monotone case,
by Gromov compactness, since dimension and hence bounds on Chern numbers of
holomorphic spheres, give area bounds. The product is then extended to QH(M)
by linearity. For more technical details see [11].
2.3. The non-unital ring QH(CP∞) and its completion. The following lim-
iting procedure works for any choice of coefficients for quantum homology so long
as we forget the grading, and is particularly simple with our choice. But interest-
ingly, it does not dualize to quantum cohomology, so in this example the quantum
homology picture is forced on us.
We may identify QH(CPn−1) as a vector space with the space of degree n poly-
nomials over Q, with no constant term:
QH(CPn−1) = P (n) = {
∑
1≤i≤n
ciq
i}, ci ∈ Q.
If we set qi = [CPi−1], then
(2.2) q ∗ qj = qj+1,
with ∗ the quantum product, so long as 1+j ≤ n, and by associativity qi∗qj = qi+j ,
if i+ j ≤ n. This description of quantum product in CPn−1 of course is well known,
since there is a unique degree 1 holomorphic curve in CPn−1 through any two points
in general position, and higher degree curves cannot contribute to the quantum
product for dimensional reasons. So we get:
Lemma 2.3. The linear map
i : QH(CPn−1)→ lim
n
QH(CPn−1) ≃ Q[q]/Q,
satisfies i(a ∗ b) = i(a) · i(b), where · is the polynomial product in Q[q]/Q, provided
the polynomial degree of a and b adds up to at most n,
In particular, we may take Q[q]/Q as the definition of quantum homology ring
QH(CP∞). We may naturally complete this to a group ring of Z over Q, (i.e.
the algebra of Laurent polynomials over Q) and we define this to be Q̂H(CP∞).
The identity denoted by 1 informally can be thought to represent [CP∞], and the
inverse to q can be informally thought to be represented by the infinite dimensional
codimension two “cycle Poincare dual” to [CP1] ⊂ CP∞. The reader may observe
as an amusing point that with these heuristics Q̂H(CP∞) is the natural quantum
homology ring of CP∞ if one allows finite codimension cycles, (forgetting analysis
for the moment).
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2.4. Quantum characteristic classes of ΩHam(CPn, ωst). By Theorem 2.1,
H∗(ΩHam(M,ω)) is freely generated via Pontryagin product by rational homotopy
groups, which we may represent by smooth maps f : Sk → ΩHam(M,ω), (the
associated map f : Sk × S1 → Ham(M,ω) is smooth.) In particular, the relations
between cycles in homology can be represented by smooth (in fact cylindrical)
cobordisms. The cycles as above will be called smooth.
In our case M is always (CPn, ωst), with ωst the Fubini-Study symplectic form
normalized by ωst([line]) = 1. Here the standard integrable j is regular for all A.
Let us then specialize to this case, referring the interested reader to [20], for the
general case. In fact we will specialize to the identity component of ΩHam(CPn).
Given this, to a smooth cycle f : B2k → ΩHam(CPn), we associate a smooth
bundle
p : Pf → B,
with
(2.3) Pf = B × CP
n ×D20
⋃
B × CPn ×D2∞/ ∼,
where (b, x, 1, θ)0 ∼ (b, fb,θ(x), 1, θ)∞, using the modified polar coordinates (r, 2πθ).
The orientation on D2∞ is taken to be standard orientation as a domain in C while
the orientation on D20 is the opposite orientation. This is the same convention as
[21] (unfortunately not stated there) but opposite to [20]. The fiber Xb over b
is a Hamiltonian bundle CPn →֒ Xb
pi
−→ CP1, with structure group the group of
bundle automorphisms of CPn × CP1 (over identity on the base), fixing the fiber
over 0 ∈ CP1.
Definition 2.4. A family {Jb} of almost complex structures on fibers Xb, (Jb is
an almost complex structure on Xb) is called admissible if:
• The natural map π : (Xb, Jb)→ CP
1 is Jb-holomorphic for each b.
• Jb preserves the vertical tangent bundle of CP
n →֒ Xb → CP
1 and restricts
to the standard integrable j on CPn.
The importance of this condition is that it forces bubbling to happen in the
fibers, where it is controlled by monotonicity of (CPn, ω), i.e. standard arguments
in Gromov-Witten theory extend to this parametric case.
Since we are working with the identity component of ΩHam(CPn), the fibers Xb
are Hamiltonian bundle diffeomorphic to X = CPn ×CP1, although not naturally.
The group of Ham(CPn)-bundle automorphisms of X acts trivially on homology,
this follows by [9, Theorem 1.16]. In particular a section class A in H2(Xb) is
uniquely characterized by “degree” d,
(2.4) A = d[line] + [CP1].
The classes we now define “measure” quantum self intersection of a natural
submanifold I(B×CPn) ⊂ Pf , which in terms of (2.3) just corresponds to inclusion
into the first half of the union. The entire quantum self intersection is captured by
the total quantum class of Pf . Let
M(Pf , d, {Jb})
denote the moduli space of tuples (u, b), u is a Jb-holomorphic section of Xb in
degree d. The virtual dimension of this space is given by the Fredholm index:
(2.5) 2n+ 2k + 2〈cvert1 , A〉 = 2n+ 2k + 2d · (n+ 1).
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We define qck ∈ H
2k(ΩHam(CPn, ω), QH(CPn)) as follows:
(2.6) 〈qck, [f ]〉 =
∑
d∈Z
bd.
Where bd ∈ H∗(CP
n) is defined by duality:
bd ·CPn c = evd ·B×CPn [B]⊗ c,
and where
evd :M(Pf , d, {Jb})→ B × CP
n
evd(b, u) = (b, u(0)),
and ·M , ·B×M denote the intersection pairings in M , respectively B×M . The sum
(2.6), is finite and only d < 0 contribute for dimensional reasons. The fact that qck
is well defined with respect to various choices: the representative [f ], and the family
{Jb}, is described in more detail in [20], however this is a very standard argument
in Gromov-Witten theory: deformation of this data gives rise to a cobordism of the
above moduli spaces.
Remark 2.5. While working with smooth cycles is formally adequate, it is some-
times necessary to work with general representatives for singular homology classes,
coming from smooth chains, this does not present significantly more analytical dif-
ficulty and most of this analysis appears in [8].
We now state the properties satisfied by these classes, these are verified in
[20]. Since our classes are already defined on the universal level, we may pro-
ceed as follows: Let qc =
∑∞
i=0 qci, be the formal sum (the total quantum class of
ΩHam(CPn)), and
W : ΩHam(CPn)× ΩHam(CPn)→ ΩHam(CPn)
be the natural concatenation product, or equivalently (in the homotopy category)
the product induced by pointwise multiplication of loops, using topological group
structure of Ham(M,ω). Then we have:
•
(2.7) W ∗qc = qc⊗ qc.
• 〈qc0, [pt]〉 = 1 = [CP
n] ∈ QH(CPn).
Notation 2.6. From now on we will be using shorthand c[f ] for the evaluation of
cohomology class c on a homology class [f ].
Corollary 2.7. For the Pontryagin product
(2.8) f1 ⋆ f2 : B1 ×B2 → ΩHam(CP
n),
of a pair of cycles f1, f2 : B
2k
1 , B
2l
2 → ΩHam(CP
n),
(2.9) qck+l[f1 ⋆ f2] = qck[f1] ∗ qcl[f2].
We now restrict our attention to the subgroup in : ΩSU(n) ⊂ ΩHam(CP
n). We set
qcnk = i
∗
nqck.
We will proceed to induce these characteristic classes on the limit ΩSU . This
will allow us to arrive at a true normalization axiom, completing the axioms in that
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setting, and will also allow us to make contact with the splitting principle on BU .
Let
i : ΩSU(n)→ ΩSU(m),
i(γ)(θ) =

γ(θ)
1
. . .
1

for m > n, and
j : CPn−1 → CPm−1,
j([z0, . . . , zn]) = [z0, . . . , zn, 0, . . . , 0]
be compatible inclusions. Here is the main step, proved in Section 3.
Proposition 2.8. For a cycle f : B2k → ΩSU(n)
(2.10) qcmk [i ◦ f ] = j∗(qc
n
k [f ]) ∈ QH(CP
m−1),
for 2k in stable range [2, 2n− 2].
Corollary 2.9. There are induced cohomology classes qc∞k ∈ H
∗(ΩSU, Q̂H(CP∞))
by setting qc∞0 [pt] = 1, and qc
∞
k [f ] = qc
n
k [f ] for any n > deg[f ]/2 + 1.
Let qc∞ =
∑∞
i=0 qc
∞
i , be the formal sum (the total quantum class of ΩSU), and
W : ΩSU × ΩSU → ΩSU
be the natural concatenation product.
Theorem 2.10. The classes qc∞k ∈ H
2k(ΩSU, Q̂H(CP∞)) satisfy and are deter-
mined by the following properties:
• Whitney sum formula:
(2.11) W ∗qc∞ = qc∞ ⊗ qc∞,
where ∪ is the usual cup product of cohomology classes with coefficients in
the ring Q̂H(CP∞).
• Normalization: If fl : CP
k → BU ≃ ΩSU is the classifying map for the
reduced K-theory class of the canonical bundle then:
(2.12) f∗l qc = 1+ f
∗
l c1 · q,
in other words, it is the total Chern class of the canonical line bundle E →
CPn, except for the multiplication of c1(E) by q = [pt] ∈ Q̂H(CP
∞).
Remark 2.11. We note that these axioms are equivalent to the longer but probably
more familiar looking (and slightly simpler in practice) axioms for stable charac-
teristic classes: For a CW complex B, the classes qc∞k are a sequence of functions
from the reduced K-theory group K˜(B) to H2k(B, Q̂H(CP∞)) satisfying:
• qc∞0 (E) = 1 for any E ∈ K˜(B).
• For E2 ∈ K˜(B2) and a map g : B1 → B2:
g∗qc∞k (E2) = qc
∞
k g
∗(E2).
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• If E = E1 ⊕ E2 ∈ K˜(B), then
qc∞(E) = qc∞(E1) ∪ qc
∞(E2),
where ∪ is the cup product of cohomology classes with coefficients in Q̂H(CP∞)
and qc∞(E) is the total characteristic class
qc∞(E) = qc∞0 (E) + . . .+ qc
∞
m (E) . . . ∈ H
∗(B, Q̂H(CP∞)),
• If El ∈ K˜(CP
n) is the class of the canonical line bundle then
qc∞(El) = 1+ c1(El) · q.
The first property in Theorem 2.10 follows immediately from the correspond-
ing property for the classes qck ∈ H
2k(ΩSU(n), QH(CPn−1)). Verification of the
second property is done in Section 3.
Consequently, we see that classes qc∞k are stable characteristic classes and for-
mally have the same axioms as Chern classes. In particular the splitting principle
on BU allows us to write down quantum classes in terms of Chern classes, we do
this below.
Notation 2.12. From now on we drop the superscript ∞ in qc∞k , as we will deal
exclusively with these stable classes, unless specified otherwise.
Proof of Theorem 1.1. By the universal coefficient theoremH∗(BU ≃ ΩSU, Q̂H(CP∞))
is a free polynomial algebra over Q̂H(CP∞) on generators ck, (the Chern classes)
since this is true over Z. The theorem will follow as soon as we show that qck
are algebraically independent. Let f : B2k → BU(n) ⊂ BU be a cycle and
s : F → B be the splitting map for the associated vector bundle Ef , so that
[s ◦ f ] = [f1] ⋆ [f2] . . . ⋆ [fn], with fi classifying stabilized line bundles. Set
xi = f
∗
i qc1 = f
∗
i c1 · q,
then by the axioms we have that (s ◦ f)∗qck is an elementary symmetric poly-
nomial spk[x1, . . . , xn] of degree k on generators xi . Clearly spk[x1, . . . , xn] =
spk[f
∗
1 c1, . . . , f
∗
nc1] · q
k but the latter is by the the axioms for Chern classes ex-
actly (s ◦ f)∗ck · q
k. Since s∗ is injective it follows that qck = ck · q
k, in particular
qck are determined by the axioms, moreover since Chern classes are algebraically
independent so are the classes qck. (Algebraic independence for both series of
classes is directly deducible from algebraic independence of elementary symmetric
polynomials, in the ring of all symmetric polynomials, which is their fundamental
property.) 
3. Main arguments
We are going to give two proofs of Proposition 2.8. The first one is more dif-
ficult, but less transcendental of the two, and we present it here because it has
the advantage of suggesting a route to computation of quantum classes in the non-
stable range and because the energy flow picture in this argument is used for the
proof of Theorem 1.5. Unfortunately, this first proof is not very elementary and
requires some basics of the theory of loop groups. The second proof was suggested
to me by Dusa McDuff, and basically just uses the automatic transversality result
of Hofer-Lizan-Sikorav. For convenience, these will be presented independently of
each other, so can be read in any order.
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Proof of Proposition 2.8. We will need to use the cellular decomposition of ΩSU(n)
induced by the energy functional E, given by a bi-invariant metric on SU(n). For
various details in the following, the reader is referred to [17, Sections 8.8, 8.9, 8.10].
It is shown in [17] that there is a holomorphic cell decomposition of the Kahler
manifold ΩSU(n) up to dimension 2n − 2, with cells indexed by homomorphisms
λ : S1 → T with all weights either 1,−1, 0, (the weights can all be zero) where
T ⊂ SU(n) is a fixed maximal torus. The closure Cλ of each such cell Cλ, is the
closure of unstable manifold (for E) of the cycle of subgroups in the conjugacy class
of λ contained in the E level set of λ. Let
fλ : B
2k
λ → ΩSU(n)
be the compactified 2k-pseudocycle representing Cλ. We may assume now that
k > 0 so that some weights of λ are non-zero, since the case of k = 0 is excluded in
the hypothesis of our proposition.
It is shown that each γ ∈ Cλ is a polynomial loop, i.e. extends to a holomorphic
map γC : C
× → SLC(n). Consequently, Xγ has a natural holomorphic structure, so
that the complex structure on each fiber Mz →֒ Xγ → CP
1 is tamed by ω, and so
we have a natural admissible family of complex structures on Pfλ . By the classical
Birkhoff-Grothendieck theorem Xγ is biholomorphic to Xλ0 for some S
1 subgroup
λ0. Moreover by [17, Propostion 8.10.1] λ0 is in fact γ∞ : S
1 → SU(n), γ∞ ∈ Cλ
is the S1 subgroup, which is the limit in forward time of the negative gradient flow
trajectory of γ. In particular γ∞ has all weights either 1,−1, 0. For γ = fλ(b) we
call the corresponding γ∞:
γb∞.
Aside from the condition on weights of the circle subgroups, here is another
point where the stability condition 2k ≤ 2n− 2 comes in. The virtual dimension of
M(Pfλ , d, {Jb}) (see (2.5)) is
2n− 2 + 2k + 2d · n ≤ 2n− 2 + 2n− 2 + 2d · n < 0 unless d ≥ −1.
Thus only d = −1 classes can contribute to qck[fλ], (d = 0 can only contribute to
qc0[fλ]; which can be checked by analyzing the definition, and d > 0 results in too
high a virtual dimension).
Let us first understand the spaces of holomorphic d = −1 sections in Xγ∞ , with
γ∞ an S
1 subgroup of the type above.
Lemma 3.1. Xγ∞ is biholomorphic to S
3×γ∞ CP
n−1 i.e. the space of equivalence
classes of tuples
[z1, z2, x], x ∈ CP
n−1,
under the action of S1
θ · [z1, z2, x] = [e
2piiθz1, e
2piiθz2, γ∞(θ)x],
using complex coordinates z1, z2 on S
3.
Proof. To see this, write [z1, z2;x] for the equivalence class of the point
(z1/r, z2/r;x) ∈ S
3 × CPn−1,
where r is the norm of (z1, z2). We identify D0 × CP
n−1 with
{[1, z;x] : |z| ≤ 1, x ∈ CPn−1}
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via orientation reversing reflection (that is (z, x) 7→ [1, z¯, x]) and D∞×CP
n−1 with
{[z, 1;x] : |z| ≤ 1, x ∈ CPn−1}
naturally. The gluing map is then
[1, e−2piiθ;x] ∼ [e2piiθ, 1; γ∞(θ)x],
which is consistent with the definition of Xγ∞ , (by using γ∞ as clutching map). 
Let Hγ∞ be the normalized generating function for the action of γ∞ on CP
n−1.
Each x in the max level set Fmax of Hγ∞ , gives rise to a section σx = S
3×γ∞ {x} of
Xγ∞ . It can be checked that [σx] has degree d = −1. To see this use the expression
Nσx = S
3 ×γ∞ TxCP
n−1 to evaluate c1 of the normal bundle of this section; this
Chern number will be −n so long as action of γ∞ has all weights 1,−1 or 0 as
assumed. (With our somewhat unusual orientation conventions.)
Moreover, by elementary energy considerations it can be shown that these are the
only holomorphic class d = −1 sections (or section class stable maps) inXγ∞ , see for
example the discussion following Definition 3.3. in [21]. Consequently the moduli
space M = M(Pfλ , d = −1, {Jb}) is compact. It’s restriction over open negative
gradient trajectories R → C¯λ asymptotic to γ∞ in forward time is identified with
R× Fmax, where Fmax is as above.
The regularized moduli space can be constructed from M together with kernel,
cokernel data for the Cauchy Riemann operator for sections u ∈ M. This is some-
what well understood by now, see for example an algebro-geometric approach in
[10]. It is however interesting that our moduli space is highly singular, so a direct
computation of the invariant from this data is not elementary.
Consider the pushforward: i◦fλ : Bλ → ΩSU(m). What we need to show is that
M is identified with Ms =M(Pi◦fλ ,−1, {Jb}) and the kernel/cokernel data of the
family of CR operators associated with M are identified with the kernel/cokernel
data for the family of CR operators associated to Ms =M(Pi◦fλ ,−1, {Jb}).
The fact that the moduli spaces M, Ms are identified follows more or less
immediately from the preceding discussion. The inclusion map i : ΩSU(n) →
ΩSU(m) takes gradient trajectories in ΩSU(n) to gradient trajectories in ΩSU(m)
and any circle subgroup is taken to a circle subgroup with m − n new 0-weights.
There is a natural map j : Pf → Pi◦fλ , and its clear that it identifies M with
Ms. We will denote j(Xb) by X
s
j(b), and an element inM
s identified to an element
u = (σx, b) ∈ M by j(u), where b ∈ Bfλ .
We show that the CR operators at u, j(u) have the same kernel and cokernel.
Let V denote the infinite dimensional domain for the CR operator Du at u. There
is a subtlety here, since our target space Pfλ is a smooth stratified space we actually
have to work a stratum at a time, but we suppress this. The domain for the CR
operator Dj(u) is the appropriate Sobolev completion of the space of C
∞ sections
of the bundle j(u)∗T vertXs
j(b), where
j(u)∗T vertXsj(b) ≃ S
3 ×
γ
j(b)
∞
Tj(x)CP
m−1,
is a holomorphic vector bundle, and ≃ is isomorphism of holomorphic vector bun-
dles. Similarly,
u∗T vertXb ≃ S
3 ×γb
∞
TxCP
n−1.
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Consequently j(u)∗T vertXs
j(b) holomorphically splits into line bundles with Chern
numbers either 0,−2,−1. All the Chern number 0 and −2 summands are identi-
fied with corresponding summands of u∗T vertXb, and consequently the domain of
Dj(u) in comparison to Du is enlarged by the space of sections W , of sum of Chern
number −1 holomorphic line bundles. But in our setting since Jb are all integrable,
Dj(u) can be identified with Dolbeault operator and so we will have no “new kernel
or cokernel” in comparison to Du. More precisely:
Dj(u) : W → Ω
0,1(S2, j(u)∗T vertXsj(b))/Ω
0,1(CP1, u∗T vertX)
is an isomorphism, which concludes our argument. 
Second proof of Proposition 2.8. It is enough to verify the stabilization property
for m = n + 1. Let f : B2k → ΩSU(n) be a map of a smooth, closed oriented
manifold. By our assumptions the virtual dimension of M(Pf , d, {Jb}) is
2n− 2 + 2k + 2d · n ≤ 2n− 2 + 2n− 2 + 2d · n < 0 unless d ≥ −1,
Thus, only d = −1 degree holomorphic sections can contribute to qck[f ], as d = 0
only contributes to qc0 and d > 0 results in too high virtual dimension.
Let j : ΩSU(n) → ΩSU(n + 1) be the inclusion map, and denote j ◦ f by f ′.
Take a family of almost complex structures {Jf,b} on Pf for which the moduli space
M(Pf ,−1, {Jf,b}) is regular. Extend {Jf,b} to a family {Jf ′,b} on Pf ′ in any way.
Consequently, for the families of almost complex structure {Jf,b} on Pf and {Jf ′,b}
on Pf ′ the natural embedding of Pf into Pf ′ is holomorphic. The intersection
number of a curve u ∈ M(Pf ′ ,−1, {Jf ′,b}) with Pf ⊂ Pf ′ , is the intersection
number of −[line] with CPn−1 ⊂ CPn, i.e. it is -1. Consequently, by a version
of positivity of intersections, which follows by a Theorem of Micallef-White [13]
(this is also exercise 2.6.1 in [11]) for the family {Jb} all the elements of the space
M(Pf ′ ,−1, {Jb}) are contained inside the image of embedding of Pf into Pf ′ . We
now show that {Jf ′,b} is also regular. This will immediately yield our proposition.
The pullback of the normal bundle to embedding of Pf , by ub ∈M(Pf ′ ,−1, {Jf ′,b})
is the degree −1 line bundle O(−1). So we have an exact sequence
u∗bT
vertPf → (j ◦ ub)
∗T vertPf ′ → O(−1).
By construction of {Jpertf ′,b } the real linear CR operator Di◦u is compatible with this
exact sequence. More explicitly, we have the real linear CR operator
Ω0(CP1,O(−1))→ Ω0,1(CP1,O(−1))
induced by
Dj◦ub : Ω
0(CP1, (j◦u)∗T vertPf ′/u
∗T vertPf )→ Ω
0,1(CP1, (j◦u)∗T vertPf ′/u
∗T vertPf ),
since u∗T vertPf ⊂ (j ◦ u)
∗T vertPf ′ is Jf ′,b invariant. Such an operator is surjective
by the automatic transversality theorem of Hofer-Lizan-Sikorav [6, Theorem 1]. 
(Verification of part 2 of Theorem 2.10). Consider the space Z of S1-subgroups
of SU(k + 2), conjugate to the diagonal S1-subgroup λ with diagonal entries
[e2piiθ, e−2piiθ, 1, . . . , 1], and such that the weight 1 space (the subspace on which
S1 acts by e2piiθ) is fixed for all elements of Z. Then z ∈ Z is completely deter-
mined by the choice of -1 weight space, i.e. by choice of a line in Ck+1. So Z is
identified with CPk. So we have an inclusion
λ : CPk → ΩSU(k + 2).
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By [17, Proposition 8.8.1], there is a natural map (the Bott map)
ik+2B : ΩSU(k + 2)→ BU,
which induces an isomorphism on homotopy groups up to dimension 2k + 2, and
consequently on rational homology groups as well by Theorem 2.1.
Lemma 3.2.
ik+2B : ΩSU(k + 2)→ BU(k + 2),
restricted to Z is exactly the natural map fl : CP
k → BU(k + 2), classifying the
reduced K-theory class of the canonical line bundle El.
Proof. Let us temporarily shift degree here down by two, so we will be proving the
lemma for ikB. We’ll be essentially following [2], except that we work with negative
winding number loops, instead of positive winding number. There is a filtration of
ΩSU(k) by complex compact subvarieties
(3.1) F−1,k →֒ . . . →֒ Fw,k →֒ Fw−1,k →֒ . . . →֒ F−∞,k →֒ ΩpolSU(k) ≃ ΩSU(k),
where ΩpolSU(k) is the subgroup of ΩSU(k) consisting of loops whose entries in
the matrix representation are finite Laurent polynomials in z, (z(θ) = e2piiθ) that
is:
(3.2) γ(θ) =
N∑
j=−N
Ajz
j(θ),
for Ai k × k matrix, (this is shown in [17] to be homotopy equivalent to the
smooth loop space ΩSU(k)). We have a subvariety F˜w,k ⊂ ΩU(k) defined as
the subgroup consisting of polynomial loops with Ai = 0 for i > 0, and wind-
ing number w (degree of composition with the determinant map). We then define
Fw,k = λ
−w
1 F˜w,k ⊂ ΩSU(k), where λ1 is the winding number one S
1-subgroup
with diagonal entries [e2piiθ, 1, . . . , 1]. Now Proposition 1.3 in [2] following Mitchell
[16] states that limk 7→∞ Fw,k ≃ BU(−w) and that the following diagram homotopy
commutes:
Fw,k

k 7→∞
// BU(−w)

ΩSU(k)
ikB
// BU
.
(There appear to be some minor typographical errors in [2] to the effect that ΩU(n)
should be replaced by ΩSU(n) in a few instances.) Also F˜−1,k is readily seen to be
the space of S1-subgroups conjugate to weight −1, 0, . . . , 0 subgroup, this space is
just CPk−1, since we are just choosing a weight -1 line in Ck. Consider the inclusion
i : F˜−1,k−1 → F˜−1,k induced by the inclusion SU(k − 1) →֒ SU(k),
A 7→
(
1
A
)
.
This gives us the inclusion:
CP
k−2 ≃ F˜−1,k−1
i
−→ F˜−1,k → ΩSU(k).
The image of this inclusion is our subspace Zk−2 ⊂ ΩSU(k). On the other hand by
the above stated Mitchell’s theorem, and since we are in the stable range (degZ ≤
2k−2, see explanation of ikB), passing to the limit in k this inclusion is identified in
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the homotopy category with the natural map CPk−2 →֒ BU(1) →֒ BU , classifying
the reduced K-theory class of the tautological line bundle. 
The fiber of the associated bundle Pfl → CP
k over z ∈ CPk is Xλ(z), which
by Lemma 3.1 can be identified with S3 ×S1 CP
k+1, where S1 acts diagonally on
S3 × CPk+1 by
θ · (z1, z2;x) = (e
2piiθz1, e
2piiθz2;λz(θ)x),
using complex coordinates on S3. So each fiber has a natural holomorphic structure
Jz, which varies smoothly in the family, and in fact all fibers are biholomorphic.
Let σzmax denote the holomorphic section of Xλ(z) corresponding to the maximal
fixed point max of the Hamiltonian S1-action of λ(z) on CPk+1 as follows:
(3.3) σzmax = S
3 ×λ(z) {max} ⊂ Xλ(z).
For example: for the diagonal subgroup λ(θ) = [e2piiθ, e−2piiθ, 1, . . . , 1] acting on
CPk+1, max = [1, 0, . . . , 0]. As we previously mentioned these are the only degree
d = −1 holomorphic sections (or section class stable maps) of Xλ(z). In particular
the moduli space M =M(Pfl , d = −1, {Jz}) is compact and is identified with the
base CPk.
The normal bundle Nz = (σ
z
max)
∗T vertXλ(z) is identified as
S3 ×λ(z) TmaxCP
k+1.
The action of λ(z) on TmaxCP
k+1 has weights −2,−1, . . . ,−1. Denote the weight
-2 subspace by Oz(−2). The cokernel of the corresponding CR operator,
Dx,z : Ω
0(CP1, Nz)→ Ω
0,1(CP1, Nz)
is identified with the cokernel of the Dolbeault operator
H0,1
∂¯
(CP1,Oz(−2)) ≃ (H
1,0
∂¯
(CP1,Oz(−2)
∗))∗.
By a special case of Kodaira-Serre duality, the latter can be identified with
Lz = (H
0(CP1,Oz(−2)
∗ ⊗Kz))
∗,
where Kz = T
∗(σzmax) denotes the canonical bundle of σ
z
max. The vector space
Lz is canonically identified with Ez ⊗Kz , where Ez is the restriction Oz(−2)|0 and
likewise Kz = K
∗
z |0. This is because (Oz(−2)
∗⊗Kz))
∗ has Chern number 0 and so
is holomorphically trivial.
This gives us an obstruction line bundle O = E ⊗ K over M ≃ CPk. But K is
trivial, since each Kz is identified with T0CP
1 under natural projection π : Xλ(z) →
CP
1. On the other hand, Ez is naturally identified with weight −1 subspace of the
action of λ(z) on Ck+2, i.e. with the fiber of El over z, where El was the line bundle
whose reduced K-theory class was classified by fl : CP
k → BU . Consequently the
regularized moduli space is given by intersection of a generic section of O or El
with the 0-section, i.e. its homology class is the homology Euler class of El. It
follows that f∗l qci[CP
i] = 0 unless i = 1 and f∗l qc1[CP
1] = c1(El)[CP
1] · q = −q ∈
QH(CPk+1). 
Proof of Theorem 1.5. Let 0 6= a ∈ H2k(ΩSU(n)), with 0 ≤ 2k ≤ 2n − 2. By
Corollary 1.2 we have that
(3.4) 〈
∏
i
qcαiβi , a〉 6= 0,
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for some αi, βi. Since these classes are pull-backs of the classes
qck ∈ H2k(ΩHam(CP
n−1, QH(CPn−1)),
the same holds for these latter cohomology classes and the cycle i∗a.
Lemma 3.3. For any representative f : B → ΩHam(CPn−1, ω) for i∗a,
L+(f(b)) ≥ 1
for some b ∈ B.
Proof. This is essentially [21, Lemma 3.2], and we reproduce it’s proof here for
convenience. The total space of Pf is
(3.5) Pf = B × CP
n−1 ×D20
⋃
B × CPn−1 ×D2∞/ ∼,
where (b, x, 1, θ)0 ∼ (b, fb,θ(x), 1, θ)∞, using the polar coordinates (r, 2πθ). The
fiberwise family of Hamiltonian connections {Ab} are induced by a family of certain
closed forms {Ω˜b}, which we now describe, by declaring horizontal subspaces of Ab
to be Ω˜b-orthogonal to the vertical subspaces of π : Fb → CP
1, where Fb is the fiber
of Pf over b ∈ S
k.
The construction of this family mirrors the construction in Section 2.2 of [20].
First we define a family of forms {Ω˜b} on B × CP
n−1 ×D2∞.
(3.6) Ω˜b|D2
∞
(x, r, θ) = ω − d(η(r)Hbθ (x)) ∧ dθ
Here, Hbθ is the generating Hamiltonian for f(b), normalized so that∫
CPn−1
Hbθω
n−1 = 0,
for all θ and the function η : [0, 1]→ [0, 1] is a smooth function satisfying
0 ≤ η′(r),
and
η(r) =
{
1 if 1− δ ≤ r ≤ 1,
r2 if r ≤ 1− 2δ,
for a small δ > 0.
It is not hard to check that the gluing relation ∼ pulls back the form Ω˜b|D2
∞
to
the form ω on the boundary CPn−1 × ∂D20, which we may then extend to ω on the
whole of CPn−1 ×D20. Let {Ω˜b} denote the resulting family on Xb. The forms Ω˜b
on Xb restrict to ω on the fibers CP
n−1 →֒ Xb → CP
1 and the 2-form obtained
by fiber-integration
∫
CPn−1
(Ω˜b)
n vanishes on CP1. Such forms are called coupling
forms, which is a notion due to Guillemin, Lerman and Sternberg [5]. We then
have a symplectic form
Ωb = Ω˜b + max
x∈CPn−1
Hbθ dη ∧ dθ + ǫ · ωst,
defined on CPn−1 × D2∞ trivially extending to Xb. Let J
A
b denote the almost
complex structure on Xb induced by A by declaring horizontal subspaces to be
invariant, with holomorphic projection map to CP1, and restricting to standard j
on the fibers CPn−1 →֒ Xb → CP
1.
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Since JAb is by construction compatible with Ωb, J
A
b -holomorphic section u of Fb
in degree d < 0 gives rise to a lower bound
−d = −〈[Ω˜b], [u]〉 ≤
∫
CP1
max
x∈CPn−1
Hbθ dη ∧ dθ + ǫ = L
+(f(b)) + ǫ.
Of course such a holomorphic section exists by (3.4). Now make ǫ tend to 0. 
The theorem follows once we note that there is a representative f ′ : B →
ΩHam(CPn−1, ω) for i∗a, in the form i ◦ f , with f : B → ΩSU(n), s.t. the image
of f ′ = i ◦ f is contained in the sublevel set Ω1Ham(CPn−1ω) for L+, (loops with
L+ length at most 1). Such a representative is found from the energy flow cellular
structure of ΩSU(n), because this cellular structure is perfect (all cells are of even
dimension) [f ] must be some combination
∑
i ai[fλi ], and all fλi lie in Ω
1SU(n),
see the proof of Proposition 2.8. 
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