Abstract-The extraction of sinusoids in white noise using least squares predictors has attracted a lot of attention in the past, mainiy in the context o€ the adaptive line enhancer (ALE 
I. INTRODUCTION ECENTLY, there has been great interest in the problem of separating narrow-band and periodic signals from wideband signals or noise using least squares predictors. A considerable amount of work was based on gradient-type techniques, referred to as adaptive line enhancer (ALE) by.Widrow et al.
[ 1 ] . The predictors can also be 'implemented by using exact least squares algorithms, such as the ladder algurithm of h e and Morf [ 2 ] , [I61 , [ 171 the primary input dk. By properly choosing the delay D (or the prefilter), the wide-band components at the two inputs .tend t o become decorrelated, while the narrow-band components remain correlated. Since the coefficients of the transvirsal filter are updated to minimize the error power, the predictor output yk attempts to track the narrow-band components of the input, while the residual error e& tracks, the wide-band component. Thus, the two outputs can be used for line enhancement and signal whitening, respectively. Almost all previous analyses for least .squares prediction of sinusoids in additive noise were limited to the white noise case only [ 11 , [SI - [lo] The main techniques used to analyze the corresponding Wiener-Hopf equation were the undetermined coefficients method [8] and the use of the matrix inversion lemma; see,,e.g., [ 9 ] . The last methad was also used by Lacoss We remark that a function of a form similar to $(urn, a , ) was used by Capon [28] for wavenumber analysis (see also [ 111, and note 'that these two functions would coincide if the signals were deterministic, which is different from our assumption). In particular, this implies that-our results on the relationship of to the reproducing kernels of orthogonal polynomials can be applied to efficiently compute that function as well. It is also worth noting that the (complex) ladder algorithm can be very useful for this application since it simultaneously supplies all the whitening fdtters required for the computation of the corresponding formulas (A1 0) or (A14).
Finally, we note that another possible way to invert the matrix R,, is to use N rank one matrix updates. By repeated application of the matrix inversion lemma t o the summation in (6), we obtain the recursion
Remarks
The complex signal notation which was used in this section is a general framework that can be directly applied to real inputs, as we shall show in the next section. We nate also that the same results can be obtained using different definitions of orthogonality between the complex sinusoids This indicates that the least squares solution is not very sensitive with respect to the type of orthogonality.
The results of this section show that the matrix FHRiiF, an obsexvability Gramian, plays an important role in the prediction behavior, as well as t h e following log-likelihood type variable (see the Appendix) :
It is interesting to note now that the frequency response of the predictor is completely determined by this variable. To see this, observe that the entries of the vector y ( w ) which appear In (14) are $(q, a). The entries of R are obviously also functions of $ ( a i , c3l) by definition. Thus, it is clear that if the function $ were known, the only problem that remains for Qo = R i i , and after N steps this gives the desired re-sult, Le., QN = R & , These and related techniques can be used to recursively derive bounds on the behavior of the predictor fur more complicated models as well.
SPECIAL CASES
The results of Section I1 can now be applied to special cases.
Fur a single complex sinusoid, where N = 1. in (3), the complex predictor behaves differently from the real. Here R becomes a scalar and (12) (27) Real Input sinusoidal component are defined by
Consider the input of the form Comparing (21)- (24) to the general notation of Section 11, we fmd not surprisingly that the real input can be solved as a special case of the complex by substituting
The result that the complex predictor is specialized to the real could be anticipated by viewing the real sinusoids in (21) as a sum of 2M (orthogonal) complex sinusoids. From this point of view, the relations (25) become obvious. Note that the two complex components of each real sinusoid are orthogonal, although their initial phases are clearly related.
In the case of a single real sinusoid, observe that R is a 2 X 2 matrix that can be easily inverted.
Sinusoidal Transfer Characteristics
When the input consists of more than one complex sinusoid, the resulting output (1 7) includes coupling terns that complicate the analysis. However, if L is large and the interactions between different sinusoids can be neglected, (17) simplifies to
The one-pole AR noise can be described as the output of a system with white noise input and whose z transform is
If we assume that the variance of the white noise input is given The essential nonuniformity in the amplitude gains is explained as follows. In order to minimize the error power, the predictor "prefers" the spectral components of t h e input signal in. special regions where the noise is weak, a fact that is well known for the normalizable Wiener filters and was shown here to be true also for the realizable predictors. The result (30) shows that this effect becomes more significant when the power of the separate spectral lines is too small compared to The output ek has three components: the desired wide-band component vk, its filtered version from the predictor output which is a distortion component, and the attenuated sinusoids. The last component, namely, the sinusoids, can' be expressed either by applying our previous result (30) to this special case or from the derivations in [8] . Assuming in [2] and [I61 [17] .)
The implementation of the algorithm is demonstrated in the lower part of Fig. 3 . in the scalar case, the outputs $, (p = ALE with lengths p + 1 Thus, k in Fig. 3 is equivalent to ek in Fig. 1 However, note that different lengths (up to pmax) of predictors become available in the same ladder implementation. Note also that the ladder algorithm gives exact minimization of the error function in (47), based on all previous data.
The upper part of Fig. 3 The suitable ladder algorithm can be derived in a similar way to the predictor algorithm above, We note that ladder recursions fur the combined predictor and smoother can also be derived by using the embedding approach in 127. This kind of fitter was suggested in [24] for enhancement of speech signals from noise. For optimal choice of the €orgetting €actor A, note that the recursion ( 4 b ) suggests that the expectation of the estimates & k and R O Y of the covariance of the input dk are one-pole low-pass versions of its, true value. The cutoff frequency of this filter is 3 , = 1 -X. Hence, 1 -X has to be chose-n greater than the rate of changes in the second-order statistics of the input. Note that this description 'is true also for other feast squares algorithms with exponential windowing.
We also present the square-root normalized version of the previous algurithrn, which is numerically superior to the un-We note that the implementation of these equations can be normalized one. done efficiently using orthogonal transformations or rotations
Squure-Rout Normalized Algurithrn
(see [ 173, [26] ) or in VLSI implementation [27] In the next recursions, we define for an arbitrary matrix X the complements [ 151) will enable us to evaluate the frequency dependence, of this function as well a' s the function 77, The connection to reproducing kernels will also particularly provide the efficient alternative formula for the computation of $L Finally, we point out that the matrix I? has the role of block eigenspace of R,, when nk is white.
State-Space Model
Consider 
I. INTRODUCTION
S is well known, digital Filtering with a system having exactly linear phase cannot only be done by using an appropriately designed finite-duration impulse-response (FIR) filter, but by a recursive filter as well, if the sequence to be processed is of finite length. For this purpose, the sequence has to be processed twice, either in a parallel or cascade connection of identical systems (see Fig. 1 ). The key to the solution is that sequences of finite length can be processed in rer versed order. With this possibility, it is clear from Fig. 1 that the noncausal overall transfer function will ideally be F(z) = G(z) + G( l/z) if the parallel connection is used, and F(z) = H(z)H( l/z) in the case of the cascade connection. For zdn, the frequency responses will be real.
In practice, the zero phase of the system .will change to a linear phase due to the necessary processing time. But since this time delay is inconsequential to' the presented results, it is not considered in the sequel.
The described method is known from image processing. The one-dimensional case was considered in [ I ] , for example. But since the type af transfer functions which can be implemented is restricted, and since there are some open questions
