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1. Introduction and Summary 
Since the appearance of Po Billingsley's monograph [1) on the large 
sample inference in Markov processes in which the weak consistency and 
asymptotic normality of the maximum likelihood estimate was investigated, 
there has been considerable interest in the further development of the 
theory along other directionso Billingsley~s work was mainly concerned 
with extending the results of Ho Cramer ([2] pp. 500)0 Among more recent 
developments one might mention the proof of the almost sure consistency 
of the maximum likelihood estimator following the ideas of A. Wald by 
Go Roussas [6], and the results on asymptotic Bayes estimates obtained 
by Lorraine Schwartz [8]o 
In the present paper we extend to Markov processes, one of the 
fundamental results in the asymptotic theory of inference, viz., the 
approach of the posterior density (in a sense to be made precise later) 
to the normal with mean en, the maximum likelihood estimate of the 
unknown parameter, and variance [ni(8 )J-l where i is Fisher's 
n 
information function. When the observed chance variables are independent 
and identically distributed, this result was obtained by L. LeCam in 
([3] pp. 309). The proof given in his paper seems to be incomplete, 
needing additional assymptions not stated there. The same author offers 
another derivation of this result in [4]. Special cases of the theorem 
were first given by S. Bernstein and R. von Mises (for reference see [3]). 
The regularity conditions satisfied by the transition probability 
density of the Markov process are given in Section 2, where we also 
collect together in two lemmas the auxiliary results that are needed 
for the proof of the main result of the paper in Section 3 (Theorem 3.3)0 
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In Section 4, following LeCam, we consider the notion of an almost 
sure regular asymptotically Bayes (RAB) estimate of the unknown parameter 
and introduce also the wider class of RAB estimates in the weak sense. 
Both these concepts are defined in relation to a given class of prior 
probabilities and gain functions. Theorem 3.3 is used to show that under 
suitable regularity conditions, the maximum likelihood estimate is, with 
P8-probability one, a RAB estimate of 8. 
In Theorem 4.2 we prove that the class of weak sense RAB estimates 
coincides with the first order efficient estimates recently introduced 
by Co R. Rao in his work on the theory of estimation in large samples 
( [ 51 pp • 19 3 ) • 
2. Let x0 , x1, x2 ,o•• be random variables forming a strictly stationary 
ergodic Mardov process and taking values in the measurable space (s,88 ). 
The stationary initial probability distribution and the transition probability 
function of the process will be denoted by p9(A) and p9(y;A) (y s S and 
As /38 ), where 8 is an unknown parameter belonging to a set® assumed 
here to be a subset of the real line. We suppose that there exists a 
a-finite measure µ on (s,Bs) such that Pe(A) and Pe(y;A) are 
both absolutely continuous with respect to ~ with densities f(z;8) 
and f(y,z;8). For 8 sQ let Pe denote the measure on the product 
measu~able space (s°, l!, ), 
g° 
determined by the initial distribution p8(A) 
and the transition probability function p8 (y;A)o The loglikelihood 
function of the process, given the observations XO' x1,••o,Xn is defined 
n-1 
to be the function; log L (8;x) = log f(xo;e) + t log f(x., x.+1;8), n i=O 1 1 
where X = (x0 , x1 , x2 , .. o ). The definition is meaningful for almost all 
(P8)xo Since we are concerned only with the large sample theory, we may 
neglect log f(x0 ,e) in the above expression (see [1] pp. 4)o For 
convenience we shall write L (8) for L (8;x)o 
n n 
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Let i:J@ be a Borel field of subsets of(g), and A a prior 
probability measure on (<B>, 8g). For every B e cG8 and fixed x, 
the posterior distribution F is defined by: 
n 
( J L (8)dA(8)]4. jL (8)dA(8)o 
B n 7 .'ba) n 
The following set of assumptions, which is an extension of A. Wald's 
conditions (9] to Mardov processes, will be made throughout this paper 
(except in Lenuna 2.1). 
Assumptions (D): 
(i) e is a closed interval of the real line with a non-empty interior, 
and the true parameter value 80 is an .interior point of ®. 
(ii) The densities f{z;e) and f{y,z;e) are jointly measurable in 
(z,8) and (y,z,e), respectively. 
(iii) For all ye S and (y,z) e S x S, f(y;8) and f(y,z;8) are 
continuous functions of e. 
{iv) lim f(y,z;e.) = 0 for all 1eil .... co i (y,z) except.perhaps for a P8 -null 0 
set not depending on the sequence {8. }. ]. 
{v) For each e e@), the set {y;f{y;8) > O} does not depend on 8 
and has measure one according to P8 • 0 
{vi) For any y and every 8 s9, the set {z;f{y,z,8) > O} does not 
depend on 8 and has measure one according to P8 • 0 
From assumptions (iii), (v) and (vi), it follows that the functions 
g(z;8) = log f{z;8) and g{y,z;8) = log f(y,z;8) are well defined on g 
and are continuous in 8. 
Let f {y ,z; e ,P) 
cp(y,z;r) 
= sup f{y,z;8') I e-e• I~ p 
= SU~ f{y,z;8) 
l8 1>r 
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·p > o, and 
r > Oo 
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(viii) For every 8 s (9 and p., r > 0, f(y,z;8:,p) and cp(y,z;r) are 
measurable functions of (y,z)o Moreover, for sufficiently small p 
and sufficiently large r, 
+ Ee [log f(y,z;8,p)] < = 
0 
Ee [log cp(y,z;r)]+ < =• 
0 
and 
(ix) For all (y ,z) C S X S, a g'(y,z;8) = 08 g(y,z;8) is a continuous 
(x) 
function of 8 and 
fg'(y,z;e)f ~ G(y,z) 
where G(y,z) is P8 -integrableo 0 
For 9,8' in (8) 
e I= e ' ~ J I f (y, z; e ) - f (y, z; e ' ) I dP 8 > o. 
We shall first derive a uniform strong law of large numbers, which will 
be used in obtaining the results of the next sectiono Because of its 
independent interest, it is proved here in greater generality than is 
actually neededo 
Lemma 2.1: Let {X} be a strictly stationary ergodic process and <ti) 
n 
a compact metric space. Let u(x1 ,x2 ;8) be a real function defined on 
S x SxB), such that 
(i) For each 8 e9, u(x1 ,x2,e) is a Borel measurable function 
of (x1 ,x2). 
(ii) For almost all (P8 ) pairs (x1 ,x2), u(x1 ,x2 ,e) is a contiuous 0 
function of 80 
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t Then . 1 n Pe [lim sup(- E u(X.,X.+l'e) - Ee u(X1,X2,e)I 
0 n 8s@n j=l J J 0 
~: Define g(8) = Ee u(X1,x2 ,8)a 0 
= O] = lo 
By virtue of (ii) and (iii), g(8) is a continuous function of 8. 
For every 8 and (x1 ,x2), let 
Then 
h(x ,x2 ,8,p) = sup [u(x1 ,x2 ,8') - g(8')] 1 fe-e• (Sp 
lim h(X1 ,x2 ,8,p) = u(X1,x2 ,e) - g(8) pJ, 0 
Moreover fh(x,y,8,p)I ~ 2 K(x,y) 
. 
0 • lim Ee h(X1,x2 ,8,p) p--0 0 
= E8 [u(x1 ,x2 ,e) - g(8)] = o. 0 
p > o. 
aoSo Pe. 
0 
Hence for each 8 and fixed s > 0 there exists p(U,s) such that 
Ee h(x1,~,e,p(8,s)) 0 
s 
::; 2· 
The open spheres S(8,p(8,s)) with center 8 and radius p(8,s) 
cover@ Since 8)is compact, there exists a finite set e1 , e2 ,.a.,8t 
such that 
(i) 
l 
{t)C..U S(8.,pJ.), 
. 1 J J= 
where p. = p(8.,s). 
J J 
(2o 1.1) (ii) { ( xl , x2 , eo.. ) : 1 n sup[-;;: E u(¾,~+1;8) -g(e)] >½ inf. oft.} 
es® 1 
t 1 ~ u { ( x1 , x2 , • 0 • ) : -;;: j=l 
n 
E h(~,¾+1,8.,p.) >-2
6 inf. oft.} 
k=l J J 
Let Yk,j = h(¾,¾+l'8j,pj). Then {Yk . }, for each fixed j, 
,J is a 
strictly stationary ergodic process. Hence 
(2.1.2) 
1 n 
Pe [- E yk. ~ Ee yl .] = 1 
On k=l ,J O ,J 
j = 1, 2,•••:,lo 
- 5 -
Since 
info ofto] 
t 1 n ~ E Pe [- E h(Xit,~+1,8.,p.) > s info ofta] j=l On k=l J J 
= 0 from (2.1.1) and (2.1.2). 
It can similarly be shown that 
info ofto] = o. 
Since s is arbitrary, we have 
= 0 aoSo 
The proof just given is an extension to stationary ergodic processes 
of a uniform strong law for i.i.d. random variables proved by LeCam [3] 
and H. Rubin [7]. 
In the following lemma we state three important properties of the 
maximum likelihood estimate (m.loeo) of eo The first of these asserts 
the strong consistency of the m.loe. (when it exists) using the arguments 
of Wald [9]o Indeed, the relevant assumptions in (D) are a modification 
to Markov-dependent random variables of the conditions assumed by Waldo 
Following him we shall say that 8n = 8 (x0 , x1 , ••• ,xn) is a moloeo of 
8 if for every n and all 8 in (9, L (8) ~ L (e). The remaining 
n n n 
two statements in the lennna can be deduced from LeCam ([4] Po 30) and 
Billingsley ([1] p. 13). 
Lemma 2.2: Let [Xn} be a strictly stationary Markov process satisfying 
assumptions (D) of Section 2. In addition let 
- -6-
g"(y,z.;e) = aiZ g(y_,z;e.) 
exist and be continuous in 8 for all (y,z). Moreover, let, for all 
e ··e <8} 
(2.2.2) 
where Eeo G2(XO,xl) < co. Let 
O < i(8) = -Jg"(x0,x1;8) f(x0 ,x1;8) f(x0;8) dµ(x0) dµ(x1) 
for all 8 s@, and let i(8) be a continuous function of 80 
If 8 , the m.1.e of 8, exists, then 
n 
a.s. Pe o 
0 
(b) :e log Ln(8)1e=8 ~ 0 a.s. 
n 
(c) fii" (8n- 8)-+ N(O, i(~)), e in interior(B). 
3o In this section we prove the main result of this paper, namely the 
Bernstein-von Mises theorem (Theorem 3o3)o However, before we do so, 
we shall prove below two theorems which are pertinent to the main result. 
Theorem 3.1: Let (X, n = O, 1, 2,.0• } be a Markov process, satisfying 
n 
assumptions (D) of Section 2. Let A be a prior distribution function on 
8) such that 
(3ol.1) A(80 + h) - A(80 - h) > 0 for every h > O. 
Write F (8) = F [(- co,8)}. Then 
n n 
(3o L2) Pe (lim F (t) = a8 ( e)] = 1 0 n n 0 
where 6x(y) =t y ~ x, 
otherwise. 
- 7 -
Proof: We first note that for every 8 s g·, 
The expectations exist because of (vii) of (D). 
By Jensen's inequality for convex functions, we have, 
= o. 
The strict inequality in (3.1.4) is by (x) of (D). (301.3) 
follows from (3olo4). Next we see that, 
lim Ee log ~(X0 ,x1;r) = - co. 
r -+ CD Q 
This follows from the fact that 
function of r with lim (log ~(x0 ,x1;r)]+ = 0 because of (iv) of (D). r -+ CD 
Condition (viii) of (D) and the Lebesgue Dominated Convergence Theorem then 
give us 
lim Ee (log ~(x0 ,x1;r)]+ = O. 
r -+ CD 0 
Similarly, (log ~(x0 ,x1;r)]- is a nondecreasing function of r 
converging to = as r -+co. Hence by the Monotone Convergence Theorem 
lim Ee ( log ~(X0 ,x1; r) ]- = co. r -+ CD Q 
(3.1.5) follows from (3.1.6) and (3.1.7). 
For a fixed s1 > O, let an r 0 > je0 j be chosen such that 
This is possible because of (3.1.5). 
- 8 -
--~ Set 
(3.1.8)' 
Note that C is compact and 80 is an interior point of c. 
Consider now log f(x0 ,x1;8,p) for e s Co We have 
lim log f(x0 ,x1 ;8 ,p) = log f(x0 ,x1;e). 
PLO 
Hence, by arguments similar to those used to prove (3.1.5), we get 
by (3.1.3). Hence, for each 8 e C, there exists a p 8 such that 
1 ' '; ' 
E
80
1og f(x0 ,x1;e,p8) < E801c;,g f (x1~x2;e0 ). 
Let S(8,pe) = {8':je-e• j <Pe} and set B = (80-h, eo+h) where, 
without loss of generality, h > 0 is chosen so that B c.C. Since 
C-B is a compact subset of C, there exist a finite number of spheres 
S(81,p8 ), .•• ,s(et,Pe) such that l t 
t 
C-B C. U S ( 8 • , p e ) • Let 
. 1 l. • l.= l. 
(3.1.10) 
- e = 2 
8. s C-B, 
l. 
Note that e0 s B1• Moreover, for 8 e C, 
(3.1.11) 
- 9 -
i = 1, 2, ••• ,t and 
-It follows that Ee [g(X0,x1;e) - g(X0 ,x1;e0)] is a continuous function 0 
of 8 s C. Hence there exists an open interval (80-6, 80+6) £ B1, so 
that 80 is an interior point of B1• 
By (3.1.11) and Lennna 2.1 
converges a.s. P8 , uniformly in 8 s C, to 0 
(3 .. 1.12) 
Also, by the Strong Law of Large Numbers, 
converges a.s. Pe , to 
0 
Ee [log ~(x0,x1;r0) - g(X0,x1;80)] < - s. 0 
Hence it follows from (3.1.10), (3.1.12), and (3.1.13) that for almost all 
(P8 )x, there exists an N(x,s) such that for all n > N, 0 
and 
Note that for each n, Ln(80 ) > 0 a.s. 
(Pe )x and n > N(x,s) 
0 
(3.1.-14) L (8) ~ Ln(80) exp {- 586} n 
and ~ Ln(80) exp {- 18s} 
Set A(A) = J dA{8 ). Then 
A 
- 10 -
s s ~ - - - -2 8 
for 8 s(Q)-B. 
P8 • We get, for almost all 0 
for e s B1, 
for 8 C @-B. 
-... f L (8) dA(8) :ii!! L (80 ) exp (- 28s ~ A ( Bl ), n > N(x,e), B n n 
and 
Therefore, 
(3.1.15) 
f Ln(8) dA{8) 
(H)-B 
£ L (8) dA(8) 
9-B n 
~ Ln(80 ) exp 
-+ 0 
as n -+~ because, by (3.1.1), A(B1 ) > O. 
It easily follows from (3.1.15) that, 
f L (8) dA(8) -+ 1 
Bn 
Since: h was arbitrary, we get 
F (8) -+ 68 (8) n 0 
{- 186} A(Bc), n > N(x,e), 
n > N(x,e), _· a.s. 
a.s. Pe 
0 
a.s. Pe. 
0 
a.s. Pa 
0 
a.s. Pe • 
0 
q.e.d. 
The following result throws additional light on the problem and will 
be used in proving Theorem 3.3. 
theorem 3.2: Let assumptions (D) of Section 2 hold. In addition let A, 
the prior distribution function, be absolutely continuous with respect 
to the Lebesgue measure with p.d.f. A' such that A' (80 ) > O. For 
arbitrary small h > O, set B = (80-h, e0+h) ~ (8. Define the conditional 
posterior density p (8) 
n 
P (e) = 
n 
L (8) A'(e) 
n 
f L (t) A1 (t)dt 
B n 
= 0 
and 8 e B as follows, 
if e e B, 
otherwiseo 
- 11 -
Let f (8) be the unconditional posterior p.dof., i.e., 
-, n 
L (e) A'(e) 
n for e e (9. 
Then 
Pe [lim fjfn(t) - pn(t)jdt = O] = 1. 
O n· -+ co 
Proof: Let B1~ B be defined as in Theorem 1. From (3.1.14) we know 
that Ln(8) > 0 for 8 e B1 a.s. Pe , so that pn(8) is well defined 0 
for almost all (P8 )x. 0 
Writing Bc for 8-B, we get 
Jlfn(t) - pn(t)ldt = j f (t)dt + J If (t) - p (t)ldt Bc n B n n 
J L (t) A'(t) dt Bc n 
+ J L ( u) A' ( u) [ I 1 - 1 I ]du 
B n r_1 (t)A'(t)dt J L (t)A'(t)dt 
~n B n 
J L (t)A'(t)dt J L {t)A'(t)dt J L {t)A'(t)dt Bc n B n Bc n 
= --------+------------J,rl\L {t)A'(t)dt r_L (t)A'(t)dt J L (t)A'(t)dt 
\OJ n ~n B n 
J L {t)A'(t)dt Bc n 
~ 2-------J L ( t) A.1 ( t ) d t 
B n 
-+ 0 as n -+ co 
- 12 -
a.s. Pe , by (3.1.15). 
0 
q.e.d. 
i 
Now we proceed to the main result of this paper, viz., the Bernstein-
von Mises theorem for Markov processes. 
Theorem 3.3: (Bernstein-van Mises Theorem) Let the assumptions of 
Lemma 2.2 be satisfied. Let A' be a prior probability density function 
on 6) such that A'(e0) > 0 and A' is continuous in an open interval 
containing e0• If the posterior density of 8, given x0 , x1 ,.~·.,xn, 
is denoted by fn(e) and en is the m.loe. of e, then 
ni(e) 1 - ~(8-8 )2 i(i) 
Pe [ lim £ f n ( e) - [ 2TT n 12 e n n d8 = o] = 1. 
0 n-+ ~@ 
Proof: Set a2 (i) = -Ee g"(x0 ,x1;8). Note that a2 (80 ) = i(80). By 0 
(2.2.2), a 2 (e) is a continuous function of 8. Let C be the compact 
set as defined in (3.1.8)', and let 
(3.3.1) inf i(8) = a> O. 
8 s C 
Fix an arbitrary s1 such that s1 < min (~,l) and let E be the 
open interval in C containing e0 such that 
- a2 ( cp) I < e / 2 , 
(3.3.2) 
i(tp)I < s 12. 
Since A'(e0) > O and A' is continuous at e0 , there exists an 
open interval B depending on A' ,e0 , s such that e0 s B ,S;' E and 
Hence 
(3.3.3) 
sup -LA' (8) - A1 (80) f < ~-- A1 (e). 
8sB 
sup A' (8) 
8sB s 
inf A I ( e) - 1 < 2 . 
8sB 
Without loss of generality, set B = (80-h, e0+h). Define the 
- 13 -
* -.. conditional posterior density pn as follows: 
Set 
Then, a.s. 
(3.3.4) 
Pa ) we have) 
0 
L (8) A'(e)IJ L (t) A1 (t) dt 
n '/, B n 
0 
8 s B, 
otherwise. 
8 s B, 
otherwise. 
J Ln(8J.[IA'(8) J Ln(t)dt - J Ln(t)A'(t)dtl] d8 J IP *(e) - P (e) Ide ~ _B _____ B ________ _ 
@ n n J L (t)dt r L (t)A' (t)dt 
B n J n 
~ 8sB _ l 
~
sup A 1 (e.i 
inf A' (8):' 
8sB 
s. 
< _,; , 
2 
by (3.3.3). 
By Theorem 3.2, 
(3.3.5) r__ IP *<e) - f (e)lde 
'tE) n n ... 0 a.s. 
By combining (3.3.4) and (3.3.5), we get 
(3.3.6) lim sup£ )p (8) - f (8)ld8 < s. 
n @ n n 
a.s. P8 • 0 
Now, 
n-1 
log L (8) - log L (8) 
n n n = (8-in) ~og'(~,¾+1;en) 
n-1 
n( - )2 1 ( - -+ - e-e - 1: g" x_ ,x. ;e + a(e-e ) 2 n n k=O -1.c --k+l n n 
where lol ~ lo Setting 
- 14 -
,. 
(X (8) = a + 6(8-8 ) · n n n ' 
n-1 
G (8) 1 = - - I: g"(¾ ¾ . 8) · n n ' +l' ' k=O 
n-1 
H (&) = I: g' (Xie'~+ 1; 8 ) ; n k=O 
we get 
exp{(8-6 )H (8) - ~(8-8 )2 G (r:x {8))J 
p (8) L (8) / f L (t)dt n n n n n n = = n n B n £exp{(t-8 )H (i) - ~(t-8 )2 G (r:x (t))}dt B n n n n n n 
exp{Q (8) - R (8)} 
n n 
= 
rexp{Q (t) - R (t)}dt JB n n 
(say). 
However, 
exp {-R (e)} 2J B exp {-Rn (8) JI exp {Qn (8 )-1} I d8 
J p (8) - n d8 ~ 
B n £ exp { - R ( t ) }d t . J' . exp { Q ( t) - R { t) }d t 
B n B n n 
By Lemma 2.2 we know that 
Pe [8 c Be, infinitely often] = O. 
0 n 
Since B ~C, we get 
(3.3.7) Pe [sup 18-8 I> 2ro infinitely often] = o. 
O 8cB n 
Again by Lemma 2.2 we have that 
n-1 
Hn(8n) = I: g' (¾:,~+1;8n) -+ 0 
k=O 
From (3.3.7) and (3.3.8) we get 
sup lexp{Q (8)-11 -+ 0 
8eB n 
Hence 
exp{-R (8)} J p (8) - n d8 -+ 0 
n £ exp {-R ( t) Jd t 
B n 
- 15 -
a.s. PS • 
0 
a.s. P8 • 0 
a.s. Pl. 
0 
--
;· 
-
.._ 
\at 
_, 
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-
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-
.. 
._ 
'-' 
-
-
-
-
li.i 
-. 
Now) 
(3.3.10) J lexp(i(:-iin)2Gn(an(8))} - . ni(iln) ½ .n - -BJ exp(~
2
(t-8 )2 G (a (t))}dt [ 2IT ] exp{- 2(8-8 )2 i(8 )ld8 
B n n n n n 
~ J exp {- ~( e-e n) 2i ( 8 n) } ni ( 8 ) 1 
B exp{- .!!(t-8 )2i(8 )} 2rr exp - 2(8-8 )2i(8 )ld8 IJ - ( n )2 { n -B 2 n n n n 
1 
+ fexp{...!!(e-8 )2Gn(an(8))}1r [- .!!(t-8 )2G (a (t))}dt 2 n ~exp 2 n n n B B 
1 
n ----ld8 
£exp{- -(t-9 )2 i(8 )}dt 
B 2 n n 
exp(- -2n(8-8 )2G (a (8))} - exp{- -2n(e-e )2 i(8) + f I n n n n n J de. 
'B J exp{- -2n(t-8 )2 i(8 )}dt B n n 
Since [ 2IT ]½ 
ni(8) 
n 
m 
= J exp{- ~(e-en) 2 i(8n)}d8, 
-co 
the first term on the 
right side of (3.3.10) 
ni(e ) l 
= [ nffn ]~ J exp{- _2n(8-8 )2 i(8 )}de. 
Bc n n 
By Lennna 2.2, P
80
[1iin-8ol ~ i, infinitely oftenl 
8 s Be, P
80
[!8-8n1 < ~. infinitely often] = 0, 
and large n, which may depend on x, 
(3.3.11) 
ni(8) 1 
[ nffn ]2 f cexp{- _2n(e-e )2i(e )}d8 
B n n 
= 0. Hence for 
So, for a.s. (P8 )x 0 
ni (en) J,_ n - - 4 1 ~ r nff J2 I _ hexp{- 2ce-e0 ) 2i<en)Jde ~ h2 _ ~ o I e-e 1~ -2 ni(e ) n n 
- 16 -
... 
since for large n, i(8) ~a> 0 a.s. P8 p n 0 
Note that the second term on the right side of (3.3.10) is at most 
equal to the thi~d term. 
To show that the third term converges to zero we see that 
(3.3.12) (a) a.s. ( by 3. 3 • 11 ) • 
uniformly for 8 in C (by Lemma 2.1). 
In view of (a) of (3.3.12) we need only show that 
a.s. P8 • But the above expression is 0 
nG (a (e)) 1 
+ f [ n ~ ]2 exp{- -2n(8-8 )2G (a (8)) , n n n B 
i(8) 1 - __ n __ d8. 
Gn(an(8)) 
Note that, because of Lemma 2.2, (3.3.2) and (b) of (3.3.12), for 
almost all (P8 )x, there exists an N(x,e> .B) such that for n > N 0 
and 8 CB, 
(i) e e B, and 
n 
(ii) i(80 ) - e. ~ Gn(e) ~ i(80 ) + s ... 
- 1. 7 -
-t 0 
Since a (t) lies between i and 8 we have that for 8 s B, 
n n 
a (8) lies outside B only finitely often a.s. 
n 
Thus, for n > N 
(3.3.15) 
(3.3.16) 
· G (a (8)) ~ i(80 ) + s. n n 
Hence the second term on the right side of (3.3.13) is 
i(80 ) + e .!. ~ [---]2 
i(80 ) - e 
sup 
8sB I 
i(e) 1I 1 - [ n ]2 
G (a (8)) 
n n 
..... 0 a.s. 
We also see by (3.3.15) that for n > N the first term on the right 
side of (3.3.13) is, a.s. P8 , bounded by 0 
(3.3.17) I 
n c i ca O) + e ) .!. n _ nice n) .!. n _ 2 _ I J [-----] 2 exp(-2 (8-8 )2 (i(80 )-e0} - [-__;,_] 2 exp(--2 (8-8)i{8 )} d8 B 2TT n 2TT n n 
I n(i(8 )-s) 1 ni{8 ) 1 2 I + J [ 0 ]2 exp(...!!2(8-8 )2 (i(8o)+s)} .. [ . n ]2 exp(--2n(e-e,i(8 )} d&. B 2TT n 2TT h' n 
The first term in (3.3.17) is again bounded by 
I 
n(i(80)-e) .!. n - ni(8n) .!. n - - I J [------J2 exp(-(8-8 )2 (i(8 )-c)} - [----]2exp{-(e-e )2 i(8 )} d8 
B 2rr 2 n O 2TT 2 n n 
n(i(80)-e) .!. n - I 1(80) + e .!.I 
+ J[---------]2exp (-2 (8-8 )2 (i(80 )-s)} 1 - [-------]2 d&. B 2TT n i(e0 ) - e 
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The first term can be made less than s by taking n sufficiently large 
(by (c) of (3.3.12) and the fact that 
second term is less than £!, where a 
a 
i(8n) - i(&0 ) a.s. Pi). The 0 
is defined in (3.3.1). In exactly 
similar manner the second term in (3.3.17) can be made arbitrarily small. 
Combining the results in (3.3.6), (3.3.9), (3.3.11), (3.3.16) and 
(3.3.17), we get 
ni(8 ) 1 
lim sup Jlfn<e> - r .n J2 exp{~ -2nce-e )
2 i{e )Ide ~ sk 
2TT n n n - co 
where k is a constant. This gives the desired result. 
Remarks: The following facts can be easily verified: 
{a) 
(b) 
An estimate T can replace 8 in the above theorem if and 
n n 
only if 
-ln(T - 8 ) - 0 n n a.s. P8 • 
0 
If T is a super-efficient estimate of e, 
n 
then the theorem 
is not valid if e0 is in the set of super-efficiency of T0 • 
(Since such a set has Lebesgue measure zero, it is a A-null set). 
..,. 
'. ) 
4. In this section we shall be concerned with some theorems on a class of 
estimates called regular asymptotically Bayes (RAB) estimates. LeCam 
([3], p. 316) has shown that if X's are ioi.d. then the m.1.e. 8 
n n 
is RAB . . a. so 
distributions 
for a suitable class of gain functions w and prior 
• Theorem 4.1 is a statement of the same result except 
that the sequence x0x1 , .. o is a Markov process. The proof, which makes 
use of Theorem 3.3, is omitted as it is similar to the one in the i .• i.d. 
case given by LeCam. 
Extending the notion of RAB a~s. P1 to RAB in P8-probability, 
we get a strong connection between RAB estimates in P8-probability for 
a suitable pair (w,l) and first order efficient estimates (FOE) 
introduced recently by C. Ro Rao [5]. This will be our Theorem 4o2o 
Let Vbe a class of bounded real valued measurable functions w 
for which, for all o2 such that inf i(8) ~ o2 ~ sup i(8), 
._ I 
e e 
Jw(u) exp{- (u-~)2 }du attains a strict maximum at 20 l = O. 
Definition 4.1: (Le Cam [3], P. 315) An estimate T·=T (x0 , ••• ,x) n n n 
called a regular s-Bayes estimate for (w,A) if, for a fixed s > 0, 
is 
(4.1) :?! sup J w [ Sn( 8-13 ) ] dF ( 8 I XO, ••• :,x ) - s 
13s® n n 
for all where F 
n 
is as defined in Section 1. 
Let An(Trtl&n) denote the set of x's for which (4.1) holds, with 
s replaced by 
Definition 4.2: 
s • 
n 
We then have the following: 
{T} is said to regular asymptotically Bayes a.s. 
n 
(in Pe -probability) if there exists a sequence of positive numbers 
0 
s 
n 
converging to zero such that Pe (A ) = 1 
0 n 
for all n (P8 (A ) ... 1 as 0 n n ... co). 
~ The existence of RAB estimate has been established by LeCam ([3], p. 285) 
under conditions of measurability on f and w which have been assumed 
by us. The fact that we are dealing with observations from a Markov process 
does not present any difficulty. We now state the following proposition: 
Theorem 4.1: If the conditions of Theorem 3.3 are satisfied and w s'fA/, 
then the m.1.e. Gn is RAB for (A,w) a.s. P8 for all 8 at which A' 
is continuous and A1 (8) > O. 
According to the definition given by C.R. Rao [5] for i.i.d. random 
variables, an estimate T is said to be first order efficient for 8 if 
n 
1 a 
rn[(Tn-8) - ni(e) ae log Ln(8)] ~ 0 in P8-probability. Actually in the 
definition given by Rao, 1( 8 ) is replaced by any function ~(8), but the 
use made of this concept there: is in accord with the definition given 
above. With L (e) defined as in Section 1, the definition applies to 
n 
the situation where the x's form a Markov process. 
Theorem 4p2: Let a prior probability distribution A be fixed and let C 
be the open set on which A'(8) is positive and continuous, and assume that 
f A' (8)d9 = lo Let w e i,J/ be fixed. 
C 
Then an estimate T is FOE for 8 
n 
in C if and only if it is RAB for (w,A) in P8-probability. 
Proof: Let 8 e C. We have 
~1 ...2.. log Ln( 8) I e=e-n2 oe 
n 
where e = e + 71(e -e), 
n n 1711 s 1. The left side converges to zero 
a.a. 
n-1 
by Theorem 2.2 and ~ I: g"(~,~+l;en) ~ - i(8) 
0 
Theorem 2.1. Thus 
= 
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a.a. by 
(continued) 
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1 n-1 
ln2 (8-8 )1··11 + ·t!) I: g"(xk,x,_..L1;e) - .l +a log L (e),. I-n i n k=O ~T n n2 i(e) o n _ 
6=6 
n 
1 
Since n2 (8n-e) converges in distribution under P8 to a normal random 
variable with mean zero and variance i(~)' the whole expression converges 
to zero in P8-probability. 
in P8-probability. 
Hence T is FOE if and only if .jii(T -8 ) - 0 
n. n n 
Observe that if the a.s. P8 convergence in Theorem 3.3 is replaced 
by convergence in P8-probability, en is still RAB in P8-probability. 
This follows from the fact that for any estimate S, 
n 
IJw(rn(e-sn)] dFn(e) - Jw[rn(e-en)] dFn(e)I 
ni(8) 1 
s 1Jw[.fxi(8-s )][£ (8) - [ 2Tfn ]2 exp(- ½ ni(8 )(8-8 r.}]d8I n n n n 
ni(e) 1 2 
+ IJ{wrrnce-sn)J - wl.(n(e-en)JJr 2rrn J2exp{- ½ ni(en)<e-en)Jdel 
ni(8 ) 1 ~ 
+ IJwcrnce-en)1rr zrrn J2 exp{- ½ ni(en)<e-en)1 - fn(e)Jdel 
i(8) 1 ~ Jw(:6 +v ) Ip (v ) - ( 2rr n ]2 exp (- ½ V2 i (8 )JI dV n n n n n n n 
i(i) 1 
+ Jlw(6 +v) - w{v )I ( 2rr
0 
) 2 exp{-½ v2i(8 )}dV n n n n n n 
i(8) 1 
+ Jw(V) I[ 2rrn ]2 exp{-½ V2 i(8 )} - p (v )ldv, n n n n n n 
where ~(8-8 ) = V 
n n 
and rnce -s ) = n n 6 • n 
- 22 -
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The second term on the right side is negative (by definition of w) 
whereas the first and third terms converge to zero in Pe-probability 
(by Theorem 3.3). Letting Sn to be any RAB estimator in P8-probability, 
we have, for sufficiently large n, 
where 
J w[ui(e-8 )] dF (8) ~ Jw['1ti(e-s )] dF (e) - e n n n n n 
e - 0 in Pe-probability, so that 
n ' 
8 is RAB for 
n 
(w,A) 
P8-probability. It is obvious that any estimate T, which can n 
in 
replace 8n in Theorem 3.3 is RAB in P8-probability, so that, from remark 
(i) after Theorem 3o3 we conclude that an FOE estimate is RAB in P8-probability. 
On the other hand, since 
Pe ~1e, i ~ 
Jw(6 + V) pn(V)dV - Jw(6 + V) [7]2 exp{-½ i(8){}dV 
uniformly in 6, we have 
llm Jw(on+ V) pn(V)dV < Jw(V) [i~~)]½ exp{-½ i(8)V}dV 
s~ tµat if Tn is RAB in P8-probability, on - 0 in P8-probability. 
This given the desired result. 
In conclusion, we remark that the results of Sections 3 and 4 extend 
without difficulty to the case where (8} is k-dimensional Euclidean-space. 
- 23 -
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