We investigate the general solution of the quadratic functional equation f 2x y 3f 2x − y 4f x − y 12f x , in the class of all functions between quasi-β-normed spaces, and then we prove the generalized Hyers-Ulam stability of the equation by using direct method and fixed point method.
Introduction
In 1940, Ulam 1 gave a talk before the Mathematics Club of the University of Wisconsin in which he discussed a number of unsolved problems. Among these was the following question concerning the stability of homomorphisms.
Let G 1 be a group and let G 2 be a metric group with metric ρ ·, · . Given > 0, does there exist a δ > 0 such that if f : G 1 → G 2 satisfies ρ f xy , f x f y < δ for all x, y ∈ G 1 , then a homomorphism h : G 1 → G 2 exists with ρ f x , h x < for all x ∈ G 1 ?
In 1941, the first result concerning the stability of functional equations was presented by Hyers 2 . And then Aoki 3 and Bourgin 4 have investigated the stability theorems of functional equations with unbounded Cauchy differences. In 1978, Th. M. Rassias 5 provided a generalization of Hyers' Theorem which allows the Cauchy difference to be unbounded. It was shown by Gajda 6 as well as by Th. M. Rassias andŠemrl 7 that one cannot prove the Rassias' type theorem when p 1. Gȃvruta 8 obtained generalized result of Th. M. Rassias' Theorem which allow the Cauchy difference to be controlled by a general unbounded function. J. M. Rassias 9, 10 established a similar stability theorem linear and nonlinear mappings with the unbounded Cauchy difference.
Let 16 , we obtain the following generalization of stability theorem for the quadratic functional 1.1 : let G be an abelian group and E a Banach space; let f : G → E be a mapping with f 0 0 satisfying the inequality
for all x, y ∈ G. Assume that one of the following conditions Φ x, y :
holds for all x, y ∈ G, then there exists a unique quadratic function Q :
for all x ∈ G. The stability problems of several functional equations have been extensively investigated by a number of authors and there are many interesting results concerning this problem 17-23 . In this paper, we consider a new quadratic functional equation
for all vectors in quasi-β-normed spaces. First, we note that a function f is a solution of the functional 1.5 in the class of all functions between vector spaces if and only if the function f is quadratic. Further, we investigate the generalized Hyers-Ulam stability of 1.5 by using direct method and fixed point method. As a result of the paper, we have a much better possible estimation of approximate quadratic mappings by quadratic mappings than that of Czerwik 15 and Skof 13 . 2 λx |λ| β · x for all λ ∈ K and all x ∈ X.
3 There is a constant K ≥ 1 such that x y ≤ K x y for all x, y ∈ X.
for all x, y ∈ X. In this case, a quasi-β-Banach space is called a β, p -Banach space. We can refer to 24, 25 for the concept of quasinormed spaces and p-Banach spaces. Given a p-norm, the formula d x, y : x − y p gives us a translation invariant metric on X. By the Aoki-Rolewicz theorem 25 see also 24 , each quasinorm is equivalent to some p-norm. In 26 , Tabor From now on, let X be a quasi-α-normed space with norm · α and let Y be a β, pBanach space with norm · β unless we give any specific reference. Now, we are ready to investigate the generalized Hyers-Ulam stability problem for the functional 1.5 using direct method.
Theorem 2.1. Assume that a function
for all x, y ∈ X and that ϕ satisfies the following control conditions
for all x, y ∈ X. Then there exists a unique quadratic function
for all x ∈ X.
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Proof. Putting x, y : 0 in 2.2 , we get f 0 β ≤ ϕ 0, 0 /12 β . Replacing y by x in 2.2 , we obtain
for all x ∈ X. Dividing 2.6 by 9 β , we get
for all x ∈ X where f x f x f 0 /2, x ∈ X. Now letting x : 3 i x and dividing 3 2ipβ in 2.7 , we have
for all x ∈ X. Therefore we prove from the inequality 2.8 that for any integers m, n with m > n ≥ 0
2.9
Since the right-hand side of 2.9 tends to zero as n → ∞, the sequence { 1/3 2n f 3 n x } is Cauchy for all x ∈ X and thus converges by the completeness of
Letting x : 3 n x, y : 3 n y in 2.2 , respectively, and dividing both sides by 3 2npβ and after then taking the limit in the resulting inequality, we have
and so the function Q is quadratic.
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Taking the limit in 2.9 with n 0 as m → ∞, we obtain that
which yields the estimation 2.4 .
To prove the uniqueness of the quadratic function Q subject to 2.4 , let us assume that there exists a quadratic function Q : X → Y which satisfies 1.5 and the inequality 2.4 . Obviously, we obtain that
for all x ∈ X. Hence it follows from 2.4 that
2.14 for all n ∈ N. Therefore letting n → ∞, one has Q x − Q x 0 for all x ∈ X, completing the proof of uniqueness. for all x, y ∈ X and that ϕ satisfies conditions
for all x, y ∈ X. Then there exists a unique quadratic function Q : X → Y satisfying
for all x ∈ X. The function Q is given by
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Proof. In this case, f 0 0 since ∞ i 1 1/9 i ϕ 0, 0 < ∞ and so ϕ 0, 0 0 by assumption. Replacing x by x/3 in 2.6 , we obtain
for x ∈ X. Therefore we prove from inequality 2.19 that for any integers m, n with m > n ≥ 0
for all x ∈ X. Since the right-hand side of 2.20 tends to zero as n → ∞, the sequence {3 2n f x/3 n } is Cauchy for all x ∈ X and thus converges by the completeness of Y . Define
for all x ∈ X. Thereafter, applying the same argument as in the proof of Theorem 2.1, we obtain the desired result.
We now introduce a fundamental result of fixed point theory. We refer to 28 for the proof of it, and the reader is referred to papers 29-31 .
Theorem 2.3. Let Ω, d be a generalized complete metric space (i.e., d may assume infinite values).
Assume that Λ : Ω → Ω is a strictly contractive operator with the Lipschitz constant 0 < L < 1. Then for a given element x ∈ Ω one of the following assertions is true:
A 2 there exists a nonnegative integer n 0 such that
A 2.2 the sequence {Λ n x} converges to a fixed point x * of Λ;
A 2.3 x * is the unique fixed point of Λ in the set Δ {y ∈ Ω : d Λ n 0 x, y < ∞};
For an extensive theory of fixed point theorems and other nonlinear methods, the reader is referred to the book of Hyers et al. 32 . In 1996, Isac and Th. M. Rassias for all x, y ∈ X. Then there exists a unique quadratic function
Proof. Let us define Ω to be the set of all functions g : X → Y and introduce a generalized metric d on Ω as follows:
Then it is easy to show that Ω, d is complete see 37, Proof of Theorem 3.1 . Now we define an operator Λ : Ω → Ω by
for all x ∈ X. First, we assert that Λ is strictly contractive with constant L on Ω. Given g, h ∈ Ω, let C ∈ 0, ∞ be an arbitrary constant with
Then it follows from 2.23 that
for all x ∈ X, that is, d Λg, Λh ≤ LC for any C ∈ 0, ∞ with d g, h ≤ C. Thus we see that d Λg, Λh ≤ Ld g, h for any g, h ∈ Ω and so Λ is strictly contractive with constant L on Ω.
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Next, if we put x, y : x, x in 2.22 and we divide both sides by 9, then we get
for all x ∈ X, which implies d Λf, f ≤ 1/9 β < ∞. 
By mathematical induction we know that
for all x ∈ X. This implies
for all x ∈ X. In turn, it follows from 2.22 and 2.23 that
for all x, y ∈ X, which implies that Q is a solution of 1.5 and so the mapping Q is quadratic. By A 2.4 of Theorem 2.3, we obtain
which yields the inequality 2.24 .
To prove the uniqueness of Q, assume now that Q 1 : X → Y is another quadratic mapping satisfying the inequality 2.24 . Then Q 1 is a fixed point of Λ with d f, Q 1 < ∞ in view of the inequality 2.24 . This implies that Q 1 ∈ Δ {g ∈ Ω : d f, g < ∞} and so Q Q 1 by A 2.3 of Theorem 2.3. The proof is complete.
By a similar way, one can prove the following theorem using the fixed point method. for all x ∈ X, that is, d Λg, Λh ≤ LC. Thus we see that d Λg, Λh ≤ Ld g, h for any g, h ∈ Ω and so Λ is strictly contractive with constant L on Ω.
Next, if we put x, y : x/3, x/3 in 2.34 and we divide both sides by 1/9, then we get by virtue of 2.35
for all x ∈ X, which implies d f, Λf ≤ L/9 β < ∞. Thereafter, applying the same argument as in the proof of Theorem 2.4, we obtain the desired results.
