In this paper, we consider a two-user mobile-edge computing (MEC) network, where each wireless device (WD) has a sequence of tasks to execute. In particular, we consider task dependency between the two WDs, where the input of a task at one WD requires the final task output at the other WD. Under the considered task-dependency model, we study the optimal task offloading policy and resource allocation (on offloading transmit power and local CPU frequencies) that minimize the weighted sum of the WDs' energy consumption and execution time. The problem is challenging due to the combinatorial nature of the offloading decision among all tasks and the strong coupling with resource allocation among subsequent tasks. When the offloading decision is given, we obtain the closed-form expressions of the offloading transmit power and local CPU frequencies and propose an efficient method to obtain the optimal solutions. Furthermore, we prove that the optimal offloading decision follows an one-climb policy, based on which a reduced-complexity algorithm is proposed to obtain the optimal offloading decision in polynomial time. Numerical results validate the effectiveness of our proposed methods.
I. INTRODUCTION
The explosive growth of Internet of Things (IoT) in recent years enables cost-effective interconnections between tens of billions of wireless devices, such as sensors and wearable devices. However, finite battery lives and limited computation capabilities of WDs are becoming impediments for designing IoT. MEC [1, 2] , viewed as an efficient solution, has attracted significant attention. The key idea of MEC is to offload intensive computation tasks to the edges of radio access network, where much more powerful servers will compute on behalf of the resource-limited WDs. Compared with the traditional mobile cloud computing, MEC can overcome the drawbacks of high overhead and long backhaul latency.
A major design problem of MEC is the computation offloading decision. In general, MEC has two computation offloading models: binary and partial offloading [1] . Binary offloading requires each task to be either computed locally or offloaded to the MEC server as a whole. Partial offloading, on the other hand, allows a task to be partitioned and executed both locally and at the MEC server [3] . In this paper, we consider binary computation offloading, which is commonly used in IoT systems for processing non-partitionable simple tasks [4] .
Because of the time-varying wireless channel condition, it is not necessarily optimal to always offload all the computations to the MEC server. Meanwhile, wireless resource allocation, e.g., transmit time and power, is often jointly designed with the computation offloading. In this regard, [4] [5] [6] focused on the optimal binary offloading policies when each user only has one task to be executed. [7] and [8] considered a more general scenario where binary offloading model is applied to multiple independent tasks. Nonetheless, the above works neglect the important dependency among different tasks in various applications, e.g., the input of one task requires the output of another. Call graph [9] is commonly used to model the dependency issue among different tasks [10] [11] [12] [13] [14] . For a single-user MEC system, [10] considered a general call graph and obtained the joint optimal tasks offloading and radio parameters solutions that minimize the energy consumption at the WD under latency constraint. Besides, the authors in [11] considered a sequential call graph for a single user and derived an optimal one-climb policy, which means that the execution only migrates once between the WD and the cloud server if ever. Then, this work was extended to a call graph with a general topology in [12] and an online task offloading scenario was studied in [13] . A multiuser case was considered in [14] , where each independent WD has multiple tasks with general call graph to be completed and the goal is to minimize the energy-efficiency cost.
The call graphs considered by existing studies on MEC, such as in [10] [11] [12] [13] [14] , only took into account the dependency among tasks executed by an individual WD. In practice, tasks executed by different WDs usually have relevance as well. For example, an IoT sensor often needs to combine the processed data from other sensors. The inter-user task dependency has large impact to the offloading decision and the wireless resource allocation, which, however, is currently lacking of study.
In this paper, we consider a task call graph in a two-user MEC system as shown in Fig. 1 , where part of the input of the k-th task of WD2 is the output of M -th task of WD1. To the authors' best knowledge, this is among the first work that exploits the task dependency across different users in an MEC system. The main contributions of this paper are as follows:
• With inter-user task dependency, we formulate the optimization problem of minimizing the weighted sum of the WDs' energy consumption and execution time. The task offloading decision, local CPU frequencies and transmit power of each WD are to be jointly optimized. The problem is challenging due to the combinatorial nature of the offloading decision among all tasks in such call graph and the strong coupling with resource allocation. • Given the offloading decision, we first derive closedform solutions of the optimal local CPU frequencies and transmit power of each WD, respectively. Then, an ellipsoid method is applied to obtain the optimal resource allocation efficiently. • We further show that the optimal offloading decision follows an one-climb policy, where each WD offloads its data only once to the edge server if ever. Based on the one-climb policy, we propose a reduced-complexity searching algorithm to obtain the optimal offloading decision in polynomial time. Simulation results show that our proposed algorithm can efficiently reduce the energy consumption and computation delay compared with some representative benchmarks.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider an MEC system with two single-antenna WDs and a single-antenna access point (AP) that is the gateway of the edge cloud and has a stable power supply. As shown in Fig.1 , WD1 and WD2 have M and N tasks to execute, respectively. For simplicity of exposition, we introduce for each WD an auxiliary node 0 as the entry task, and auxiliary nodes M + 1, N + 1 as the exit tasks for WD1 and WD2, respectively. Specifically, the calculation of the k-th task of WD2 requires the outputs of both the (k − 1)-th task of its own and the last task M of WD1.
To describe the parameters of each task i of WD j, we define a tuple representation as ϕ i,j (L i,j , I i,j , O i,j ), where i = 0, 1, ..., M +1 when j = 1, and i = 0, 1, ..., N +1 when j = 2. Specifically, L i,j denotes the computing workload in terms of the total number of CPU cycles required for accomplishing task i of WD j. As for the auxiliary nodes of each WD, L i,j = 0. In addition, we denote the size of computation input and output data as I i,j and O i,j , respectively. For WD1, it holds that I i,1 = O i−1,1 , i = 1, ..., M + 1. As for the WD2, we have
Moreover, I i,j = 0 for the entry node and O i,j = 0 for the exit node of each WD. We assume that the series of tasks must be initiated and terminated at the two WDs. Accordingly, the auxiliary entry Fig. 1 : A call graph with inter-user dependency in a two-user MEC network. and exist tasks must be executed locally, while the computation of each of the other (M + N ) actual tasks can be either executed locally or offloaded to the edge server. We denote a i,j ∈ {0, 1} as the computation offloading decision of task i of WD j, where a i,j = 1 denotes an offloading decision and a i,j = 0 otherwise.
A. Communication Model
We assume that two orthogonal channels of equal bandwidth W are allocated to the users, one for each WD. Thus, there is no interference between the WDs when offloading/downloading. The wireless channel gain from the WD j to the AP when offloading task i is denoted as h i,j . In addition, we assume that the noise at both WDs is additive white Gaussian noise (AWGN) with zero mean and σ 2 variance. By denoting p i,j as the transmit power of WD j when offloading task i to the AP, we can express the uplink data rate for offloading task i of WD j as
As for the downlink transmission, we denote P 0 as the fixed transmit power of the AP and assume that the channel is reciprocal for the downlink and uplink. Thus, the downlink data rate for feeding the i-th task's input back to WD j can be expressed as
.
(3)
B. Computation Model 1) Local Computing:
We denote the CPU frequency of WD j for computing task i as f i,j . Thus, the local computation execution time can be given by
and corresponding energy consumption is [1] 
where κ is the effective switched capacitance parameter depending on the chip architecture.
2) Edge Computing: It is assumed that the edge server can compute the tasks of different WDs in parallel. From (2), the transmission time of WD j when offloading task i can be expressed as 
. It follows from (6) that
Then, the transmission energy consumption is
. (8) is the perspective function with respect to τ u i,j corresponding to the convex function f (x) [15] .
In addition, the execution time of task i of WD j on the edge can be expressed as τ c i,j = Li,j fc , where f c is the constant CPU frequency of the edge server. Furthermore, we denote τ d i,j as the time needed for the downlink transmission [16] , where
C. Task Dependency Model
As shown in Fig. 2 , the task dependency model between the two WDs can be one of the following four cases, depending on the values of a M,1 and a k,2 .
• Case 1: When both the M -th task of WD1 and the k-th task of WD2 are executed locally, i.e., a M,1 = 0 and a k,2 = 0, the AP acts as a relay node. Firstly, the WD1 uploads its output of M -th task to the AP, and then, the AP forwards this information to the WD2. Specifically, in this process, we denote
as the uplink transmission time and energy, where R u M +1,1 and p M +1,1 are the uplink data rate and the uplink transmit power, respectively. As for the downlink transmission, the transmit time is
, where we assume that both inputs of the k-th task of WD2 share the same downlink data rate R d k,2 for brevity. • Case 2: When the M -th task of WD1 is executed at the edge and the k-th task of WD2 is computed locally, i.e., a M,1 = 1 and a k,2 = 0, the output of M -th task of WD1 is downloaded to the WD2 after execution at the edge. In this case, only the downlink transmission time τ d k ′ ,2 is considered. • Case 3: In this case, the M -th task of WD1 is executed locally and the k-th task of WD2 is offloaded to the edge, i.e., a M,1 = 0 and a k,2 = 1. The WD1 needs to upload the result before the computation of the k-th task of WD2 at the edge. Thus, only the uplink transmission time τ u M +1,1 and energy e u M +1,1 are considered. • Case 4: In this case, both the M -th task of WD1 and the k-th task of WD2 are executed at the edge, i.e., a M,1 = 1 and a k,2 = 1. Therefore, neither uplink nor downlink transmission is needed.
D. Problem Formulation
From the above discussion, the total tasks execution time of WD1 is
where the first term denotes the time spent on computations, either locally or at the edge server, and the second term denotes the communication delay consumed on uploading/downloading the task data to/from the AP. Note that there is no communication delay for the i-th task if a i−1,1 = a i,1 . Otherwise, if a i−1,1 = 0 and a i,1 = 1, the communication delay is equal to the uplink transmission time τ u i,1 , whereas, if a i−1,1 = 1 and a i,1 = 0, the communication delay is equal to the downlink transmission time τ d i,1 . Furthermore, we can calculate the total energy consumption of WD1 by
which consists of the total execution energy of M tasks and the energy consumption on offloading the final result if the M -th task is computed locally, i.e., when a M,1 = 0.
In this paper, we consider the energy-efficiency cost (EEC) as the performance metric, which is defined as the weighted sum of total energy consumption and execution time, i.e.,
where 0 < β E 1 < 1 and 0 ≤ β T 1 < 1 denote the weights of energy consumption and computation completion time for WD1, respectively. Without loss of generality, it is assumed that the weights are related by β E 1 = 1 − β T 1 . Similarly, the total computation energy consumption of WD2 can be expressed as
Note that the energy cost for the uplink transmission e u i,2 occurs in (12) only if a i,2 = 1 and a i−1,2 = 0. As for the execution time of WD2, we first consider the waiting time for the k-th task. For one of its input O M,1 from WD1, the waiting time can be expressed as
which consists of the total execution time of M tasks, the offloading time of WD1 as shown in Case1 and Case3 and the downlink transmission time illustrated in Case1 and Case2. Then, for the other input O k−1,2 from the (k − 1)-th task of WD2, we have the waiting time expressed as
which includes the total execution time of the first k − 1 tasks and the transmission time when offloading task k (i.e., a k−1,2 = 0,a k,2 = 1) or the downlink transmission time (i.e., a k−1,2 = 1,a k,2 = 0). Therefore, the total tasks execution time of WD2 is
Accordingly, the EEC of WD2 can be expressed as
where 0 < β E 2 < 1 and 0 < β T 2 < 1 denote the two weighting parameters satisfying
we are interested in minimizing the total EEC of the two WDs by solving the following problem:
where the first two constraints correspond to the peak transmit power and peak CPU frequency at each WD. Because of the one-to-one mappings between f i,j and τ l i,j in (4) and between p i,j and τ u i,j in (7), it is equivalent to optimize (P1) over the time allocation τ l i,j and τ u i,j . By introducing an auxiliary variable t = max { T wait 1 , T wait 2 } , (P1) can be equivalently expressed as
Suppose that we have obtained the optimal solution {a * , (τ u i,j ) * , (τ l i,j ) * } of (P2). Then, we can easily retrieve the unique f * i,j and p * i,j in (P1) using (4) and (7), respectively. Notice that (P2) is non-convex in general due to the binary variables a. However, it is easy to find that for any given a, the remaining optimization over the {τ l i,j } and {τ u i,j } is a convex problem. In the following section, we assume that the offloading decision a is given and study some interesting properties of the optimal CPU frequencies and the transmit power of each WD, based on which an efficient method is proposed to obtain the optimal solutions.
III. OPTIMAL RESOURCE ALLOCATION UNDER FIXED OFFLOADING DECISION
Suppose that a is given. A partial Lagrangian of Problem (P2) is expressed as
where λ ≥ 0 and µ ≥ 0 denote the dual variables associated with the corresponding constraints. Let λ * and µ * denote the optimal dual variables. We derive the closed-form expressions of the optimal CPU frequencies and transmit power of each WD as follows.
Proposition 3.1: The optimal CPU frequencies of the two WDs with a i,j = 0 satisfy
Proof: This proof can be obtained from studying the KKT conditions at optimum, which is omitted due to space limitation.
From Proposition 3.1, we have the following observations:
• For each task of WD1, when β T 1 or λ * increases (a larger λ * corresponds to a tighter task dependency constraint at optimum), the optimal strategy is to speed up local computing. However, with the increase of β E 1 , the WD1 prefers to save energy with a lower optimal f * i, 1 .
, otherwise.
(23)
• For the i-th task of WD2, i ∈ {1, ..., k − 1}, a larger µ * leads to a higher optimal f * i,2 . Besides, the local CPU frequencies are the same for all the tasks i of the same
Besides, the optimal transmit power of WD2 p * i,2 is expressed in (23), where
Here, W(x) denotes the Lambert W function, which is the inverse function of f (z) = z exp(z) = x, i.e., z = W(x).
Proof: This proof is omitted due to space limitation. From Proposition 3.2, it is observed that power allocation is a decreasing function of channel condition and when the channel gain is below a threshold, the optimal transmit power is P peak . and µ * > 0 hold at the optimum of (P2).
Proof: We prove this lemma by contradiction. Suppose that there exists an optimal solution {τ l i,j , τ u i,j } with T wait , and thus completes the proof. The above lemma indicates that the k-th task's waiting time for the input data stream O M,1 from WD1 is always less than or equal to that for the other input O k−1,2 from WD2. Based on Proposition 3.1 and 3.2, we can apply the ellipsoid method [15] to iteratively update the values of λ and µ until certain stopping criterion is met. The pseudo-code of the method is shown in Algorithm 1, where the details on ellipsoid method are omitted due to the page limit. Because (P2) is a convex problem given a, the ellipsoid method guarantees to converge. Meanwhile, the overall complexity is O(2D 2 (M + N + 1)), where D is the number of dual variables and obviously D = 2 in our paper [15] . Compute f according to (20) and (21).
4:
Compute p according to (22) and (23).
5:
Set t = max{T wait 1 , T wait 2 }. 6: Update λ and µ by the ellipsoid method using the subgradients (T wait 1 − t) and (T wait 2 − t), respectively. 7: until {λ, µ} converge to a prescribed accuracy.
IV. OPTIMIZATION OF OFFLOADING DECISION
In section III, we can efficiently obtain the optimal {f , p} of (P1) once a is given. Therefore, it is left for us to solve for the optimal a. Intuitively, one can enumerate all 2 M +N feasible a and choose the one that yields the minimum objective in (P2). However, this brute-force search will quickly become computationally infeasible as (M + N ) increases. In this section, we propose an efficient approximate algorithm to reduce the complexity.
Here, we first show in the following Theorem 1 that the optimal offloading decision a has an one-climb structure.
Theorem 1 (one-climb policy) : Assuming that f c > f peak , the execution for each WD only migrates once from the WD to the edge server if ever. Proof: In the following, we prove the one-climb policy by contradiction. Suppose that the optimal offloading decision allows a WD to offload its data two times, as shown in the Fig. 3(a) . Besides, we also consider an one-climb offloading decision in Fig. 3(b) . Particularly, under two-time offloading scheme, tasks from m j to q j − 1 are migrated to the edge server for execution. Then, tasks from q j to s j execute at the WD j, followed by tasks from s j + 1 to n j migrated to the edge server, where j is the index of WDs. As for the oneclimb scheme, tasks of WD j from q j to s j are, however, executed on the edge server.
We denote the optimal offloading decision, local CPU frequencies and transmit power of WD j in the two-time and one-climb offloading schemes as {â j ,f j ,p j } and {ã j ,f j ,p j }, respectively. Besides, the EEC of WD j in the two-time and one-climb offloading schemes is denoted asη j andη j , respectively. Thus, we havê η1(â1,f1,p1) +η2(â2,f2,p2) <η1(ã1,f1,p1) +η2(ã2,f2,p2).
For the two-time offloading policy, the total execution time from the m j -th task to the n j -th task in WD j can be expressed aŝ
As for the one-climb policy, we havẽ
Since the computing speed of the edge server is higher than that of the WD, i.e., f c > f peak , the following inequalities hold for the q j -th and s j -th tasks:
In addition, we also have the facts for the tasks of WD j between q j and s j : τ c i,j < τ l i,j , i = q j , ..., s j . Therefore, it is easy to find thatT
On the other hand, with respect to the energy consumption of WD j from the m j -th task to the n j -th task, we can observe that the two-time offloading scheme consumes more energy compared with the one-climb policy due to the local tasks computing from q j to s j and the (s j + 1)-th task's offloading, i.e.,Ê mj ∼nj j >Ẽ mj ∼nj j , whereÊ mj ∼nj j and E mj ∼nj j denote the energy consumption from the m j -th task to the n j -th task in the two-time and one-climb offloading schemes, respectively.
Hence, we havê η1(â1,f1,p1) +η2(â2,f2,p2) > η1(ã1,f1,p1) + η2(â2,f2,p2)
where the third inequality means that the optimal {f ,p} in two-time offloading scheme is a feasible solution in one-climb offloading scheme. Therefore, it contradicts the assumption. Thus, for each WD, one-climb policy is better than two-time offloading scheme. Similarly, the same result can be obtained by comparing the one-climb policy with the ψ-time offloading scheme, where ψ ≥ 2. It completes the proof.
The one-climb policy indicates that each WD either offloads its data only once to the edge server or does not offload at all at the optimum. Therefore, we only need to enumerate the offloading decisions that satisfy the one-climb policy, instead of all the 2 M +N feasible offloading decisions.
Specifically, under the one-climb policy, if task offloading is necessary, we only need to consider the two tasks for each WD, where the data is offloaded to and downloaded from the AP, respectively. For WD1, we need to search (((M + 1)M )/2) + 1 such combinations of tasks, including the special case that the WD does not offload throughout the execution time. Similarly, WD2 has (((N + 1)N )/2) + 1 such combinations to search. Therefore, the total number of searches is [(((M + 1)M )/2) + 1][(((N + 1)N )/2) + 1], i.e., O(M 2 · N 2 ), which is significantly lower than the brute-force based method when M or N is larger. For instance, when M = 10, N = 20, the number of searches performed by the one-climb based scheme is only 0.001% of that performed by the brute-force method.
V. NUMERICAL RESULTS
In this section, we conduct numerical simulations to evaluate the performance of our optimal strategies. Consider an example call graph in Fig. 4 . The input and output data size (KByte) of each task are shown in Fig. 4 frequency of each WD f peak are equal to 10 10 and 10 8 cycles/s, respectively. For simplicity of illustration, we assume that the wireless channel gain h i,j follows the free-space path loss model
where G = 4.11 denotes the antenna gain, F c = 915 MHz denotes the carrier frequency, d j in meters denotes the distance between the WD j and the AP, and P L = 3 denotes the path loss exponent. The noise power σ 2 = 10 −10 W. In addition, the computing efficiency parameter is κ = 10 −26 [4] , and we set the bandwidth W = 2 MHz. Recall that the weights in WD j are related by β E j = 1 − β T j . In Fig. 5 , we study the performance tradeoff between energy consumption and delay for the two WDs under different β T 1 and β T 2 . Here, we consider d 1 = d 2 = 15 m. Under each particular β T 1 , it can be seen that with the increase of β T 2 , WD2 achieves lower execution delay but higher total energy consumption. Similar performance tradeoff is also observed for WD1. Moreover, we can observe that the tradeoff curve of WD1 converges to a point as β T 1 increases, which means that for a large β T 1 , the optimal execution time and energy consumption of WD1 remains constant with the increase of β T 2 . It is due to the fact that with the increase of β T 1 , the WD1 not only acts as a helper, but also focuses on minimizing its own execution time.
Then, we show the EEC objective value achieved by different methods when d 1 and d 2 varies, where we set β T 1 = 0 and β T 2 = 0.5. For performance comparison, we also introduce two suboptimal schemes in simulation as benchmarks. The first scheme is denoted as all task offloading, where all tasks in two WDs are offloaded to the edge. For the second scheme, all tasks of two WDs are executed locally.
In Fig. 6 , we illustrate the impact of d 1 on the total EEC, where d 2 is fixed as 10 m. Besides, Fig. 7 demonstrates the total EEC when d 2 varies with d 1 = 10 m. It is observed from both Fig. 6 and Fig. 7 that the total EEC is increasing as d 1 or d 2 increases for both proposed algorithm and all-offloading scheme. In addition, as for the all-computing-locally scheme, higher total EEC is achieved with the increase of d 1 , while the total EEC is more stable when d 2 increases. It is because in the all-computing-locally scheme, the WD1 needs to upload its final result to the AP and then, the AP forwards this information to the WD2, as illustrated in Fig. 2 Case1. In this process, increasing d 1 leads to a higher total EEC. Besides, we can observe that the all-offloading scheme is better than the all-computing-locally scheme if d 1 or d 2 is small. If d 1 or d 2 becomes larger, the all-computing-locally scheme outperforms the all-offloading scheme. Moreover, it is observed that lower EEC is achieved by the proposed algorithm compared to the two benchmarks, i.e., around 25.1% and 35% lower average EEC than the all-offloading and all-computing-locally schemes in Fig. 6 , respectively. This suggests that the benefit by adapting the offloading decision for each WD.
VI. CONCLUSIONS
This paper studied the impact of inter-user task dependency to the task offloading decision and resource allocation in a two-user MEC network. We proposed efficient algorithms to optimize the resource allocation and task offloading decision, with the goal of minimizing the weighted sum of the WDs' energy consumption and execution time. Besides, we proved that the optimal offloading decision satisfies an one-climb policy, based on which a reduced-complexity algorithm was proposed to obtain the optimal offloading decision. Simulation results demonstrated that the proposed method can achieve significant performance gain compared to the benchmarks.
