Abstract. The generalized quantum group of type A is an affine analogue of quantum group associated to a general linear Lie superalgebra, which appears in the study of solutions to the tetrahedron equation or the three-dimensional Yang-Baxter equation. In this paper, we develop the crystal base theory for finite-dimensional representations of generalized quantum group of type A. As a main result, we construct Kirillov-Reshetikhin modules, that is, a family of irreducible modules which have crystal bases. We also give an explicit combinatorial description of the crystal structure of Kirillov-Reshetikhin modules, the combinatorial R matrix, and energy function on their tensor products.
Introduction
The crystal base of an integrable highest weight module over the quantum group U q (g) for a symmetrizable Kac-Moody algebra g [16] has been one of the most important objects in studying representations of quantum groups, revealing remarkably rich combinatorial structures of them. For an affine quantum group U q (g) without derivation, it is conjectured [8, 9] that a family of finite-dimensional irreducible modules W (r) s known as Kirillov-Reshetikhin (simply KR) modules also has a crystal base, where r is the index of the simple root of the classical subalgebra and s is a positive integer. The existence of KR crystals is shown when g is of non-exceptional type [25] , and the description of crystal structures is given in [6] .
The KR crystals form an important class of affine finite crystals having a close connection with the theory of perfect crystals and the path realization of crystals of integrable highest weight modules [14] , and applications to various topics in algebraic combinatorics and mathematical physics including Macdonald polynomials at t = 0 [21] , rigged configuration bijection [26] , combinatorial Bethe Ansatz [19] , box-ball systems [10] and so on.
Recently, a new Hopf algebra called the generalized quantum group U( ) is introduced in [18] , which is associated to an R matrix reduced from n-products of operators satisfying the tetrahedron equation. The tetrahedron equation is a generalization of the Yang-Baxter equation which plays a key role in quantum integrability in three dimensions (see [18] and references therein). The parameter = ( 1 , . . . , n ) with i = 0, 1 stands for the sequence of two kinds of operators occurring in the n-product of operators. Note that U( ) is equal to the usual quantum group of affine type when is homogeneous, while for non-homogeneous the quantum group associated to a Lie superalgebra enters in a natural way interpolating two homogenous cases.
The purpose of this paper is to study the crystal base of finite-dimensional modules over U( ) when it is of type A. In this case, we may view U( ) as an affine analogue of the quantum group associated to general linear Lie superalgebra gl M |N [28] , where M and N are the numbers of 0 and 1 in , respectively. We assume that the parameter is a standard one M |N = (0 M , 1 N ) with M, N ≥ 1. As a main result, we construct a family of finite-dimensional irreducible U( )-modules having a crystal base, which we call KR modules (Theorem 5.11). We show that there exists an irreducible U( )-module W (r) s with a crystal base, whose crystal B r,s is realized as the set of (M |N )-hook semistandard tableaux of shape (s r ) for each r, s ≥ 1 such that the rectangular partition (s r ) is an (M |N )-hook partition. This is a natural super-analogue of the KR crystals of type A
n−1 , as the crystal of a polynomial gl M |N -module is parametrized by (M |N )-hook semistandard tableaux [1] .
The key ingredients for the construction of W (r) s and its crystal base are as follows. The first one is the quantum R matrix given in [18] acting on the twofold tensor product of the q-analogue of the supersymmetric space W s with an explicit spectral decomposition. The representation space W (r) s is constructed by the so called fusion construction [14] from W s and the R matrix. The next one is a polynomial representation of the subalgebra U( ) of finite type, whose crystal coincides with that of a polynomial representation of the quantum group U q (gl M |N ) in [1] . It should be pointed out that we can not simply adopt the results in [1] even though we have an isomorphism of algebras between U( ) and U q (gl M |N ) (up to a certain extension), since it does not preserve the comultiplication. For this reason we give a self-contained proof of the existence of the crystal base of polynomial U( )-modules (Theorem 4.13).
The crystal structure of B r,s without 0-arrows is already well-known [1] . So it remains to describe the 0-arrows. For A (1) n−1 case, the description of Kashiwara operator f 0 is given by using the promotion operator based on the cyclic symmetry of the Dynkin diagram. Since we do not have this symmetry in our case, we use instead the switching algorithm [2] to describe f 0 on B r,s . We also examine the combinatorial R matrix, isomorphism of crystals from B r1,s1 ⊗B r2,s2 to B r2,s2 ⊗B r1,s1 , and the energy function, certain function obeying some recursion relation by the application of crystal operators. We give an explicit description of them in terms of insertion scheme of (M |N )-hook semistandard tableaux (Theorem 7.9). Their combinatorial rule does not differ from that for U q (A (1) n−1 ) in [27] . The paper is organized as follows. In Section 2, we briefly review the definition of generalized quantum group of type A and introduce a category O ≥0 of finite-dimensional U( )-modules. In Section 3, we define the notion of crystal base of modules in O ≥0 . In Section 4, we prove the existence of the crystal base of polynomial representations of U( ) and discuss a relation with the results in [1] . In Section 5, we construct a KR module W in Section 6, and study the combinatorial R matrix and the energy function in Section 7.
Throughout the paper, we let q be an indeterminate. We put 
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2. Generalized quantum group of type A 2.1. Generalized quantum group U( ). We fix a positive integer n ≥ 2 throughout the paper. Let = ( 1 , · · · , n ) be a sequence with i ∈ {0, 1} for 1 ≤ i ≤ n. We denote by I a linearly ordered set {1 < 2 < · · · < n} with Z 2 -grading given by I 0 = { i | i = 0 } and
Let P = i∈I Zδ i be a free abelian group generated by δ i with a symmetric bilinear form ( · | · ) given by (δ i |δ j ) = (−1) i δ ij for i, j ∈ I. Let { δ ∨ i | i ∈ I } ⊂ P ∨ := Hom Z (P, Z) be the dual basis such that δ i , δ ∨ j = δ ij for i, j ∈ I. Let I = { 0, . . . , n − 1 } and (2.1)
Here we understand the subscript i modulo n. Note that (α i |α i ) = ±2 if and only if 
otherwise, for i, j ∈ I with 1 ≤ i ≤ j ≤ n.
Definition 2.1. We define U( ) to be the associative Q(q)-algebra with 1 generated by q h , e i , f i for h ∈ P ∨ and i ∈ I satisfying
where
, and the Serre-type relations
(i ∈ I even and |i − j| = 1), (2.8) and (2.9)
e i e i−1 e i e i+1 − e i e i+1 e i e i−1 + e i+1 e i e i−1 e i −e i−1 e i e i+1 e i + (−1) i [2] e i e i−1 e i+1 e i = 0,
Here the subscripts i, j are also understood to be modulo n. We call U( ) the generalized quantum group of affine type A associated to [18, 22] .
Note that
n−1 ) is the usual quantum affine algebra of type A
n−1 with P the set of classical weights of level 0.
Then the relations in (2.5) and (2.6) imply that (2.11)
Example 2.2. If n = 6 and = (000111), then
where denotes an isotropic simple root. There is a Hopf algebra structure on U( ), where the comultiplication ∆, the antipode S, and the couint ε are given by
for h ∈ P ∨ and i ∈ I.
Let η be an anti-automorphism on U( ) defined by
for h ∈ P ∨ and i ∈ I. It satisfies η 2 = id and
be the µ-weight space of V . For a non-zero vector u ∈ V µ , we denote by wt(u) = µ the weight of u. Put wt(V ) = { µ | V µ = 0 }. Let P ≥0 = i∈I Z ≥0 δ i be the set of polynomial weights. Define O ≥0 to be the category of U( )-modules with objects V such that
which are closed under taking submodules, quotients, and tensor products. Note that for i ∈ I and µ = i µ i δ i , we have
In particular, any irreducible V ∈ O ≥0 is finite-dimensional since wt(V ) ⊂ P ≥0 .
Let W be the Q(q)-space given by
where m i ∈ Z ≥0 if i = 0, and m i ∈ {0, 1} if i = 1. For simplicity, we write |m = |m 1 , . . . , m n for m = (m 1 , . . . , m n ) ∈ Z n ≥0 . We put |m| = m 1 + · · · + m n . In particular |0 for 0 = (0, . . . , 0) denotes the vacuum vector. For i ∈ I, put e i = (0, · · · , 1, · · · , 0) where 1 appears only in the i-th component.
For s ∈ Z ≥0 , put
For a parameter x, we denote by W s (x) a U( )-module V , where V = W s as a Q(q)-space and the actions of e i , f i , ω j are given by 20) for i ∈ I, j ∈ I, and |m ∈ W s [18, Proposition 3.2] . It is clear that W s (x) ∈ O ≥0 .
Crystal bases
In this section, we introduce the notion of a crystal base of a U( )-module in O ≥0 , which is based on [1] .
3.1. Crystal base. Suppose that is arbitrary. Let V ∈ O ≥0 be given.
Lemma 3.1. We have the following:
(1) e i and f i are locally nilpotent on V for i ∈ I even , (2) e i V µ = f i V µ = 0 for i ∈ I odd and µ ∈ P ≥0 such that µ, α
(2) We may assume that
Suppose that e i V µ = 0. Then e i u = 0 for some u ∈ V µ , and by (2.19) wt(u) = µ + α i = µ + δ i − δ i+1 ∈ P ≥0 , which is a contradiction. Hence e i u = 0. Similarly, we have f i u = 0.
(3) Let u ∈ V be a non-zero weight vector. It is enough to show that N = U( ) i u is completely reducible. If wt(u), α ∨ i = 0, then we have N = Q(q)u by (2). So we assume that wt(u), α ∨ i = 0 with k i u = ±q a u for some a ∈ Z \ {0}.
Case 1.
Suppose that e i u = 0. Then
Case 2. Suppose that e i u = 0. Since e i f i e i u = (e i f i − f i e i )e i u = ±[a]e i u = 0, we have e i f i e i u = 0 and hence f i e i u = 0.
If
is a sum of two-dimensional irreducible modules.
Let U q (sl 2 ) = e, f, k ±1 be the quantized enveloping algebra of sl 2 . For m ∈ Z ≥0 , let
is an isomorphism, and hence any finite-dimensional U(
Now let us define Kashiwara operators e i and f i on V for i ∈ I. Case 1. Suppose that i ∈ I even and ( i , i+1 ) = (0, 0). We define e i and f i on V to be the usual Kashiwara operators on the upper crystal base of
and e i u k = 0 for k ≥ 0, then we define
Case 2. Suppose that i ∈ I even and ( i , i+1 ) = (1, 1). We define e i and f i on V to be the usual Kashiwara operators on the lower crystal base of
is a crystal base of V if it satisfies the following conditions: For s ≥ 0, let us set
Proof. (1) It suffices to show that (L s , B s ) satisfies Definition 3.2(4), (5) . Let i ∈ I be given. We understand the subscript i in i modulo n. Given l ≥ 0 and 0 ≤ k ≤ l, put |m
Also we have
From the proof of (1), we see that
|e 1 + · · · + e t + (s − t)e t+1 , if 1 = · · · = t = 1 and t+1 = 0 with t < s.
In particular, B s /{±1} is connected. 
Moreover, the Kashiwara operators e i and f i act on B 1 ⊗ B 2 as follows:
It is clear that (L, B) satisfies the conditions (1)-(3) in Definition 3.2. So it suffices to check the conditions (4) and (5) for each i ∈ I, and the tensor product rules (3.9)-(3.12). Case 1. Suppose that i ∈ I even and ( i , i+1 ) = (0, 0). Then the conditions (4) and (5) in Definition 3.2 and (3.9) follow from the usual crystal base theory for U q (sl 2 ) (cf. [11] ). Case 2. Suppose that i ∈ I even and ( i , i+1 ) = (1, 1). By (3.2) and (3.3), we may apply the tensor product rule for V (m) ±1 over U q (sl 2 ) = e, f, k ±1 , where the order of tensor product is given in a reverse way. For m ∈ Z ≥0 and σ ∈ {±1}, let v m be a highest weight vector in
, and the Kashiwara operators e and f with respect to the comultiplication (3.3) act as follows:
This implies the conditions (4) and (5) in Definition 3.2 and (3.10).
with a crystal base (L 0 , B 0 ). For a weight vector u ∈ L 0 , we have u = u 0 + e i u 1 by Lemma 3.1, where
Now, from (3.13) and
we see that the pair (L, B) satisfies the conditions (4) and (5) in Definition 3.2 and (3.11). Case 4. Suppose that i ∈ I odd and ( i , i+1 ) = (1, 0). The proof is similar to Case 3. So we leave it to the reader.
3.3. Polarization. Let V be a U( )-module with a symmetric bilinear form ( , ). We call ( , ) a polarization if
of V is called polarizable if it satisfies the following:
For s ∈ Z ≥0 , we define a symmetric bilinear form on W s by
Proposition 3.6. The bilinear form in (3.15) is a polarization such that (|se 1 , |se 1 ) = 1, and the crystal base (L s , B s ) of W s is polarizable with respect to (3.15).
Proof. Let i ∈ I be given. For m = (m 1 , . . . , m n ) ∈ Z n ≥0 , let m = m − e i + e i+1 where we understand the subscript i modulo n. Then we can check that
is polarizable with respect to (3.15).
Lemma 3.7. Let V 1 , V 2 be U( )-modules with polarizations ( , ) 1 and ( , ) 2 , respectively. Then V 1 ⊗ V 2 has a polarization given by
Proof. It follows from (2.17).
Proposition 3.8. We have the following.
has a polarizable crystal base, then V is completely reducible.
Proof. The proofs of (1) and (2) 4. Polynomial representations of finite type A 4.1. Polynomial representations. Let I = I \ {0} and let U( ) be the subalgebra of U( ) generated by q h , e i , f i for h ∈ P ∨ and i ∈ I. Put I even = I ∩ I even and I odd = I ∩ I odd .
We define O ≥0 to be the category of U( )-modules V satisfying (2.18). We call V ∈ O ≥0 a polynomial representation of U( ). The category O ≥0 is closed under taking submodules, quotients, and tensor products. We define a crystal base of V ∈ O ≥0 in the same way as in Definition 3.2.
Let 
where U q (gl n ) is the quantized enveloping algebra of the general linear Lie algebra gl n . One may think of the usual crystal base of a U(1 · · · 1)-module V with respect to v = −q −1 and hence a crystal at v = 0, while the crystal base of V in Definition 3.2 is the one at q = 0. In this case, it is not difficult to see that each irreducible in O ≥0 has a crystal base in the sense of Definition 3.2, whose crystal is isomorphic to that of usual crystal with the same highest weight.
4.2.
Quantum superalgebra U q (gl M |N ). We define U( )[ϑ] to be the associative Q(q)-algebra with 1 generated by q h , e i , f i , ϑ j for h ∈ P ∨ , i ∈ I and j ∈ I 1 subject to the relations (2.4)-(2.9) together with
We assume that ∆(ϑ j ) = ϑ j ⊗ ϑ j , S(ϑ j ) = ϑ j , and (ϑ j ) = 1 for j ∈ I 1 . Let Θ be the subalgebra of U( )[ϑ] generated by ϑ j for j ∈ I 1 . It is clear that
where the isomorphism is given by multiplication.
Proof. It can be proved by standard arguments using Bergman's diamond lemma [4,
for j ∈ I 1 and u ∈ V µ with µ = i µ i δ i .
Proof. We can check that the linear operators defined by (4.3) satisfy the relations (4.2) where q h , e i and f i are understood as operators acting on V . Hence we have a well-defined
given by (4.3).
Let U ( M |N ) be an associative Q(q)-algebra with 1 generated by q h , E i , F i for h ∈ P ∨ and i ∈ I satisfying
Here the subscripts i, j are also understood to be modulo n.
We also define U ( M |N )[ϑ] to be the associative Q(q)-algebra with 1 generated by q h , E i , F i , ϑ j for h ∈ P ∨ , i ∈ I and j ∈ I 1 subject to the relations (4.4)-(4.9) and (4.2) where e i and f i are replaced with E i and F i .
Proposition 4.5. For M, N ∈ Z ≥0 with M + N = n, there exists an isomorphism of
. For example, as to (4.6), we have
We leave the verification of the other relations to the reader. So τ is a well-defined surjective Q(q)-algebra homomorphism. Conversely, there is a Q(q)-
[ϑ] similar to τ , which is defined by replacing E i and F i with e i and f i for i ∈ I, respectively in (4.10). Then τ and τ are inverses of each other. Hence τ is an isomorphism.
The operator
The isomorphism τ when restricted to the subalgebra generated by
and θ j for i ∈ I and M ≤ j ≤ n is equal to the one in [18, Section 3.3] . Remark 4.6. For arbitrary , a quantum superalgebra of type A is defined in [28] . Similar to Proposition 4.5, this algebra was shown to be isomorphic to U( ) by adding generators of order 4 in [22] .
which is the subalgebra of U ( M |N )[ϑ] generated by U ( M |N ) and χ. It is isomorphic to the quantum superalgebra associated to the general linear Lie superalgebra gl M |N introduced in [28] (see also [1] 
τ be the pullback of V via τ , which is the same as V as a space, whose elements are denoted by u τ for u ∈ V , and the action of U q (gl M |N ) is given by
Proof. Property (1) follows from Proposition 4.4 and (4.11). Properties (2) and (4) are clear. Properties (3) and (5) follow from Lemma 3.1.
Remark 4.8. There is a Hopf algebra structure on U q (gl M |N ), where the comultiplication ∆ ± is given by
for h ∈ P and i ∈ I. On the other hand, the comultiplication ∆ τ =: (τ
for h ∈ P and i ∈ I.
In the next subsection, we discuss the crystal bases of U( M |N )-modules V in O ≥0 . By Proposition 4.7, one may take a crystal base of V as the one of U q (gl M |N )-module V τ given in [1] . But the construction of crystal bases in [1] and their tensor products are given with respect to the comultiplication ∆ − (4.13), and we have ∆ τ = ∆ − from (4.13) and (4.14).
So we give instead a self-contained exposition on the crystal bases of U( M |N )-modules V in O ≥0 , though the proofs are essentially the same as those in [1] .
4.3.
Crystal bases of irreducible polynomial representations. Let U( ) + be the subalgebra of U( ) generated by q h and e i for h ∈ P ∨ and i ∈ I. For λ = λ i δ i ∈ P ≥0 , let 1 λ = Q(q)v λ be the one-dimensional U( ) + -module such that e i v λ = 0 and ω j v λ = q λj j v λ for i ∈ I and j ∈ I. We define V (λ) to be the irreducible quotient of U( ) ⊗ U ( ) + 1 λ . By (2.19), we see that V (λ) = µ V (λ) µ , where the sum is over µ = λ − i∈I c i α i with c i ∈ Z ≥0 and dimV (λ) µ < ∞.
Let P be the set of partitions. For M, N ∈ Z ≥0 with M + N = n, let P M |N be the set
For λ ∈ P M |N , we define
where (µ 1 , . . . , µ N ) is the conjugate of the partition (λ M +1 , λ M +2 , . . .). Since the map λ → Λ λ is injective, we identify P M |N with its image in P ≥0 if there is no confusion.
Proof. Since V is finite-dimensional, there exists a highest weight vector v with weight λ ∈ P ≥0 . Let us consider V τ (see Section 4.2). By Proposition 4.5, we see that the set of weights in V τ is equal to that of V . Suppose that V τ is not irreducible. Then there exists a vector w with weight µ ∈ λ − i∈I Z ≥0 α i such that µ = λ and E i w = 0 for i ∈ I. This implies that w also generates a proper U( M |N )-submodule of V , which is a contradiction. So V τ is an irreducible U q (gl M |N )-module with highest weight λ. By [1, Propositions 3.4 and 4.5], it follows that λ ∈ P M |N . Hence V ∼ = V (λ).
Suppose that is arbitrary. Let B/{±1} be the crystal of the natural representation V of U( ). For simplicity, we identify B/{±1} with I as a set, and B ⊗m /{±1} with a word of length m with letters in I for m ≥ 1. The crystal B/{±1} is given by
Thanks to Proposition 3.4, the crystal structure on B ⊗m /{±1} coincides with the one in [1] . For the reader's convenience, let us briefly describe f i (i ∈ I) on B ⊗m /{±1}. Let
⊗m /{±1} be given, where b t ∈ I for 1 ≤ t ≤ m. Case 1. Suppose that i ∈ I even with ( i , i+1 ) = (0, 0). For 1 ≤ t ≤ m, we put a t = +, −, and · if b t = i, i + 1, and otherwise, respectively. In the sequence a = (a 1 , · · · , a m ), we replace a pair (a t , a t ) = (+, −), where t < t and a t = · for t < t < t , with ( · , · ), and repeat this process as far as possible until we get a sequence with no − placed to the right of +. We denote this sequence by a. If t corresponds to the leftmost + in a, then f i b is given by replacing b t = i with i + 1. If there is no + in a, then f i b = 0. For a skew Young diagram λ/µ, a tableau T obtained by filling λ/µ with entries in I is called semistandard if (1) the entries in each row (resp. column) are weakly increasing from left to right (resp. from top to bottom), (2) the entries in I 0 (resp. I 1 ) are strictly increasing in each column (resp. row). We say that the shape of T is λ/µ. We denote by SST (λ/µ) the set of all semistandard tableaux of shape λ/µ. Remark 4.12. We recall that unlike the crystal graph of an integrable highest weight representation of U q (gl n ), there might exist T ∈ SST (λ) such that wt(T ) = λ but e i T = 0 for all i ∈ I, which is called a fake highest weight vector [1] . Due to the existence of fake highest weight vectors, the proof of the connectedness of SST (λ) becomes much different and non-trivial compared to the case of U q (gl n ). We call the unique highest weight element H λ ∈ SST (λ) a genuine highest weight vector. Similarly, there exists a fake lowest weight vector, and we denote by L λ the genuine lowest weight vector, which is the unique lowest weight vector in SST (λ). Proof. Let λ be a maximal weight in wt(V ) with dim V λ = . We have a Q(q)-basis of
By the same arguments as in 
for some i 1 , . . . , i r ∈ I with x = e, f for each i k , which is a contradiction. Hence
is a crystal base of V 1 . The proof completes by using induction on dimV . (1) For λ ∈ P M |N , V (λ) is a direct summand of V ⊗m , where m = i≥1 λ i , and V (λ) has a polarizable crystal base.
is equal to the Littlewood-Richardson coefficient associated to λ, µ, and ν.
Proof.
(1) By [1, Theorem 4.13], we have
as an I-colored oriented graph, where m λ is the number of standard tableaux of shape λ with letters in { 1, . . . , m }. By Corollary 4.1 and Theorem 4.14, V (λ) is a submodule of V ⊗m for λ ∈ P M |N with m = i≥1 λ i . Moreover, by Proposition 3.8 and Theorem 4.14, V (λ) has a polarizable crystal base with a polarization induced from the one on V ⊗m .
(2) It follows from (1) and Proposition 3.8 that V (µ) ⊗ V (ν) is completely reducible for µ, ν ∈ P M |N . For λ ∈ P M |N , the multiplicity of V (λ) in V (µ)⊗V (ν) is equal to the number of connected components in SST (µ) ⊗ SST (ν) isomorphic to SST (λ), which is shown to be equal to the usual Littlewood-Richardson coefficient corresponding to λ, µ, ν [15, Theorem 4.18].
Quantum R matrix and Kirillov-Reshetikhin modules
From now on, we assume that = M |N for some M, N ≥ 0 with M + N = n. Put U = U( M |N ) and U = U( M |N ). 5.1. Quantum R matrix. Let l, m ∈ Z ≥0 be given such that (l), (m) ∈ P M |N , that is, l, m ≤ n when M = 0. For generic x, y ∈ Q(q), W l (x) ⊗ W m (y) is an irreducible U-module. The case when M ∈ {0, n} is well-known [13] , and the case for 1 ≤ M ≤ n − 1 is proved in [18] .
Consider a non-zero linear map R ∈ End Q(q) (W l (x) ⊗ W m (y)) such that
for g ∈ U, where ∆ op is the opposite coproduct of ∆ in (2.13), that is, ∆ op (g) = P • ∆(g) • P
and P (a ⊗ b) = b ⊗ a. Such a map is unique up to scalar multiplication if exists since W l (x) ⊗ W m (y) is irreducible. We call R the quantum R matrix, and denote it by R(z) since R depends only on z = x/y. The existence of the quantum R matrix is proved in [18, Theorem 4.1] by reducing a solution of the tetrahedron equation to the Yang-Baxter equation.
Theorem 5.1 ([18]
). For l, m ∈ Z ≥0 with (l), (m) ∈ P M |N , there exists a non-zero linear map R ∈ End Q(q) (W l (x) ⊗ W m (y)) satisfying (5.1) and the Yang-Baxter equation
) with u = x 1 /x 2 and v = x 2 /x 3 for (s 1 ), (s 2 ), (s 3 ) ∈ P M |N and generic x 1 , x 2 , x 3 . Here R ij (z) denotes the map which acts as R(z) on the i-th and the j-th component and the identity elsewhere.
Note that W l (x) ∼ = V ((l)) as a U-module in O ≥0 , and
as an I-colored oriented graph, where ±|m for m = (m 1 , . . . , m n ) corresponds to a unique tableau T in SST ((l)) with m i the number of occurrences of i in T for i ∈ I. Put
By Corollary 4.15, W l (x) ⊗ W m (y) is completely reducible as a U-module, and it has the following multiplicity-free decomposition (see [15, (6.15) 
t)).
For each t ∈ H(l, m), let ξ l,m t be the U-highest weight vector of V ((l + m − t, t)) given in [18, (6.5), (6.10), (6.14)]. More precisely, we have to apply P to ξ l,m t in [18] since our comultiplication is opposite to the one in [18] .
We define a U-linear map P l,m t
for t ∈ H(l, m). Then the U-linear map P R(z) has the spectral decomposition
for some ρ t (z) ∈ Q(q). An explicit form of P R(z) is given as follows [18, (6.10), (6.13), (6.16)];
where we assume that ρ min{l,m} (z) = 1 in (5.6) and ρ 0 (z) = 1 in (5.7) and (5.8). We remark that ρ t (z) above is equal to ρ t (z −1 ) in [18] by our convention of comultiplication.
Fusion construction of KR modules.
Let us apply fusion construction following [14] . We assume that 1 ≤ M ≤ n − 1 since the results when M ∈ {0, n} are well-known [14] . Fix s ≥ 1 and put V x = W s (x) for x ∈ Q(q). For R(z) ∈ End Q(q) (V x ⊗ V y ) in (5.7) and (5.8), we take a normailzation
Since (s 2 ) ∈ P M |N if and only if M = 1 and s > n − 1, we have
For r ≥ 2, let S r denote the group of permutations on r letters generated by s i = (i i + 1) for 1 ≤ i ≤ r − 1. By Theorem 5.1, we have U-linear mapš
for w ∈ S r and generic x 1 , . . . , x r satisfying the following:
for w, w ∈ S r with (ww ) = (w) + (w ), where (w) denotes the length of w. Let w 0 denote the longest element in S r . By (5.10),Ř w0 (x 1 , . . . , x r ) does not have a pole at q −2k for k ∈ Z ≥0 as a function in x 1 , . . . , x r . Hence we have a U-linear map
We define a U-module
which we call a Kirillov-Reshetikhin module corresponding to (r, s). Proof. The proof is similar to the case when M = 0 in [14, Section 3]. But we give a self-contained proof for the reader's convenience. We have V x ∼ = V 1 ∼ = V ((s)) as a U-module for x ∈ Q(q) with a crystal base (L((s)), B((s))). By Corollary 4.15 (2) and [15, (6.15 )], we have as a U-module
where the sum is over λ ∈ P M |N such that i≥1 λ i = rs and λ i ≥ s for some i and m λ ∈ Z ≥0 . Here we have m (s r ) ≤ 1, and m (s r ) = 1 if and only if (s r ) ∈ P M |N .
For each 1 ≤ i ≤ r − 1, we havě
which implies that as a U-module
By ( (s)) ⊗r and B is a subset of B((s)) ⊗r .
Let
⊗2 /{±1} with respect to e i and f i for i ∈ I, is isomorphic to B((s 2 ))/{±1} ∼ = SST ((s 2 )) as an I-colored oriented graph. This is equivalent to saying that b i ⊗ b i+1 corresponds to a tableau in SST ((s 2 )), whose first and second row correspond to b i and b i+1 , respectively. Hence
Conversely, suppose that (s r ) ∈ P M |N . By Proof. By Proposition 3.6, the polarization on W s = V 1 in (3.15) yields a pairing on V x ⊗ V x −1 for x ∈ Q(q) satisfying the condition (3.14). Hence we have a pairing on (
) for x 1 , . . . , x r ∈ Q(q) given by
, which also satisfies (3.14) . By putting (x 1 , x 2 
We define U K Z to be the K Z -subalgebra of U generated by e .14).
Case 1. Suppose that r ≤ M , and u 0 = u + . Note that u 0 is a highest weight vector with respect to the subalgebra of U generated by e i , f i , and q δ ∨ j for i = 1, . . . , r − 1 and j = 1, . . . , r, which is isomorphic to U q (gl r ). We may take u + as the highest weight vector in the lower global crystal basis of the polynomial representation of U q (gl r ) with highest weight s(δ 1 + · · · + δ r ) constructed in [5, Theorem 29] . So u + lies in the tensor product of q-deformed symmetric powers of the natural representation of U q (gl r ). Moreover, we have
Suppose that c(q)u 0 ∈ U K Z u 0 ∩ Q(q)u 0 . We may assume that c(q) = c 1 (q)/c 2 (q) where c 1 (q), c 2 (q) ∈ Z[q] and they are relatively prime. Let c 0 (q) = c se1,...,ser (q). Then we have c(q) ∈ K Z since c 0 (q)c(q) ∈ K Z and c 0 (0) = 1. Case 2. Suppose that r > M , and u 0 = u − . In this case, u 0 is a lowest weight vector with respect to the subalgebra of U generated by e i , f i , and q δj for i = n − s + 1, . . . , n − 1 and j = n − s + 1, . . . , n, which is isomorphic to U q (gl s ) ( q = −q −1 ). We may take u 0 as the lowest weight vector in the upper global crystal basis or dual canonical basis of the polynomial representation of U q (gl s ) with lowest weight r(δ n−s+1 + · · · + δ n ) constructed in [5, Theorem 26] . So u − lies in the tensor product of q-deformed exterior powers of the natural representation of U q (gl s ), and
0, otherwise.
Now by the same argument as in Case 1, we have
Lemma 5.6. The polarization ( , ) r is positive definite.
Proof. It follows from the proof of Proposition 5.4 and Theorem 4.14 that (L((s
is a crystal base of W = V ((s r )) as a U-module, and it is polarizable with respect to ( , ) r .
Hence ( , ) r is positive definite by [14, Lemma 2.2.2].
Lemma 5.7. Let u, u ∈ W such that wt(u) = wt(u ) = λ and e i u = e i u = 0 for some λ ∈ P and i ∈ I even . For a ≥ 0, we have
Proof. We have for a ≥ 0
(0, 0), and the case when ( i , i+1 ) = (1, 1) is obtained by applying ξ in (3.2) to it. For a ≥ 0, we have
Lemma 5.8. For u ∈ W and i ∈ I, we have
Proof. Suppose that u ∈ W λ for some λ ∈ P . We prove only ( f i u, f i u) r ≤ (1 + q)(u, u) r since the proof of ( e i u, e i u) r ≤ (1 + q)(u, u) r is similar.
Then we may apply [14, Proposition 2.
By Lemma 5.7, we have
and apply the same argument as in Case 1. Case 3. i ∈ I odd and ( i , i+1 ) = (1, 0). Let u = u 0 + f i u 1 , where e i u k = 0 for k = 0, 1. We may assume that λ, α
Case 4. i ∈ I odd and ( i , i+1 ) = (0, 1). Let u = u 0 +e i u 1 , where f i u k = 0 for k = 0, 1. We may assume that λ, α
where ( , ) 0 denotes the bilinear form on L r,s /qL r,s induced from ( , ) r . We assume that
(mod qL((s r ))).
Lemma 5.9. L r,s is a crystal lattice of W , and L r,s = L((s r )).
Proof. It follows immediately from Lemma 5.8 that L r,s is a crystal lattice of W . Also, we have shown in the proof of Lemma 5.
Proof. Case 1. i ∈ I even . We may assume that u = f Proof. Let b ∈ B r,s such that e i b = 0 for some 
Combinatorial description of Kirillov-Reshetikhin crystals
We assume that U = U( M |N ) and U = U( M |N ) with M + N = n and 1 ≤ M ≤ n − 1.
j+M for i ∈ I and j ∈ I. Here the subscripts i, j are understood to be modulo n.
Put
be the subalgebra of U generated by q h , e i , f i for h ∈ P ∨ and i ∈ I σ . The results in Sections 4.2 and 4.3 also hold in case of U σ . Let us briefly summarize them without proof since they can be proved in almost the same way as in case of U( M |N ). Let O σ ≥0 be the category of U σ -modules satisfying (2.18). For λ ∈ P M |N , let
, and let V σ (λ) be the irreducible highest weight U σ -module with highest weight Λ
Let V σ be the natural representation of U σ , which is equal to
Let I σ = I as a Z 2 -graded set with a linear ordering M + 1 < · · · < n < 1 < · · · < M . For a skew Young diagram λ/µ, let SST σ (λ/µ) be the set of semistandard tableaux of shape λ/µ with letters in I σ .
For λ ∈ P M |N , there exists a connected I σ -colored oriented graph structure on SST σ (λ) with a unique highest weight element, which is a subgraph of (
as in (4.17) replacing I with I σ , and the crystal B σ (λ)/{±1} is isomorphic to SST σ (λ).
The character of SST (λ) is the hook Schur polynomial hs λ (x 1 , . . . , x M , y 1 , . . . , y N ) corresponding to λ [3] , and it is also equal to the character of SST σ (λ) for λ ∈ P M |N (cf. [2] ). This implies that the multiplicity of Let T be a semistandard tableau of shape λ with letters in I ε (ε = 0, 1). We denote by T the unique tableau of shape λ π which is Knuth equivalent to T . When T is of shape λ π , we denote by T the unique tableau of shape λ which is Knuth equivalent to T (cf. [7] ). For λ ∈ P M |N and T ∈ SST (λ), let T ε denote the subtableau of T with letters in I ε (ε = 0, 1). We may regard T as the tableau obtained by putting together T 0 of shape µ and T 1 of shape λ/µ for some µ, and write T = T 0 * T 1 . For S ∈ SST σ (λ), we also denote by S ε the subtableau of S with letters in I σ ε (ε = 0, 1), and write S = S 1 * S 0 .
Lemma 6.2. For r, s ≥ 1 with (s r ) ∈ P M |N , there exists a bijection
Proof. It is clear that σ is well-defined. Let T ∈ SST ((s r )) be given. Since (T 0 ) = T 0 and (T 1 ) = T 1 , the map sending S ∈ SST σ (λ) to S 0 * S 1 ∈ SST ((s r )) is the inverse of σ. Hence σ is a bijection. 
Proof. By Corollary 6.1 and Theorem 4.14, there exists an isomorphism of I σ -colored oriented graphs
We first claim that ψ = σ. Let T ∈ SST ((s r )) be given and put S = ψ(T ). Assume that T = T 0 * T 1 where T 0 is of shape µ and T 1 is of shape (s r )/µ for some µ ∈ P, and
where ψ(T ) 0 is of shape ν π and ψ(T ) 1 is of shape ν for some ν ∈ P.
Since ψ • e i = e .
We also include two crystal graphs in Figures 1 and 2 . 2 ) ∈ P M |N be given. We set r = min(r 1 , r 2 ) and (a) + = max(a, 0) for a ∈ Z. For a partition ν ⊂ Let T 1 ⊗ T 2 ∈ B r1,s1 ⊗ B r2,s2 be given. Let col(T 2 ) denote the word w 1 · · · w l given by reading the letters in T 2 column by column from right to left and top to bottom in each column. We let col(T 2 ) → T 1 be the tableau obtained by applying column insertion of col(T 2 ) to T 1 (starting from w 1 ) (cf. [7, 15] ). Recall that col(T 2 ) → T 1 is a semistandard tableau whose I-component is isomorphic to that of T 1 ⊗ T 2 [1] . Here an I-component in a crystal means a connected component under e i , f i for i ∈ I. We also say that T 1 ⊗ T 2 is a genuine highest weight vector if col(T 2 ) → T 1 is so. Now, let us parametrize genuine highest weight vectors in B r1,s1 ⊗ B r2,s2 . By Corollary 4.15 and Proposition 5.2, the crystal B r1,s1 ⊗ B r2,s2 has a multiplicity-free decomposition into I-components parametrized by certain partitions in P M |N . Such a partition, which we denote by λ, is constructed from a partition λ with (λ) ≤ r by placing λ right to (s Suppose that T 1 ⊗T 2 is a genuine highest weight vector with highest weight λ as described in Proposition 7.1. We also keep the other notations in Proposition 7.1. Let µ be the partition given by adding s 2 − s 1 columns of height (r − M ) + to the left of µ if s 1 ≤ s 2 , and removing leftmost s 1 − s 2 columns from µ if s 1 ≥ s 2 . We assume that µ is empty unless r 1 , r 2 > M . Let λ be the partition given by placing µ below ν. Note that λ is also obtained from λ by adding s 2 − s 1 (resp. removing s 1 − s 2 ) columns of height r if s 1 ≤ s 2 (resp. s 1 ≥ s 2 ), and λ is equal to the one given by placing λ to the right of (s Proof. It follows directly from the description of T 2 in Proposition 7.1 and column insertion.
Let ζ be the partition given by removing a node from the rightmost column of λ. Suppose that ζ ∈ P M |N . We first show that the I-component in B r1,s1 ⊗ B r2,s2 with highest weight λ is connected to that of ζ when max(r 1 , r 2 ) > M or r 1 + r 2 ≤ M in the following two lemmas. First suppose that either r 1 > M or r 2 > M . Let i 1 , i 2 , . . . , i s (s = N + ν ν1 + λ 1 − s 1 − 1) be the sequence given by
. . e i2 e i1 (T 1 ⊗ T 2 ). Let us say that T 1 ⊗ T 2 belongs to case (E) if and only if r 1 , r 2 > M and ν is of rectangular shape with ν M = µ 1 .
Lemma 7.3. Under the above hypothesis, we have the following.
(1) If it is not case (E), then T 1 ⊗ T 2 is a genuine highest weight vector with weight ζ.
(2) If it is case (E), then T 1 ⊗ T 2 is almost the same as a genuine highest weight vector with weight ζ except that the letter at the rightmost node in the M -th row of
In either case, the application of e j for j = i 1 , i 2 , . . . , i s always takes place on the second component, that is, T 1 = T 1 and T 2 = e is . . . e i2 e i1 T 2 .
Proof. Suppose that r 1 , r 2 > M . Let x be the node in (s 2 ) corresponding to the rightmost corner of λ and let y be the node in (s Case 1. Suppose that T 1 ⊗ T 2 does not belong to case (E). Then x = y, and the letters at x and y in T • 2 are s 1 + 1 by Lemma 7.2. Since y is located strictly to the southwest of x, the letter at z is strictly smaller than s 1 + 1.
Let us consider T 1 ⊗ T 2 = e is . . . e i2 e i1 (T 1 ⊗ T 2 ). By using the description of T 1 and T 2 in Proposition 7.1(1) and Theorem 6.5, we see that e j for j = i 1 , i 2 , . . . , i s acts only on the second component in the tensor product, that is, T 1 = T 1 and T 2 = e is . . . e i2 e i1 T 2 . Furthermore, we observe that T 2 is equal to T 2 except that the letters starting at x are given by M + 1, M + 2, · · · horizontally. By Lemma 7.2 and applying column insertion of T 2 into T 1 , it is not difficult to see that (T 2 )
• , which is defined in the same way as T
• 2 with respect to T 2 , is equal to T
• 2 except that the letters starting at x are given by · · · , s 1 + 2, s 1 + 1, u horizontally, where u = s 1 − λ 1 + 1. This implies that col(T 2 ) → T 1 is equal to H ζ , the genuine highest weight vector with weight ζ.
Case 2. Suppose that T 1 ⊗ T 2 belongs to case (E). In this case, we have x = y, where in T • 2 the letter at x is s 1 + 1, and the letters below and to the right of x are no more than s 1 .
Let x be the node in (s
2 ) corresponding to the rightmost corner of ν. As in Case 1, we have T 1 = T 1 and T 2 = e is . . . e i2 e i1 T 2 , where T 2 is equal to T 2 except that the letters starting at x are given by M + 1, M + 2, · · · horizontally. Moreover, (T 2 )
• is equal to T
• 2 except that the letters starting at x are given by · · · , s 1 + 2, s 1 + 1, u horizontally. But then col(T 2 ) → T 1 is equal to a tableau obtained from H ζ by replacing the letter at x the rightmost node in the M -th row with M + s 2 + µ 1 . The proof for the case when either r 1 > M, r 2 ≤ M or r 1 ≤ M, r 2 > M are similar, and we leave it to the reader.
Next, suppose that r 1 + r 2 ≤ M . In particular we have r < M . Let j 1 , j 2 , . . . , j t (t = M + N + 2λ λ1 − r 1 − r 2 − 1) be the sequence given by
. . e j2 e j1 (T 1 ⊗ T 2 ). Then we can check the following in a straightforward manner.
Lemma 7.4. Under the above hypothesis, T 1 ⊗ T 2 is a genuine highest weight vector with weight ζ. The application of e j for j = j 1 , j 2 , . . . , j t always takes place on the second component, that is, T 1 = T 1 and T 2 = e jt . . . e j2 e j1 T 2 .
Example 7.5. (2) Let T 1 ⊗ T 2 be as in (1) . In this case, we have ν = (1, 1), µ = (1), and λ = (1, 1, 1). It belongs to case (E). Then . Now we can prove the following.
Theorem 7.6. The crystal B r1,s1 ⊗ B r2,s2 is connected.
Proof. Case 1. Suppose that r 1 > M or r 2 > M . Let λ min be as in Proposition 7.1 such that λ min ∈ P M |N and the number of nodes is minimal. In this case, we have λ min = (((s 1 − s 2 ) + ) r ).
Let T 1 ⊗ T 2 ∈ B r1,s1 ⊗ B r2,s2 be a genuine highest weight vector with weight λ with λ = λ min . Let ζ be the partition given by removing a node from the rightmost column of λ. Then we have ζ ∈ P M |N . By Lemma 7.3, T 1 ⊗ T 2 is connected to the genuine highest weight vector with weight ζ in B r1,s1 ⊗ B r2,s2 . We may repeat this step to see that T 1 ⊗ T 2 is connected to the genuine highest weight vector with weight λ min . Hence B r1,s1 ⊗ B r2,s2
is connected. Case 2. Suppose that r 1 , r 2 ≤ M and s 1 , s 2 ≤ N with r 1 + r 2 > M . The proof is the same as that of Case 1.
Case 3. Suppose that r 1 , r 2 ≤ M and s 1 , s 2 ≤ N with r 1 + r 2 ≤ M . We apply the same argument as in Case 1 now using Lemma 7.4 instead of Lemma 7.3. Then we conclude that B r1,s1 ⊗ B r2,s2 is connected. where in case LL, when e 0 is applied to T 1 ⊗ T 2 and to R(T 1 ⊗ T 2 ) =T 2 ⊗T 1 , it acts on the left factor both times, in case RR e 0 acts on the right factor both times, etc. The existence of the combinatorial R matrix and the energy function in our case can be shown in a similar way to [13 by fusion construction.
Lemma 7.7. Let T 1 ⊗ T 2 be a guenuine highest weight vector with weight λ for λ as in Proposition 7.1. Suppose that T 1 ⊗ T 2 is sent to T 2 ⊗ T 1 by the combinatorial R matrix.
Then T 2 ⊗ T 1 is the genuine highest weight vector with weight λ .
Proof. It follows from the fact λ = λ. Moreover, the energy function H(T 1 ⊗ T 2 ) is given, up to additive constant, by the number of nodes in the shape of col(T 2 ) → T 1 that are strictly to the right of the max(s 1 , s 2 )-th column.
Proof. If T 1 ⊗ T 2 is a genuine highest weight vector, then the statement is true by Lemma 7.7. Since the insertion algorithm commutes with the action of crystal operators e i , f i for i ∈ I [15] and each crystal graph B( λ) are connected by e i , f i for i ∈ I, the former statement follows. Note that the statement on H immediately follows from Lemmas 7.3 and 7.4, (7.3) and the arguments in the proof of Theorem 7.6. Remark 7.10. The description of combinatorial R matrix can be also described in terms of row insertion in a similar way. holds on B r1,s1 ⊗ B r2,s2 ⊗ B r3,s3 .
Proof. As we explained in Section 7.2 the combinatorial R matrix for B ri,si ⊗B rj ,sj ((i, j) = (1, 2), (1, 3), (2, 3) ) is the q → 0 limit of the quantum R matrix for W
sj . Hence the Yang-Baxter equation for the quantum R matrix gives rise to that for the combinatorial R matrix.
Remark 7.12. Special cases of the combinatorial R matrix or the energy function such as the r 1 = r 2 = 1 case or the s 1 = s 2 = 1 case are already appeared in literature. In [20] the energy function was reinterpreted combinatorially through the so called Howe duality. In [17] a combinatorial rule as in [23] was given for the combinatorial R matrix and the energy function by taking the q → 0 limit of the quantum R matrix associated to U( ).
