Abstract-Artificial Bee Colony (ABC) algorithm is one of the most recent swarm intelligence algorithms which used for problem optimization. This paper presents a Hybrid Artificial Bee Colony algorithm (HABC), in which the crossover operator of Genetic Algorithm is introduced, to improve the canonical ABC in solving complex optimization problems. The variation of the algorithm is presented and seven benchmark functions are used to check its validity. The simulation results showed that the proposed HABC outperforms the canonical ABC and Particle Swarm Optimization algorithms on most functions, especially on the multimodal functions.
INTRODUCTION
Population-based optimization algorithms are a kind of optimization technique which is used to find near-optimal solutions to the complex numerical and engineering optimization problems. In population-based optimization algorithms, the population is consisting of an amount of individuals and each individual presents a solution of the problem to be solving. In each iteration, the population is modified by applying some operators on the solutions depending on their fitness information. Hence, the population moves towards better solution areas of the search space.
Two important branches of population-based optimization algorithms are Swarm Intelligence (SI) algorithms and Evolutionary Algorithms (EA). SI is an innovative artificial intelligence technique inspired by intelligent behaviors of insect or animal groups in nature, such as flocks of birds, colonies of ants, schools of fish, swarms of bees, and so on. In recent years, many SI algorithms have been proposed, such as Ant Colony Optimization (ACO) [1] , Particle Swarm Optimization (PSO) [2] , Artificial Fish Swarm Algorithm (AFSA) [3] and Bacterial Foraging Optimization (BFO) [4] . Artificial Bee Colony (ABC) algorithm is a novel swarm intelligent algorithm inspired by the foraging behaviors of honeybees. It was first introduced by Karaboga in 2005 [5] . Since the ABC is simple in concept, easy to implement, and has fewer control parameters, it has attracted the attention of researchers and been widely used in solving many numerical [6] [7] and practical engineering optimization problems [8] [9] . However, the speed and precision of convergence of ABC decrease as the dimension of the problem increases [6] . This is mainly because in the ABC algorithm, bees exchange information on one dimension with a random neighbor in each food source searching process. In this work, a Hybrid Artificial Bee Colony (HABC) algorithm is presented, in which the crossover operator of GA is introduced to improve the canonical algorithm in dealing with high-dimension problems.
The rest of the paper is organized as follows. In Section II, we will introduce the canonical ABC algorithm. Section III will discuss how crossover operator is used in ABC and our HABC algorithm will be presented. Section IV tests the ABC, HABC and PSO algorithms on several benchmark functions. The results are presented and discussed. Finally, conclusions are given in Section V.
II. THE CANONICAL ARTICLE BEE COLONY ALGORITHM
Artificial Bee Colony algorithm is a recently proposed optimization algorithm that simulates the foraging behaviors of a bee colony. It was first proposed by Karaboga [5] and then further developed by Karaboga and Basturk et al. [6] [7] [10] . In ABC algorithm, the search space represents an environment and each point in the search space corresponds to a food source (solution) that the artificial bees can exploit. The nectar amount of a food source represents the fitness of the solution. There are three kinds of bees in a bee colony: employed bees, onlooker bees and scout bees. Employed bees exploit the specific food sources they have explored before and give the quality information about the food sources to the bees waiting outside the hive (onlooker bees). Onlooker bees receive information about the food sources and choose a food source to exploit depending on the quality information. The more nectar the food source contains, the larger probability the onlooker bees choose it. The Employed bee whose food source has been abandoned by it becomes a scout bee. Scout bees search the whole environment randomly. In ABC algorithm, half of the colony comprises employed bees and the other half includes the onlooker bees. Each food source is exploited by only one employed bee. That is, the number of the employed bees or the onlooker bees is equal to the number of food sources [6] . The Pseudo code for the canonical ABC algorithm is listed in Table 1 . 
END WHILE
In initialization phase, the algorithm generates a group of food sources correspond to the solutions in the search space. The food sources are produced randomly within the range of the boundaries of the variables.
Where i=1, 2, ..., SN, j=1, 2 , ..., D. SN is the number of food sources and equals half of the colony size. D is the dimension of the problem, representing the number of parameters to be optimized. In the employed bees' phase, each employed bee is sent to the food source in its memory and finds a neighboring food source. The neighboring food source is produced according to Eq. (2) as followed.
Where k represents a randomly selected food source different from i, j is a randomly selected dimension. φ is a uniformly distributed real random number in range [-1,1]. The new food source v is determined by changing one dimension of x. If the value in one dimension produced by this operation exceeds its predetermined boundaries, it will be set to its boundaries.
The new food source is then evaluated. A greedy selection is applied on the new and original food sources. The better one will be kept in the memory. The trials counter for this food will be reset to 0 if the food source is improved, otherwise, its value will be incremented by 1.
In the onlooker bees' phase, the onlookers receive the information about the food sources shared by employed bees and choose a food source to exploit depending on a probability related to its nectar amount (fitness values of the solution). That is to say, there may be more than one onlooker bees choosing a same food source if the source has a higher fitness. The probability is calculated according to Eq. (3) as followed. After food sources have been chosen, each onlooker bee finds a new food source in the neighborhood following Eq. (2), just like the employed bees. A greedy selection is applied on the new and original food sources, too.
In the scout bees' phase, if a food source hasn't been improved for a predetermined cycle, which is a control parameter, know as the "limit", the food source will be abandoned and a new food source will be produced randomly in the search space by Eq. (1), as in the case of initialization phase.
The Employed, onlooker and scout bees' phase will recycle until the termination conditions are met. The termination criterion may be the max cycle number (MCN), or max evaluation number, and so on.
III. HYBRID ARTIFICIAL BEE COLONY ALGORITHM
In the canonical Artificial Bee Colony algorithm, the new food source is produced using a perturbation coming from a randomly chosen bee in a randomly dimension. Two weaknesses exist in this way: first, the information exchanged is limited so the algorithm may converge slowly. Second, the bee and dimension are all chosen randomly so food sources with high fitness are not utilized.
Genetic Algorithm (GA) was a classic evolutionary algorithm proposed in 1975 by John Holland of the University of Michigan [11] . There are three main operators in GA: selection, crossover and mutation. The crossover operator crosses two parent individuals to produce new ones. Usually, the parent individuals are selected with higher fitness. So, the good gene information will be inherited and the individuals newly produced may be good ones. Different crossover method can be used in this operator. The most common used is single-point crossover, as shown in Fig.1 . A crossover point is generated randomly within the dimension, and the two parent individuals exchange the values of dimensions after the crossover point.
In this paper, a real value single-point crossover operator is introduced into the canonical ABC to improve its optimizing ability. The modified algorithm is called HABC and its pseudo code is listed in Table 2 . The rest parts are the same as the original ABC except a crossover phase is added between the onlooker bees' and scout bees' phase. After all the onlooker bees complete their searches, the crossover phase starts.
First, a parent population is produced using a binary tournament selection. The size of parent population is set to be the number of food sources. Each time two food sources are selected and the one with higher fitness is chosen to the parent population.
Then, sort the food sources in descending order depending on their fitness values. From the middle of the sorted food sources to its end, a certain amount of food sources will be selected. A new parameter named crossover rate is used here. The number of selected food sources equals the crossover rate size of food sources. It is worth noting that, the selected food sources are not those best food sources, nor the worst ones, but the ones in the middle of the sorted sources with worse fitness. Experiments have been done and show that this kind of selected method can improve the origin ABC algorithm while choosing the best or worst ones can't.
For each of the selected food source, select two parents randomly from the parent population, generate a crossover point randomly within the dimension and cross the two parents to produce two new food sources. After that, a greedy selection is applied to the selected and newly produced food sources. If the fitness of the better one in the new food sources is higher than that of selected one, it will replace the selected one and the trials counter for this food will be reset to 0. Otherwise, memory doesn't change and counter's value will be incremented by 1, just like that in employed bees or onlooker bees' phase.
In overall, the HABC algorithm employs one more control parameter to add a crossover operator in the canonical ABC algorithm. With the new operator, individuals exchange more information in the early stage of the algorithm, which enhances the convergence ability of the algorithm. At the end of the algorithm, as the difference between individuals' decreases, the perturbation of crossover operator decreases. Population move towards the optimization point. 
END WHILE

IV. EXPERIMENTS
A. Benchmark Functions
Seven well-known benchmark functions are used to compare the performance of the proposed HABC algorithm with standard ABC and PSO algorithm. These functions contain one unimodal variable-separable function, two unimodal non-separable functions, two multimodal variableseparable functions and two multimodal non-separable functions.
The first function is Sphere function whose global minimum value is 0 at (0, 0, … , 0). Initialization range for the function is [ 5.12, 5.12] . It is a unimodal function with separable variables.
The second function is Rosenbrock function whose global minimum value is 0 at (1, 1, … , 1) . Initialization range for the function is [ 15, 15] . It is a unimodal function with nonseparable variables. Its global optimum is inside a long, narrow, parabolic shaped flat valley. So it is difficult to converge to the global optimum.
( )
The third function is Quadrick function whose global minimum value is 0 at (0, 0, … , 0). Initialization range for the function is [-10, 10] . It is a unimodal function with nonseparable variables. 
B. Parameter Settings for the Involved Algorithms
In the experiment, all functions were tested with 30 dimensions and run for 30 times. The population sizes of all algorithms were 126. In ABC and HABC, the numbers of employed bees and onlooker bees were half of the population size and the number of scout bees was selected as one. The abandon limit =100. Crossover rate of HABC was 0.05. Standard PSO algorithm was used in this experiment. Inertia weight varied from 0.9 to 0.7 linearly with the iterations and the learning factors c1=c2=2.0 [12] . v min =0.1*x min and v max =0.1*x max . In order to compare the different algorithms, a fair measure method must be selected. In this paper, we used number of function evaluations (FEs) as a measure criterion [13] [14] . Thus, all algorithms were terminated after 100,000 FEs.
C. Simulation Results for Benchmark Functions
The mean and standard deviations of function values obtained by ABC, HABC and PSO algorithms for 30 runs after 100, 000 FEs are given in Table 3 . Best values obtained by the three algorithms for each function were marked as bold. The mean best function value profiles are shown in Figure 2 .
As shown in Table 3 , the HABC algorithm is better than the other two algorithms on Sphere, Rastrigin, Schwefel, Ackley and Griewank functions while the ABC algorithm shows better performance on Rosenbrock and PSO shows better performance on Quadric function. For most functions, PSO algorithm converged fast at the beginning and trapped in the local optimum soon.
On Sphere function, all algorithms obtained satisfying results. Three algorithms have no difficult on solving this simple problem. However, the HABC algorithm showed the best performance and the search performance order is HABC>ABC>PSO. Rosenbrock and Quadric functions are two unimodal nonseparable functions. On Rosenbrock function, ABC algorithm showed the best performance and HABC was a little worse than ABC. PSO algorithm converged fast at the beginning and then trapped in the local optimum immediately, as shown in Fig.2. (b) . The search performance order of on this function is ABC>HABC>PSO. On Quadric function, all three algorithms had a poor performance as trapped in the local minimum. The search performance on this function is ordered as PSO>HABC>ABC.
Rastrigin and Schwefel functions are two multimodal variable-separable functions. As it can be seen in Fig.2. (d) and Fig.2. (e) , the convergence profiles of the three algorithms were much similar on these two functions, though results on Rastrigin are better than Schwefel on the whole. Search performance orders on these two functions are both HABC>ABC>PSO while HABC is definitely better than the other two algorithms. Especially after 80,000 FEs, ABC and PSO both trapped in local minimum but our HABC converged fast and was able to continue improving its result on these two functions.
Ackley and Griewank functions are two multimodal nonseparable functions. On these two functions, the results obtained by HABC were the best. The ABC was a little worse than the HABC. PSO had little improvement on its results after 5,000 EFs, as shown in Fig.2. (f) and Fig.2. (g) . Thus, the search performance order is HABC>ABC>PSO. On Ackley functions, HABC showed a good converge performance after 40,000 EFs and on Griewank functions, HABC converged fast after 90,000 Efs. That is to say, HABC was able to continue improving its result on these two functions.
Overall, the HABC algorithm offers improved performance over the standard ABC on most functions, especially on the multimodal variable-separable functions. To verify the optimizing performance of HABC, we compared it with canonical ABC and PSO algorithms on seven benchmark functions. These functions contain one unimodal variable-separable function, two unimodal non-separable functions, two multimodal variable-separable functions and two multimodal non-separable functions. All the functions are set to be 30 dimensions. According to the simulation results, the proposed HABC algorithm outperforms the canonical ABC on six functions and performs best on five functions. It is concluded that HABC algorithm can be efficiently used for solving numerical optimization function though an extra parameter is added in this algorithm. ABC algorithm has good results on multimodal problems. However, HABC improves the performance on multimodal problems further more. Especially, on two multimodal variable-separable functions, HABC shows definitely better performance than the other two algorithms.
However, we also see the HABC performs not well on two unimodal non-separable functions. These functions have interrelation among their variables and algorithms are easy trapped in local optimum. Therefore, how to improve the algorithm on handing unimodal non-separable functions is the future work.
