Data from ship CTDs directly obtained from the PIs only underwent a gross visual

23
screening as these data were assumed to be thoroughly processed and calibrated by the 24 respective PIs and colleagues. salinity as well as the depth of the 34 isohaline were much lower in large parts of our dataset.
50
The treatment of near surface gaps and a discussion of associated errors is given in Rabe et al.
51
(2011).
52
We objectively mapped subsets of the observations to obtain the horizontal distribution of 
where subscripts d and g refer to the observational (data) points and the grid points, respectively, et al., 1976; Owens and Wong, 2009) , ω is the 64 weighting function and I is the identity matrix. < η 2 is the noise variance and was calculated 65 as in Rabe et al. (2011, Equation 4 ).
66
As in Rabe et al. (2011) , the interpolation (mapping) uses a Gaussian covariance function 67 containing isotropic horizontal distance, D, barotropic potential vorticity, P V (Davis, 1998).
68
The main difference to the mapping of freshwater inventories presented in Rabe et al. (2011) 69 is the inclusion of a time scale, ∆t, to allow mapping of data to individual months. The scales 70 are given by:
where t is the time, f the Coriolis parameter, xy the geographic location and Z the bathy- 
Jakobsson et al., 2008). The covariance is given by
where the signal variance, < s 2 >, was calculated as given by Equation 6 in Rabe et al. (2011) .
75
L represents the Gaussian decorrelation scale (e-folding scale) for D, Φ the scale for P V and 76 τ the time scale.
78
We used Equation 1 in a two-stage procedure, as outlined in Rabe et al. (2011) calculated the layer-averaged salinity from these two quantities.
83
We used the same values for the spatial and potential vorticity decorrelation scales as in 
106
We analyzed time variability using the inventories at each grid point from the resulting 
where F = hand-side will be referred to as labeled in Equation 4.
115
Uncertainty
116
The sources of error within our LF W C estimate consist of the statistical error associated with 117 the mapping procedure, errors due to sampling gaps in regions of potentially high vertical 118 gradients in salinity and errors due to the accuracy of the measurement devices.
119
The statistical mapping error at each grid point was calculated as in Rabe et al. (2011, , 120 Equation 8 were used to estimate the error of the trend. Because the objective mapping is using values 123 from a time period of up to six years we are expecting that the error is correlated in time.
124
To estimate this auto-correlation we detrended the freshwater time series and fitted an auto- 9/14 January 8, 2014 
