Abstract: Let (x(t)) t≥0 be a p-dimensional observable vector process (p ≥ 1) with an input control process (u(t)) t≥0 , described by the stochastic discrete time equation
INTRODUCTION AND PROBLEM STATEMENT
The present study is focused on the control problems of discrete-time stochastic processes with unknown parameters. A significant progress has been achieved in constructing the regulators with feedback for stochastic discrete and continuous time systems with unknown parameters, see e.g. Åström et al. (1995) , Jinde Cao et al. (2004) , Patrizio Colaneri et al. (1997) -Fradkov A.L. et al. (1999) , J. S. Luo et al. (1995 )-Taro Tsujino et al. (1993 among others. Using control for adaptation to unknown parameters raises rather complicated analytical questions. Therefore it is quite natural to first solve the problem of estimating the unknown parameters of the object and then to use these estimators step by step in the algorithm of adaptive control.
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In many cases the control aim can be given as 'a target inequality'
where Q(·, ·) is a destination function, (x(t)) is a controlled process, M is a (given) threshold quantity, see Fomin V.N. et al. (1981) ; Fradkov A.L. et al. (1999) . It is obvious that for uncertainty systems (e.g. for the systems with unknown parameters) this inequality cannot be fulfilled for all t. In such case the target inequality (1) can be changed by 'the limit target inequality' lim t→∞ Q(x, t) ≤ M.
Thus the control problem for an uncertain object can be formulated as follows: we have to find a control procedure that fulfils the limit target inequality (1) or (2) and does not depend on unknown parameters (similar problems have been considered e.g. in Fomin V.N. et al. (1981) Chap. 6, Fradkov A.L. et al. (1999) Chap. 6, V.G. Sragovich (2006) Chap. 12, see the references therein as well). This paper presents an adaptive control method for the following problem.
On a filtered probability space (Ω, F, F, P ) with a filtration F = (F t , t ≥ 0), consider the stochastic discretetime system with control given by
where x = (x(t)) t≥0 is a p-dimensional observable process (p ≥ 1); the noises ξ(t) form a sequence of F-adapted i.i.d. zero mean random vectors having moments of all orders and such that Eξ(t)ξ (t) ≤ σ 2 I, where σ 2 is a known positive number; A(x) is a linear matrix operator, A(x) : R p → R p × R q , q ≤ p and λ = (λ 1 , . . . , λ q ) is a vector of unknown parameters.
Further, we assume that the initial value x(0) is F 0 -adapted. The control function (u(t)) t≥0 is supposed to be F-adapted and the unknown vector parameter λ belongs to some bounded set Θ ∈ R q .
Consider the problem of approximation of the object x to the stable autoregressive process x 0 = (x 0 (t)) t≥0 (called a reference process) with a given dynamic p × p-matrix parameter a satisfying the equation
It is clear, that in the case of known parameter λ the control procedure of the form u(t) = ax(t) − A(x(t))λ, t ≥ 0 (5) transforms the equation (3) to (4) exactly.
It should be noted, that the linear structure of the control function with respect to x is usually used for quadratic type criteria. We use the quadratic cost criteria of the control performance as well, see formulae (8) and (9) below. Thus it is natural to use the function of the type (5) for the case of unknown parameter λ with some non-anticipative estimatorλ t instead of λ :
The functions (a t ) t≥0 and (λ t ) t≥0 are chosen in such a way, that the equation
allows a stable solution (in the sense (8) below) for all λ ∈ Θ.
Our goal is two-fold.
Our first goal is to obtain for a given positive ε a control procedure u ε = (u ε (t)) t≥0 such that the corresponding observable process
where L is some constant (independent of ε).
Our second goal is to approximate the reference process x 0 in the following way
Here t ε is a non-random function unboundedly increasing as ε → 0. The control procedure u ε will be chosen from the admissible set of controls of the type (6) with F-adapted processes (a ε t ) t≥0 and (λ ε t ) t≥0 that are dependent of ε and such thatλ ε t ∈ Θ (Θ is a closure of Θ). The method used for solving this problem can be roughly described as follows.
First we construct an increasing sequence of stopping times and corresponding sequential least squares estimators of the parameter λ calculated at these times.
Secondly, using these estimators, we define piecewise constant functions a ε = (a ε t ) t≥0 , λ ε = (λ ε t ) t≥0 and a corresponding control function u ε of the type (6).
It should be noted that a similar method of parameter estimation was used in adaptive control and non-parametric estimation problems for discrete and continuous-time systems, see, for example, V.A. Vasiliev (2002 )-Vasiliev V.A. et al. (1999 , Küchler U. et al. (2010b) .
MAIN RESULT

Construction of the control procedure
Let us choose an arbitrary positive ε and keep it fixed. At the same time we will investigate asymptotic properties of the control procedure as ε → 0 in examples that are given below as well.
We shall define a control procedure satisfying (8) and (9) as follows.
In order to construct estimators λ ε , for each z ∈ R p we define the pseudoinverse matrices
, which exist in view of the conditions (23) on the matrix A(·) below.
We define a sequence of sequential estimators (λ n,ε ) n≥0 on the basis of the modified least squares estimatorŝ
obtained from minimization on λ of the following statistics
Here
According to (3) and (10) 
.
Note that the function c(t) is an inverse upper bound of a conditional second moment of the noise process A + (x ε (t))ξ(t + 1) :
We now define the sequential plans (τ n,ε ,λ n,ε ) n≥0 of estimation λ with a given mean square accuracy.
Let (c n,ε ) n≥0 be unboundedly increasing sequences of positive numbers, satisfying some special conditions (an example see before Section 3) and (τ n,ε ) n≥0 be the sequences of stopping times
Let (λ n,ε ) n≥0 be a sequence of sequential estimators of the parameter λ defined as follows
where
Now we define the piecewise-constant function (λ ε t ) t≥0 :
with λ n,ε = proj Θλ n,ε , n ≥ 0.
From the definition of sequential plans (τ n,ε , λ n,ε ), n ≥ 0, of estimation of the parameter λ it follows that under the condition
all the stopping times τ n,ε are almost surely finite and according to the Burkholder-Gundy inequality, for every θ ≥ 1 and n ≥ 0 we have
It should be noted that parameter estimators with similar properties, constructed by Küchler U. et al. (2010a) for continuous time dynamic systems, were used in adaptive control problems for controlled SDE and SDDE with unknown parameters, see Küchler U. et al. (2010b) .
Define the piecewise-constant matrix function (a
and the control procedure u
Note that such definition of the control procedure ensures, in particular, the stability of the object x ε on the first part [0, τ 0,ε ) of trajectory (before obtaining of the first estimator λ 0,ε of λ) in view of the conditions on the operator A(·) (see (24), (25) 
below).
Our goal is to show that inserting u ε from (17) into (3) guaranties fulfillment of inequalities (8) and (9).
To this end we decompose x ε (t) − x 0 (t) into two parts:
and derive upper bounds for the second moments of ∆ ε (t) and δ ε (t). Here
and y ε = (y ε (t)) t≥0 is given by the equation
The auxiliary process (A ε t (z)) t≥0 is defined in a somewhat complicated way to obtain the desired estimators for (∆ ε (t)) and (δ ε (t)).
First we choose a piecewise-constant function (γ ε t ) t≥0 as follows:
where α Θ = sup λ∈Θ ||λ||, (γ n,ε ) n≥0 is a sequence of nonrandom positive numbers decreasing to zero and ε > 0. Similar to Küchler U. et al. (2010b) , all moments of the function γ ε t can be estimated from above. There is still some freedom in choosing (γ n,ε ) n≥0 which will used to obtain upper bounds of the second moments of ∆ ε (t) and δ ε (t).
In view of rather cumbersome conditions on the sequences (c n,ε ) and (γ n,ε ) we give here a sketch of the proof of the main result only.
Without restriction of generality we choose a number ε * 0 such that for all ε ≤ ε * 0 the following inequalities hold
where π(ε) = (ln(e + ε −1 )) −1 . By the definition, the processes (∆ ε (t)) and (δ ε (t)) satisfy the following recurrent equations:
Now we define the auxiliary process (λ
We assume that for some positive number C A and every (23) where µ max (A) and µ min (A) are the largest and smallest eigenvalues of the matrix A. We also assume that for some positive number α A the following inequalities hold true 
Note that under the conditions (24) and (25) the process x ε is stable.
Indeed, according to the conditions (20), definitions of (A ε t ) and (λ ε t ), for some ε * 1 ≤ ε * 0 such that
the process (A ε t ) is uniformly bounded on the norm from above:
where α
and 0 < α < 1.
Then, using (24), (25) and the following inequalities
we can estimate the second moments of the processes (∆ ε (t)) and (δ ε (t)) for every t ≥ 0 :
and, according to (23),
From (31) we obtain the upper bound for the mean of the squared norm of ∆ ε (t) :
and by the Hölder inequality in view of stability of the process x 0 for some unboundedly increasing function θ 1 (ε)
By the definition of (λ ε s ) and denoting λ n,ε = λ n,ε − λ for t ≥ 0 we have
c(s).
Then, using (15) and by definition of the stopping times τ n,ε for some unboundedly increasing function θ 2 (ε) and some finite number C it follows that
The desired properties (8) and (9) can be obtained from (18), (33) and (34), similarly to Küchler U. et al. (2010b) , choosing the sequences (c n,ε ) and (γ n,ε ) in a special way and using the stability of the reference process x 0 . For the definition of the time t ε one needs the following condition for the observable process x.
Define an extension x(t) of the process x ε (t), 0 ≤ t < τ 0,ε to all t ≥ 0 by x(t + 1) = A(x(t))λ + ξ(t + 1), t ≥ 0 and suppose there exists a positive number f 0 such that for some function ϕ(θ, t) which is unboundedly decreasing as t → ∞ and unboundedly increasing as θ → ∞, it follows that
Here c(t) is a function c(t) calculated by the process (x(s)) instead of (x(s)).
We can now formulate the following Theorem 2.1. Let the control function u ε for the object (3) be defined by (17) and all conditions (14), (20), (23)- (27) and (35) hold true.
Then there exists a number L and for every ε > 0 a time t ε can be defined (whose increasing rate depends on the function ϕ(θ, t) in (35) essentially) such that the relations (8) and (9) are fulfilled.
Examples
Scalar model
Consider the scalar stochastic discrete-time model with control given by the equation
(36) The noises ξ t form a sequence of F-adapted i.i.d. zero mean random numbers having moments of all orders and such that Eξ 2 t = σ 2 ; the parameter λ is unknown and such that |λ| < 1.
Let the reference process x 0 = (x 0 t ) t≥0 satisfy the following stable autoregressive type equation with a given dynamic scalar parameter a :
It can be easily shown, that all the conditions of Theorem 2.1 are fulfilled if we put in the general control procedure c(t) = σ −2 x 2 t , α Θ = 1, C A = 1, α A = 1, α a = |a|. For this model we can use the Ito formula and the Burkholder inequality to prove the relation (35) with
Moreover, for appropriately chosen functions (c n,ε ) and (γ n,ε ) (see Example 1 below) the time t ε mentioned in Theorem 2.1 satisfies the following limiting relation as ε → 0 :
Using the definition of the stopping time τ 0,ε and Theorem 2.1 the following limiting relation can be proved:
It means that whenever ε is small enough, the inequality (9) for the object (3) is fulfilled after approximately the time of obtaining of the first sequential estimator λ 0,ε of the unknown parameter λ with a given accuracy.
Two-dimensional model
Consider the process x(t) = (x 1 (t), x 2 (t)) satisfying the system of equations     
x 1 (t + 1) = λ 1 x 1 (t) + λ 2 x 2 (t)+ +u 1 (t) + ξ 1 (t + 1), x 2 (t + 1) = λ 2 x 1 (t) − λ 1 x 2 (t)+ +u 2 (t) + ξ 2 (t + 1).
Assume the vector parameter λ = (λ 1 , λ 2 ) is unknown and such that ||λ|| < 1; the noise process (ξ(t) t≥1 , ξ(t) = (ξ 1 (t), ξ 2 (t)) satisfies all the conditions of the general model (3) with
In this case
Then, assuming that the condition (26) is fulfilled for the reference process (4), and putting σ 2 = max(σ
we can see that all the conditions of Theorem 2.1 are met.
In particular, the divergence of series in (14) can be proven using, for example, technique of V.A. Vasiliev et al. (1997) , V.A. Vasiliev (2002) or V.A. Vasiliev et al. (2004) and the following equivalent form of the equation (4): x(t + 1) = Ax(t) + u(t) + ξ(t + 1), t ≥ 0, where
For this model the relation (35) can be proven using the following equation for the squared norm ||x(t)|| 2 :
where σ = (σ 1 , σ 2 ) .
For this model the time t ε satisfies the following limiting relation as ε → 0 :
It should be noted, that for the case
and the limiting relation (38) is fulfilled.
Example 1. Similar to the continuous time case by Küchler U. et al. (2010b) , the sequences (γ n,ε ) and (c n,ε ) can be taken in both control procedures considered in Section 2.2 as follows: γ n,ε = γ 0,ε · χ {n=0} + γ 1,ε · n −ρ · χ {n≥1} , c n,ε = c 0,ε · χ {n=0} + c 1,ε · n α · χ {n≥1} , where γ 0,ε , γ 1,ε , c 0,ε and c 1,ε are some special chosen numbers and α > 2ρ > 0.
CONCLUSION
In this paper we presented a certainty equivalence design method with application for linear multivariate discrete-time stochastic systems with unknown parameters. The main goal is to approximate the observable process to the stable autoregressive type process by choosing the input control process (u t ) t≥0 . In comparison with the limit target inequality (2) that is often used as a criterion, we have found the time t ε (ε is a threshold quantity) after which our target inequality (9) is fulfilled.
Two examples -a scalar and two-dimension first order autoregressive processes were considered in details. It was shown that the time t ε in (9) has equal rates of increase ε −1 ln ε −1 in both the examples considered. Moreover, the target inequality (8) is established, that ensures the stability of the controlled processes.
In these examples, for the scalar and two-dimensional autoregressive processes, the time t ε agrees closely with the time of obtaining of the first estimator with a given accuracy of the unknown parameter λ of the object for ε small enough.
The constructed control procedure works in real time. Simultaneously we have solved the problem of estimation of the unknown parameter λ with guaranteed accuracy in the sense (15).
