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Abstract
In this paper, we introduce the notion of the weak majority dimension of a di-
graph which is well-defined for any digraph. We first study properties shared by the
weak dimension of a digraph and show that a weak majority dimension of a digraph
can be arbitrarily large. Then we present a complete characterization of digraphs of
weak majority dimension 0 and 1, respectively, and show that every digraph with
weak majority dimension at most two is transitive. Finally, we compute the weak
majority dimensions of directed paths and directed cycles and pose open problems.
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1 Introduction
Throughout this paper, we only deal with digraphs whose underlying graphs are simple.
For a positive integer n, we denote the set {1, 2, . . . , n} by [n]. For a nonnegative
integer d and a point u in Rd, we denote the ith coordinate of u by [u]i so that u =
([u]1, [u]2, . . . , [u]d). In the rest of this paper, we assume that d is a nonnegative integer
unless otherwise stated.
While studying the partial order competition dimension of a graph (see [2] and [3]),
we have come up with an idea of defining the dimension of a digraph. In ecosystem, we
may represent each species as a vector in Rd in such a way that the d components of each
vector indicate the average speed, the average weight, the average intelligence, and so on,
for the species corresponding to the vector. Then a species A may be regarded as being
superior to a species B if |{i ∈ [d] | [v]i > [w]i}| > |{i ∈ [d] | [w]i > [v]i}| where v and w
are the vector corresponding to A and B, respectively.
On the other hand, we let each of voters grant marks represented by real numbers to
each of alternatives for evaluation. To be more precise, let d be the number of voters.
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For two alternatives x and y, let xi and yi be the marks given by the voter i. Then we
may correspond x to (x1, x2, . . . , xd) ∈ Rd and y to (y1, y2, . . . , yd) ∈ Rd (by convention,
the zero-dimensional Euclidean space R0 consists of a single point 0). For notational
convenience, we write x = (x1, x2, . . . , xd) ∈ Rd and y = (y1, y2, . . . , yd) ∈ Rd. For x and
y in Rd, we let
Gx>y = {i ∈ [d] | xi > yi}.
We define a weak majority relation ≺ on Rd by
y ≻ x⇔ |Gy>x| − |Gx>y| > 0.
If x ≻ y or y ≻ x, then we say that x and y are comparable in (Rd,≻). Otherwise, we say
that x and y are incomparable in (Rd,≻). Therefore x and y are comparable in (Rd,≻) if
and only if |Gx>y| 6= |Gy>x|.
For a nonnegative integer d, we say that a digraph D is Rd-realizable if we may assign a
map f : V (D)→ Rd for some nonnegative integer d so that (x, y) ∈ A(D)⇔ f(x) ≻ f(y).
We call such a map f an Rd-realizer of D.
Suppose that D is Rd-realizable for some nonnegative integer d and r is an integer
greater than d. Then there exists an Rd-realizer f of D. We may extend the codomain of
f by adjoining r− d components with zero at the end of f -value of each vertex to obtain
an Rr-realizer of D. Thus it is true that
(⋆) D is Rd-realizable for some nonnegative integer d, then it is Rr-realizable for any
positive integer r, r > d.
Now we define the weak majority dimension of a digraph in terms of Rd-realizability,
which shall be mainly studied in this paper.
Definition 1.1. For a digraph D, the weak majority dimension, denoted by dim(D), of
D is the minimum nonnegative integer d such that D is Rd-realizable.
Originally, we named a weak majority relation a majority relation. Upon completing
paper, we have searched papers with titles including majority relation just in case in
which there might be existing work. We found that there has been a lot of research done
on the “majority relation” which is analogous to our majority relation [5]. Fortunately,
our majority relation turns out to be a generalization of the “majority relation” in the
following sense.
Let A be a set of m alternatives and N := [n] be a set of voters. The preferences
of voter i in N are represented by an asymmetric, transitive, and complete relation ≻i⊂
A × A. We may interpret (a, b) ∈≻i as the voter i preferring the alternative a to the
alternative b.
A preference profile R := (≻1,≻2, . . . ,≻n) is an n-tuple containing a preference re-
lation ≻i for each voter i ∈ N . For a preference profile R and two alternatives a and b
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in A, the majority margin gR(a, b) is defined as difference between the number of voters
who prefer a to b and the number of voters who prefer b to a, that is,
gR(a, b) = |{i ∈ N | a ≻i b}| − |{i ∈ N | b ≻i a}|.
The majority relation ≻R of the preference profile R is defined as
a ≻R b if and only if gR(a, b) > 0.
Definition 1.2. A weak preference profile is a preference profile (1,2, . . . ,n) con-
taining a reflexive, antisymmetric, transitive, and complete preference relation i for
each voter i in N .
We may encounter a weak preference profile in a real-world situation. At a tasting
event, participants are allowed to be indifferent between two choices. At a job interview,
interviewers are allowed to be indifferent between two interviewees. In fact, we may regard
a weak preference profile as a generalization of preference profile. We note that
gR(a, b) = {i ∈ N | a ≻i b}| − |{i ∈ N | b ≻i a}| = {i ∈ N | a i b}| − |{i ∈ N | b i a}|.
Therefore the notion of majority margin may be extended to weak preference profiles and
we may define the weak majority relation of a weak preference profile in terms of majority
margin.
Definition 1.3. The weak majority relation of a weak majority preference profile R is
defined by
a ≻R b if and only if gR(a, b) > 0.
Then, by definition, the weak majority relation ≻R of R may be embedded into a weak
majority relation ≻ on Rd. Conversely, let d be a nonnegative integer and ≻ be a weak
majority relation on Rd. We define i on Rd by
x i y if and only if xi ≥ yi
for x = (x1, x2, . . . , xd) ∈ Rd and y = (y1, y2, . . . , yd) ∈ Rd. Then we let R = (1, . . . ,d).
It is easy to check that R is a weak preference profile and
|Gx>y| − |Gy>x| = gR(x, y) = |{i ∈ N | x i y}| − |{i ∈ N | y i x}|.
Remark 1.4. Given a preference profile with d voters, the majority relation on the set
of choices may be embedded into ≻ restricted to R∗d where R∗d is a set of d-tuples in
R
d without equal components. Then we may define the notion of R∗d-realizable similarly
to Rd-realizable by restricting the codomain of f to R∗d. The majority dimension of
a digraph D is defined to be the minimum nonnegative integer d such that D is R∗d-
realizable. Thus, given a digraph D, the weak majority dimension of D is less than or
equal to the majority dimension of D. It is known that the majority dimension of a
digraph is well-defined. Therefore the weak majority dimension is well-defined.
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2 Properties shared by the weak majority dimension of a di-
graph
We denote the point (min{[u]1, [v]1}, . . . ,min{[u]d, [v]d}) in Rd by min{u, v}. Therefore
[min{u, v}]i = min{[u]i, [v]i} for any i ∈ [d].
We first show that every digraph is Rd-realizable for some positive integer d. We need
the following lemmas.
Lemma 2.1. For a digraph D, dim(D) = 0 if and only if D is an empty digraph.
Proof. By definition, dim(D) = 0 if and only if there is an R0-realizer f of D if and only
if there is a map f : V (D) → {0} such that (x, y) ∈ A(D) ⇔ f(x) ≻ f(y) if and only if
D is an empty digraph.
Lemma 2.2. Every digraph having exactly one arc has weak majority dimension at most
two.
Proof. Let (u, v) be the arc of a digraph D having exactly one arc. Then we define a map
f : V (D)→ R2 as
[f(u)]i = i+ 1, [f(v)]i = i, [f(w)]1 = 3, and [f(w)]2 = 1
for each i = 1, 2 and each w ∈ V (D) \ {u, v}. It is easy to check that f is an R2-realizer
of D.
It is known that, for a digraph D and an arc a of D, the majority dimension of D is
at most two less than the majority dimension of D− a. This inequality also holds for the
weak majority dimension of a digraph.
Proposition 2.3. Let D be a nonempty digraph. Then dim(D) ≤ dim(D − a) + 2 for
any a ∈ A(D).
Proof. Let D be a nonempty digraph and let (u, v) be an arc of D. If |A(D)| = 1,
then dim(D − (u, v)) = 0 by Lemma 2.1 and, moreover, by Lemma 2.2, dim(D) ≤ 2.
Thus the proposition statement is true if |A(D)| = 1. Now suppose |A(D)| ≥ 2. Then
dim(D − (u, v)) = d for a positive integer d by Lemma 2.1. Let f be an Rd-realizer of
D− (u, v). Since the underlying graph of D is simple, there is no arc between u and v in
D − (u, v) and so f(u) and f(v) are incomparable. Thus |Gf(u)>f(v)| = |Gf(v)>f(u)|. Now
we define a map g : V (D)→ Rd+2 of D out of f as follow:
(i) [g(w)]i = [f(w)]i for any w ∈ V (D) and any i ∈ [d];
(ii) [g(w)]d+1 = 0 and [g(w)]d+2 = 1 for any w ∈ V (D) \ {u, v};
(iii) [g(u)]d+1 = 2, [g(v)]d+1 = 1 and [g(u)]d+2 = [g(v)]d+2 = 0.
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Figure 1: The digraph D′ is a subdigraph of D. Yet, dim(D′) = 3 > 1 = dim(D).
It is easy to check that g is an Rd+2-realizer of D.
The following proposition shows that the weak dimension of an induced subdigraph
of a digraph cannot exceed that of the digraph.
Proposition 2.4. For a digraph D and its induced subdigraph D′, dim(D′) ≤ dim(D).
Proof. Let d = dim(D). Then there is an Rd-realizer f of D. It is easy to see that the
restriction of f to V (D′) is an Rd-realizer of D′. Hence dim(D′) ≤ dim(D).
Proposition 2.4 may be false for a subdigraph D′ of a digraph D (see Figure 1).
For given two vertex-disjoint digraphs D1 and D2, we denote by D1 ∪D2 the digraph
having the vertex set V (D1) ∪ V (D2) and the arc set A(D1) ∪ A(D2).
Proposition 2.5. For a positive integer k ≥ 2 and k digraphs D1, D2, . . ., Dk,
d ≤ dim(
k⋃
i=1
Di) ≤ 2⌊(d+ 1)/2⌋
where d = max{dim(D1), . . . , dim(Dk)}.
Proof. Let dim(Di) = di for each i ∈ [k]. Then there exists an Rdi-realizer fi of Di for
each i ∈ [k]. Without loss of generality, we may assume d1 is the maximum among d1,
. . ., dk. Since D1 is an induced subdigraph of
⋃k
i=1Di,
d1 ≤ dim(
k⋃
i=1
Di)
by Proposition 2.4.
Suppose that d1 = 0. Then d2 = · · · = dk = 0. Therefore Di is an empty digraph
for i = 1, . . ., k by Lemma 2.1 and so D is an empty digraph. Thus dim(D) = 0 by
Lemma 2.1.
Now suppose that d1 ≥ 1. To show dim(
⋃k
i=1Di) ≤ 2⌊(d1 + 1)/2⌋, we define a map
f ∗i : V (Di) → R
2⌊(d1+1)/2⌋ for each i ∈ [k] as follow. When we refer to a component of
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fi-value which does not really exist, it is assumed that 0 is assigned to the component.
For example, when we mention [f1(v)]d1+1 for a vertex v ∈ V (D1), we assume that the
codomain of f1 is extended to R
d1+1 by adjoining a component with 0 at the end of each
d1-tuple that is an f1-value.
For notational convenience, let Γ = ⌊(d1 + 1)/2⌋.
Now let f ∗1 = f1. Then, inductively, for each i = 1, . . ., k−1 and for each v ∈ V (Di+1),
we let
[f ∗i+1(v)]t =
{
−mi+1,1 +M∗i,1 + [fi+1(v)]j + 1 for each t ∈ {1, . . . ,Γ}
−Mi+1,2 +m∗i,2 + [fi+1(v)]j − 1 for each t ∈ {Γ + 1, . . . , 2Γ}
where
mi+1,1 = min{[fi+1(u)]j | u ∈ V (Di+1), j ∈ {1, . . . ,Γ}},
M∗i,1 = max{[f
∗
i (u)]j | u ∈ V (Di), j ∈ {1, . . . ,Γ}},
Mi+1,2 = max{[fi+1(u)]j | u ∈ V (Di+1), j ∈ {Γ + 1, . . . , 2Γ}},
and
m∗i,2 = min{[f
∗
i (u)]j | u ∈ V (Di), j ∈ {Γ + 1, . . . , 2Γ}}.
Then, by the definitions of mi+1,1, Mi+1,2, M
∗
i,1, and m
∗
i,2, given u ∈ V (Di) and v ∈
V (Di+1),
[f ∗i+1(v)]t > M
∗
i,1 ≥ [f
∗
i (u)]t
for each i = 1, . . ., k − 1 and t = 1, . . ., Γ and
[f ∗i+1(v)]t < m
∗
i,2 ≤ [f
∗
i (u)]t
for each i = 1, . . ., k − 1 and t = Γ + 1, . . ., 2Γ. Then it follows that, for u ∈ V (Di) and
v ∈ V (Di′) where i′ > i,
[f ∗i′(v)]t > [f
∗
i (u)]t for t = 1, . . . ,Γ; [f
∗
i′(v)]t < [f
∗
i (u)]t for t = Γ + 1, . . . , 2Γ. (1)
Now we define a map f :
⋃k
i=1 V (Di)→ R
2Γ by
f |V (Di) = f
∗
i
for each i = 1,. . ., k where f |V (Di) denotes the restriction of f to V (Di). To show that
f is an R2Γ-realizer of
⋃k
i=1Dk, we first take u, v ∈ V (Di+1) for some i ∈ {1, . . . , k − 1}.
Since, given i = 1, . . ., k − 1, mi+1,1, M∗i,1, Mi+1,2, and m
∗
i,2 are constants with respect to
vertices in Di+1,
[f ∗i+1(u)]t > [f
∗
i+1(v)]t ⇔ [fi+1(u)]t > [fi+1(v)]t
for each t = 1, . . ., 2Γ and u, v ∈ V (Di+1). By definition, [f ∗i (u)]t = [f(u)]t and [f
∗
i (v)]t =
[f(v)]t, so
[f(u)]t > [f(v)]t ⇔ [fi(u)]t > [fi(v)]t
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Figure 2: The digraphs D1, D2, and D1∪D2 have weak majority dimensions dim(D1) = 1,
dim(D2) = 0, and dim(D1 ∪D2) = 2 = 2⌊(max{dim(D1), dim(D2)}+ 1)/2⌋, respectively.
These digraphs tell us the upper bound, in Proposition 2.5, is sharp.
for each i = 1, . . ., k, each t = 1, . . ., 2Γ, and u, v ∈ V (Di). Thus we have shown that, for
each i = 1, . . ., k and u, v ∈ V (Di), (u, v) is an arc in
⋃k
i=1Di if and only if f(v) ≺ f(u).
Hence, for two vertices u and v belonging to Di and Di′, respectively, for 1 ≤ i < i′ ≤ k,
|Gf(u)>f(v)| = |Gf(v)>f(u)| = Γ by (1) and so we may conclude that f is an R2Γ-realizer of⋃k
i=1Dk.
The upper bound given in Proposition 2.5 is sharp (see Figure 2).
The Erdo¨s-Szekeres lemma given in [4] states that, for any positive integers r and s,
every sequence consisting of rs + 1 distinct real numbers has an increasing subsequence
of length r + 1 or a decreasing subsequence of length s + 1. The following lemma is an
immediate consequence of the Erdo¨s-Szekeres lemma.
Lemma 2.6 ([4]). Let S be a subset of R2 with |S| = n2 + 1. Then S contains a chain
or an anti-chain of size n+ 1.
A digraph D is said to be transitive if (x, z) ∈ A(D) whenever (x, y) ∈ A(D) and
(y, z) ∈ A(D).
It is known that a majority dimension can be arbitrarily large, which was shown
by a probabilistic method. We give a stronger version which shows that a weak majority
dimension can also be arbitrarily large. By the way, we prove it by constructing a transitive
digraph with the weak majority dimension greater than d for each positive integer d. Our
result is also meaningful in a following sense. In 1941, Dushnik and Miller showed that
a digraph has majority dimension at most two if and only if it is transitive and its
incomparability graph is transitive orientable [1]. By looking at their result, one might
think that a transitive digraph has a small majority dimension. Yet, our result shows
that a transitive digraph might have an arbitrarily large weak majority dimension, which
implies that a transitive digraph might have an arbitrarily large majority dimension.
Theorem 2.7. There is a transitive digraph D such that dim(D) > d for a positive integer
d.
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Proof. Let r = (2d)2
d−1
+ 1 for a sufficiently large integer d. Let D be a digraph with the
vertex set
V (D) = [r] ∪ {S | S ⊂ [r] and |S| = d+ 1}
and the arc set
A(D) = {(i, S) | i ∈ S, S ⊂ [r] and |S| = d+ 1} .
Then it is vacuously true that D is transitive. In the following, we shall show dim(D) > d.
Suppose, to the contrary, that dim(D) ≤ d. Then, by (⋆), there is an Rd-realizer of
D. Let f be an Rd-realizer of D. Without loss of generality, we may assume
[f(1)]1 ≥ · · · ≥ [f(r)]1. (2)
We endow R2 with a partial order ≤2 defined by (x1, x2) ≤2 (y1, y2) if and only if
x1 ≤ y1 and x2 ≤ y2. Now consider the set {([(f(i)]1, [f(i)]2) | i ∈ [r]}, which is a
subset of R2. Since the set has size r = (2d)2
d−1
+ 1, there exists a subset I2 ⊂ [r] of
size (2d)2
d−2
+ 1 such that {([f(i)]1, [f(i)]2) | i ∈ I2} forms a chain or an anti-chain by
Lemma 2.6. Then, by applying Lemma 2.6 to the set {([f(i)]1, [f(i)]3) | i ∈ I2}, there
exists a subset I3 ⊂ I2 of size (2d)2
d−3
+1 such that {([f(i)]1, [f(i)]3) | i ∈ I3} forms a chain
or an anti-chain. We apply Lemma 2.6 repeatedly in this way until we obtain a set Id of
size (2d)2
0
+ 1 = 2d + 1 so that Id ⊂ Id−1 ⊂ · · · ⊂ I2 ⊂ [r] and {([f(i)]1, [f(i)]t) | i ∈ It}
forms a chain or an anti-chain in R2 for each t = 2, 3, . . ., d. We may regard Id = [2d+1].
Since {([f(i)]1, [f(i)]t) | i ∈ It} forms a chain or an anti-chain for each t = 2, . . ., d,
by (2),
[f(1)]t ≥ · · · ≥ [f(2d+ 1)]t or [f(1)]t ≤ · · · ≤ [f(2d+ 1)]t (3)
for each t ∈ [d].
Let J1 = Gf(1)>f(2d+1), J2 = Gf(2d+1)>f(1), and J3 = [d] \ (J1 ∪ J2). Since the vertices 1
and 2d+1 are not adjacent in D by definition, f(1) and f(2d+1) are incomparable, and
so |J1| = |J2|. Then |J1| = k for some nonnegative integer k ∈ {0, 1, . . . , ⌊d/2⌋}. Then,
by definition, [f(1)]t = [f(2d+ 1)]t for each t ∈ J3. Thus, by (3),
[f(1)]t = · · · = [f(2d+ 1)]t (4)
for each t ∈ J3.
Now let S∗ = {1, 3, . . . , 2i+ 1, . . . , 2d+ 1}. Then S∗ ∈ V (D). Let
pj,i = |Gf(i)>f(S∗) ∩ Jj | − |Gf(S∗)>f(i) ∩ Jj|
for each i ∈ [2d+ 1] and each j ∈ [3]. By (3) and the definition of Jj, |Gf(i1)>f(S∗) ∩ Jj | ≥
|Gf(i2)>f(S∗) ∩ Jj | if and only if |Gf(S∗)>f(i1) ∩ Jj | ≤ |Gf(S∗)>f(i2) ∩ Jj | for 1 ≤ i1, i2 ≤ 2d+1
and j ∈ [3]. Thus pj,i1 ≥ pj,i2 if and only if |Gf(i1)>f(S∗) ∩ Jj| ≥ |Gf(i2)>f(S∗) ∩ Jj| for
1 ≤ i1, i2 ≤ 2d+ 1 and j ∈ [3].
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Since the former inequalities in (3) hold for t ∈ J1, that is, [f(q)]t ≥ [f(r)]t for
1 ≤ q < r ≤ 2d + 1 and t ∈ J1. Thus, for 1 ≤ q < r ≤ 2d + 1 and t ∈ J1, if
[f(r)]t ≥ [f(S∗)]t, then [f(q)]t ≥ [f(S∗)]t and so
p1,1 ≥ p1,2 ≥ · · · ≥ p1,2d+1. (5)
Similarly, we may show that
p2,1 ≤ p2,2 ≤ · · · ≤ p2,2d+1 and p3,1 = p3,2 = · · · = p3,2d+1. (6)
Since {J1, J2, J3} is a partition of [d],
p1,2i−1 + p2,2i−1 + p3,2i−1 = |Gf(2i−1)>f(S∗)| − |Gf(S∗)>f(2i−1)| (7)
for each i ∈ [d+ 1]. Since (2i− 1, S∗) ∈ A(D),
|Gf(2i−1)>f(S∗)| − |Gf(S∗)>f(2i−1)| > 0
for each i ∈ [d+ 1]. Thus
p1,2i−1 + p2,2i−1 + p3,2i−1 > 0 (8)
for each i ∈ [d+ 1].
By the way, since |J1| = k, p1,2i−1 ∈ {k, k − 2, . . . ,−(k − 2),−k} for each i ∈ [d + 1].
Therefore there are at most k+1 values which are available for p1,2i−1 for each i ∈ [d+1].
Yet, k + 1 ≤ d
2
+ 1 < d + 1. Thus, by the Pigeonhole principle, there are i∗ and j∗ in
[d+ 1] with j∗ > i∗ such that p1,2i∗−1 = p1,2j∗−1. By (5), we may assume that j
∗ = i∗ + 1,
i.e. p1,2i∗−1 = p1,2i∗+1. Then, by (5) again, p1,2i∗−1 = p1,2i∗ . Therefore, by (6) and (8),
p1,2i∗ + p2,2i∗ + p3,2i∗ ≥ p1,2i∗−1 + p2,2i∗−1 + p3,2i∗−1 > 0.
Hence, by (7), |Gf(2i∗)>f(S∗)|−|Gf(S∗)>f(2i∗)| > 0 and so (2i
∗, S∗) ∈ A(D), which contradicts
the definition of D.
3 Digraph classes with weak majority dimensions at most two
Now we give necessary and sufficient conditions for a digraph having a weak majority di-
mension zero and one and a necessary condition for a digraph having a majority dimension
two.
For a digraph D, two vertices u and v of D are said to be homogeneous, denoted by
u ∼ v, if N+D(u) = N
+
D(v) and N
−
D (u) = N
−
D (v) where N
+
D (w) and N
−
D (w) for a vertex w of
D stand for the set of out-neighbors and the set of in-neighbors, respectively, of w. Clearly
∼ is an equivalence relation on V (D). We denote the equivalence class containing a vertex
u of D by [u]. Let u1, . . ., ul be vertices of D such that {[u1], . . . , [ul]} be a partition of
V (D) under the relation ∼. Let D∗ be the subdigraph of D induced by {u1, . . . , ul}. If v1,
. . ., vl are representatives of [u1], . . ., [ul], respectively, then the subdigraph of D induced
by {v1, . . . , vl} is isomorphic to D∗. In this context, we call a subdigraph of D isomorphic
to D∗ a maximally condensed subdigraph of D.
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Proposition 3.1. For a digraph D and a maximally condensed subdigraph D∗ of D,
dim(D) = dim(D∗).
Proof. Since D∗ is an induced subdigraph of D,
dim(D) ≥ dim(D∗)
by Proposition 2.4. To show the dim(D) ≤ dim(D∗), let d = dim(D∗) and f be an Rd-
realizer of D∗. We define a map g : V (D)→ Rd as follows. For a vertex u ∈ V (D), there
exists a vertex v ∈ V (D∗) such that u ∼ v, and we let g(u) = f(v). Then the map g is
obviously well-defined. To show that g is an Rd-realizer of D, we take two vertices u and
v in D. Then there are vertices u∗ and v∗ in D∗ such that u ∼ u∗ and v ∼ v∗. Now
(u, v) ∈ A(D)⇔ (u∗, v∗) ∈ A(D∗)⇔ f(v∗) ≺ f(u∗)⇔ g(v) ≺ g(u).
Hence the map g is an Rd-realizer of D and so dim(D) ≤ dim(D∗).
By the above proposition, it is sufficient to consider a maximally condensed subdigraph
of a digraph to find its weak majority dimension.
Proposition 3.2. For a digraph D and a maximally condensed subdigraph D∗ of D,
dim(D) = 0 if and only if D∗ is a trivial digraph; dim(D) = 1 if and only if D∗ is a
nonempty acyclic tournament, that is, A(D∗) is a total order on V (D∗).
Proof. By Lemma 2.1 and Proposition 3.1, dim(D) = 0 if and only if D∗ is a trivial
digraph.
Now we show that dim(D) = 1 if and only if D∗ is a nonempty acyclic tournament.
By Proposition 3.1, it is sufficient to show that dim(D∗) = 1 if and only if D∗ is a
nonempty acyclic tournament. Let V (D∗) = {u1, u2, . . . , un}. Suppose that dim(D
∗) = 1.
Then D∗ is nonempty by Lemma 2.1, so n ≥ 2. Moreover, there is an R-realizer f of
D∗. For 1 ≤ i < j ≤ n, since ui and uj belong to distinct equivalence classes under ∼,
f(ui) 6= f(uj). Then, without loss of generality, we may assume that f(ui) < f(uj) for
any 1 ≤ i < j ≤ n. By the definition of realizer, (uj, ui) ∈ A(D∗) for any 1 ≤ i < j ≤ n,
and so D∗ is an acyclic tournament. Therefore the “only if” part is true.
Suppose that D∗ is a nonempty acyclic tournament. Then, since an acyclic digraph
has an acyclic labeling, without loss of generality, we may assume that (uj, ui) ∈ A(D∗)
for any 1 ≤ i < j ≤ n. Now we define a map g : V (D∗) → R so that g(ui) = i for any
i ∈ [n]. Then it is easy to check that g is an R-realizer of D∗ and so dim(D∗) ≤ 1. By
the way, since D∗ is nonempty, dim(D∗) ≥ 1 by Lemma 2.1. Hence we may conclude that
dim(D∗) = 1 and so the “if” part is true.
In the rest of this section, we give a necessary condition for a digraph having a weak
majority dimension two. We need the following lemma.
Lemma 3.3. A directed path of length two has the weak majority dimension three.
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Proof. Let P := v1 → v2 → v3 be a directed path of length two and f : V (P )→ R3 be a
map defined by
f(v1) = (1, 2, 3), f(v2) = (3, 1, 2), and f(v3) = (2, 0, 3).
Then it is easy to see that f is an R3-realizer of P and so dim(P ) ≤ 3.
Suppose, to the contrary, that dim(P ) ≤ 2. Then there is an R2-realizer g of P by
(⋆). Since v1 and v3 are not adjacent in D, g(v1) and g(v3) are incomparable, and so
|Gg(v1)>g(v3)| = |Gg(v3)>g(v1)|. (9)
In addition, since (v1, v2) ∈ A(P ) and (v2, v3) ∈ A(P ),
|Gg(v1)>g(v2)| − |Gg(v2)>g(v1)| > 0 and |Gg(v2)>g(v3)| − |Gg(v3)>g(v2)| > 0. (10)
Since g(v1), g(v2), and g(v3) belong to R
2, |Gg(vi)>g(vi+1)|+ |Gg(vi+1)>g(vi)| ≤ 2 for each
i = 1, 2. By (10), |Gg(vi+1)>g(vi)| = 0 for each i = 1, 2. Therefore
[g(v1)]1 ≥ [g(v2)]1 ≥ [g(v3)]1 and [g(v1)]2 ≥ [g(v2)]2 ≥ [g(v3)]2. (11)
Thus |Gg(v3)>g(v1)| = 0. If |Gg(v1)>g(v3)| = 0, then the inequalities in (11) become equalities,
which contradicts (10). Therefore |Gg(v1)>g(v3)| > 0 and so |Gg(v1)>g(v3)| − |Gg(v3)>g(v1)| > 0,
which contradicts (9). Hence dim(P ) ≥ 3 and we may conclude that dim(P ) = 3.
Theorem 3.4. Every digraph with weak majority dimension at most two is transitive.
Proof. Take a digraph D with dim(D) ≤ 2. If D contains a directed path of length two
as an induced subdigraph, then dim(D) ≥ 3 by Proposition 2.4 and Lemma 3.3, and
we reach a contradiction. Thus D does not contain a directed path of length two as an
induced subdigraph and hence the statement of this theorem is vacuously true.
While proving Theorem 3.4, we also have shown the following statement.
Corollary 3.5. Every digraph with weak majority dimension at most two does not contain
a directed path of length two as an induced subdigraph.
The converse of Theorem 3.4 is not true, i,e. there is a transitive digraph with weak
majority dimension greater than two by Theorem 2.7.
4 Weak majority dimensions of directed paths and directed cy-
cles
In this section, we study weak majority dimensions of directed paths and directed cycles.
To do so, we need following lemmas which can easily be checked.
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Lemma 4.1. Let x ∈ R2d+1 and y ∈ R2d+1 for a positive integer d. If x and y are
incomparable, then the size of the set {i ∈ [2d+ 1] | [x]i = [y]i} is odd.
Lemma 4.2. For x, y, z ∈ R3, suppose that x ≺ y, y ≺ z and x and z are incomparable.
Then {i ∈ [3] | [x]i = [y]i} = {i ∈ [3] | [y]i = [z]i} = ∅.
Proof. Suppose, to the contrary, that {i ∈ [3] | [x]i = [y]i} 6= ∅. Without loss of generality,
[x]1 = [y]1. If [x]2 > [y]2 or [x]3 > [y]3, then |Gx>y| ≥ 1 and |Gy>x| ≤ 1, which contradicts
to the fact that x ≺ y. Therefore [x]2 ≤ [y]2 and [x]3 ≤ [y]3.
Since y ≺ z, |Gz>y| − |Gy>z| > 0. Since [x]i ≤ [y]i for each i = 1, 2, 3, Gz>y ⊂ Gz>x and
Gy>z ⊃ Gx>z. Hence
|Gz>x| − |Gx>z| ≥ |Gz>y| − |Gy>z| > 0
and we reach a contradiction to the hypothesis that x and z are incomparable. Therefore
{i ∈ [3] | [x]i = [y]i} = ∅. By applying a symmetric argument, we may show that
{i ∈ [3] | [y]i = [z]i} = ∅.
Theorem 4.3. Every directed path has weak majority dimension at most four and there
exist directed paths with weak majority dimension four.
Proof. Let n be a positive integer and P := v1 → v2 → · · · → v2n−1 be a directed path of
length 2n− 2. To show the dim(P ) ≤ 4, we define a map f : V (P )→ R4 as follow:
(i) f(v2i−1) = (2n− 2i+ 1, 2n− 2i+ 1, 2i− 1, 2i− 1) for each i = 1, . . ., n;
(ii) f(v2i) = (2n− 2i, 2n− 2i, 2i− 2, 2i+ 2) for each i = 1, . . ., n− 1.
Then, for any 1 ≤ i < j ≤ 2n− 1 with j − i ≥ 2,
Gf(vi)>f(vj ) = {1, 2} and Gf(vj )>f(vi) = {3, 4}
and so f(vi) and f(vj) are incomparable. On the other hand,
Gf(v2i−1)>f(v2i) = {1, 2, 3} and Gf(v2i)>f(v2i+1) = {1, 2, 4}
for any i ∈ [n − 1]. Therefore f is an R4-realizer of P and so dim(P ) ≤ 4. Since n is
arbitrarily chosen, the weak majority dimension of a directed path of even length is at
most four and so, by Lemma 2.4, the weak majority dimension of a directed path is at
most four.
Now we shall show that a directed path
Q := u1 → u2 → · · · → u10
has weak majority dimension four. Suppose, to the contrary, that dim(Q) ≤ 3. Then
there is an R3-realizer g of Q by (⋆).
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Now take i and j in the set {1, 2, . . . , 10} with j − i ≥ 2. Then, since ui and uj are
not adjacent in Q, g(ui) and g(uj) are incomparable. Thus, by Lemma 4.1, |{l ∈ [3] |
[g(ui)]l = [g(uj)]l}| is odd. Since N
+
Q (ui) 6= N
+
Q (uj), g(ui) 6= g(uj). Therefore we have
shown that
|{l ∈ [3] | [g(ui)]l = [g(uj)]l}| = 1 (12)
for each pair of i and j in the set {1, 2, . . . , 10} with j − i ≥ 2.
Let
Il = {i ∈ {3, 4, . . . , 9} | [g(u1)]l = [g(ui)]l}
for each l = 1, 2, 3. Since i− 1 ≥ 2 for i ∈ {3, 4, . . . , 9}, the set {3, 4, . . . , 9} is the disjoint
union of I1, I2, and I3 by (12), so
|I1|+ |I2|+ |I3| = 7.
Therefore, by the Pigeonhole principle, at least one of |I1|, |I2|, and |I3| is greater than two.
Without loss of generality, we may assume that |I1| ≥ 3. Then we may take p, q, r ∈ I1
satisfying 3 ≤ p < q < r ≤ 9. Since p, q, r ∈ I1,
[g(u1)]1 = [g(up)]1 = [g(uq)]1 = [g(ur)]1. (13)
By Lemma 4.2,
{j ∈ [3] | [g(uk)]j = [g(uk+1)]j} = ∅ (14)
for each k ∈ {1, 2, . . . , 9}. Therefore |p − q| ≥ 2, |q − r| ≥ 2, and |r − p| ≥ 2. Thus
any pair of g(up), g(uq), and g(ur) are incomparable. Then, by (12) and (13), [g(u1)]2,
[g(up)]2, and [g(uq)]2 are all distinct and [g(u1)]3, [g(up)]3, and [g(uq)]3 are all distinct.
By the way, for each i = 1, p, q,
(r + 1)− i ≥ 2,
so
|{l ∈ [3] | [g(ur+1)]l = [g(ui)]l}| = 1
by (12). Yet, [g(ur)]1 6= [g(ur+1)]1 by (14). Therefore
[g(u1)]1 = [g(up)]1 = [g(uq)]1 6= [g(ur+1)]1
by (13). Since [g(u1)]2, [g(up)]2, and [g(uq)]2 are all distinct and [g(u1)]3, [g(up)]3, and
[g(uq)]3 are all distinct, [g(ur+1)]l is distinct from at least two of [g(u1)]l, [g(up)]l, and
[g(uq)]l for each l = 2, 3. Therefore [g(ur+1)]l 6= [g(ui∗)]l for some i∗ ∈ {1, p, q} and for
each l = 2, 3 and we reach a contradiction to (12).
By Proposition 2.3 and Theorem 4.3, the weak majority dimension of a directed cycle
with length at least three is at most six. To improve this upper bound, we need the
following lemma.
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Lemma 4.4. For a positive integer n ≥ 4, there is an n× 4 matrix An = (aij) satisfying
the following properties.
(i) aij ∈ N for any i ∈ [n] and j ∈ [4];
(ii) aik 6= ajk for any 1 ≤ i < j ≤ n and k ∈ [4];
(iii) anj = max{alj | l ∈ [n]} and a1k = min{alk | l ∈ [n]} for some j, k ∈ [4] and j 6= k;
(iv) |{k ∈ [4] | aik − a(i+1)k > 0}| = 3 for any i ∈ [n] (we identify n + 1 with 1);
(v) |{k ∈ [4] | aik − ajk > 0}| = 2 for any i, j ∈ [n] with |i− j| ≥ 2 and {i, j} 6= {1, n}.
Proof. We show by induction on n. Let
A4 =


3 1 2 4
2 4 1 3
1 3 4 2
4 2 3 1

 .
Then it is easy to check that A4 satisfies the conditions given in this lemma.
Now suppose that an n × 4 matrix An satisfies the given conditions for some integer
n ≥ 4. Since a matrix obtained from An by a column permutation still satisfies the given
conditions, we may assume that an1 = max{al1 | l ∈ [n]} and a12 = min{al2 | l ∈ [n]}.
We let M = max{al3 | l ∈ [n]} and m = min{al4 | l ∈ [n]}. Now we define the (n+ 1)× 4
matrix An+1 = (a
∗
ij) as follow:
(1) a∗ij = 2aij for any i ∈ [n] and any j ∈ [4];
(2) a∗n+1,1 = 2an1 − 1, a
∗
n+1,2 = 2a12 + 1, a
∗
n+1,3 = 2M + 1, and a
∗
n+1,4 = 2m− 1.
Obviously An+1 satisfies the conditions (i) and (ii) given in the lemma statement. Then
a∗n+1,3 and a
∗
12 are the maximum and the minimum of the third column and the second
column, respectively, in An+1 and An+1 satisfies the condition (iii). It is easy to check the
following: {k ∈ [4] | a∗nk − a
∗
n+1,k > 0} = {1, 2, 4}; {k ∈ [4] | a
∗
n+1,k − a
∗
1k > 0} = {1, 2, 3};
{k ∈ [4] | a∗n+1,k − a
∗
jk > 0} = {1, 3}; {k ∈ [4] | a
∗
jk − a
∗
n+1,k > 0} = {2, 4} for each j = 2,
. . ., n− 1. Thus the conditions (iv) and (v) are satisfied.
Theorem 4.5. Every directed cycle has weak majority dimension three or four both of
which are achievable.
Proof. By the assumption at the beginning of the paper, we only consider directed cycles
of length greater than or equal to 3. Let n be an integer greater than or equal to 3 and
Cn := v1 → v2 → · · · → vn → v1 be a directed cycle of length n. Since a directed cycle is
not transitive, dim(Cn) ≥ 3 by Theorem 3.4.
14
Now we show dim(Cn) ≤ 4. Suppose n = 3 and let f : V (C3)→ R3 be a map defined
by
f(v1) = (1, 2, 3), f(v2) = (3, 1, 2), and f(v3) = (2, 3, 1).
Then it is easy to check that f is an R3-realizer of C3 and so dim(C3) ≤ 3. Now suppose
n ≥ 4. Then, by Lemma 4.4, there is an n× 4 matrix An = (aij) satisfying the conditions
given in the lemma statement. We define a map g : V (Cn)→ R4 by
[g(vi)]j = aij
for any i ∈ [n] and j ∈ {1, 2, 3, 4}. Then, by the conditions (ii) and (iv) in Lemma 4.4,
|Gg(vi)>g(vi+1)| − |Gg(vi+1)>g(vi)| = 2 for each i = 1, . . ., n (we identify n + 1 with 1).
Furthermore, by the conditions (ii) and (v) in Lemma 4.4, |Gg(vi)>g(vj )| = |Gg(vj)>g(vi)| for
each pair of i and j in [n] with |i− j| ≥ 2 and {i, j} 6= {1, n}. Thus g is an R4-realizer of
Cn and so dim(Cn) ≤ 4. Therefore the weak majority dimension of Cn is three or four.
In the above argument, we actually showed that the weak majority dimension of C3 is
three. By Theorem 4.3, there is a directed path P with dim(P ) = 4. Let C be a directed
cycle containing a directed path P as an induced subdigraph. Then, by Proposition 2.4,
dim(C) ≥ 4, so dim(C) = 4.
5 Concluding Remarks
We gave a necessary condition for a digraph having weak digraph dimension at most
two. We would like to see whether or not there is a meaningful necessary and sufficient
condition for a digraph having weak digraph dimension at most two.
By Theorem 2.7, for any nonnegative integer d, there is a (transitive) digraph D such
that dim(D) > d. We go further to know whether or not the following is true.
Conjecture 5.1. For any nonnegative integer d, there is a (transitive) digraph D such
that dim(D) = d.
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