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Recently, Mursaleen and Mohiuddine [M. Mursaleen, S.A. Mohiuddine, Regularly σ -
conservative and σ -coercive four-dimensional matrices, Comput. Math. Appl. 56 (2008)
1580–1586] defined and characterized the regularly σ -conservative four-dimensional
matrices by using the concept of regular convergence (r-convergence) of double sequences
x = (xjk). In this paper, we characterize four-dimensional σ -conservative and boundedly
σ -conservative matrices corresponding to the concept of p-convergence and boundedly
p-convergence of double sequences, respectively.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
First, we recall some notations and definitions which we will use throughout the paper.
A double sequence x = (xjk) is said to converge to the limit L in Pringsheim’s sense (shortly, p-convergent to L) [1] if for
every ε > 0 there exists an integer N such that |xjk − L| < ε whenever j, k > N . In this case L is called the p-limit of x.
A double sequence x = (xjk) of real or complex numbers is said to be bounded if
‖x‖∞ = sup
j,k
|xjk| <∞.
The space of all bounded double sequences is denoted byMu.
If x ∈ Mu and is p-convergent to L, then x is said to be boundedly p-convergent to L (shortly, bp-convergent to L). In this
case L is called the bp-limit of x.
A double sequence x = (xjk) is said to converge regularly to L (shortly, r-convergent to L) if x is p-convergent to L and the
limits xj := limk xjk(j ∈ N) and xk := limj xjk(k ∈ N) exist. Note that in this case the limits limj limk xjk and limk limj xjk exist
and are equal to the p-limit of x. In this case L is called the r-limit of x.
In general, for any notion of convergence ν, the space of all ν-convergent double sequences will be denoted by Cν , the
space of all ν-convergent to 0 double sequences by Cν0 and the limit of a ν-convergent double sequence x by ν-limj,kxjk,
where ν ∈ {p, bp, r}.
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LetΩ denote the vector space of all double sequences with the vector space operations defined coordinatewise. Vector
subspaces ofΩ are called double sequence spaces. In addition to above-mentioned double sequence spaces we consider the
double sequence space
Lu :=
{
x ∈ Ω | ‖x‖1 :=
∑
j,k
|xjk| <∞
}
of all absolutely summable double sequences.
All considered double sequence spaces are supposed to contain
Φ := span{ejk | j, k ∈ N},
where
ejkil =
{
1; if (j, k) = (i, `),
0; otherwise.
We denote the pointwise sums
∑
j,k e
jk,
∑
j e
jk(k ∈ N), and∑k ejk(j ∈ N) by e, ek and ej respectively.
Let E be the space of double sequences converging with respect to a convergence notion ν, F be a double sequence space,
and A = (amnjk) be a four-dimensional matrix of scalars. Define the set
F (ν)A :=
{
x ∈ Ω | [Ax]mn := ν −
∑
j,k
amnjkxjk exists and Ax := ([Ax]mn)m,n ∈ F
}
.
Thenwe say that Amaps the space E into the space F if E ⊂ F (ν)A and denote by (E, F) the set of all four-dimensional matrices
Awhich map E into F .
Let σ be a one-to-one mapping from the set N of natural numbers into itself. A continuous linear functional ϕ on the
space `∞ of bounded single sequences is said to be an invariant mean or a σ -mean if and only if (i) ϕ(x) ≥ 0 when the
sequence x = (xk) has xk ≥ 0 for all k, (ii) ϕ(e) = 1, where e = (1, 1, 1, . . .), and (iii) ϕ(x) = ϕ((xσ(k))) for all x ∈ `∞.
Throughout this paper we consider the mapping σ which has no finite orbits, that is, σ p(k) 6= k for all integer k ≥ 0
and p ≥ 1, where σ p(k) denotes the pth iterate of σ at k. Note that, a σ -mean extends the limit functional on the space c of
convergent single sequences in the sense that ϕ(x) = lim x for all x ∈ c , (see [2]). Consequently, c ⊂ Vσ the set of bounded
sequences all of whose σ -means are equal. We say that a sequence x = (xk) is σ -convergent if and only if x ∈ Vσ . Using this
concept, Schaefer [3] defined and characterized σ -conservative, σ -regular and σ -coercive matrices for single sequences. If
σ is translation then Vσ is reduced to the set f of almost convergent sequences [4].
The idea of σ -convergence for double sequences has recently been introduced in [5]. A double sequence x = (xjk) of real
numbers is said to be σ -convergent to a number L if and only if x ∈ Vσ , where
Vσ = {x ∈Mu : lim
p,q→∞ τpqst(x) = L uniformly in s, t; L = σ -limx},
and
τpqst(x) = 1pq
p−1∑
m=0
q−1∑
n=0
xσm(s),σ n(t),
while here the limit means bp-limit. Let us denote by Vσ the space of σ -convergent double sequences x = (xjk). For
σ(n) = n+ 1, the set Vσ is reduced to the set f2 of almost convergent double sequences [6]. Note that Cbp ⊂ Vσ ⊂Mu.
Let λ,µ be two spaces of double sequences, converging with respect to the linear convergence rules v1-lim and v2-lim,
respectively, and A = (amnjk) be a four-dimensional matrix of real or complex numbers. Define the set
λ
(v2)
A :=
x = (xjk) : Ax =
(
v2
∑
j,k
amnjkxjk
)
m,n∈N
exists and Ax ∈ λ
 .
Then we say that Amaps the space λ into the space µ if µ ⊂ λ(v2)A and denote the set of all such matrices by (λ, µ).
A four-dimensional matrix A = (amnjk) is said to be σ -multiplicative [7] if Ax ∈ Vσ for all x = (xjk) ∈ Cbp with
σ -limAx = α(bp-limx), where α ∈ C. Note that if α = 1, then σ -multiplicative matrices are reduced to σ -regular [8]
(in our sense, boundedly σ -regular).
A = (amnjk) is said to be regularly σ -conservative [9] if Ax ∈ Vσ for all x = (xjk) ∈ Cr .
For matrix transformations of double sequences and related methods, we refer to [10,7,9,11].
In this paper, we characterize those four-dimensional matrices A = (amnjk) which map the double sequence space Cν
into the space Vσ where ν ∈ {bp, p}. Note that the case ν = r has been considered by Mursaleen and Mohiuddine [9].
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2. The class of matrices (Cν,Cbp)
The following known results (cf. [10]) shall be needed for characterizations of matrix class (Cν,Cbp) for ν ∈ {bp, p}.
Theorem 2.1. (a) The matrix A = (amnjk) is in (Cbp,Cbp) if and only if it satisfies the conditions
(i) supm,n
∑
j,k |amnjk| <∞,
(ii) the limit bp-limm,namnjk = ajk exists (j, k ∈ N),
(iii) the limit bp-limm,n
∑
j,k amnjk = v exists,
(iv) bp-limm,n
∑
j |amnjk0 − ajk0 | = 0 (k0 ∈ N),
(v) bp-limm,n
∑
k |amnj0k − aj0k| = 0 (j0 ∈ N).
In this case, a = (ajk) ∈ Lu and
bp-limm,n[Ax]m,n =
∑
j,k
ajkxjk +
(
v
∑
j,k
ajk
)
bp-limm,nxmn (x ∈ Cbp).
(b) The matrix A = (amnjk) is in (Cbp,Cbp)reg and bp-limAx = bp-limm,nxmn(x ∈ Cbp) if and only if the conditions (i)–(v) hold
with ajk = 0 (j, k ∈ N) and v = 1.
Theorem 2.2. (a) The matrix A = (amnjk) is in (Cp,Cbp) if and only if the conditions (i)–(iii) of Theorem 2.1 hold and
(vi) for every j ∈ N, there exists K ∈ N such that amnjk = 0 for k > K(m, n ∈ N),
(vii) for every k ∈ N, there exists J ∈ N such that amnjk = 0 for j > J(m, n ∈ N).
In this case, a = (ajk) ∈ Lu, (ajk0)j, (aj0k)k ∈ ϕ(j0, k0 ∈ N) and
bp-limm,n[Ax]m,n =
∑
j,k
ajkxjk +
∑
j
(
v
∑
j,k
ajk
)
p-limm,nxmn (x ∈ Cp).
(b) The matrix A = (amnjk) is in (Cp,Cbp)reg and bp-limAx = p-limm,nxmn(x ∈ Cp) if and only if the conditions (i)–(iii) of
Theorem 2.1 and (vi) and (vii) hold with ajk = 0 (j, k ∈ N) and v = 1.
3. σ-conservative matrices
We define the following:
Definition 3.1. A four-dimensional matrix A = (amnjk) is said to be σ - conservative (in Pringsheim’s sense) if Ax ∈ Vσ for all
x = (xjk) ∈ Cp, i.e. A ∈ (Cp,Vσ ). In addition, if σ -limAx = p-limx, then A is said to be σ -regular (in Pringsheim’s sense) and
in this case we write A ∈ (Cp,Vσ )reg .
Definition 3.2. A four-dimensional matrix A = (amnjk) is said to be boundedly σ - conservative if Ax ∈ Vσ for all x = (xjk) ∈
Cbp, i.e. A ∈ (Cbp,Vσ ). In addition, if σ -limAx = bp-limx, then A is said to be boundedly σ -regular and we denote by
A ∈ (Cbp,Vσ )reg .
Now, we characterize these matrices.
Theorem 3.1. (a) A matrix A = (amnjk) is boundedly σ -conservative if and only if the following conditions hold:
(i) supm,n
∑
j,k |amnjk| =: M <∞,
(ii) the limit bp-limp,qβ(p, q, j, k, s, t) = ajk exists (j, k ∈ N) uniformly in s, t ∈ N,
(iii) the limit bp-limp,q
∑
j,k β(p, q, j, k, s, t) = u exists uniformly in s, t ∈ N,
(iv) the limit bp-limp,q
∑
k |β(p, q, j, k, s, t)− ajk| = 0 exists (j ∈ N) uniformly in s, t ∈ N,
(v) the limit bp-limp,q
∑
j |β(p, q, j, k, s, t)− ajk| = 0 exists (k ∈ N) uniformly in s, t ∈ N,
where
β(p, q, j, k, s, t) = 1
pq
p−1∑
m=0
q−1∑
n=0
aσm(s),σ n(t),j,k.
In this case, a = (ajk) ∈ Lu, and
σ -limAx =
∑
j,k
ajkxjk +
(
u−
∑
j,k
ajk
)
(bp-limi,lxil), (1)
M. Mursaleen, S.A. Mohiuddine / Computers and Mathematics with Applications 59 (2010) 880–885 883
that is,
bp-limp,q
∑
j,k
β(p, q, j, k, s, t)xjk =
∑
j,k
ajkxjk +
(
u−
∑
j,k
ajk
)
(bp-limi,lxil),
uniformly in s, t ∈ N.
(b) A = (amnjk) is boundedly σ -regular if and only if the conditions (i)–(v) hold with ajk = 0 (j, k ∈ N) and u = 1.
Proof. (a) Necessity. Let A ∈ (Cbp,Vσ ). The condition (i) follows, since x ∈ Cbp then Ax ∈ Vσ ⊂ Mu. Since ejk and e are in
Cbp, the conditions (ii) and (iii) follow respectively.
It is obvious that if A ∈ (Cbp,Vσ ), then the matrix Bst := (bstpqjk)p,q,j,k := (β(p, q, j, k, s, t))p,q,j,k is in (Cbp,Cbp) for every
s, t ∈ N. In particular, the double sequence bst = (bstjk)with bstjk := bp-limp,qbstpqjk = ajk is inLu and
bp-limp,q
∑
k
|bstpqjk − bstjk| = bp-limp,q
∑
k
|β(p, q, j, k, s, t)− ajk| = 0
for every s, t ∈ N.
To verify the conditions (iv) and (v), we need to prove that these limits are uniform in s, t ∈ N. Suppose on contrary that
for given j0 ∈ N
bp-limp,q sup
s,t
∑
k
|β(p, q, j0, k, s, t)− aj0k| 6= 0.
Then there exists ε > 0 and index sequences (pi), (qi) such that
sup
s,t
∑
k
|β(pi, qi, j0, k, s, t)− aj0k| ≥ ε (i ∈ N).
So for every i ∈ N, we can choose si, ti ∈ N such that∑
k
|β(pi, qi, j0, k, si, ti)− aj0k| ≥ ε (i ∈ N).
Since∑
k
|β(pi, qi, j0, k, si, ti)| ≤ sup
m,n
∑
j,k
|amnjk| <∞ (by (i)),
(ajk) ∈ Lu and by (ii) going to a subsequence of (pi, qi, si, ti) on need we may find an index sequence (ki) such that
ki∑
k=1
|β(pi, qi, j0, k, si, ti)− aj0k| ≤
ε
8
and
∞∑
k=ki+1+1
|β(pi, qi, j0, k, si, ti)| +
∞∑
k=ki+1+1
|aj0k| ≤
ε
8
(i ∈ N).
So
ki+1∑
k=ki+1
|β(pi, qi, j0, k, si, ti)− aj0k| ≥
3ε
4
(i ∈ N).
We define the double sequence x = (xjk) by
xjk =
{
(−1)isgn(β(pi, qi, j0, k, si, ti)− aj0k) for ki + 1 ≤ k ≤ ki+1 (i ∈ N), j = j0;
0 for j 6= j0.
Then x ∈ Cbp0 with ‖x‖∞ ≤ 1, but for i even we have
1
piqi
pi−1∑
m=0
qi−1∑
n=0
[Ax]mn −
∑
j,k
ajkxjk =
∑
k
β(pi, qi, j0, k, si, ti)xj0k −
∑
k
aj0kxj0k
≥
ki+1∑
k=ki+1
(β(pi, qi, j0, k, si, ti)− aj0k)xj0k −
ki∑
k=1
|β(pi, qi, j0, k, si, ti)− aj0k|
−
∞∑
k=ki+1+1
|β(pi, qi, j0, k, si, ti)| −
∞∑
k=ki+1+1
|aj0k|
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≥
ki+1∑
k=ki+1
|β(pi, qi, j0, k, si, ti)− aj0k| −
ε
8
− ε
8
≥ 3ε
4
− ε
4
= ε
2
.
Analogously for i odd we get
1
piqi
pi−1∑
m=0
qi−1∑
n=0
[Ax]mn −
∑
j,k
ajkxjk ≤ −ε2 .
Hence 1pq
∑p−1
m=0
∑q−1
n=0[Ax]mn does not converge as p, q→∞ uniformly in s, t ∈ N, that is, Ax 6∈ Vσ , giving the contradiction.
Hence (iv) holds. In the same way we get that (v) holds.
Sufficiency. Let the conditions (i)–(v) hold. Then for any s, t the matrix Bst := (β(p, q, j, k, s, t))p,q,j,k is in (Cbp,Cbp). In
particular
bp-limp,q
∑
j,k
β(p, q, j, k, s, t)xjk =
∑
j,k
ajkxjk +
(
u−
∑
j,k
ajk
)
(bp-limi,lxil) (s, t ∈ N).
To prove that the limit is uniform in s, t ∈ N, we consider∑
j,k
(β(p, q, j, k, s, t)− ajk)xjk − bp-limi,lxil.
Let ε > 0 and N ∈ N such that
|xjk − bp-limi,lxil| ≤ ε8M for j, k ≥ N.
By (ii), (iv) and (v) we can choose P ∈ N such that for p, q ≥ P and every s, t ∈ Nwe have
N−1∑
j=1
N−1∑
k=1
|β(p, q, j, k, s, t)− ajk| ≤ ε8‖x‖∞
N−1∑
j=1
∑
k
|β(p, q, j, k, s, t)− ajk| ≤ ε8‖x‖∞
N−1∑
k=1
∞∑
j=N
|β(p, q, j, k, s, t)− ajk| ≤ ε8‖x‖∞ .
Then ∣∣∣∣∣∑
j,k
(β(p, q, j, k, s, t)− ajk) (xjk − bp-limi,lxil)
∣∣∣∣∣
≤ 2
N−1∑
j=1
N−1∑
k=1
|β(p, q, j, k, s, t)− ajk| ‖x‖∞ + 2
N−1∑
j=1
∑
k
|β(p, q, j, k, s, t)− ajk| ‖x‖∞
+ 2
N−1∑
k=1
∞∑
j=N
|β(p, q, j, k, s, t)− ajk| ‖x‖∞ +
∞∑
j=N
∞∑
k=N
(|β(p, q, j, k, s, t)| + |ajk|)|xjk − bp-limi,lxil|
≤ ε
4
+ ε
4
+ ε
4
+ 2M ε
8M
= ε (s, t ∈ N).
Hence
bp-limp,q
∑
j,k
(β(p, q, j, k, s, t)− ajk) (xjk − bp-limi,lxil) = 0
uniformly in s, t , that is
bp-limp,q
∑
j,k
β(p, q, j, k, s, t)xjk =
∑
j,k
ajkxjk +
(
u−
∑
j,k
ajk
)
(bp-limi,lxil).
(b) The sufficiency follows from (1) and the necessity follows from the inclusion {ejk, e|j, k ∈ N} ⊂ Cbp. 
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Theorem 3.2. (a) A matrix A = (amnjk) is σ -conservative if and only if the conditions (i)–(iii) of Theorem 3.1 and (vi), (vii) of
Theorem 2.2 hold.
In this case, a = (ajk) ∈ Lu, (ajk0)j, (aj0k)k ∈ ϕ(j0, k0 ∈ N) and
σ -limAx =
∑
j,k
ajkxjk +
(
u−
∑
j,k
ajk
)
(p-limi,lxil). (2)
(b) A = (amnjk) is σ -regular if and only if the conditions (i)–(iii) of Theorem 3.1 and (vi), (vii) of Theorem 2.2 hold with
ajk = 0 (j, k ∈ N) and u = 1.
Proof. (a)Necessity. Conditions (i)–(iii) follow in the sameway as in Theorem3.1. Now, since (Cp,Vσ ) ⊂ (Cp,Mu) (see [10]),
conditions (vi) and (vii) follows immediately.
Sufficiency. First note that the condition (vi) of Theorem 2.2 implies that β(j0, k, p, q, s, t) = 0 for given j0 ∈ N, k > K and
any p, q, s, t ∈ N. Hence also aj0k = 0 for k > K . Now in view of (ii) the condition (iv) of Theorem 3.1 follows. Analogously
the condition (v) of Theorem 3.1 as well as (ajk0)j ∈ ϕ(k0 ∈ N) follows from the condition (vii) of Theorem 2.2. So in view of
Theorem 3.1, A is boundedly σ -conservative.
Now let x ∈ Cp. Then there exists N ∈ N such that
sup
k,l>N
|xkl| <∞.
We consider x as a decomposition x = y+ z where y is an element of Cbp defined by ykl := xkl for k, l > N and ykl := 0 for
k ≤ N or l ≤ N and z := x− y. So Ay ∈ Vσ and
σ -limAy =
∑
j,k>N
ajkxjk +
(
u−
∑
j,k
ajk
)
(p-limi,lxil).
To prove that Ax ∈ Vσ , we need to verify that Az ∈ Vσ . For that end let K ∈ N be such that amnjk = 0 for k > K , j = 1, . . . ,N
and anym, n ∈ N. Let also J ∈ N be such that amnjk = 0 for j > J , k = 1, . . . ,N and anym, n ∈ N. Then
Az =
N∑
j=1
K∑
k=1
zjkAejk +
N∑
k=1
J∑
j=N+1
zjkAejk ∈ Vσ
and
σ -limAz =
N∑
j=1
K∑
k=1
zjk(σ -limAejk)+
N∑
k=1
J∑
j=N+1
zjk(σ -limAejk),
=
N∑
j=1
K∑
k=1
ajkzjk +
N∑
k=1
J∑
j=N+1
ajkzjk, by (ii),
=
N∑
j=1
∑
k
ajkzjk +
N∑
k=1
∞∑
j=N+1
ajkzjk.
Hence Ax = Ay+ Az ∈ Vσ and the formula (2) holds.
(b) Can be proved in the same way as in Theorem 3.1. 
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