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О ПРиБЛиЖЕННЫХ ФОРМУЛАХ ДЛЯ ВЫЧиСЛЕНиЯ ОДНОГО КЛАССА 
ФУНКЦиОНАЛОВ ОТ ПУАССОНОВСКОГО ПРОЦЕССА
Данная работа посвящена построению приближенных формул для вычисления математического ожидания не-
линейных функционалов от случайных процессов. Предполагается, что рассматриваемые случайные процессы до-
пускают хаотические разложения по кратным пуассоновским стохастическим интегралам. Используется подход, 
основанный на требовании точности приближенных формул для функциональных многочленов третьей степени от 
траекторий процесса. Применение формул рассматриваемого типа связано с их использованием в качестве элемен-
тарных при построении составных формул, сходящихся к точным значениям ожиданий, а также в качестве аппро­
ксимаций математических ожиданий на малом временном промежутке. В случае разложения в бесконечный ряд 
рассматриваются аппроксимационно точные формулы, в которых используется конечный отрезок хаотического раз-
ложения. 
Ключевые слова: функционалы от случайных процессов, математические ожидания, приближенные формулы, 
кратные пуассоновские стохастические интегралы, хаотические разложения.
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APPROXIMATE FORMULAS FOR EVALUATION OF ONE­CLASS FUNCTIONALS OF THE POISSON PROCESS
This work is devoted to the construction of approximate formulas for calculation of mathematical expectation of nonlinear 
functionals defined along the trajectories of random processes. Computation of mathematical expectation of functionals 
of random processes by the quadrature method is the task that depends heavily on a form in which the process is given. A lot 
of functional quadrature formulas are built in the cases where the characteristic functional of the process is known in explicit 
form. Some results are obtained in the cases where the process is the solution of the stochastic differential Itό equation. 
Recently, the author has proposed the approach to an approximate evaluation of mathematical expectation of a class of non-
linear random functionals based on the use of the Wiener chaos expansion. The article uses chaos expansion with respect 
to multiple Poisson – Ito integrals to construct functional quadrature formulas for calculating nonlinear functionals of 
the stochastic process defined on the probability space generated by the Poisson process. The formula is exact for the third­
degree symmetric functional polynomial, so the product formula of multiple Poisson – Ito integrals is used for construction. 
Keywords: functionals of random processes, mathematical expectations, approximate formulas, multiple stochastic 
Poisson stochastic integrals, chaotic expansions.
Введение. Построение квадратурных формул для вычисления математических ожиданий не-
линейных функционалов от случайных процессов является актуальным направлением исследо-
ваний в силу большого разнообразия способов задания случайных процессов, возникающих при 
решении задач стохастического анализа. При этом часто конечномерные распределения процес-
са не известны, как это имеет место, например, при вычислении ожиданий функционалов от ре-
шений стохастических уравнений. В указанных случаях при построении приближенных фор-
мул используются другие характеристики процесса, если они заданы или их можно найти, такие 
как характеристические функционалы, смешанные моменты, спектральные функции и др. [1–6]. 
© Егоров А. Д., 2017
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В [7] получены и исследованы приближенные формулы, в которых использованы разложения 
исходного процесса в хаосы Винера. Настоящая работа посвящена построению приближенных 
формул для вычисления математического ожидания нелинейных функционалов от случайных 
процессов, заданных хаотическим разложением по кратным пуассоновским интегралам. Ис-
пользуется подход, основанный на требовании точности приближенных формул для функцио-
нальных многочленов третьей степени от траекторий процесса.
Рассмотрим случайный процесс X
t
, [ ]0, ,t T∈  T ≤ ∞, который является квадратично интегри-
руемым функционалом от пуассоновского процесса и, таким образом, допускает разложение 
по кратным стохастическим интегралам [8–11]: 
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где P
t
 – центрированный пуассоновский процесс. Не ограничивая общности, мы полагаем ин-
тенсивность пуассоновского процесса равной единице. Имеют место формулы [11]
 
( ) ( ) ( )
( )
( )2
0 2 2
ˆ! ,
n m
r i
n n m m n m r n i m
r r i r n m
n m i
I f I g i I f g
i i r i
∧
-
+ -
= ≤ ≤ ∧ ∧
   
= ⊗   -   
∑ ∑  (2)
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Основные результаты. Для построения приближенной формулы, точной для функциональ-
ных многочленов третьей степени от X
t
, предварительно получим, используя равенства (2)–(3), 
явное выражение для момента
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где мы положили 1, ,t n ix =  ( )1, , 1, , ,t n i nx u u  2 , ,t m ix =  ( )2 , , 1 1, , , , , ,t m i i i mx u u v v+   3 , ,t n m r ix + - = 
= ( )3 , , 1 1, , , , , .t n m r i r i n i mx u u v v+ - - + +   
Заметим, что в интеграле в правой части (5) знак симметризации в тензорном произведении 
отсутствует, т. е. указанную в (1) симметризацию не нужно выполнять, так как мы имеем под 
знаком интеграла умножение на симметрическую функцию ( )3 , , 1 1, , , , , .t n m r i r i n i mx u u v v+ - - + +   
Приведем явный вид (5) для случая ( ),
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Ниже в формулировке теоремы используются симметрические функциональные многочле-
ны, которые в общем случае имеют вид
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где ( )1, ,k kF t t -   симметрическая функция, 0 const,F =  и предполагается, что интегралы суще-
ствуют для почти всех траекторий процесса. Из условий симметричности следует, что 
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В качестве возможной области применения полученной приближенной формулы можно ука-
зать на вычисление математических ожиданий нелинейных функционалов от решений стоха-
стических уравнений по пуассоновскому процессу в случаях, когда коэффициентные функции 
хаотического разложения решения находятся в явном виде, либо могут быть получены с исполь-
зованием стохастических производных соответствующих порядков (см., напр., [12–14]).
Численные результаты. Приведем численный пример, иллюстрирующий применение полу-
ченной формулы. Пусть
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∫  может быть вычислено из соотношения [11]:
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∑∫ ∫ ∫    (9)
Результаты вычислений по формулам (8)–(9) и приближенной формуле (6) с параметрами 
A
1
 = 1/3, A2 = 1/6, c1 = 1, c2 = 2, λ = 1/n!, T = 1,0 приведены в таблице.
t 0,1 0,3 0,5 0,7 0,9
(8)–(9) 1,0731 1,08266 1,1281 1,19603 1,29623
(6) 1,05272 1,07953 1,12356 1,20483 1,27923
Приведенные численные результаты  показывают характерную для формул, точных для функ-
циональных многочленов третьей степени от процесса, точность аппроксимации в заданном 
временном интервале. По причине быстрого роста значений моментов в случае кратных инте-
гралов по пуассоновскому процессу параметр λ был взят равным 1/n!. Из таблицы видно посте-
пенное уменьшение точности приближенной формулы с ростом t, тем не менее она остается 
удовлетворительной при значениях t в пределах отрезка [0,1], что позволяет использовать ее 
в составных формулах [1–3].
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