Promoter is a short region of DNA which is responsible for initiating transcription of specific genes. Development of computational tools for automatic identification of promoters is in high demand. According to the difference of functions, promoters can be of different types. Promoters may have both intra and inter class variation and similarity in terms of consensus sequences. Accurate classification of various types of sigma promoters still remains a challenge. Results: We present iPromoter-BnCNN for identification and accurate classification of six types of promotersσ 24 , σ 28 , σ 32 , σ 38 , σ 54 , σ 70 . It is a CNN based classifier which combines local features related to monomer nucleotide sequence, trimer nucleotide sequence, dimer structural properties and trimer structural properties through the use of parallel branching. We conducted experiments on a benchmark dataset and compared with two state-of-the-art tools to show our supremacy on 5-fold cross-validation. Moreover, we tested our classifier on an independent test dataset.
Introduction
Promoters are small regions near gene containing 100 to 1000 base-pairs. For transcription occurrence, RNA polymerase must bind near the promoter. Bacteria with prokaryotic cell type has promoters consisting of a purine at the transcription start site (TSS). It contains specific hexamers centered at -10 and -35 (Busby and Ebright (1994) , Feng et al. (2017) ). There are several sigma factors in the RNA polymerase of Escherichia coli bacteria, which are dependent on environment and gene. As a result, sigma factors are used as distinguishing elements of promoter sequences found in DNA. Each of the six different types of sigma factors such as σ 24 , σ 28 , σ 32 , σ 38 , σ 54 , σ 70 has different functions. For example, σ 70 factor is responsible for transcription of most of the genes under normal condition (Gruber and Gross (2003) ). On the other hand, σ 24 factor is responsible for heat shock response (Raina et al. (1995) ). Similarly, σ 28 , σ 32 , σ 38 and σ 54 are responsible for flagellar genes, heat shock response, stress response during the transition from exponential growth phase to the stationary phase of E. coli (Jishage and Ishihama (1995) ) and nitrogen metabolism respectively (Janga and Collado-Vides (2007) ).
Molecular techniques for promoter identification or classification is costly in terms of time and money, hence the popularity of computational methods (Towsey et al. (2008) ). Promoters normally differ from the consensus at one or more positions. So, it is challenging to precisely predict promoters through traditional methodology.
Recently, a few computational methods have been proposed to classify DNA sequences as promoters or non-promoters, some aiming at identifying a certain class of sigma promoters. For instance, Coelho et al. (2018) provided BacSVM+, a software package using LibSVM library for promoter prediction in Bacillus subtilis. Work of e Silva et al. (2014) integrated DNA duplex stability as feature of neural network to identify σ 28 and σ 54 class of promoter in E. coli bacteria. Lin et al. (2014) developed iPro54-PseKNC which performs the same task using SVM classifier based on pseudo k-tuple nucleotide composition (PseKNC). Li et al. (2015) applied a deep feature selection (DFS) model on enhancer-promoter classification. Lin et al. (2017) used pseudo nucleotide composition for feature extraction in order to identify σ 70 promoters in prokaryotes using SVM. He et al. (2018) used PSTNPSS(Position-specific trinucleotide propensity based on single-stranded characteristic) and PseEIIP(Electron-ion potential values for trinucleotides) features while Rahman et al. (2019a) used multiple windowing and minimal features for the same task. Rahman et al. (2019b) developed iPromoter-FSEn for performing the same task using feature subspace based ensemble classifier achieving an impressive accuracy of 86.32%. Umarov and Solovyev (2017) trained CNN based architecture on the same promoter type in E. coli. Liu et al. (2017a) developed iPromoter-2L which can identify promoter and can classify them into six types. They used random forest PseKNC. Zhang et al. (2019) proposed MULTiPly for the same task using sequence-specific local information (k-tuple nucleotide composition, dinucleotide based autocovariance), bi-profile Bayes and KNN feature encoding schemes which incorporate position-specific residue distribution from the full set of training sequences and the distribution of promoters and non-promoters in the vicinity of the sequences respectively. They applied F-score feature selection method to identify feature from each category giving the best prediction results. Only Liu et al. (2017a) and Zhang et al. (2019) proposed computational methods (iPromoter-2L and MULTiPly) for classifying sigma promoters into six classes in E. coli bacteria. The sensitivity and specificity of promoter classification showed opposing behavior for iPromoter-2L. For example, for σ 28 , σ 32 , σ 38 and σ 54 , iPromoter-2L showed specificity of higher than 99%, but the sensitivity was lower than 54%. The promoter classification performances of the binary sub-classifiers used in MULTi-Ply were impressive. For example, the first sub-classifier showed 85.24% accuracy in σ 70 promoter type identification. The sensitivity and specificity was 87.27% and 86.57% respectively. We follow the stage by stage binary classification method used in MULTiPly in this work. The main limitation of MULTiPly was the selection of the basic features to work with. Different combination of different heterogeneous features led to different prediction results. Effective selection of basic and essential features for the classification model is a difficult problem to solve. Through trial and error, the authors selected features that achieved satisfactory prediction performance.
We propose iPromoter-BnCNN, a one dimensional CNN based classifier which can identify sigma promoter and can classify sigma promoter into the six specified classes in E. coli bacteria. Four parallel branches of one dimensional convolution filters learn and and extract important local features related to monomer, trimer nucleotide sequence and dimer, trimer structural properties simultaneously. Dense layers at the end of our designed model combine these extracted features and perform the classification task. We use the same model architecture for all of our binary classifiers. From the training samples, each classifier learns weights and importance of features automatically. We compare our method with stateof-the-art tools for E. coli sigma promoter identification and classification and show the effectiveness of our method.
Materials and Methods
We followed Chou's five-step rules (Chou (2011) ) in order to make the paper presentation and to make our research work more effective. A series of recent publications (Xu et al. (2013) Zhang et al. (2019) ) comply with this standard. Briefly, the five steps are: (i) valid benchmark dataset selection (ii) biological sequence sample formulation with mathematical expression (iii) powerful algorithm introduction for prediction purpose (iv) predictor performance evaluation using cross validation (v) public access establishment to the constructed predictor. Our system overview has been provided in Figure 1 in light of the five steps described. We describe each of these steps in detail in the following subsections. 
Benchmark Dataset
One benchmark dataset is good enough to prove the effectiveness of a certain method when K-fold cross-validation is used, because such evaluation takes into account the results obtained from K number of disjoint training and validation sets (Chou and Shen (2007) ). We have used the same E. coli bacteria promoter dataset as of Liu et al. (2017a) and Zhang et al. (2019) for comparison purpose in terms of sigma promoter identification and classification into sub types. All promoter samples of the used dataset are experimentally verified (each has 81 bp). They have been collected from the RegulonDB database (Version 9.3). Redundancy reduction (no two samples with pairwise sequence identity ≥ 0.8) using CD-HIT software has been applied on this dataset. We use some recently included promoter samples (experimentally verified) in RegulonDB version 10.0 as our independent test dataset. The sample numbers of promoter, its sub types and non-promoter used in 5-fold cross-validation and in independent test purpose have been provided in Table 1 .
Mathematical Formulation of DNA Sequence
The goal of formulating an effective mathematical expression which represents a nucleotide sequence is feature extraction. It is challenging to find an appropriate way of expressing a biological sequence such that sufficient sequence-order information is retained. Computational methods require numerical vector representation for prediction or classification tasks (Chou (2015) ). We consider vector representation of two categories for our work. We describe them in the following subsections.
Original Nucleotide Sequence
A DNA sequence can be expressed as follows:
where, L is the length of the DNA sequence and N i ∈ {A, T, C, G}. (2016)). In a DNA sequence, there can be four types of monomers such as -A, T, C and G. So, our monomer representation of each DNA sample is a 81 × 4 size two dimensional matrix (each sequence is 81 nucleotide long in our dataset). Each nucleotide is represented by a one hot vector (1 in one position, all other positions 0) of size four. We also construct an overlapping trimer representation of each DNA sequence. Each codon corresponding to a single amino acid is a combination of three nucleotides. Full set of codons form the genetic code. This is why trimers have special significance. In the L length DNA sequence mentioned in this subsection, there are total L − 2 overlapping trimers which are as follows: N 1 N 2 N 3 , N 2 N 3 N 4 , N 3 N 4 N 5 , · · · , N L−2 N L−1 N L There can be 4 3 = 64 kinds of possible trimers. We represent each trimer with a one hot vector of size 64. Thus, each DNA sample is represented by a 79 × 64 size two dimensional matrix.
Structural Properties
Structural property refers to specific characteristics of DNA molecule such as stability, rigidity or curvature (Meysman et al. (2012) ). Conformational properties are related to static DNA structure (geometrical property) while physicochemical properties are related to dynamic DNA structure (potential to change in conformation). These properties play an important role in promoter prediction and classification (Abeel et al. (2008) , Bansal et al. (2014) ). Chen et al. (2014b) constructed PseKNC-General tool which can convert DNA sequence dataset into pseudo nucleotide compositions providing many choices of physicochemical combinations. This tool provides 90 physicochemical properties (role, twist, tilt etc) for each of the 16 possible dimers and 12 physicochemical properties (trinucleotide GC content, consensus role, consensus rigid etc) for each of the 64 possible trimers. We implement physicochemical property wise normalization (subtract mean and divide by standard deviation) so that each property gets equal chance to act as distinguishing property. We provide the values of these physicochemical properties associated with each type of dimers and trimers as part of the supplementary information. In L length DNA sample, there are L−1 overlapping dimers such as N 1 N 2 , N 2 N 3 , N 3 N 4 , · · · , N L−1 N L . We replace each of these dimers with the 90 physicochemical properties and get a 80 × 90 size two dimensional matrix for each 81 length DNA sequence sample. Similarly, there are total L − 2 overlapping trimers such as N 1 N 2 N 3 , N 2 N 3 N 4 , N 3 N 4 N 5 , · · · , N L−2 N L−1 N L . We replace each of these trimers with the 12 physicochemical properties and get a 79 × 12 size two dimensional matrix for each 81 length DNA sequence sample.
Model Architecture
We use four kinds of feature representations for our model -monomer sequence matrix, trimer sequence matrix, dimer physicochemical property matrix and trimer physicochemical property matrix (two dimensional) of dimension (81, 4), (79, 64), (80, 90) and (79, 12) respectively as described in Subsection 2.2. We provide our model architecture in Figure 2 . Each of these four unique representations of a sample sequence is passed through a separate one dimensional convolutional neural network (1D CNN) branch parallely as shown in the figure.
1D CNN has shown its potential and significance in recent studies (Chen et al. (2017) , Zhou et al. (2015) , Oh et al. (2018) ) related to local feature extraction and sequence data classification when the positions of the existing local features are not important. Each of the four branches of 1D CNN works as automatic distinguishing feature extractors for our classification task. The leftmost branch of Figure 2 gets us distinguishing sequence motifs from constituent monomers. The second branch learns locally important combination of codons. The third branch extracts distinctive patterns related to structural properties of the sequences based on numerical values that depict the contribution from each of the constituent dimers to these properties. The fourth branch performs the same task, but only this time from values representing constituent trimer contributions.
Each of the four different branches learns important distinguishing features from local sequence patterns. In order to perform a successful classification, we need to have a way to combine these independently learnt and extracted features. Each of these four branches return a matrix (two dimensional) of dimension m i × n i , where the branch number is i. We flatten each of these matrices into a one dimensional vector and concatenate all four of them. The resultant one dimensional concatenated vector is of length 4 i=1 m i ×n i . This now works as a feature vector. Instead of using this feature vector directly for classification, we pass this vector through densely connected neural network layers so that our model is able to learn successfully the importance of each feature for the classification task at hand. While the flattened output vectors from the four parallel branches can be regarded as independent feature groups, the coordinator layer serves as an implicit feature selector and high-level attribute extractor that operates on an amalgamation of the feature groups.
Our representation scheme preserves the order of the nucleotide residues in which they appear in the DNA sequence, which can be exploited by the convolutional filters in different layers for extracting sequenceorder information if deemed necessary for ensuring maximum separation between regions of interest. The initial filters that interact directly with the input layer can hypothetically encode information similar to k-tuple nucleotide composition, which is efficacious for representing DNA sequences in various property and function modeling tasks, including promoter identification (Zhang et al. (2019) ). Additionally, the final layers of our model can encode long-range sequence order information due to the hierarchical output-input structure of the network, which allows these high-level filters to widen their receptive fields substantially. These filters can serve as a surrogate for features like pseudo k-tuple nucleotide composition (Chen et al. (2014b) ) and gapped k-mers (Muhammod et al. (2019) ) which capture useful long-range sequence order information from structural profile and primary sequence respectively. Due to these hierarchical interactions between initial and high-level filters, our architecture can also extract information like GC content in particular regions of the input sequences, which has been quite successful in promoter identification. (Abeel et al. (2008) ). Preservation of residue-order is further facilitated by the architectural choice of not adding any pooling layers which seemed to degrade performance in our initial experiments due to loss of spatial information. Furthermore, pooling layers may disrupt structural property extraction from di and tri nucleotide contribution scales since these properties are usually contingent on the position-specific neighborhood structure of the nucleotides in the original sequence (Meysman et al. (2012) ).
Although opting for a feature extractor based on a neural network that does not incorporate any unidirectional or bidirectional recurrent layers may seem a little counterintuitive in the context of biological sequence modeling, this specific modeling choice has ensured robustness of the extracted features by keeping the number of learnable parameters comparatively small through parameter sharing. Such simplified feature transformation functions are of paramount importance for curbing idiosyncratic pattern extraction given our relatively small-scale training data, which is often the case for new genome projects (Abeel et al. (2008) ). Additionally, we have opted for comparatively shallow convolution branches for keeping the sequence to promoter-class mapping function as simple as possible without losing the required feature extraction capability of the model.
We use relu as activation function for each intermediate layer as it has become very popular for its simplicity and effectiveness (Li and Yuan (2017) , Yarotsky (2017) , Agarap (2018) ). In the final layer, we use softmax function for binary classification purpose with two nodes constituting the last dense layer. Since our training data is relatively small, we have employed dropout regularization, which ignores some layer outputs randomly. Such treatment changes the connectivity of a layer with its previous layer on each epoch of training forcing the model architecture to look different every time (Srivastava et al. (2014) , Srivastava (2013) , Baldi and Sadowski (2013) ). We use a high dropout rate of 0.5 (Output from a particular layer node is ignored with 50% probability) after each of our layers (except for the output layer) to prevent overfitting.
We use total six binary classifiers for sigma promoter identification and classification into six classes. The details related to the six classifiers have been discusses in Subsection 2.4. Each of these classifiers have the same architecture as shown in Figure 2 . But each of them have different convolution filter and dense layer weights. We provide the .h5 files of each of the six trained models as part of the supplementary information.
Model Selection and Performance Evaluation
The goal of iPromoter-BnCNN is to identify a query DNA sequence as a promoter or non-promoter and in case of being promoter, to predict which of the six types of promoters the identified promoter belongs to. Although promoter classification is a multi-class classification problem, the dataset that we use has severe class imbalance problem. For example, there are 1694 samples in σ 70 -promoter, the largest promoter subset while only 94 samples belong to the smallest promoter subset σ 54 -promoter. To tackle this problem, we have used stage by stage binary classification as shown in Table 2 . The first binary classifier distinguishes between promoter and nonpromoter. Each class contains 2860 samples. This number is larger than the largest promoter subset sample number. If the DNA sequence is a promoter, the second binary classifier classifies σ 70 -promoter and non σ 70 -promoter (σ 24 , σ 28 , σ 32 , σ 38 , σ 54 ). The next largest promoter subset belongs to σ 24 -promoter. If the promoter is not σ 70 , then the third classifier classifies between σ 24 -promoter and non σ 24 -promoter (σ 28 , σ 32 , σ 38 , σ 54 ). This process goes on until we reach a point while we only have two promoter subsets left -σ 28 and σ 54 . The last binary classifier distinguishes between these two classes, where σ 54 -promoter is the smallest of promoter subsets.
All these six binary classifiers have the same architecture as of Figure  2 . The only difference is the weights assigned to different network layers because of the difference in training data. For example, the first classifier is trained with promoter vs non-promoter training samples while the last classifier is trained with σ 28 vs σ 54 training samples. The optimizer that we have used to update the weight is Adam (Adaptive moment estimation) while as loss function, we have used Categorical Crossentropy. The hyperparameters to be tuned in our model architecture are of three types.
• Layer: number of convolution filters in each convolution layer, convolution filter size, number of dense layers, number of nodes in each dense layer • Function: choice of activation function in different layers, optimizer and loss function • Rate: learning rate, dropout rate We use 5-fold cross-validation in order to tune our hyperparameters such that we get the best validation performance. The final selected hyperparameter values have been shown in Figure 2 . It is interesting to note that for all six of our binary classifiers, this particular architecture shows the best performance. The reason may lie in the fact that all binary classifiers deal with classification related to E. coli sigma promoters. We have used independent test set in order to evaluate our chosen models beyond training data sample space.
We have used accuracy (acc), sensitivity (Sn), Specificity (Sp) and Mathew's Correlation coefficient (MCC) as metrics for performance evaluation and comparison with other methods. The metrics are described as follows: The iPromoter-BnCNN has been implemented on Google Colaboratory using Anaconda, Tensorflow and Keras library which come as pre-installed packages in Google Colab notebook. Anyone with a gmail account can use this tool. It is a free tool to use with 15 GB GPU, 12.72 GB RAM and 358.27 GB storage capacity. The user manual has been provided with the prediction code in detail and is very easy to use. No installation is required if one uses Google Colab. In order to run our proposed predictor offline, installation of Anaconda, Tensorflow and Keras library is required.
Results and Discussion
In order to compare our proposed method with the state-of-the-art promoter identification and classification tools, a consistent benchmark dataset and similar validation methods are required. So, we have used the same training dataset and 5 fold cross-validation used by MULTiPly (Zhang et al. (2019) ).
PCSF (Li and Lin (2006) ), vw Z-curve (Song (2011) ), Stability (e Silva et al. (2014) ), iPro54 (Lin et al. (2014) ) and iPromoter-FSEn (Rahman et al. (2019b) ) are some of the state-of-art-tools which can identify E. coli sigma promoters. But they do not have the ability of sigma promoter classification. The only two tools with promoter classification capability are iPromoter-2L (Liu et al. (2017a) ) and MULTiPly (Zhang et al. (2019) ). Zhang et al. (2019) demonstrated the superior performance of MULTiPly over the mentioned existing tools in terms of both promoter identification and classification. So, in order to show the effectiveness of our proposed approach, we perform comparison with the state-of-the-art tool MULTiPly.
We show the performance comparison on 5-fold cross-validation between iPromoter-BnCNN and MULTiPly in Table 3 . Comparison results have been shown for all six binary classifiers in terms of performance metrics such as accuracy, sensitivity, specificity and MCC score. Tool iPromoter-BnCNN shows superior performance for all the classification tasks. The sensitivity and specificity of iPromoter-BnCNN for promoter identification and classification are not only higher than MULTiPly but also the values show more consistency. As a result, iPromoter-BnCNN shows considerably higher MCC score than MULTiPly in all cases. For example, the binary classifier of iPromoter-BnCNN considering σ 38 -promoter as the positive class has MCC score of 0.8334 while in case of MULTiPly, this score is only 0.699. One of the contributing factors behind such superior performance of iPromoter-BnCNN could be its subtask specific optimization procedure, which leads to a non-redundant optimal feature set and a corresponding decision boundary drawn on that feature space that is particularly well suited to distinguish the specific promoter class.
We also compare iPromoter-BnCNN and MULTiPly on an independent test dataset which contains 54 promoters. Comparison results have been provided in Table 4 . MULTiPly and iPromoter-BnCNN show similar performance in terms of promoter identification and promoter type classification. The binary classifier of iPromoter-BnCNN considering σ 70 as positive class could classify one more σ 70 promoter sample correctly than the same binary classifier of MULTiPly.
Conclusion
We have developed iPromoter-BnCNN in this research for sigma promoter identification and classification in E. coli bacteria. Our architecture combines four different kinds of features from each sample through the use of four one dimensional convolution branches along with coordinator dense layers at the end. Our proposed tool recognizes the specific promoter types in a stage by stage manner with the goal of handling the class imbalance problem. Extensive experiments using 5-fold cross-validation on benchmark dataset and performance on independent test set prove the effectiveness of our proposed method. Since our architecture solely consists of convolutional and fully connected layers, we could identify specific regions in an input DNA sequence that influences the predictions of a trained iPromoter-BnCNN model through a deconvnet (Zeiler and Fergus (2014) ), thus isolating promoter regions, which would further illuminate transcriptional regulatory mechanisms. We expect iPromoter-BnCNN to act as a useful automation tool in the world of computational biology. Constructing a species independent promoter identification and classification model is a possible direction towards future research. 
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