Introduction
In eliminating exchange rate misalignments a burden is placed upon the intervening country. Not only do these interventions exhaust the country's official reserves, but also subordinate domestic policy to achieving external balance. Therefore, with a managed float, a need exists to limit official intervention.
For this reason Williamson (1985) proposes to set soft margins within which the real exchange rates are allowed to fluctuate. Unlike the rigid limits employed by, for example, the EMS, the soft margins occasionally may be exceeded. This can be a desirable property if governments are unable to precommit themselves to defending these margins at every price. Another argument in favor of soft rather than rigid margins is that it takes the wind out of the sails of speculators.
That is, in taking positions speculators have to weigh the potential gain from a discrete realignment against the probability that authorities do not allow the exchange rate to move outside the zone and readjust the central rate smoothly.'
There are several examples of currently existing soft margins. The divergence indicators that are employed by the EMS to signal a possible misalignment are, in effect, soft margins. When a rate crosses the so-called threshold of divergence, precautionary action can be undertaken but is not compulsory.2
Examples of soft margins can be found in other areas as well. Several stock exchanges and commodity boards employ trading limits which are invoked at the discretion of the floor's management [see, for example, Roll (1988) ].
As it turns out, the determination of (soft) margins has received little attention in the literature.
In the area of exchange rates the 2.25 percent margin currently employed by the EMS members is based upon the 2 percent rule of thumb that was originally proposed by Keynes with regard to the gold points and which was subsequently employed under the Bretton Woods arrangement. Williamson (1985) employs a large-scale macroeconomic model to calculate central rates and gauges that these calculations have a margin of error up to 10 percent. Given this uncertainty Williamson proposes the soft margins to be of the same magnitude, i.e. be as wide as 10 percent. Recently, Krugman and Rotemberg (1992) and Bertola and Caballero (1992) have solved explicitly for the exchange rate behavior in a partially credible band.
This solution can be used in principle to calculate the size of the band given a set of policy variables and restrictions.
But again it presupposes quite detailed (econometric) knowledge about the working of the fundamentals. The aim of this paper is to investigate the uses of an alternative way of fixing soft margins based on the simple non-parametric method of tolerance limits. This approach has certain advantages over the others.
The statistical theory on tolerance limits generates intervals that contain with probability
(1 -CX) at least a certain percentage rc of the population. This directly operationalizes the idea behind soft margins since a percentage (1 -n) of the exchange rate realizations is allowed to be outside the soft margins. An advantage of this approach is that the softness of the margins is made explicit. This allows one to quantify the tradeoff that exists between the softness in terms of percentage exceedances and the zone width.
In estimating the margins that are consistent with the prevailing macro monetary policy regime, tolerance limits share the disadvantage with the macro approach, relied on by Williamson, that historical data must be used. Therefore the effects of new policy cannot be gauged in advance. As will become clear, however, the method is simple enough, such that it can be quickly applied to infer whether the desired margins and softness are compatible given a new set of policy actions. That is, from a limited sample 'These indicators are computed as follows: 0.75(1 -w) * 0.0225 * ECU rate, where w is the share of the currency in the ECU and 0.0225 is the fluctuation margin; this margin was 0.06 in the case of the lira, and was lowered to 0.0225 in January 1990. of n exchange rates and given the desired (~1, rr) configuration, the soft margins which are consistent with the policy undertaken are readily estimated. In section 3 this procedure is illustrated on the basis of the first 46 daily observations after the regime change of the Italian lira in January 1990. At this time the fluctuation margins of the lira were reduced to 2.25 percent. In case these new margins do not match the desired zone width, policy can be quickly readjusted. The large-scale macro approach is less well suited for such rapid feedback.
To circumvent any misunderstanding, it is worth emphasizing that the method advanced in this paper does not generate policy-independent (a, rc) configurations. But the gain is that new (a,n) combinations can be established relatively easily and rapidly after the introduction of a new exchange rate policy. A final advantage of employing tolerance limits is that certain questions, such as determining the sample size n, can be answered independently from the specific data-generating mechanism. This is a desirable property, given the endemic difficulties associated with modelling exchange rates; cf. Mussa (1979) and Meese and Rogoff (1983) .
In the next section we briefly review the statistical theory of tolerance limits. On the basis of this theory we formulate a set of economic questions for which tolerance limits may be usefully employed. Section 3 contains the empirical counterpart of the theoretical section, which evaluates Williamson's proposal for stabilizing real rates and also focuses on the nominal rate arrangement of the EMS.
Statistical theory and economic issues
We start by reviewing the theory on tolerance intervals. Consider a random sample of independent random variables Xi,. . . ,X, from a common continuous distribution F( .) with density f( . Prob {F(X,,) -F(X,,,) 2 rc} 2 1 -CL
In order to define one-sided tolerance limits the following convention is used: Xc,,,=,-,)= -co, and XtsEn+i)=a.
Also, it is sometimes more convenient to use the index r, which is implicitly defined through n + 1 -r = s, instead of the index s.
The non-parametric aspect of tolerance limits becomes evident from the following question. Given prescribed values for (m,s) and (c(,rc), how large a sample n must be taken to ascertain the inequalities in eq. (2)? Because F(Xe,) and F(X,,,) are just the order statistics corresponding to a uniform distribution, it is straightforward to show that CI equals the incomplete beta function [see, for example, David (1981) ]. Upon inversion the sample size n can then be calculated. The following formula provides a good approximation [see, for example, Conover (1980, p. 118) 
where xc1 _.,(2m+ 2r) is the (1 -cc)th quantile from a chi-square random variable with 2m+2r degrees of freedom. Note that the size of the sample is determined independently of the specific distribution F( .) from which the data are generated. The value of the tolerance limits, though, still depends on the type of F( .) that applies.
An operational definition of softness and zone width is now easily given. On the basis of a sample of size n, the zone width is defined as the length of the tolerance interval (Xc,,,), X,,,) that contains with probability (1 -a) or higher at least a percentage rc of the total population. The softness of the zone consists in the percentage (1-7~) of the realizations that are allowed outside the zone. With these definitions and results in hand we can address several economic issues.
Suppose a central bank has the objective to keep exchange rates or exchange rate returns within bounds. Given a policy prescribed (~1, rc) configuration, how large a sample should be taken to ascertain the feasibility of the objective? The answer can be found by applying formula (3). For example, let (tl, 7~) =(0.05,0.90), with m= r= 1 (i.e. s = n). This gives n =46.
40rder statistics are defined as follows [see, for example, Conover (1980, p. 67) ]. Let the variates from the random sample X,, .,X, be arranged in order of increasing magnitudes such that after relabeling, X,,,z 5 X0, 5 '. 5 X,,,, and we say that X,,, is the kth ascending order statistic.
Note that the sample size is independent from the specific F( .) that applies. Hence, with a change in the conduct of monetary policy like official intervention, a relatively short sample under the new policy rule already generates feasible soft margins; see section 3. The upper and lower bounds of the soft margins are identified with X(m)=X(l) and XcsJ =X,,,, respectively. The soft margins themselves, however, do depend on the specific F( .) and therefore on the policy rule which is in operation.
Little is known about the link between exchange rates and monetary policy. This stems from two characteristics of the foreign exchange rate markets. Exchange rates are typically speculative prices which exhibit the unit root phenomenon [cf. Mussa (1979) This is accomplished by investigating monthly real rate return data for currencies that have been more or less on a free float against each other. For a given sample size n and probability level cl=O.O5, different zone sizes are listed against the measure of softness (1 -rc).
Given the policy pursued by the EMS countries, their bilateral nominal rates have been kept within the so-called fluctuation margins, while the occasional exceedances gave rise to a realignment of the central rates. Hence the nominal rates in deviation from the central rates are bounded statistics.6 These are used to evaluate the so-called divergence indicators. These 'This lack of precise knowledge notwithstanding, we do know something about the differences in exchange rate behavior under alternative exchange rate regimes. For example, Krugman and Rotemberg (1992) show that under a target zone arrangement the expectation that authorities will defend the band exerts a stabilizing effect, even when the authorities are not actively intervening;
cf. footnote 1. The exchange rate movements within the band become S-shaped. Unfortunately, however, Meese and Rose (1990) and Flood, Rose and Mathieson (1991) are unable to detect this S-effect empirically.
60n the basis of Dickey-Fuller tests non-stationarity was rejected for most exchange rates in deviation from their central rates at the 5 percent significance level. Non-stationarity, however, could not be rejected for the unadjusted rates, as anticipated.
indicators constitute an inner multilateral margin, in contrast to the bilaterally defined fluctuation margins, and are supposed to function as an early warning system; see footnote 2 for a formal definition.
'The crossing of a divergence threshold entails the presumption, but not the obligation of corrective action by the authorities concerned' [Korteweg (1980, p. 30) ]. These divergence indicators can therefore be interpreted as soft margins, and we quantify the amount of softness exhibited by the current system. On the one hand it appears that the divergence indicator has played only a limited role, mainly because the indicator's unfortunate multilateral definition signals the bilateral divergences in a distorted way [see, for example, Giavazzi and Giovannini (1989, p. 35) ]. On the other hand, Giavazzi and Giovannini (1989, p. 65) show that intramarginal intervention represents a significant fraction of total intervention activities. Ungerer et al. (1986, p. 5) argue that early action in terms of intramarginal intervention lends credibility to the policy of trying to keep the exchange rates within the band, while allowing the exchange rate movements to gain momentum and resorting to marginal intervention alone tends to be destabilizing. Therefore we also consider a fictitious bilateral divergence indicator, in line with the bilateral nature of the fluctuation margins, which may have functioned as the de facto early warning system.
As outlined above, the size of the zone depends on F( .) and thereby upon the policy pursued. To investigate this dependency two different periods are considered for which it is known that the monetary authorities pursued different objectives, i.e. a different monetary policy for Germany. For each of these periods the above exercises are repeated and compared. In addition, the effect of the reduction in the fluctuation margin of the lira is studied separately.
Before turning to the empirical applications, we briefly address how dependency in the data affects the computation of the tolerance limits. Typically, exchange rate returns may exhibit some autocorrelation in the first moment, but the second moment is definitely autocorrelated, producing the typical periods of quiescence and turbulence [see, for example, Bollerslev (1990) ]. While these types of dependencies still allow for consistent estimation of the tolerance limit, the small sample estimates can be less efficient.' To investigate these matters we conducted several Monte Carlo experiments. As will become evident from the next section, the computation of tolerance limits does not seem to suffer much from the type of dependency usually encountered in exchange rate data.
'Consistency of formula (2) for the i.i.d. case follows directly from the Glivenko-Cantelli theorem, which states that the empirical distribution converges in probability uniformly to the true distribution.
This result carries over to dependent variates if (Xi} is a strictly stationary stochastic process, e.g. an ARCH process [see Tucker (1959) ].
Applications
In This approach has the drawback of the presumed applicability of the structural equations and it does not easily make the softness explicit. The method of tolerance limits, on the other hand, does not rely on any structural relationship, but operationalizes the softness that is associated with the zone width. Table 1 provides the tradeoff between zone width and softness. ' The zone width is the difference, X,,,-X,,,, and the softness follows from eq. (3) upon inversion so that l--71 becomes explicit. The table provides the following information.
For example, for a sample size n=75 the difference between the 71st largest and 5th largest observation of the IL/US rate generates a zone width of Xc,,,-Xc5)= 10.3 and associated softness of 1 -n=0.200.
To provide a yardstick for judging the zone width, the standard 8All data are available from the first author upon request. 9Calculations are based on data from a regime without a target zone. As explained before, the introduction of a target zone may affect F( .), cf. footnote 5, and thus the estimates in table 1 may not be entirely applicable to a particular target zone. However, the method of tolerance limits is especially designed to quickly generate updated estimates once a new (a,~) configuration is chosen; see the example case of the lira which is discussed below. "The a level is 0.05. The m and r refer to the two order statistics which tix the tolerance limits. The zone widths and standard deviations are resealed by a factor of 100 to turn these into percentages.
The underlined figures are discussed in the text.
deviation of the real return is reported at the bottom of the table (the mean was never significantly different from zero). The softness and the zone width are inversely related, as expected. This inverse relationship, however, is not the same for all currencies. For example, both the BP/US and the DG/US rates have approximately the same zone for 1 -n=O.512 and n= 50, but the DG/US rate requires a much wider zone for 1 -rc =0.091. It also appears from the table that there is a tendency for those currencies that are closely kept in line with each other, i.e. the DG and DM, to require much larger (a) EMS definition to the alternative threshold level in part (b). In the latter case these are 9.00 for the IL, and 3.375 for the other currencies, respectively. In the former case these thresholds vary with the variation in the weights. Note that the softness associated with the actual EMS thresholds in table 3, part (a), corresponds very closely with the empirical frequencies reported in table 2, part (a). Table 3 offers policymakers the opportunity to gauge the effects of widening or narrowing these thresholds in terms of softness for the EMS arrangement.
As expected on the basis of table 3, for most currencies in part (a), the softness associated with the thresholds that are currently in operation is quite high, i.e. of the order of 35 percent. Exceptions are the IL and DM. The former is much lower owing to the wider margins for the lira, while the high softness of the mark can be explained by the fact that it is the nth and often strongest currency in the ECU basket. Therefore, if any other currency is low, then the DM is most likely carrying the reverse burden of being high. Thus, while it is not always the same currency that is low, the mark is usually the highest. In part (b) the alternative definition of the threshold of divergence is used for some selected currencies. The same zone width as in part (a) is now associated with a much lower softness. This is not too surprising given the fact that the alternative definition is in terms of bilateral exchange rates. A multilateral divergence occurs more frequently than a divergence for a given bilateral rate. In comparison with part (b), the part (a) also shows that somewhat higher multilateral thresholds, say a doubling of the zone width, would reduce the necessary softness dramatically. This indicates that the recurrent realignments during the first years of the EMS may have been a very high price for the narrow zone. Somewhat wider margins could potentially have reduced the pressure. An interesting regime switch occurred on 8 January 1990 when the fluctuation margins of the lira were reduced from 6 to 2.25 percent. We investigate this policy change for two reasons. First, the regime switch was much more apparent to the public than the other two considered above. Secondly, it provides a nice opportunity to demonstrate the rapid feedback generated by the tolerance limits. To this end we collected 46 daily rates from the Wall Street Journal for the period 15 January to 20 March 1990. Over this period the lira was outside the EMS threshold of divergence for 17 percent of the time. Table 4 reports the zone widths that are associated with a softness l -~=0. 10 and an a level of 0.05. All zones are smaller than the actual zone widths (recall that these are 3.375 for the alternative definition).
It appears that the chosen softness is compatible with the zone widths. The margins might even be somewhat reduced. To provide material for compari- "The following AR( 1) scheme was used in generating dependent data: X,=0.1X,_, +e,, where the e, are independent standard normally distributed.
The GARCH( 1,1) process used was: X,=e,v,, u: =0.03+0.02x~_ 1 +0.95& ,, where again the e, are i.i.d. standard normal.
son, we also computed the zone width using the weekly data over the period November 1979 to October 1980. This period was the first period containing at least 46 consecutive weeks without a realignment. The more recent daily zone widths reveal the convergence which has been achieved by the EMS.
To further investigate the robustness of our results, we studied the effects of serial dependency.
The Box-Ljung test statistic indicates some autocorrelation in the first moment of most currency returns, but autocorrelation coefficients were always smaller than 0.1. ARCH effects, however, indicating serial dependency in the second moment, were strongly present in the weekly series. Evidence on this effect is well reported in the literature [see, for example, Bollerslev (1990) ], and is not repeated here to save space. In order to investigate the effects of these types of autocorrelation on our procedures we conducted some Monte Carlo experiments. In table 5 an independently normally distributed dataset is compared with two explicitly dependent datasets. We consider two stochastic processes: AR(l) with autoregressive parameter 0.1, and GARCH(l, 1) with standard normal innovations and volatility function t$ = a + bxF_ 1 + dvf_ 1, where x, are the realizations and v, are the conditional variances, and parameter values a = 0.03, b = 0.02, d = 0.95 [these values are similar to those that are reported by, for example, Bollerslev (1990) ]. The parameters are chosen such that unconditional variances of the i.i.d. series, the AR(l) and the GARCH(l, 1) process, are of comparable magnitudes. From a 1,000 times repeated drawing of a random sample of size n =409, the mean, minimum, maximum and standard deviation values for softness and zone width were computed.
It appears from table 5 that dependency does not significantly influence the results. But the precision is decreased, i.e. u increases, as was anticipated at the end of section 2.
Conclusions
The tolerance limit approach advocated in this paper offers an attractive framework to policymakers on two accounts. First, the tradeoff that exists between softness and zone width is quantified explicitly. To the best of our knowledge, this has not been investigated in the literature before. Second, even though the analysis relies on historical data, it is flexible enough to quickly check whether the desired margins and softness are in line with each other. Unlike extensive macro models, it provides the swiftness and robustness often sought for when testing for consistency in exchange rate policy.
