In this manuscript, we investigate the group mean estimation and prediction for generalized linear models with a subject-wise random effect. Generalized linear models are commonly used to analyze categorical data. The model-based mean for a treatment group usually estimates the response at the mean covariate. It has been argued recently in the literature that the mean response for the treatment group for studied population is at least equally important in the context of clinical trials. New methods were proposed to estimate such a mean response in generalized linear models; however, this has only been done when there are only fixed effects present in the model. We propose a new set of methods that allow both estimation and prediction of the mean response for the treatment group in GLMM models with a univariate subject-wise random effect. Our methods also suggest an easy way of constructing corresponding confidence and prediction intervals for the mean response for the treatment group. Simulation shows that proposed confidence and prediction intervals provide correct empirical coverage probability under most circumstances. Proposed methods have also been applied to analyze hypoglycemia data from diabetes clinical trials.
Introduction
Generalized linear mixed models (GLMM) are used today rather often for analysis of non-normal data with random effects. These data are commonly encountered in medical research and across many disciplines. They are particularly convenient for the analysis of categorical, e.g. binomial, Poisson, negative binomial etc. data. An excellent introduction to GLMM's can be found in [1] .
The research described in this manuscript has been motivated by modeling of clinical trials, especially diabetes clinical trials. In that area, it has been rather common historically to focus on the estimation of the treatment effect. While this is often important for sponsors, regulatory agencies, and the medical community at large, the estimation of treatment group means is also important for healthcare professionals to understand the absolute benefit versus risk. Thus, it is important to identify the appropriate methods to provide good estimators for the group means. Most types of statistical software, such as SAS or R, provide least squares group means. These means are estimated at the mean value of the baseline covariates; of course, for basic linear models, these means are equivalent to the average of individual response estimates for the population studied. Moreover, in this case, the least squares group means are consistent estimators of the true group means. For generalized linear models (GLM), the average of individual response estimates for the given population is not the same as the group mean estimated at the mean value of baseline covariates; moreover, as [2] pointed out, the latter is not even a consistent estimator of the true group mean. [2] were probably the first to address the issue of estimating the average of individual response estimates for GLM -type models. They described a possible way of estimating the mean outcome assuming assignment to a particular treatment for each patient in the trial, using each patient's observed baseline covariates, and averaging these predictions over all patients in the trial. Additional research in this direction has been conducted by [3] . They introduced a new semiparametric estimator of the group mean that is consistent even if the working model is misspecified. Both simple and stratified randomization schemes have also been discussed in detail.
The model used by [2] and [3] has a shortcoming in that it does not allow for a subject-wise random effect. As an example, such an effect may be needed to model dependence of observations for the same subject over time when time is present as a covariate. Doing so in this context changes the model considered in [2] and [3] from GLM to a GLMM. The estimation of treatment group means for this new model is as important as before and, to the best of our knowledge, has hardly been addressed in the literature so far.
In this paper we investigate a generalized version of the "marginal mean" estimator (using the terminology of [3] ) of [2] that is adapted to the presence of a random effect in the model in the framework of GLMM. Our approach is frequentist in nature; a Bayesian approach has been attempted in [4] . We also construct several possible confidence intervals for our estimator. The rest of this paper is structured as follows. In Section (2), we introduce our model in a more detailed way and construct a series of confidence intervals for the estimated marginal group mean. Section (3) introduces an alternative approach to inference about group means by constructing a prediction interval. Section (4) describes several simulation studies that illustrate our results. Finally, Section (6) shows excellent behavior of the proposed approach when applied to the real data.
Confidence intervals
We assume that there are N observations in total. An ith group is defined as an "intersection " of the lth treatment, l = 0, 1, . . . , L, and mth level of another covariate, m = 0, 1, . . . , M. The other covariate may be either time or a blocking factor, such as gender. For example, if measurements are taken at time points m = 0 and m = 1, while l = 0 and l = 1 correspond to control and treatment groups, respectively, we have four groups corresponding to pairs (0, 0), (0, 1), (1, 0) , and (1, 1) . Let the total number of groups be I and the number of observations in each group N i . Then, of course, we have I i=1 N i = N. Moreover, we also assume that the results are also influenced by a baseline variable. An example of a baseline variable may be some important prognostic factor, e.g. whether to use sulfonylurea as a background therapy during the trial of an antidiabetes medication. Thus, the covariate vector consists of the treatment assignment, the second covariate (either time or another covariate, e.g. gender), and the baseline variable. The sub-ject -specific covariate vector will thus be denoted x ij where i = 1, . . . , I is a group number, and j = 1, . . . , N i is a subject index that enumerates all of the subjects within the ith group. All observations of subjects in the ith group are collected together in a vector y i = (y i1 , . . . , y iN i ) ′ . Finally, there is also a random effect that is subject -specific and so we denote it b ij ∼ N(0, σ 2 ) where the variance σ 2 is unknown. The corresponding true mean value will be denoted µ ij . It is related to the linear predictor η ij through the use of inverse link function g −1 . Thus, conditionally on b ij , we have the model η ij |b ij = g(µ ij |b ij ) = x ′ ij β + b ij . For each subject, the corresponding mean is, then,
Our goal is to estimate the group mean
j=1 µ ij and construct a confidence interval for it. In order to do so, we have to be able to estimate parameters of the GLMM, namely β and σ 2 . In general, when estimating these parameters, it is useful to keep in mind that the logistic, negative binomial, Poisson, and many other generalized linear mixed models, can be derived from a two-parameter canonical exponential family with the density
where θ and φ are parameters. θ is typically called the linear predictor and φ the scale parameter. Such a model implies that the mean is equal to v ′ (θ), and the variance to v ′′ (θ). In most cases, the variance is a simple function of the mean. For example, for binary data we have the variance equal to µ(1 − µ), the scale parameter φ = 1 and the distribution in (2.1) simplifies to f (y; θ) = e θy−v(θ)−t(y) . In order to avoid confusion when integrating out the random effect, we denote a generic subject-wise random effect u. The marginal likelihood (where the random effect is integrated out) based on all N observations is, then,
where
is the ith conditional log-likelihood.
We obtain estimated fixed effect parameters and an estimated variance σ 2 by maximizing the marginal likelihood l(β, σ 2 ). It is rather difficult, in general, to evaluate the marginal likelihood for a GLMM. Two main approximation methods that are used in practice are either a pseudolikelihood approach (see e.g. [5] ) or an integral approximations that uses the Gauss-Hermit quadrature or Laplace approximation (see e.g. [6] ). Pseudolikelihood does not work well for a logistic mixed model when the number of observations for the majority of subjects(locations) is small; moreover, it is also known to perform badly in situations where the distribution of the data comes from a family with more than one parameter (e.g. negative binomial). For a more detailed discussion of this problem see e.g. [7] p. 142. Since both logistic and negative binomial models are of great importance in clinical trial applications, we will use the integral approximation approach to computation of the marginal likelihood, l(β, σ 2 ).
Finally, when estimators of the model parameters are available, a natural estimator of the group mean can be defined aŝ
In the future, we will also call this estimator an unconditional group mean. Now, we are going to consider two separate cases: the case of a logistic regression with a random intercept and the case of the negative binomial regression with a random intercept.
Logistic case
As a first scenario, we assume that the data is binary and that the data is a logistic regression with a Gaussian random effect. In order to construct a confidence interval for the estimated group meanμ i , we need to estimate the variance of the estimated meanμ ij . Since the link function g will be the logistic one, we have g
. The expectation of the above can be written down as
and is known as the logistic-normal integral. Since it cannot be obtained in closed form, some approximation is necessary. The most common approximation is probably the one obtained in [8] : 
This suggests that it is necessary to estimate variance of individual meanŝ µ ij and the corresponding covariances Cov (μ ij 1 ,μ ij 2 ) , in order to be able to construct a confidence interval forμ i . To begin with, we will find the variance ofμ ij using the multivariate delta method. Note that using Zeger's approximation allows us to compute the approximate gradient ofμ ij explicitly.
Using the notation ψ = (β ′ , σ) ′ , and correspondingψ = (β ′ ,σ) ′ , we find that the gradient ofμ ij with respect toβ andσ is ∇ψ(μ ij ) =
Thus, the variance ofμ ij is approximately equal to
where Σψ is the covariance matrix of the estimated parameter vectorψ. We will use the empirical Fisher scoring algorithm to compute maximum likelihood estimates ofβ and σ 2 ; see [1] , pp. 363 − 364 for details. In brief, this algorithm uses the sum of squared score functions d i , i = 1, . . . , I, to estimate the information matrix at each iteration; that is,
Therefore, the inverse Hessian matrix H −1 , evaluated at the final iteration, provides a consistent estimate of the covariance matrix Σψ.
As a second step, we now estimate the covariance Cov (μ ij 1 ,μ ij 2 ). This can be done using the multivariate delta method again. More specifically, we approximate the covariance within ith group as
Now that we can estimate the variance of the group meanμ i , we can also construct a confidence interval for it. Recall thatμ i =
. We suggest using an approximate large sample 100(1 − α)% confidence interval of the form
that should be used for sufficiently large group size N i . In the future, we will refer to this confidence interval as the direct interval. For comparison purposes, we will also consider another confidence interval that is based on the use of delta-method to compute the variance of the logit ofμ i . More specifically, it is not hard to see that the
next, we construct a 100(1 − α)% central limit theorem based interval for the log
and apply the inverse logit transformation to its end points. The final expression for such an interval is (A i , B i ) where
(2.10)
The details can be found in the Appendix of [2] . In what follows, we will refer to this interval as the inverse confidence interval.
Negative binomial case
In this section we assume that the response data Y have a negative binomial distribution with the mean parameter µ and the so-called size κ. This implies that the mean of the distribution is E Y = µ and the variance is
. This parameterization results from modeling an overdispersion in a Poisson distribution with the Poisson mean being a gamma random variable with the mean µ and the constant index κ. For more details see e.g. [9] p.198-199. In the negative binomial case, the canonical link function is the natural log; thus, the inverse link function is the exponent and so
. Unlike in the logistic case, here we obtain a closed form expression for µ ij . To keep notation clear, we denote the estimated meanμ ij ≡ µ ij (β,σ) = exp(x ′ ijβ +σ 2 /2). In order to obtain a confidence interval for µ i , we need to provide a suitable approximation of the variance of
To do this, we will utilize the following result from [10] .
is a multivariate normal distribution with the mean vector µ = (µ 1 , . . . , µ n )
′ and the co-
The Lemma (2.1) will enable us to compute an approximate variance of N iμi = N i j=1μ ij . For convenience, let us denoteν ij = logμ ij = x ′ ijβ +σ 2 /2. The asymptotic distribution ofσ 2 can be viewed as approximately χ 2 under the so-called "small-dispersion" assumption as defined in e.g. [11] . Roughly speaking, "small-dispersion" asymptotics implies that the total sample size N → ∞ and the smallest group size min i (N i ) → ∞ as well. The χ 2 distribution involved can be viewed as approximately normal for a large number of degrees of freedom that will be the case in a typical study with a large number of subjects. Moreover,β will have an asymptotically normal distribution; for an example of such an asymptotic result see e.g. [1] p. 381. Therefore, eachν ij can be viewed as approximately normally distributed. Moreover, the same asymptotic result suggests that the estimator ofν ij is asymptotically unbiased and so the mean of the normal distribution of
Using the argument above, we can view each estimatorμ ij as approximately lognormally distributed. To construct a confidence interval, we will also need to estimate each element of the covariance matrix M = Cov(ν ij 1 ,ν ij 2 ) with 1 ≤ j 1 , j 2 ≤ N i . This can be done by using the delta method. We denote the vector of parameters ψ = (β, σ 2 ) ′ and the corresponding vector of estimatorsψ = (β,σ 2 )
′ and e.g. the approximate variance σ
Σψ∇ψν ij while the approximate covariance of any twoν ij 1 , ν ij 2 within ith group is σ
The variance ofμ i can then be approximated, using the above mentioned result from [10] , as
. Now we can obtain, similarly to (2.8), a straightforward large sample confidence interval for the true µ i based on the use of CLT applied to the sum in (2.11). Using the approximate variance ofμ i from (2.12), such a large sample 100(1 − α)% confidence interval will take the form
that is approximately correct for sufficiently large group size N i . In the future, we will also refer to (2.13) as a direct interval. For comparison purposes, we will consider two other confidence intervals as well. The first of these is analogous to the inverse confidence interval introduced earlier for the logistic data case except that the link function is now a log function (and the inverse link is the exponential function). We will refer to this interval as the inverse interval, as before. Its final form is
Finally, the third confidence interval that we propose is based on the idea of approximating a sum of lognormally distributed random variables. For simplicity, we will call this one a lognormal confidence interval. First, recall that
and that individual estimated parametersβ andσ 2 are approximately normally distributed as remarked earlier. Thus, we can assume thatμ ij has an approximate lognormal distribution. If we want to be more precise than just using a large sample confidence interval based on CLT, we have to obtain some approximation for the distribution of a sum of a large number of lognormal random variables.
A question of approximating a sum of lognormal random variables acquired substantial importance first because of the need to compute an outage probability in cellular radio systems. This sum does not have a closed form distribution; hence, an approximation is required. Until recently, Schwartz-Yeh method [12] , which is iterative in nature, has been the most used approximation method. An alternative is an extended version of Fenton and Wilkinson methods; see, for example, [13] and [14] . Both of these methods are based on the idea of approximating the sum of lognormal distributions by another lognormal distribution. We will use just this basic idea in our approach. More precisely, recall that N iμi = N i j=1μ ij . Earlier, we noted that eachμ ij is approximately lognormally distributed. It is easy to show that ifμ i is assumed to be lognormally distributed, then for any positive N i , N iμi is also lognormally distributed with the mean equal to
2 /2) and the variance N 
Prediction interval for the group mean
As an alternative to constructing a confidence interval for the group mean, one can also consider a prediction interval for the group mean. Let us restate some of the main features of our model. First, remember that y ij is the jth response of ith subject, j = 1, . . . , n i , i = 1, . . . , k, and b i ∼ N(0, σ 2 ) is the subject-wise random effect. Random effects are assumed independent between subjects; at the same time, it is convenient to define an overall vector of random effects b = (b 1 , . . . , b k ) where i = 1, . . . , k. In this setting, of course, the total number of observations is N = k i=1 n i . The responses come from a generalized linear model (conditional on the random effects) with linear predictors
here, β is a p×1 vector of fixed effects, and x ij is a p×1 vector of covariates whose values may be different at different response points. Throughout this section, our notation will be somewhat different from the notation used in the Section (2) in order to make the exposition of ideas more straightforward. We denote the conditional mean of observations λ ij = E (y ij |b i ). This mean is connected to the linear predictor η ij through the canonical link function g as g(λ ij ) = η ij . Note that we use the notation λ ij instead of the standard µ ij in order to keep it distinct from the estimated marginal mean µ ij of the Section (2). Remember also that observations belong to one of Q groups where each group consists of N q observations, q = 1, . . . , Q. Of course, the total number of observations can also be expressed as N = Q q=1 N q . We will also use q to denote a set of indices describing observations in the qth group. Now, let us define a vector of covariate values for a generic ith subject as z i of dimensionality k × 1 with the ith element being equal to 1 and all others to zero. Let also x i be a generic vector of fixed covariate values that may or may not be equal to x ij . With our model in mind, we will frame our problem as that of inference about linear combinations of the form
Our eventual purpose will be to predict the group mean of the form
and to construct a prediction interval for such a predicted group mean.
In our work, we will use the following system of notation. First, recall that the responses are (conditionally) independent and their conditional density function is of the form
in the above, w ij are known weights, σ 2 0 is the dispersion parameter, and canonical parameters are related because λ ij = E (y ij |b i ) = c ′ (θ ij ) (see e.g. [9] ). Let the vector of observations for ith subject be y i = (y i1 , . . . , y in i ) ′ . Let also X i be the corresponding n i × p covariate matrix of fixed effects and J i be the n i × 1 vector of ones. Stacking row vectors z ′ i , i = 1, . . . , k, on top of each other while repeating each one n i times produces a complete random covariate matrix Z of dimensionality N × k. Let V (µ ij ) = c ′′ (θ ij ) be the variance function for the generalized linear model defined in (3.1) and (3.4). The n i × n i diagonal matrix of iterative weights
. . , n i for the ith subject is denoted W i . The complete data vector, covariate, and weight matrices are y(N × 1), X(N × p), and W (N × N), respectively. It is assumed that the matrix X has a full column rank. In addition, we let G(k × k) be the diagonal matrix with σ 2 on its diagonal. Finally, we also denote the complete parameter vector of the model (
′ and the subvector of variance components
Any inference about random effects b i will be based on the conditional likelihood
where L i (ψ; y i ) is the normalizing expression. An alternative, and often convenient form for the conditional likelihood in (3.
where, for convenience, the dependence on y i and ψ has been suppressed. As is common in mixed model theory, the natural predictor of the random effect b i is its conditional mean so that the predicted ith random effect is defined as b i (ψ; y i ) := E ψ (b i |y i ). In other words, only observations on ith subject, contained in the vector y i , are relevant for prediction of b i . To make the notation easier, we will omit the parameter vector ψ in the subscript in the future, unless absolutely necessary. Similar approach is usually adopted in most of GLMM literature; see, e.g. [15] .
As a first step, we will obtain prediction variance for η i . First, a natural point predictor for the vector b is its conditional mean, b(ψ; y) := E ψ (b|y). Clearly, the point predictor for η i is η i (ψ; y) := x ′ i β + z ′ i b(ψ; y). Then, our task is to construct a prediction interval for the predicted group mean 1 Nq i∈q η i (ψ; y). In practice, of course, the parameter vector ψ is not known and so we will be constructing a prediction interval for a somewhat different predicted group mean
whereψ is a consistent estimator of ψ. The estimator (3.6) may also be called a conditional group mean. If the parameter vector ψ is known, a sensible prediction variance for η i is
Of course, in practice ψ is not known and has to be estimated. Letψ denote a consistent estimator of ψ. Simply substitutingψ into (3.7) does not work since this approach ignores sampling variability associated withψ. Following the idea of [15] , we define the prediction variance ofη i = η i (ψ; y) as the conditional squared errorη i :
Since η i (ψ; y) − η i andη i − η i (ψ; y) are independent, one can easily show that
where c i (ψ; y) is a nonnegative correction term that accounts for estimation of ψ while the term ν i (ψ; y) is the so-called "naive" prediction variance of η i that would have been used if ψ was known. Letb i denote the maximizer of l i (b i ) that satisfies the equation l ′ i (b i ) = 0. Also, letW i denote the matrix of iterative weights for the ith subject evaluated at b i =b i andW the complete matrix of iterative weights for all subjects evaluated at b. Using Laplace approximation as in, for example, [16] , chap. 4 (see also [15] ) one can obtain the following approximation to the "naive" prediction variance ofη i :
Now we need to provide a convenient approximation to the second term c i (ψ; y) that accounts for the sampling variability due to parameter estimates. As a first step, we note that
, we can write the k × (p + 2) matrix ∂b(ψ;y) ∂ψ as a combination of two block matrices
The above implies that
This implies immediately the following approximation for the term c i (ψ; y) :
where I(ψ) is the information matrix for the parameter vector ψ. Of course, in practice the expression (3.10) has to be estimated by
however, this estimate is rather complicated, and so we will approximate it with an easier to handle expression that is convenient to use for computational purposes. To achieve this, one has to be able to compute derivatives of the conditional expectation b i (ψ; y i ). It can be defined implicitly from the equation
It follows immediately that
The above approximations would have been correct if our model was a linear mixed model (LMM) with normally distributed data; for non-normal data modeled with GLMM, these are approximations only. It is now easy to check directly that
is set to zero. All of these derivatives are evaluated at b i = b i (ψ; y i ). If the dispersion parameter is not equal to zero (as is the case with negative binomial model), then
The above also implies that
To simplify our approximation of the estimated correction term, we assume that the variance components σ 2 0 and σ 2 are known; thus, we do not adjust for the sampling variability of estimated variance components. In that case, the entire information matrix, I(ψ), becomes I(β), which we need to approximate. Using the approach of [15] Appendix A.1 and Appendix A.2, the expected information matrix I(β) can be approximated as
and the approximated conditional variance for the linear predictor of the ith subject can be written as
Let z r , be the random covariate vector for rth subject in qth group, r = 1, . . . , N q . Then, we can define Z q is the k × N q matrix of these random covariate vectors of subjects in the qth group. Also, let X q , similarly, be p × N q matrix of fixed covariate vectors of subjects in qth group. For the qth group, X q and Z q , taken together, constitute a matrix X q , Z q that consists of N q columns; each column is of dimensionality (p + k) × 1. The first p elements are fixed covariates of the rth subject in that group, r = 1, . . . , N q and the other k elements are random covariates of the same subject. Adding up equations (3.12) over all subjects in qth group, and using standard matrix identities (see e.g. [17] ), we will get the conditional covariance matrix of the predicted vectorη q = (η 1 , . . . ,η Nq ) ′ as
It remains finally to note that predicted group mean for the qth group is
where the function g −1 (·) is applied to the vectorη q elementwise. Using the multivariate delta method, the variance of the predicted group mean can be written as
where the function g −1 is applied to the matrix C(ψ; y) elementwise. With the variance of the predicted group mean now estimated, we can construct an approximate large sample prediction interval η q (ψ; y) ± z 1−α/2 V ar(η q (ψ; y)).
(3.14)
For comparison purposes, we also obtain another prediction interval that will be called, for conciseness, an inverse prediction interval. This interval uses the same predicted group mean (3.3) and its estimated variance (3.13). However, now we will work on the linear predictor scale. To obtain the needed interval, we need, as a first step, to obtain the variance of the link function of the group mean (logit in the logistic case, log in the negative binomial case) using the delta method. Next, as a second step, the final prediction interval will have the same endpoints as (2.9) and (2.10) in the logistic case or those in (2.14) in the negative binomial case, with the predicted mean and its estimated variance taking place ofμ i and V ar(μ i ), respectively.
Simulation studies
In this section, we illustrate performance of the proposed intervals using synthetic models. We consider both logistic and negative binomial models; in each of these two cases, we consider both balanced and unbalanced study designs. For each simulation setting, 5000 random samples are generated.
Logistic Data with One Random Effect
In this section, we consider a logistic regression model with a single Gaussian random effect. This model is commonly used in diabetes clinical trials when the proportion of patients reaching the given treatment target for hemoglobin A1C (HbA 1c ) is the object of interest. First, for ith subject, we define X i to be the baseline covariate that is modeled as either a Bernoulli distributed random variable with mean p = 0.5 or as an independent uniform random variable on [0, 1]. The Bernoulli baseline covariate can be viewed as some important prognostic factor e.g. whether to use sulfonylurea as a background therapy. The uniform random variable can be viewed as an e.g. the baseline proportion of patients with hypoglycemia exceeding 1. Next, U i is the treatment indicator with 0 meaning control and 1 meaning experimental treatment. We consider two possible designs of the study. The first design has only two distinct groups (treatment arms): placebo and experimental treatment. Both of these groups are observed at post-randomization time points 1 and 2. In this case, the random effect is used to simulate the within-subject correlation for repeated measurement at different time points. The second study design assumes four distinct groups that are defined by the treatment (experimental or placebo) and subject gender (male or female). In that case, the random effect is used to reflect the fact that experimental subjects are selected at random from a larger population of available subjects. In the definition of the model, the variable t stands for either time or gender. Thus, t = 0 for the first postrandomization time point, and t = 1 for the second post-randomization time point. At the same time, we also assume that t = 0 implies female, and t = 1 implies male. Finally, ξ ∼ N(0, σ 2 ) a Gaussian random effect with σ = 0.5. The number of subjects in each group is assumed to be 200. Thus, for ith subject the observed data are Y it where Our chosen parameter values are almost identical to those chosen by [2] (except the random effect variance since there is no random effect in [2] ). The only exception is that our intercept is equal to −0.3 instead of −0.2. The results of our modeling are given in the Table (1) . In this Table, the variable Z 1 is an indicator of the type of the baseline covariate used: Z 1 = 1 corresponds to the use of the Bernoulli random variable with the mean 0.5 while Z 1 = 2 corresponds to the use of the Unif [0, 1] baseline variable. Z 2 = 1 corresponds to using the gender as an additional covariate while Z 2 = 2 means that we are using time covariate. The treatment indicator that comes next, takes on values of either 0 or 1, respectively. The next variable t stands for either time point or the gender, depending on the design of the study. µ stands for the true population mean for each group computed as in (2.4) ; Y , observed group mean for patients;μ, adjusted group mean estimator based on the proposed method and computed according to (2.3); µ * , group mean at mean covariate computed as in formula (2) in [2] ; CP is the observed coverage probability of each of the two types of the 95% confidence interval used and SD stands for standard deviation. The two types of confidence intervals are CP1 -the inverse interval; CP2 -the direct interval.
Note that the true sample mean Y is random since it depends on the baseline random covariate; that is why it is reported together with its sample standard deviation. The sample mean serves as a benchmark, together with theμ * , for our proposed estimator of the group mean. First, note that the performance of the estimatorμ * where the mean was estimated at mean covariate level, is highly inadequate. The reason for that is thatμ * is not a consistent estimator of µ. More specifically, the biasμ * − µ is considerably worse than the bias of our proposed estimatorμ − µ. Both the bias ofμ and the bias ofȲ are very small in absolute value and so it is important to compare their standard deviations. Here our proposed estimator performs considerably better than the sample meanȲ , consistently exhibiting smaller standard deviation for both treatments and time points (gender values). The inverse confidence interval offers a better empirical coverage than the direct interval. Both intervals seem to be somewhat downward biased.
We also consider an unbalanced design case where the size of each treatment arm is not the same. When observations are recorded over time, this usually happens due to the presence of missing data because of subject drop-out. In practice, the drop-out may occur at any time point; however, subjects without any post-randomization measurement are routinely excluded from clinical trial analyses. Therefore, we assume that missing values can only occur at the second post-randomization time point. In particular, we assume that the sizes are 200 subjects for experimental treatment group at time zero, 180 subjects for experimental treatment group at the time point 1, again 200 for control group at the post-randomization time point 0, and 160 for the control group at the postrandomization time point 1. This assumption is used to keep missingness rate at 10% for the experimental treatment group and at 20% for the control group. In the case where there are four different treatment arms, the unbalanced design corresponds to the situation where the number of male subjects is lower than the number of female subjects for both control and treatment groups. The simulation results in this case are given in the Table ( 2). Again, the proposed estimatorμ shows a considerably smaller bias than the benchmark estimator at mean covariateμ * . Note also that the empirical coverage of the inverse confidence interval seems to be close to the nominal 95%, perhaps even slightly closer than in the balanced design case. This interval also seems to outperform rather consistently the direct confidence interval.
The slight downward bias in the empirical probability coverage for all of the confidence intervals in this case may be due to the the underestimation of the estimated group mean variance. This underestimation occurs because the variance of individualμ ij is found using the approximation (2.5) for the true µ ij . It is our conjecture that this slight downward bias can possibly be corrected by using higher-order approximations of the logistic-normal integral (2.4). Now, we consider a prediction interval for the group mean using the same notation as before. We start again, as before, with the balanced design case. Again, we consider two types of the prediction intervals. The first one, denoted CP1, is the inverse prediction interval that is constructed according to (3.14) . The second one, denoted CP2, is the direct confidence interval. The outcome of this simulation study is summarized in the Table  ( 3). Here, it is useful to note that the empirical coverage probability of the inverse prediction interval does not seem to be downward biased as opposed to confidence intervals using Zeger's approximation for the logistic-normal integral. The empirical coverage probability of the direct interval is slightly worse and may be exhibiting some downward bias. The unbalanced design case is summarized below in the Table (4). The approximate unbiasedness of the empirical coverage probability for the inverse prediction interval seems to hold in this case as well. In both cases, the standard deviation of the predicted mean is consistently smaller than the standard deviation of the raw estimator defined by the sample meanȲ .
Negative Binomial Data with One Random Effect
In this section, we consider a negative binomial model. Such a model has been used rather extensively to describe the number of hypoglycemic events in diabetes clinical trials since the distribution for the number of hypoglycemic events is known to be generally skewed with the variance exceed- Table 4 : Summary of various estimators based on 5000 simulations for GLMM unbalanced logistic data (PI) ing the mean (see e.g. [2] ). Since the negative binomial distribution can be thought of as an overdispersed Poisson distribution [9] , it seems to be a very appropriate choice for modeling count data with variance exceeding the mean. The notation is almost the same as the one used earlier for the logistic model. In particular, for ith subject, we define X i to be the baseline covariate that is modeled as either a Bernoulli distributed random variable with mean p = 0.5 or as an independent uniform random variable on [0, 1]. Once again, U i is the treatment indicator. The first study design considered has only two distinct groups (treatment arms): placebo and experimental treatment. Both of these groups are observed at post-randomization time points 0 and 1. The second study design assumes four distinct groups that are defined by the treatment (experimental or placebo) and subject gender (male or female). In the definition of the model, the variable t stands for either time or gender with the same possible values as in the case of logistic model. Finally, ξ ∼ N(0, σ 2 ) a Gaussian random effect with σ = 0.1. In this study, the generated data are Y it that have the negative binomial distribution and are assumed to model the number of hypoglycemic events for ith subject with the indicator t. Thus, Y it ∼ NB(µ it , κ) where E(Y it ) = µ it and Table 5 : Summary of various estimators based on 5000 simulations for GLMM balanced negative binomial data (CI) The size parameter is assumed to be κ = 50 and the number of subjects in each group is assumed to be 200. The results of our modeling are given below in the Table (5) . This Table provides empirical coverage for three different types of confidence intervals: CP1 is the inverse confidence interval as defined in (2.13), CP2 is the direct confidence interval, and CP3 is the lognormal confidence interval. Looking at the Table ( 5), we note that both the lognormal confidence interval and the inverse confidence interval seem to have very good empirical coverage probabilities for both treatment and control groups. The coverage probabilities also seem to be better than those for the logistic case; this is, most likely, the result of having to use an approximation for the logistic normal integral when constructing confidence intervals in the logistic case. None of the intervals show much evidence of any downward or upward bias in their coverage probabilities. The proposed Table 6 : Summary of various estimators based on 5000 simulations for GLMM unbalanced negative binomial data (CI) estimatorμ performs considerably better than the benchmark estimatorμ * of [2] by taking into account the presence of a random effect; this can be seen clearly by comparing the bias of the two estimators.
As before, we also investigate the unbalanced study design case for the negative binomial model. We make the same assumptions of 200 and 180 subjects for the experimental treatment group at times 0 and 1, respectively, and 200 and 160 subjects for the placebo group at times 0 an 1, respectively. In case where there are four different treatment arms, the unbalanced design corresponds to the situation where the number of male subjects is lower than the number of female subjects for both control and treatment groups. The results are summarized in the Table (6) . Once again, the estimator µ * displays substantial bias because it is not consistent as an estimator of µ. The proposed group mean estimatorμ displays rather small bias for nearly all considered settings, that is across both treatment groups and time points/gender covariate values. The direct and lognormal confidence intervals demonstrate coverage probability close to the nominal 95% for all groups. Finally, we also construct prediction intervals for the group mean µ in the negative binomial setting as well. In this case, there are only two possible prediction intervals to consider -the inverse one, denoted by CP1, and the direct one, denoted by CP2. Simulation results in the balanced design case are presented in the Table (7) and those in the unbalanced design case in the Table (8) . The proposed predictionμ has consistently smaller standard deviation than the raw estimatorȲ . Moreover, the bias of µ is consistently smaller than the bias of the estimator at mean covariateŝ µ * . However, in both of these cases, the empirical coverage probability of both prediction intervals appears somewhat downward biased.
Real Data
Both confidence interval and prediction interval based methods were applied to a 24-week, multicenter, open-label diabetes clinical trial for patients with type 2 diabetes mellitus. This dataset originates in [18] and has also been described and used in [2] ; thus, we will be brief in its description. In Table 8 : Summary of various estimators based on 5000 simulations for GLMM unbalanced negative binomial data (PI) total, 374 patients took basal insulin glargine at baseline and were, then, randomly assigned to take either lispro mix 50/50 (LM) or basal bolus therapy (BBT). The purpose was the comparison of hypoglycemia between the two treatment groups for the titration period (first 12 weeks) and the maintenance period (the last 12 weeks). The four variables considered were the total and nocturnal hypoglycemia rates per 30 days as well as the total and nocturnal hypoglycemia incidence. The hypoglycemia incidence was analyzed with a logistic regression model with one random effect that was adjusted for baseline hypoglycemia rate. Hypoglycemia rates were analyzed using a negative binomial GLMM with a single subject-wise random effect. Again, the baseline hypoglycemia rate was used as a baseline variable. The result of our analyses is shown in Table (9) . We obtain both unconditional estimated meanμ u , computed according to the formula (2.3), and the conditional estimated meanμ c , computed according to formula (3.3), for each group. For each group, both of these means are given together with their standard errors. We also report the raw meanȲ for each group as well as the mean estimated at mean covariateμ * . We note that, in the same way as in [2] , both conditional and unconditional estimated group means are consistently larger than the mean estimated at mean covariatê µ * for both total and nocturnal hypoglycemia rate modelled using negative binomial GLMM. The difference is much smaller for logistic models that are used for modeling proportion of patients with either total or nocturnal hypoglycemia rate. This suggests that the estimate for the mean at mean covariateμ * can, in practice, be considerably smaller than both conditional and unconditional means suggested by our method. The conditional estimated group mean is consistently larger than the unconditional one for negative binomial models; the two means are, however, very close to each other (and to the mean at mean covariate) when it comes to logistic model.
Summary and Discussion
Presence of subject-wise random effect is rather common in medical data. This is especially true when it comes to data of longitudinal nature where the presence of such an effect can be thought to follow directly from the dependence of the data points over time. In other situations, such a random effect may also be necessary to model a randomized selection of the trial subjects from a large pool of candidates. In a situation where such a random effect has to be accounted for, we proposed two possible estimators for group means for the study population in clinical trials. The first of these estimators is conditional on the data and is based on the predicted value of the random effect. The other one is unconditional and is based on the averaging the random effect over its distribution. For both proposed estimators, we obtained approximate variances and constructed 95% confidence and prediction intervals, respectively. Most of the confidence and prediction intervals we constructed show excellent empirical coverage probability that is close to 95%. Thus, we believe that both approaches we suggested should be of use when estimating/predicting the group mean for the study population in clinical trials. One example of a slight (downward) bias in the empirical coverage probability is given by confidence intervals for the group means in the logistic model, in both balanced and unbalanced design case. We note that this is most likely caused by the use of a relatively simple approximation of the logistic-normal integral. This suggests, as a practical matter, that for the logistic case, the use of prediction intervals should be preferred for now. One of our future research directions will involve correction of the bias in empirical coverage probabilities for confidence intervals in logistic models through the use of higher-order approximations of the logistic-normal integral. The entire estimation and prediction procedure used in this manuscript has been implemented in R, using to a great extent a very convenient package lme4. Many elements of the computational procedure, such as, for example, calculation of conditional predictions and their variances, have been programmed in the form of convenient routines. The authors plan to combine most of the resulting procedures into an easy to use R package that will be disseminated online for general use in the near future.
Data Availability
The data that support the findings of this study are available from Eli Lilly. Restrictions apply to the availability of these data, which were used under license for this study.
