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Abstract
We present an algorithm to decide the intruder deduction problem (IDP) for a class of equational
theories that include associative and commutative (AC) operators. The algorithm is based on the
analysis of reductions in the head of terms built from normal contexts using the initial knowledge
of the intruder. It relies on a new and eﬃcient algorithm to solve a restricted case of higher-order
AC-matching. For the subclass of theories for which AC operators have inverses, our algorithm
runs in polynomial time on the size of a saturated set built from the initial knowledge of the
intruder. To illustrate, we apply the results to Pure AC theories, Abelian Groups, Abelian Groups
extended with exponentiation, and XOR. Although speciﬁc algorithms have already been deﬁned
to deal with each of these theories, we provide a modular approach that can deal with all of them
in a uniform way.
Keywords: Intruder Deduction Problem, Associativity and Commutativity, Locally Stable
Theories, Term Rewrite Systems, AC-matching.
1. Introduction
The intruder deduction problem (IDP) is the question of whether a passive eavesdropper (that
is, an intruder who is passively listening to messages sent through a network) can obtain a certain
information from the messages observed.
Following the approach of Dolev and Yao, we model the capabilities of an intruder by a
deduction system. The IDP is formalised as the problem of deciding whether an intruder can
deduce a certain information t from an initial knowledge Γ, more precisely, whether there is a
proof of t from Γ. The analysis of this deduction system usually relies on the notion of a local
theory, i.e. a theory where a simplest proof that a term t is deducible from a set Γ can consist
only of subterms of Γ and t.
Inspired by the notion of locally stable theories introduced by Abadi and Cortier [1], in this
paper we propose a method to decide the deducibility relation for subclasses of associative and
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commutative (AC) equational theories. We state the IDP as a restricted higher-order equational
uniﬁcation problem, which we solve using term rewriting techniques and results in AC-matching
and linear Diophantine equations. The term “locally stable” comes from the fact that the study of
reductions on “small” terms is enough to predict the behaviour of terms under general rewriting;
this result is known as the lifting lemma.
To obtain the lifting result and to ﬁnd a subclass of locally stable theories for which the
decidability of IDP has a better complexity, we propose an equational reformulation of the class
of locally stable theories proposed in [1]. Speciﬁcally, we consider a normalised saturation set
that takes into account normal contexts and a special set of subterms; we thus obtain the class of
N-locally stable theories.
Our main contributions are:
• an equational reformulation of the approach proposed in [1] to decide the IDP, based on
solving equations modulo the theory embedded in the cryptographic protocol;
• a new algorithm for deciding the IDP in the context of N-locally stable theories;
• a more eﬃcient version of the algorithm for the subclass of N-locally stable theories where
inverses are deﬁned, namely, the I-locally stable theories — we illustrate its use for Abelian
Groups (AG), Abelian Groups extended with exponentiation and XOR.
The new decision algorithm we provide to solve the IDP for N- and I-locally stable AC-
theories (based on a new deﬁnition of the saturated set built from the initial knowledge of the in-
truder), avoids computing AC-congruence classes of terms. It uses an algorithm to solve systems
of linear Diophantine equations (SLDE) [12, 17, 26, 40], which we combine with a polynomial
algorithm to solve a restricted case of the AG-uniﬁcation problem [7].
For the N-locally stable theories where each AC function symbol ⊕ has an inverse i⊕, that
is, I-locally stable theories, our decision algorithm for the IDP is polynomial on the size of the
saturated set, thanks to the use of an algorithm for solving SLDE over Z (avoiding an exponential
time search over the solution space).
We prove that Pure AC theories are N-locally stable, and in this case the decision algorithm
boils down to solving a system of linear Diophantine equations over naturals (a special case of
Integer Programming Problem, a well-known NP problem), agreeing with previous complexity
results [32]. We show that the theory of Abelian Groups and its extension with exponentiation are
I-locally stable, and the method is also applicable to the equational theory of XOR (although its
signature does not contain a function symbol representing inverse, thanks to the axiom x⊕ x = 0,
where ⊕ is the XOR operator, one can classify this theory as an I-locally stable theory). This
shows that the method proposed is strong enough to deal with a variety of equational theories
in a uniform way, unlike previous methods which usually had to be adapted to deal with more
complex theories.
Preliminary results have been presented at LSFA 2012 [5], but here we give a new decidabil-
ity algorithm for the IDP, which runs in polynomial (resp. non-deterministic polynomial) time
w.r.t. the size of the saturation set for I-locally stable (resp. N-locally stable) theories. The com-
plexity results are obtained via a reduction to a restricted case of ground AG-uniﬁcation (resp.
AC-uniﬁcation) combined with an algorithm to solve SLDE over Z (resp. N). Moreover, we
show that it is possible to apply this methodology to a variety of equational theories: Abelian
Groups, Abelian Groups with exponentiation, XOR and Pure AC. We provide AC-convergent
rewrite systems and build saturated sets for each of these classes of theories. Abelian Groups,
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Abelian Groups with Exponentiation and XOR are proven to be I-locally stable, and the IDP
is decidable in polynomial time on the size of the saturation set. This work is part of the third
author’s PhD Thesis [36].
We address the reader to Section 7 (Related Work) for a comparison with other papers that
have investigated the IDP for these equational theories.
Outline of the paper. Section 2 introduces notations and basic deﬁnitions used throughout the
paper. Section 3 introduces the deduction problem as well as the ﬁrst equational charaterisation
of the deducible terms. Section 4 introduces the class of N-locally stable theories. Section 5
introduces the class of I-locally stable theories and presents the decidability algorithm for IDP
(Theorem 14). Section 6 presents applications. In Section 7 we present a detailed example to
highlight the diﬀerences between our algorithm and the one in [1], and discuss other related
work. Section 8 concludes the paper. To improve readability, we have omitted some proofs,
which can be found in the Appendix together with additional examples.
2. Preliminaries
Standard rewriting notation and notions are used (see e.g. [6]). We assume the following
sets: a countably inﬁnite setN of names (we use a, b, c,m to denote names) partitioned into a set
n˜ of private names and PN = N − {n˜} of public names; a countably inﬁnite set X of variables
(we use x, y, z to denote variables); and a ﬁnite signature Σ, consisting of function names and
their arities. We write arity( f ) for the arity of a function f , and ar(Σ) for the maximal arity of a
function symbol in Σ.
To represent messages exchanged between participants in a protocol during its execution we
will use terms built out of names (representing principal names, nonces, keys, constants involved
in the protocol, etc.), variables and function symbols.
Deﬁnition 1 (Term). The set of terms over Σ, X,N , written T (Σ, X ∪ N) is generated by the
following grammar:
M,N := a | x | f (M1, . . . ,Mn)
where f ranges over the function symbols of Σ and n matches the arity of f , a denotes a name
(name of parties, public keys, etc.) in N and x a variable in X.
We denote by V(M) (resp. names(M)) the set of variables (resp. names) occurring in M, and
by pn(M) the set of public names occurring in M. We denote by pn(Γ) the set of public names
occurring in a set Γ of terms. A message M is ground if V(M) = ∅. The size |M| of a term M is
deﬁned by |M| = 1, if M is a name or a variable; and | f (M1, . . . ,Mn)| = 1 +∑ni=1 |Mi|.
The set of positions of a term M, denoted by Pos(M), is deﬁned by Pos(M) := {}, if M is a
name or a variable; and Pos(M) := {} ∪⋃ni=1{ip | p ∈ Pos(Mi)}, if M = f (M1, . . . ,Mn) where
f ∈ Σ. The position  is called the root position. The size of M coincides with the cardinality of
Pos(M). The set of syntactic subterms of M is deﬁned as st(M) = {M|p | p ∈ Pos(M)}, where
M|p denotes the subterm of M at position p. For a set Γ of terms, the notion of a syntactic subterm
can be extended as usual: st(Γ) :=
⋃
M∈Γ st(M) (we use the same notation for the subterms of
one term or of a set of terms). For p ∈ Pos(M), we denote by M[t]p the term that is obtained
from M by replacing the subterm at position p by t.
Notice that when the signature Σ contains function symbols that are associative and com-
mutative, the notion of subterms is dynamic (it may change modulo AC) and not static (as for
syntactic subterms). We illustrate it with an example.
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Example 1. Let t be the term ( f (a + b) + c) + d, where + is an associative and commutative
function symbol, f is a function symbol that is neither commutative nor associative, and a, b, c, d
are constants. The set st(t) of syntactic subterms of t is: st(t) = {t, f (a + b) + c, f (a + b), a +
b, a, b, c, d}. However, t =AC t′ = f (a + b) + (c + d) and in this case, the set of syntactic subterms
is st(t′) = {t′, f (a + b), c + d, a + b, a, b, c, d}. Thus, for each term in the congruence class of t
modulo associativity and commutativity, we may have a diﬀerent set of syntactic subterms.
Later we will deﬁne a notion of subterm stE that depends on the equational theory under
consideration.
Deﬁnition 2 (Rewriting system). A term rewriting system (TRS) is a set R of oriented equations
over terms in a given signature. For terms s and t, s →R t denotes that s rewrites to t using a
rewriting rule in R, that is, there exist a rule l→ r ∈ R, a position p ∈ Pos(s) and a substitution
σ such that s|p = lσ and t = s[rσ]p. The transitive, reﬂexive-transitive and equivalence closures
of →R are denoted by +→R, ∗→R and ∗↔R, respectively. The equivalence closure of the rewriting
relation,
∗↔R, is denoted by ≈R.
For every term s, the set s↓R of normal forms of s is the set of terms t such that s ∗→R t and
t is irreducible for→R. R is said to be convergent whenever it is terminating (for every term t,
there is no inﬁnite sequence of the form: t →R t1 →R t2 →R . . . ) and conﬂuent (for terms t, u1
and u2 such that t
∗→R u1 and t ∗→R u2, there exists a term v such that u1 ∗→R v ∗←R u2).
Deﬁnition 3 (Rewriting modulo AC). Given a TRS R for which some function symbols are
assumed to be AC, and two terms s and t, s →R∪AC t if there exists w such that s =AC w and
w →R u and u =AC t, where =AC denotes equality modulo AC (according to the AC assumption
on function symbols).
For every term s, the set s↓R of normal forms (closed modulo AC) of s is the set of terms t
such that s
∗→R∪AC t and t is irreducible for→R∪AC.
R is said to be AC-convergent whenever it is AC-terminating (that is, for every term t, there
is no inﬁnite sequence of the form: t →R∪AC t1 →R∪AC t2 . . .) and AC-conﬂuent (that is, for
terms t, u1 and u2 such that t
∗→R∪AC u1 and t ∗→R∪AC u2, there exist terms v1 and v2 such that
u1
∗→R∪AC v1, u2 ∗→R∪AC v2 and v1 =AC v2. We denote by ≈R∪AC the equivalence closure of
→R∪AC, that is ∗↔R∪AC.
Deﬁnition 4. We equip the signature Σ with an equational theory ≈E induced by a set of Σ-
equations E, that is, ≈E is the smallest equivalence relation that contains E and is closed under
substitution and compatible with Σ-contexts. An equational theory ≈E is said to be equivalent to
a TRS R if ≈R = ≈E, or ≈R∪AC = ≈E if E contains AC axioms.
An equational theory ≈E is convergent when it has an equivalent rewrite system R which
is convergent. Similarly, an equational theory ≈E is said to be AC-convergent when it has an
equivalent rewrite system R that is AC-convergent.
In the next sections, given an AC-convergent equational theory ≈E , normal forms of terms
are computed with respect to the TRS R associated to ≈E , unless otherwise speciﬁed. To simplify
the notation we will denote by E the equational theory induced by the set of Σ-equations E. We
will denote by ΣE the signature used in the set of equations E.
Deﬁnition 5 (Size of the theory E). The size cE of an equational theory E with an associated
TRS R with rules⋃ki=1{li → ri} is deﬁned as cE = max1≤i≤k{|li|, |ri|, ar(ΣE)+ 1}. For R = ∅, deﬁne
cE = ar(ΣE) + 1.
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Deﬁnition 6 (Σ-context). Let  be a new symbol that does not occur in Σ ∪ X ∪N . A Σ-context
is a term t ∈ T (Σ, X ∪ N ∪ {}) and can be seen as a term with “holes”, represented by , in
it. Contexts are denoted by C. If {p1, . . . , pn} = {p ∈ Pos(C) |C|p = }, then C[t1 . . . , tn] denotes
C[t1]p1 . . . [tn]pn where we assume the positions p1, . . . , pn are lexicographically ordered. The
empty context is a single hole .
In the rest of the paper, a context such that all the function symbols are in ΣE will be called
an E-context; names(C) is the set of names occurring in the context C.
Deﬁnition 7 (Normal E-context). Let ≈E be a convergent equational theory and let RE be the
associated TRS. Let C be an E-context with n holes and let CT be the term obtained from C by
replacing each hole  with a fresh variable x1, . . . , xn, where xi  x j, for i  j (1 ≤ i, j ≤ n).
The E-context C is said to be normal if, and only if, CT cannot be reduced via the TRS RE.
This concept can be extended to AC-convergent rewrite systems in the usual way.
Example 2. Consider the signature ΣAG = {+, i, 0} for Abelian Groups.
The equational theory for Abelian Groups and the associated TRS are
EAG =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
x + (y + z) = (x + y) + z
x + y = y + x
x + 0 = x
x + i(x) = 0
i(x + y) = i(x) + i(y)
RAG =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
x + 0 → x (1)
x + i(x) → 0 (2)
i(i(x)) → x (3)
i(0) → 0 (4)
i(x + y) → i(x) + i(y) (5)
RAG is AC-convergent (see Proposition 16).
Let C be the ΣAG-context i(0) + . Notice that the EAG-context C is not normal; it reduces
using rules (4) and (1) as follows: i(0) +→ 0 +→ . The EAG-context  is normal.
Notice that the ΣAG-context C′ = i() +  is normal: if the holes are replaced with x1, x2,
the reduction via rule i(x) + x→ 0 is not possible.
In the rest of the paper, we use signatures, terms and equational theories to model protocols.
As mentioned earlier, messages are represented by terms. Equational theories and rewriting sys-
tems are used to model the cryptographic primitives in the protocol and the algebraic capabilities
of an intruder. Unless stated otherwise, for the next results, the terms are ground. We write
M == N to denote syntactic equality of ground terms.
3. Deduction Problem
Given a set Γ that represents the information observed by an attacker during a communication,
we may ask whether a given ground term M may be deduced from Γ using equational reasoning.
This relation is written Γ  M and axiomatised in a natural-deduction style, using the inference
rules given in Table 1.
Note that the intruder is able to use public names in its reasoning, via rule (Ax)Pu: the intruder
can deduce the name s whenever s  n˜ 2.
Proposition 1 gives an equational characterisation3 of the terms that can be deduced from Γ. It
states that the IDP is equivalent to the problem of ﬁnding a context C such that names(C)∩ n˜ = ∅
2This is an attempt to represent the power given to the intruder in [1].
3A similar charaterisation is given in [42, 23].
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Table 1: System N: a natural deduction system for intruder equational deduction
M ∈ Γ (id)
Γ  M
(Ax)Pu, s ∈ N − n˜
Γ  s
Γ  M1 . . . Γ  Mn ( fI) f ∈ Σ
Γ  f (M1, . . . ,Mn)
Γ  N (≈) M ≈E N
Γ  M
and C[M′1, . . . ,M
′
n] ≈E M for terms M′1, . . . ,M′n ∈ Γ. The latter is a restricted case of a higher-
order uniﬁcation problem modulo an equational theory. Before stating the property, we introduce
the notion of S E-constructible term
Deﬁnition 8 (S E-constructibility). Given a set S of ground terms, a set n˜ of private names and
an equational theory E, we say that a term M is S E-constructible if there exists a context C such
that names(C) ∩ n˜ = ∅ and T1, . . . ,Tk ∈ S such that M ≈E C[T1, . . . ,Tk].
Proposition 1. Let E be an equational theory, M a ground term, Γ = {M1, . . . ,Mn} a ﬁnite set of
ground terms and n˜ a set of private names. Then Γ  M if and only if M is ΓE- constructible.
Proof. (⇒) The proof is by induction on the derivationD of Γ  M:
Base Case. Γ  M has been obtained via an application of (id) or (Ax)Pu. In the ﬁrst case,
M ∈ Γ and C[M] ≈E M for the empty context C. In the second case, M ∈ N − {n˜}, and the result
follows trivially.
Induction Step. We distinguish cases depending on the last rule applied.
1. The rule applied is ( fI)
D1
Γ  M1 . . .
Dr
Γ  Mr ( fI)
Γ  M = f (M1, . . . ,Mr)
By IH, Mi ≈E Ci[Mi1, . . . ,Mini ] for contexts Ci and terms Mij ∈ Γ, 1 ≤ i ≤ r and 1 ≤ j ≤
ni. Therefore, M ≈E f (C1[M11, . . . ,M1n1 ], . . . ,Cr[Mr1, . . . ,Mrnr ]) = C∗[M1, . . . ,Mt] for
some context C∗ and terms M1, . . . ,Mt ∈ Γ and the result follows.
2. The rule applied is ≈E Then
D′
Γ  N ≈E
Γ  M
By IH, N ≈E C[M1, . . . ,Mt] for some context C and terms M1, . . . ,Mt ∈ Γ. Since N ≈E M
the result follows.
(⇐) Suppose that M ≈E C[M1, . . . ,Mr] for a context C and terms M1, . . . ,Mr ∈ Γ. By
deﬁnition, C is formed using only function symbols of the signature ΣE and its size is ﬁnite.
Therefore, after a ﬁnite number of applications of rules ( fI) and (≈E) (represented by rule (F))
we have:
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M1 ∈ Γ (id) . . .
Γ  M1
s1 ∈ N − {n˜} (Ax)Pu . . .
Γ  M1
Mr ∈ Γ (id)
Γ  Mr (F)
Γ  M
In the following, a method for solving this equational uniﬁcation problem will be studied.
4. Locally Stable Theories
Abadi and Cortier [1] propose a method to deal with the deducibility relation for a class of
locally stable theories. The idea is to compute a saturation set for a given set Γ of terms (the
intruder’s knowledge), by considering sums of terms that can be built by the intruder and normal
contexts formed with symbols of the signature and public names.
Deﬁnition 9. Let ⊕ be an arbitrary AC function symbol in ΣE for an equational theory E. We
write α ·⊕ M for the term M ⊕ . . . ⊕ M, α times (α ∈ N). Given a set S of terms and a set n˜ of
private names, write sum⊕(S , n˜) for the set of arbitrary sums of terms in S and other names:
sum⊕(S , n˜) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(α1 ·⊕ T1) ⊕ . . . ⊕ (αr ·⊕ Tr)⊕
(β1 ·⊕ m1) ⊕ . . . ⊕ (βk ·⊕ mk)
αi, β j ∈ N − {0}
r, k ∈ N
Ti ∈ S ,mi ∈ PN
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
Deﬁne sum(S , n˜) =
⋃k
i=1 sum⊕i (S , n˜), where ⊕1, . . . ,⊕k are the AC-symbols of the theory.
In the following results we will be interested in applications of rewrite rules in the head of
terms (modulo AC):
Deﬁnition 10. Given an AC-convergent rewriting systemR the head rewrite relation h→ is deﬁned
as s
h→ t iﬀ there exist a rule l→ r ∈ R and a substitution θ such that
• either s =AC lθ and t = rθ;
• or there exist terms s1 and s2 such that s =AC s1 ⊕ s2, s1 =AC lθ and t =AC rθ ⊕ s2.
The class of locally stable theories was deﬁned in [1] within the framework of the applied
pi-calculus; we recall the deﬁnition below, where we write [S ]AC for the closure of S modulo AC.
Deﬁnition 6 in [1]. An AC-convergent equational theory E is locally stable if, for any frame
φ = νn˜.{M1/x1, . . . ,Mk/xk} , where the terms Mi are closed and in normal form, there exists a
ﬁnite (computable) set sat(φ) closed modulo AC (i.e. sat(φ) = [sat(φ)]AC), such that
1. M1, . . . ,Mk ∈ sat(φ), and n ∈ sat(φ) for every n ∈ f n(φ);
2. if M1, . . . ,Mk ∈ sat(φ) and f (M1, . . . ,Mk) ∈ st(sat(φ)), then f (M1, . . . ,Mk) ∈ sat(φ),
where f ∈ Σ;
3. if C[S 1, . . . , S l]
h→ M, where C is a context such that |C| ≤ cE and f n(C) ∩ n˜ = ∅, and
where S 1, . . . , S l ∈ sum⊕(sat(φ), n˜) for some AC-symbol ⊕ (or S i ∈ sat(φ) if there is no
AC-symbol), then there exist a context C′, a term M′, and S ′1, . . . , S
′
k ∈ sum⊕(sat(φ)) (or
S ′1, . . . , S
′
k ∈ sat(φ) if there is no AC-symbol), such that |C′| ≤ c2E, f n(C′) ∩ n˜ = ∅, and
M
∗→AC M′ =AC C′[S ′1, . . . , S ′k];
7
4. if M ∈ sat(φ) then φ  M.
The Lifting Lemma guarantees that, for locally stable theories, the local analysis of terms
built from sat(φ) is enough to predict the behaviour of these terms.
Lemma 11 in [1] – Lifting Lemma. Let E be a locally stable theory. Let φ = νn˜.σ be a frame.
For every context C1 such that f n(C1) ∩ n˜ = ∅, for every Mi ∈ sat(φ), for every term T such that
C1[M1, . . . ,Mk]→AC T , there exist a context C2 such that f n(C2)∩n˜ = ∅, and terms M′i ∈ sat(φ),
such that T
∗→AC C2[M′1, . . . ,M′k].
4.1. A counter-example
Below we deﬁne an equational theory Eex for which it is possible to build a saturation set
satisfying the conditions in Deﬁnition 6 in [1]4 and for which the lifting lemma does not hold.
In order to facilitate the presentation we will adopt the language established in the preliminaries
section instead of the language of the applied pi-calculus.
Equational theory Eex. Consider the TRS
Rex =
{
(r1) h( f (x, y)) → h(x + y) (r2) x + x → x
Proposition 2. REx is convergent modulo associtivity and commutativity of +.
Proof. Termination can be proved by interpreting terms as pairs (size, number of f symbols)
and using the lexicographic extension of the standard ordering on natural numbers: r2 decreases
the size of the term, whereas r1 keeps the same size but decreases the number of f symbols.
Conﬂuence follows from Newman’s lemma since there are no critical pairs.
For any given set Γ of ground terms in normal form, there exists a saturation set sat(Γ) for this
theory, which satisﬁes the conditions speciﬁed in Deﬁnition 6 in [1]. Recall that pn(Γ) denotes
the set of public names occurring in Γ.
Deﬁnition 11 (Set sat(Γ) for Eex). Given a ﬁnite set Γ = {M1, . . . ,Mn} of ground terms in normal
form and a ﬁnite set n˜ of private terms, let sat(Γ) be the smallest set such that
1. Γ ⊆ sat(Γ) and m ∈ sat(Γ) for all m ∈ pn(Γ);
2. if N1, . . . ,Nk ∈ sat(Γ) and g(N1, . . . ,Nk) ∈ st(sat(Γ)) then g(N1, . . . ,Nk) ∈ sat(Γ), where
g ∈ { f , h,+};
3. if N ∈ sat(Γ) and h(N) h→ N′ via rule (r1) then N′ ∈ sat(Γ);
4. N1,N2 ∈ sat(Γ), N1  N2 and N1 + N2 h→ N′ via rule (r2) then N ′′ ∈ sat(Γ), where N′′ is
obtained by head reducing N′ as much as possible with rule (r2), hence N′
h ∗→ N ′′ (in case
rule (r2) does not apply, N′ ∈ sat(Γ));
4but in case 1 we only put public names in sat(φ) to ensure deducibility of all the terms in sat(φ).
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5. if N1 =AC N2 and N1 ∈ sat(Γ) then N2 ∈ sat(Γ).
Note that, since we are rewriting modulo AC, condition 4 ensures that if a + b and a + c are
in sat(Γ), then a + b + c is in sat(Γ) too.
The set deﬁned above is ﬁnite and satisﬁes the required conditions, therefore Eex is locally
stable according to Deﬁnition 6 in [1].
Problem Case. Consider the set Γ = { f (m,m)} where n˜ = {m}. The set sat(Γ) generated for Eex
using Deﬁnition 11 is sat(Γ) = { f (m,m), h(m + m)}. Note that
• f (m,m) ∈ sat(Γ) by condition 1 in Deﬁnition 11, and h(m + m) ∈ sat(Γ) by condition 3 in
Deﬁnition 11 because h( f (m,m))
h→ h(m + m).
Notice also the following: since h( f (m,m))
h→ h(m + m), by condition 3 in the deﬁnition of
locally stable theories, there exist a context C′, a term M′ and terms S 1, . . . , S l ∈ sum(sat(Γ), n˜)
such that h(m + m)
∗→ M′ =AC C′[S 1, . . . , S l].
This is true: C′ is the empty context, M′ = h(m + m) ∈ sat(Γ) ⊆ sum(sat(Γ), n˜) (we use zero
steps of reductions).
However, the Lifting Lemma does not hold: from the term h(m + m) ∈ sat(Γ) there is a
non-head reduction h(m + m) → h(m) and there are no terms in sat(Γ) and context C such that
h(m)
∗→AC C[S 1, . . . , S k].
We conjecture that closing by normal forms the set sat(Γ) deﬁned in [1] (Deﬁnition 6) solves
the problem. However, adding normal forms of terms in the deﬁnition of sat(Γ) might aﬀect the
class of theories deﬁned. By introducing new terms in sat(Γ), conditions 2 and 3 may be aﬀected
(we may have new terms that can be head-reduced when combined with other terms, and in the
worst case scenario, an inﬁnite number of new terms could be generated).
4.2. Normal Locally Stable Theories
We now consider a variant of Deﬁnition 6 in [1] for which we can prove the lifting lemma.
We propose the following modiﬁcations in the deﬁnition of sat(Γ) given in [1]:
1. the set sat(Γ) will be closed under normal forms;
2. the contexts considered in sat(Γ) will be normalised;
3. the set of subterms used in sat(Γ) will be deﬁned according to the equational theory E;
4. the set sat(Γ) will not be closed modulo AC (we push this to the decidability algorithm).
These modiﬁcations play an important role in our proof of Lifting (Lemma 3), which guarantees
that analysing reduction locally gives a characterisation of general reduction on terms. Addition-
ally, it will help to bound the size of the saturation set sat(Γ).
In the rest of the paper, this reformulated notion of locally stable theory will be called N-
locally stable (or normal locally stable). We give the deﬁnition below, observing that the notion
of subterm depends on the equational theory E under consideration. Subterms will be computed
using a function stE , which should satisfy the following property:
1. stE(u) ⊆ stE(T ), whenever u ∈ stE(T ), where T is a set of terms (again we use the same
notation for subterms of one term and subterms of a set of terms).
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Deﬁnition 12 (N-Locally Stable Theory). An AC-convergent equational theory E, with a given
subterm function stE, is N-locally stable if, for every ﬁnite set Γ = {M1, . . . ,Mn} of ground terms
in normal form together with a set n˜ of private names, there exists a ﬁnite and computable set
sat(Γ) such that
1. Γ ⊆ sat(Γ) and m ∈ sat(Γ) for every m ∈ pn(Γ);
2. if N1, . . . ,Nk ∈ sat(Γ) and f (N1, . . . ,Nk) ∈ stE(sat(Γ)) then f (N1, . . . ,Nk) ∈ sat(Γ), for
f ∈ ΣE;
3. if C[S 1, . . . , S l]
h→ M, where C is an AC-normal context such that names(C) ∩ n˜ = ∅
and |C| ≤ cE, and S 1, . . . , S l ∈ sum⊕(sat(Γ), n˜), for some AC symbol ⊕, then there exist
an AC-normal context C′ with names(C′) ∩ n˜ = ∅, a term M′ and terms S ′1, . . . , S ′k ∈
sum⊕(sat(Γ), n˜), such that M
∗→R∪AC M′ =AC C′[S ′1, . . . , S ′k];
4. if M ∈ sat(Γ) then M↓ ∈ sat(Γ) 5.
5. if M ∈ sat(Γ) then Γ  M.
The set sat(Γ) may not be unique. Any set sat(Γ) satisfying the ﬁve conditions is adequate
for the results. The AC-normal contexts used in condition 3 are built from symbols from Σ and
public names, this represents the construction obtained from System N, after some number of
applications of rule ( fI) in Table 1.
Notice that with this deﬁnition of N-locally stable theory, the existence of AC-symbols in the
signature ΣE does not necessarily imply an exponential size for sat(Γ) with relation to the size of
Γ, as it was in [1], since we are not closing the saturation set modulo AC.
Lemma 3 (Lifting). Let E be an N-locally stable theory, Γ = {M1, . . . ,Mn} a set of ground terms
in normal form and n˜ a set of private names. For every context C1 such that names(C1) ∩ n˜ = ∅,
for every T1, . . . ,Tk ∈ sat(Γ), for every term T such that C1[T1, . . . ,Tk] →R∪AC T , there exists
an AC-normal context C2 with names(C2) ∩ n˜ = ∅, and terms T ′1, . . . ,T ′l ∈ sat(Γ), such that
T
∗→R∪AC C2[T ′1, . . . ,T ′l ].
Proof. A complete proof can be found in the Appendix. Here we show the point where the
addition of normal forms in sat(Γ) helps us to prove this lemma.
Suppose that C1[T1, . . . ,Tk] →AC T , for a normal context C1 and terms T1, . . . ,Tk ∈ sat(Γ).
Notice that, since E is AC-convergent, every context can be normalised. If the reduction were to
happen in a term Ti, then two cases would be possible:
• if Ti h→ T ′i then, by condition 3 of Deﬁnition 12, the result would follow, that is, T ′i
∗→
C′[S ′1, . . . , S
′
n] =AC C
′′
[T
′′
1 , . . . ,T
′′
k ], for S
′
j ∈ sum⊕(sat(Γ), n˜) and T
′′
j ∈ sat(Γ).
• if Ti → T ′i in a position diﬀerent from the head then the previous deﬁnition locally stable
theories [1] has nothing to say about the structure of the term. However, according to the
deﬁnition of N-locally stable theories (Deﬁnition 12), for every T ∈ sat(Γ), T↓ ∈ sat(Γ),
therefore: T ′i
∗→ Ti↓= C[Ti↓] for an empty context C and Ti↓ ∈ sat(Γ).
5We only add one representative modulo AC of M↓ in sat(Γ)
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Corollary 4. Let E be an N-locally stable theory. Let Γ = {M1, . . . ,Mn} be a set of ground terms
in normal form and n˜ a set of private names. For every AC-normal context C1 with names(C1) ∩
n˜ = ∅, for every T1, . . . ,Tk ∈ sat(Γ), for every T in normal form such that C1[T1, . . . ,Tk] ∗→R∪AC
T , there exists an AC-normal context C2 with names(C2) ∩ n˜ = ∅ and terms T ′1, . . . ,T ′l ∈ sat(Γ)
such that T =AC C2[T ′1, . . . ,T
′
l ], i.e., T is sat(Γ)
AC-constructible.
In the following we show that any term M deducible from Γ is equal modulo AC to a context
over terms in sat(Γ). This Lemma is similar to Proposition 16 in [1], here we check for =AC
instead of == (that is, equality modulo AC instead of syntactic equality).
Lemma 5. Let E be an N-locally stable theory. Let Γ = {M1, . . . ,Mn} be a ﬁnite set of ground
terms in normal form, n˜ a set of private names and M a ground term in normal form. Then Γ  M
if and only if M is sat(Γ)AC-constructible.
As a consequence of the previous results, we obtain the decidability of IDP for N-locally
stable theories: To decide whether M is deducible from Γ or not, it is suﬃcient to check whether
there exists a context C with names(C) ∩ n˜ = ∅, and terms T1, . . . ,Tk ∈ sat(Γ), such that
C[T1, . . . ,Tk] =AC M (we provide the decision algorithm in Lemma 15 below).
Theorem 6. The IDP is decidable for N-locally stable theories.
4.3. Application: Pure AC Theories
We now show that the AC equational theory is N-locally stable; we can then conclude that
for pure AC theories the IDP is decidable. We show in Section 5 that it is in NP, agreeing with
previous results [32].
Consider the signature ΣAC which contains only constant symbols and the AC-symbol ⊕. The
equational theory EAC contains only the AC equations for ⊕:
EAC =
{
x ⊕ y = y ⊕ x x ⊕ (y ⊕ z) = (x ⊕ y) ⊕ z
}
In this case, R = ∅ is the AC-convergent TRS associated with EAC .
In the following deﬁnition, a notion of subterms stAC adequate for the theory AC-pure will
be introduced, this notion takes into account possible combinations of terms modulo AC of ⊕:
Deﬁnition 13 (Atom). Let u be a term, we deﬁne atoms(u) as
• if u = u1 ⊕ u2 ⊕ . . . ⊕ uq, where each ui is ﬂattened w.r.t ⊕, then atoms(u) = {u1, . . . , uq}.
• if u is not headed with ⊕, then atoms(u) = {u}.
This notion of terms can be extended for a set T of terms: atoms(T ) :=
⋃
t∈T
atoms(t).
Deﬁnition 14 (S AC(t)). Let t be a ground term in normal form. Deﬁne S AC(t) as t ∈ S AC(t) and
if u = u1 ⊕ u2 ⊕ . . . ⊕ un ∈ S AC(t) then atoms(u) ∈ S AC(t).
This notion of subterms can be extended for a set T of ground terms in normal form in the
usual way: S AC(T ) :=
⋃
t∈T
S AC(t).
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For example, if t = a ⊕ b ⊕ c then S AC(t) = {t, a, b, c}.
The set below consists of all linear combinations over N of atoms in a set T of ground terms
in normal form.
Deﬁnition 15 (S S AC(T )). Let T be a ﬁnite set of ground terms in normal form. Deﬁne S S AC(T )
as the set S S AC(T ) :=
⎧⎪⎪⎨⎪⎪⎩
⊕
s∈M
αs · s |M ⊆ S AC(T ), αs ∈ N
⎫⎪⎪⎬⎪⎪⎭.
The set below is a subset of the terms in S S AC(T ) which are subterms from T .
Deﬁnition 16 (stAC(T )). Let T be a ﬁnite set of ground terms in normal form. Deﬁne stAC(T ) as
stAC(T ) := {M ∈ S S AC(T ) |M =AC t|p, for a term t ∈ S AC(T ) and some p ∈ Pos(t)} ∪ S AC(T )
Notice that the set stAC(T ) will contain atoms from T , repeated copies of these atoms, sums
of two atoms, three atoms, etc., as long as these terms are subterms from T modulo AC.
Example 3. Let t = 2a ⊕ 3b ⊕ 3c be a ground term. By deﬁnition, atoms(t) = {a, b, c} and
S S AC(t) = {αa · a ⊕ αb · b ⊕ αc · c |α j ∈ N, j = a, b, c}. In addition,
stAC(t) = {αa · a ⊕ αb · b ⊕ αc · c | 0 ≤ αa ≤ 2, 0 ≤ αb, αc ≤ 3}
whose size is
∑
j=a,b,c
|t| j +
∑
ji
|t|i · |t| j + (|t|a · |t|b · |t|c) which is in O(|t|3), where |t|a denotes the
number of occurrences of a in t.
Reasoning similarly, |stAC(T )| is in O(|T |n), with n = |atoms(T )|.
Deﬁnition 17 (sat(Γ) for AC). Let Γ = {M1, . . . ,Mk} be a ﬁnite set of ground terms in normal
form. Let us deﬁne sat(Γ) for the pure AC theory as the smallest set such that
1. Γ ⊆ sat(Γ) and m ∈ sat(Γ) for every m ∈ pn(Γ);
2. if Ni,Nj ∈ sat(Γ) and Ni ⊕ Nj ∈ stAC(sat(Γ)) then Ni ⊕ Nj ∈ sat(Γ).
The set sat(Γ) is ﬁnite since we add only terms whose size is smaller than or equal to the
maximal size of the terms in Γ, more speciﬁcally, |sat(Γ)| is in O(|T |n), with n = atoms(Γ). It
is easy to see that the set sat(Γ) satisﬁes conditions 1,2, 4 and 5 in the deﬁnition of N-locally
stable theories. Since R = ∅ it follows that condition 3 is also satisﬁed. Therefore, we have the
following result:
Lemma 7. EAC is normal locally stable.
By Theorem 6 the Intruder Deduction Problem for pure AC is decidable. Moreover, the
algorithm we give in Section 5 can also be used to deal with this theory, and we can conclude the
problem is in NP.
Theorem 8. The Intruder Deduction Problem for Pure AC theories is in NP.
Proof. The algorithm presented in Section 5.2 for I-locally stable theories (see Theorem 13) can
be used also for N-locally stable theories, however, we would have to solve the system of linear
Diophantine equations S over N, which is an NP-complete problem [40].
12
Remark 1. In particular, for the AC-pure theory, our algorithm will run in non-deterministic
polynominal time with relation to |sat(Γ) ∪ {M}|, which is polynomial on |Γ ∪ {M}|. In [1], the
authors provide a polynomial algorithm with relation to |sat(Γ) ∪ {M}|, however, their saturation
set sat(Γ) is exponential on the size of Γ, since they add all the terms in the AC-congruence class
of each term in sat(Γ).
5. IDP in Locally Stable Theories with Inverses
In this section we focus on a subclass of N-locally stable theories for which each AC symbol
in the signature has an inverse. The goal is to propose a decidability algorithm for IDP using an
algorithm to solve systems of linear Diophantine equations (SLDE) over Z (the inverses will be
interpreted as negative integers).
5.1. Locally Stable Theories with Inverses
We start by deﬁning a subclass of AC equational theories that contains the axioms for Abelian
Groups (ACUI⊕).
(*) In the following results, let E be a theory whose signature ΣE contains, for each AC
function symbol ⊕, its corresponding inverse i⊕.
More precisely, in the following results, we consider equational theories E containing the
equations:
UI⊕ = {x ⊕ i⊕(x) = e⊕ x ⊕ e⊕ = x}
for each AC-symbol ⊕ in ΣE, where i⊕ is the unary function symbol representing the inverse of ⊕
and e⊕ is the corresponding neutral element.
Note that ACUI+ is equivalent to the theory EAG given in Example 2 for Abelian Groups. In
the rest of the paper, we call the theory with the axioms ACUI simply AG.
Deﬁnition 18 (Locally Stable with Inverses). A locally stable theory with inverses E (I-locally
stable theory for short) is an N-locally stable theory such that
1. for each AC symbol ⊕ in the signature, the rules in RAG are derivable, that is, if l → r is
in RAG then l ∗→RE r,
2. the set sat(Γ) (see Deﬁnition 12) is closed under inverses: if M ∈ sat(Γ), then i⊕(M)↓ ∈
sat(Γ).
3. sat(Γ) is closed under linear combinations, that is, if S 1, . . . , S n ∈ sat(Γ), then for any
α1, . . . , αn ∈ N, (α1S 1 ⊕ . . .⊕αnS n)↓=AC β1T1 ⊕ . . .⊕ βmTm, for some T1, . . . ,Tm ∈ sat(Γ).
Note that as usual, we do not require the set to be closed under AC, that is, we only add one
representative modulo AC of each term.
The presence of inverses in this subclass of the N-locally stable theories allows the intruder
to compute subterms of the terms previously observed, as the following example shows.
Example 4. Let Γ = {a + b + c + d, b,m1, . . . ,mk} be the set of messages that the intruder
has eavesdropped in a communication. In an I-locally stable theory, the intruder may compute
(a + b + c + d) + i(b) → a + c + d and this computation gives to the intruder more information.
Now, the intruder’s knowledge has increased to Γ ∪ {a + c + d}.
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In what follows we want to reason not only modulo associativity and commutativity, but also
modulo application of inverses and neutral elements (represented by the indentities in UI⊕).
The following result is a version of Lemma 5 for I-locally stable theories. It relates the
decidability of the IDP to the decidability of =AG (the latter is decidable in polynomial time in
the ground case [7]).
Lemma 9. Let E be an I-locally stable theory. Let Γ = {M1, . . . ,Mn} be a ﬁnite set of ground
terms in normal form, n˜ a set of private names, and M a ground term in normal form. Then
Γ  M if and only if M is sat(Γ)AG-constructible.
Proof. Suppose that M =AG C[T1, . . . ,Tk] for terms Ti ∈ sat(Γ) and a context C. By Deﬁni-
tion 12, Γ  Ti and, by Proposition 1, Ti ≈E Ci[Mi1, . . . ,Mini ], for contexts Ci(names(Ci)∩ n˜ = ∅)
and terms Mi1, . . . ,Mini ∈ Γ, 1 ≤ i ≤ k. Since ≈AG⊂≈E for E an I-locally stable theory, it follows
that M ≈E C[C1[M11, . . . ,M1n1 ], . . . ,Ck[Mk1, . . . ,Mknk ]], i.e., there exist a context C∗ and terms
M
′′
1 , . . . ,M
′′
t ∈ Γ such that M ≈E C∗[M′′1 , . . . ,M
′′
t ] . By Proposition 1, Γ  M .
Conversely, if Γ  M then, by Proposition 1, M ≈E C[M1, . . . ,M1] for a context C and terms
M1, . . . ,Mk ∈ Γ ⊂ sat(Γ). Since M is in normal form, C[M1, . . . ,Mk] ∗→ M, applying Corollary
4, there exist a context C2 and terms M′1, . . . ,M
′
k ∈ sat(Γ) such that M =AC C2[M′1, . . . ,M′k],
since ≈AC⊂≈AG the result follows.
We prove in Section 6.1 that AG is N-locally stable, and also I-locally stable.
5.2. Algorithms to decide the IDP for Locally Stable Theories with Inverses
We next show that the IDP for locally stable theories with inverses, which can be seen as a
restricted case of higher-order AG-matching (“is there a context C such that names(C) ∩ n˜ = ∅
and M =AG C[M1, . . . ,Mk] for some M1, . . . ,Mk ∈ sat(Γ)?”, or equivalently, “is M sat(Γ)AG-
constructible?”), can be solved in polynomial time in |sat(Γ)| and |M| using an algorithm to
decide elementary AG-uniﬁcation with constants [7].
Let E be an I-locally stable theory, Γ = {M1, . . . ,Mn} a ﬁnite set of ground messages in
normal form, n˜ a set of private names and M a ground term in normal form. Then the question
of whether M is sat(Γ)AG-constructible can be decided using the following algorithm.
First, we construct the set sat(Γ) = {T1, . . . ,Ts}, which is computable and ﬁnite by Deﬁni-
tion 12. We then check whether M is sat(Γ)AG-constructible by calling CHECK(M, sat(Γ)), using
the auxiliary functions BUILD, EXTEND and DIOPHANTINE (deﬁned below in Algorithms 1, 2 and
3, respectively). Intuitively,
• BUILD will be called with a term N and a set S of terms, and will return true if N can be
built using terms from [S ]AC , public names and function symbols from Σ.
• EXTEND takes a term M and a set S of terms and returns an extended set of terms obtained
after adding all the constructible sums in M.
• DIOPHANTINE(M, S ) checks whether M can be written as a linear combination of terms in
the set S .
• CHECK(M, S )=BUILD(M, EXTEND(M,S)).
Given a term M and a set S of terms, the function CHECK tells us whether the term M can
be built using the extension of S computed by the function EXTEND.
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The correctness of these algorithms will be proven separately.
We assume that terms are ﬂattened so arguments of ⊕ cannot be headed with ⊕. In the
functions deﬁned below, each time we check if a term belongs to a set of terms, we consider
equality modulo AC: t ∈AC S means that a term AC-equivalent to t is in S .
Algorithm 1 Building contexts using terms in S
1: function BUILD(N, S )
2: let P = {qi ∈ Pos(N) | N|qi ∈AC S and ∀q < qi,N|q AC S } 	 qi highest s.t. N|qi ∈AC S .
3: N′ = N[]q1 . . . []qk , where {q1, . . . , qk} = P
4: in
5: if N′ does not contain private names then true
6: else false
7: end if
8: end function
BUILD takes as input a ground term N in normal form and a ﬁnite set S of ground terms in
normal form, and checks in a top-down manner, whether there are terms in S that are subterms
(modulo AC) of N. For this, BUILD uses P, the set of all positions p in N such that N|p =AC s,
for some term s ∈ S . Those subterms are cut out of N, resulting in a term N′ = N[]q1 . . . []qk
for qi ∈ P. If there are no private names in N′ it follows that N can be constructed from terms
in [S ]AC , function symbols and public names, that is, N =AC C[s1, . . . , sk], with s j ∈AC S and a
context C such that names(C) ∩ n˜ = ∅; otherwise, N cannot be constructed.
Algorithm 2 Extending the set S with sums
1: function EXTEND(M, S )
2: let P⊕ = [p1, . . . , pk] be the list of positions in M headed by ⊕, in decreasing
3: lexicographical order 	 Inner terms are listed ﬁrst.
4: T = {mi j | ∃pi ∈ P⊕ s.t. M|pi = mi1 ⊕ . . . ⊕ miki } 	 Arguments of sums in M.
5: S 0 = S ∪ {mi j |mi j ∈ T and BUILD(mi j, S )}
6: for 1 ≤ i ≤ k:
7: S i = if DIOPHANTINE(M|pi , S i−1)
8: then S i−1 ∪ {M|pi } ∪ {mi j |mi j ∈ T and BUILD(mi j, S i−1 ∪ {M|pi })}
9: else S i−1
10: in S k
11: end function
EXTEND(M, S ) deals with the subterms of M headed by ⊕, in a bottom-up manner (see Algo-
rithm 2). It extends the set S incrementally: if there are k subterms headed by ⊕ in M, it builds
sets S 0, . . . , S k by checking each sum (using DIOPHANTINE) in inner-outer order. If a subterm
M|pi can be written as a linear combination of terms in S i−1, then it is added to the set S i and
so the next term headed with ⊕ can use it; otherwise, it will not be added and S i = S i−1. To
summarise, S k can be described as
S k = S ∪
⎧⎪⎪⎨⎪⎪⎩ linear combinations of S
AG-constructible summands that are
subterms of M rooted by ⊕ or are summands of M.
⎫⎪⎪⎬⎪⎪⎭ (1)
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Algorithm 3 Reduction to linear Diophantine equations
1: function DIOPHANTINE(M, S )
2: INPUT: a term M headed by the operator ⊕ and the set S of terms built by EXTEND.
3: Note that if M is headed with ⊕ then
M = α1m1 ⊕ . . . ⊕ αrmr , α j ∈ N (2)
where mj is not headed with ⊕ and α jm j denotes mj ⊕ . . . ⊕ mj︸︷︷︸
α j−times
.
4: Let 	 See Remark 2
SM =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(β1γ11 ⊕ β2γ12 ⊕ . . . ⊕ βqγ1q ) = α1
...
(β1γr1 ⊕ β2γr2 ⊕ . . . ⊕ βqγrq ) = αr
(β1δ11 ⊕ β2δ21 ⊕ . . . ⊕ βqδq1 ) = 0
...
(β1δ1k ⊕ β2δ2k ⊕ . . . ⊕ βqδqk ) = 0
	 SM is a SLDE and over Z, over the unknowns β1, . . . , βq, which can be solved in polynomial
time [26, 40].
5: if there is a solution for SM then True
6: else False.
7: end if
8: end function
DIOPHANTINE is called by EXTEND to check whether M|pi can be obtained as a linear combi-
nation of the terms in S i−1. In general DIOPHANTINE(M, S ), where M is a term headed by ⊕ and
S is a set of terms, checks whether there are β1, . . . , βq ∈ N such that
β1T1 ⊕ . . . ⊕ βqTq =AG M = α1m1 ⊕ . . . ⊕ αrmr (3)
for T1, . . . ,Tq ∈ S and known coeﬃcients α1, . . . , αr. This AG-equality is only possible when
Ti =AC γ1im1 ⊕ . . . ⊕ γrimr ⊕ (δi1ui1 ⊕ . . . ⊕ δik uik︸︷︷︸
ui
),
for some ui j (1 ≤ j ≤ k) which does not contain any mi 6, for each i, 1 ≤ i ≤ q. The coeﬃcients
γi j , δi ∈ N indicate the number of times a subterm occurs, and are computed from S and M using
AC-matching. The role of ui is the following: ui denotes possible subterms in Ti that will be
eliminated after the normalisation, for there is an index j such that T j contains i(ui) as a subterm.
Suppose that : u1 = δ11u11 ⊕ . . . ⊕ δ1k u1k . . . uq = δq1uq1 ⊕ . . . ⊕ δqkuqk .
We can rewrite these identities, modulo AG, in order to have the same ui j in every identity,
by associating the coeﬃcient 0 to the ui j that does not appear in ul, for instance, if u1 = a+ b+ c
6Note that ui could be empty, that is, k could be 0.
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and u2 = b+d then we can rewrite them as u′1 = a+b+c+0d and u
′
2 = 0a+b+0c+d. Assuming
that every ui has been rewritten in this way, we obtain:
u′1 = δ11u11 ⊕ δ12u12 ⊕ . . . ⊕ δ1k u1k
...
u′q = δq1u11 ⊕ δq2u12 ⊕ . . . ⊕ δqk u1k
(4)
and δi j may be 0, for 1 ≤ i ≤ q and 1 ≤ j ≤ k.
Remark 2. Note that
β1T1 ⊕ . . . ⊕ βqTq =AG α1m1 ⊕ . . . ⊕ αrmr
if and only if
β1(γ11m1 ⊕ . . . ⊕ γr1mr ⊕ u′1)⊕
β2(γ12m1 ⊕ . . . ⊕ γr2mr ⊕ u′2)⊕
...
βq(γ1qm1 ⊕ . . . ⊕ γrqmr ⊕ u′q) = α1m1 ⊕ . . . ⊕ αrmr ⊕ 0u11 ⊕ . . . ⊕ 0u1k
(5)
if and only if (after reorganising the coeﬃcients and by (4))
(β1γ11 ⊕ β2γ12 ⊕ . . . ⊕ βqγ1q )m1⊕
(β1γ21 ⊕ β2γ22 ⊕ . . . ⊕ βqγ2q )m2⊕
...
(β1γr1 ⊕ β2γr2 ⊕ . . . ⊕ βqγrq )mr⊕
(β1δ11 ⊕ β2δ21 ⊕ . . . ⊕ βqδq1 )u11⊕
...
(β1δ1k ⊕ β2δ2k ⊕ . . . ⊕ βqδqk )u1k = α1m1 ⊕ . . . ⊕ αrmr ⊕ 0u11 ⊕ . . . ⊕ 0u1k
(6)
if and only if,
S M =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(β1γ11 ⊕ β2γ12 ⊕ . . . ⊕ βqγ1q ) = α1
...
(β1γr1 ⊕ β2γr2 ⊕ . . . ⊕ βqγrq ) = αr
(β1δ11 ⊕ β2δ21 ⊕ . . . ⊕ βqδq1 ) = 0
...
(β1δ1k ⊕ β2δ2k ⊕ . . . ⊕ βqδqk ) = 0
Remark 3. When dealing with equational theories with inverses, the coeﬃcients in equation 6
can be interpreted as integers rather than natural numbers: If there exists an index j such that
mj = i(m′j) and m
′
j is not headed with i, that is, α jm j = α j(i(m
′
j)), then we interpret it as (−α j)m′j.
Therefore, we can assume α j ∈ Z, for all j. Similarly, the unknowns β1, . . . , βq will range over Z
and the coeﬃcients γ ji , δ ji ∈ Z, for all i and j.
Before presenting the correctness proof for the algorithm, we give examples. The ﬁrst one is
simply illustrating the use of AG-equality to deal with I-locally stable theories.
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Example 5. Consider the theory E = ACUI+, which we prove to be I-locally stable in Sec-
tion 6.1. Given a set Γ = {a + i(b), b + b}, assume that n˜ = {a, b} and M = f (a + b), for some
f ∈ Σ. We want to check whether M can be obtained from the saturation set:
sat(Γ) = {a + i(b), b + b, a + b, a + a, i(a) + b, i(b) + i(b), i(a) + i(b), i(a) + i(a)}.
We use the function EXTEND to extend the set sat(Γ) with the sums of M that can be constructed
from sat(Γ). Let P⊕ = {1} be the position of M headed with +. Initially, T = {a, b} and S 0 =
sat(Γ) ∪ {m ∈ T | BUILD(m, S 0)} = sat(Γ). Notice that DIOPHANTINE(a + b, S 0) = true, since
a + b ∈ sat(Γ) and S 1 = sat(Γ). Therefore, EXTEND(M, sat(Γ)))=sat(Γ).
Finally, CHECK(M, sat(Γ)) = BUILD(M, EXTEND(M, sat(Γ))) = BUILD(M, sat(Γ)) = true since
M′ = f []1 does not contain private symbols.
Example 6. To illustrate the algorithm, consider an I-locally stable theory E, whose signature
is ΣE = {+, i, 0} and Σ = ΣE ∪ { f }, where f is a binary public function symbol (not AC),+ is a
binary and AC function symbol, i is the inverse operator w.r.t + and 0 is the neutral element.
Suppose given Γ = {a + b + i(k), c + 2i(k), d + i(a) + i(b), i(d)}, n˜ = {a, b, c} and M =
a + b + c + f (i(a) + i(b)) all ground and in normal form.
The set sat(Γ) (computed according to the method given in Section 6.1 and organised in
decreasing order) is:
sat(Γ) = {2i(a) + 2i(b) + c, 2a + 2b + i(c), i(a) + i(b) + c + i(k), a + b + i(c) + k, i(a) + i(b) + c}
∪ {d + i(a) + i(b), i(a) + i(b) + k, a + b + i(c), a + b + i(k), i(d) + a + b}
∪ {c + 2i(k), i(c) + 2k, i(a) + i(b), i(k) + d, c + i(k), i(c) + k, a + b} ∪ {i(d), i(k), i(c), k, d, c}
The call EXTEND(M, sat(Γ)) = EXTEND(a + b + c + f (i(a) + i(b)), sat(Γ)) computes
• P⊕ = {41, ε}, i.e., the set of positions in M headed with +.
• T = {a, b, c, i(a), i(b), f (i(a) + i(b))}
• S 0 = sat(Γ) ∪ {m ∈ T | BUILD(m, sat(Γ))} = sat(Γ) ∪ {c}
• DIOPHANTINE(i(a) + i(b), S 0) = true since i(a) + i(b) ∈ S 0 and S 0 is extended to
S 1 = S 0 ∪ {i(a) + i(b)} ∪ {m ∈ T | BUILD(m, S 0 ∪ {i(a) + i(b)})}
S 1 = S 0 ∪ {i(a) + i(b), f (i(a) + i(b))}.
• DIOPHANTINE(a+b+c+ f (i(a)+i(b), S 1) = true since a+b, c, f (i(a)+i(b)) ∈ S 1, therefore
S 2 = S 1 ∪ {M}.
Therefore, CHECK(M, sat(Γ)) = BUILD(M, EXTEND(M, sat(Γ))) = BUILD(M, S 2) = true, be-
cause in BUILD one has M′ = M[]ε, which does not contain private names.
We now prove the correctness of the algorithms.
Lemma 10 (Correctness of BUILD). Given a ground term M in normal form and a ﬁnite set
S of terms in normal form, BUILD(M, S ) correctly checks whether M is (S ′)∅-constructible, for
S ′ = [S ]AC.
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Proof. Let M be a ground term in normal form and S be a ﬁnite set of ground terms in normal
form.
1. Suppose that BUILD(M, S ) = true.
There exists a set P of positions in M (as deﬁned in BUILD) such that M′ = M[]q1 . . . []qk ,
for q1, . . . , qk ∈ P and M′ does not contain private names as subterms. Therefore, M′ is
a context containing only function symbols from the signature and public names. Notice
that the holes of M′ will be ﬁlled with terms in S , and the membership is modulo AC,
therefore M is clearly (S ′)∅-constructible.
2. Suppose that BUILD(M, S ) = f alse. That is, M′ = M[]q1 . . . []qk , for q1, . . . , qk ∈ P and
the context M′ does contain some private name, say A, as subterm. Notice that, if there was
another combination of positions in P, say, p1, . . . , pt, such that M
′′
= M[]p1 . . . []pt and
M
′′
is a context that does not contain private names, then there would exist some position
p j ∈ P such that pj < qi for some qi ∈ P and M|p j ∈AC S and A = (Mpj)|q, for some q, that
is, A is a subterm of M|p j . But then, this would contradict the deﬁnition of P which says
that for all q < qi, M|q AC S . Therefore, M cannot be written as a context whose holes
are terms from S , that is, M is not (S ′)∅-constructible.
Lemma 11 (Correctness of EXTEND). Let S k be the set computed by the function EXTEND(M, S )
and S ′ = [S k]AC. M is S AG-constructible iﬀ M is (S ′)∅-constructible.
Proof.
M is (S ′)∅-constructible⇔ ∃C : M == C[T1, . . . ,Ti, . . . ,Tn],Ti ∈AC S k, i = 1, . . . , n
⇔(∗) ∃C : M =AG C[T1, . . . ,⊕(Ci1 [T ′11, . . . ,T ′1s1 ], . . . ,Cini [T ′ni1, . . . ,T ′ni sni ]), . . . ,Tn],T
′
j ∈ S
⇔ ∃C′ : M =AG C′[T ′1, . . . ,T ′11, . . . ,Tni1, . . . ,T ′n], for T ′l ∈ S ⇔ M is S AG-constructible.
(∗)In the algorithm EXTEND, the function DIOPHANTINE is used to build the set S k such that
S k = S ∪
⎧⎪⎪⎨⎪⎪⎩ linear combinations of S
AG-constructible summands that are subterms of M
rooted by ⊕ or are summands of M.
⎫⎪⎪⎬⎪⎪⎭
Therefore, either Ti ∈ S ; or Ti = ⊕(Ti1 , . . . ,Tini ), Tij is S AG-constructible and M|p = Ti for
some position p. That is, Tij =AG Cij[T
′
j1, . . . ,T
′
js j
], for T ′jl ∈ S and j = 1, . . . , ni. Therefore,
Ti =AG ⊕(Ci1 [T ′11, . . . ,T ′1s1 ], . . . ,Cini [T ′ni1, . . . ,T ′ni sni ]).
Lemma 12 (Correctness of CHECK). CHECK(M, sat(Γ)) if, and only if, M is sat(Γ)AG-constructible.
Proof. On one hand, by the correctness of EXTEND (Lemma 11),
M is sat(Γ)AG-constructible⇔ M is (S ′)∅-constructible, for S ′ = [sat(Γ)k]AC
On the other hand, by the deﬁnition of CHECK,
CHECK(M, sat(Γ))⇔ BUILD(M, EXTEND(M, sat(Γ))), by the correctness of BUILD,
⇔ M is (S ′)∅-constructible, with S ′ = [EXTEND(M, sat(Γ))]AC
⇔ M is (S ′)∅-constructible, with S ′ = [sat(Γ)k]AC
19
As a consequence, we obtain the correctness of the algorithm and the decidability of the IDP.
Theorem 13 (Correctness). CHECK(M, sat(Γ)) if, and only if, Γ  M.
Proof. By Lemmas 9 and 12: CHECK(M, sat(Γ)) iﬀ M is sat(Γ)AG-constructible iﬀ Γ  M.
Corollary 14 (Polynomial Decidability). Let E be an I-locally stable theory. If Γ = {M1, . . . ,Mn}
is a ﬁnite set of ground terms in normal form, n˜ a set of private names and M a ground term in
normal form, then the IDP, that is, Γ  M is decidable in polynomial time in |M| and |sat(Γ)|.
Proof. The result follows directly from Theorem 13. Notice that each step of the algorithm can
be done in polynomial time in |M| and |sat(Γ)| because the number of terms added to the set sat
by the function EXTEND is bounded by |M| (only subterms of M that are constructible from sat(Γ)
are added).
5.3. Algorithm CHECK for N-locally stable theories
The algorithms provided in Section 5.2 can be adapted to solve the IDP for N-locally stable
theories without inverses. Their correctness can be proved in the same way as in the previous
section, thus obtaining Lemma 15, from which Theorem 6 follows.
The main diﬀerence is in the function DIOPHANTINE, which should now work with coeﬃ-
cients over N (natural numbers), that is, in Algorithm 3, the system of linear Diophantine equa-
tions will be solved over N, which is an NP-complete problem [27].
The algorithm EXTEND should also be adapted to compute S k via the new version of the
function DIOPHANTINE with coeﬃcients over N.
Correctness of EXTEND (Lemma 11) can be obtained for N-locally stable theories as follows.
M is (S ′)∅-constructible⇔ ∃C : M == C[T1, . . . ,Ti, . . . ,Tn],Ti ∈AC S k, i = 1, . . . , n
⇔ ∃C : M =AC C[T1, . . . ,⊕(Ci1 [T ′11, . . . ,T ′1s1 ], . . . ,Cini [T ′ni1, . . . ,T ′ni sni ]), . . . ,Tn],T
′
j ∈ S
Similarly, one can obtain the correctness of CHECK for N-locally stable theories
CHECK(M, sat(Γ))⇔ M is sat(Γ)AC-constructible⇔ M is (S ′)∅-constructible, for S ′ = [S k]AC
Lemma 15. Let E be a N-locally stable theory without inverses, Γ = {M1, . . . ,Mn} a ﬁnite set
of ground messages in normal form, n˜ a set of private names and M a ground term in normal
form. Then the question of whether M is sat(Γ)AC-constructible is decidable in non-deterministic
polynomial time in |M| and |sat(Γ)|.
Proof. We proceed as in the case of I-locally stable theories, using the new versions of the
algorithms BUILD, EXTEND, CHECK and DIOPHANTINE, however, since we do not have inverses,
we restrict the matching problem to operate modulo associativity and commutativity only. Since
in Algorithm 3 the system of linear Diophantine equations will be solved over N (naturals), we
obtain a non-deterministic polynomial time complexity.
There has been some eﬀorts to design eﬃcient procedures to ﬁnd positive solutions for SLDE.
When Σ = {+}, that is when the signature is reduced to one AC symbol, or possibly one AC
symbol plus free constants, the problem reduces to combining the minimal positive solutions of
linear Diophantine equations [12]. There are two main methods, by Huet [29] and by Clausen
and Fortenbacher [17]. An extension of Fortenbacher’s method to solve directly systems of linear
Diophantine equations is presented in [12].
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6. Applications
In this section we show that the usual AC-equational theories used in cryptographic protocols
can be classiﬁed either as N- or I-locally stable theories. The IDP for theories described in the
following subsections have been studied previously, each one using a diﬀerent approach. The
aim of this section is to show that the method proposed in this paper is general enough to deal
with all of them.
6.1. Abelian Groups
This subsection is concerned with proving that the theory of Abelian Groups (ACUI+) is
I-locally stable. The challenge is to ﬁnd a ﬁnite saturated set of terms, given a ﬁnite Γ and n˜.
Example 2 speciﬁes the equational theory EAG and the corresponding rewriting system for
Abelian Groups, with the signature ΣAG = {+, 0, i}, where + is a binary associative-commutative
function symbol, i is a unary function symbol, the inverse, and 0 is a constant, the neutral ele-
ment.
Proposition 16. The TRS RAG deﬁned in Example 2 is AC-convergent.
Proof. We have checked AC-termination and AC-conﬂuence using CiME3 [19]. Termination
can be veriﬁed via the lexicographic path order >lpo on T (Σ, X ∪ N) induced by the order i >
+ > 0 on the symbols from Σ. For the conﬂuence, one has to check that all the critical pairs are
joinable (modulo AC).
Since the signature ΣAG of Abelian Groups contains the AC-function symbol +, to deﬁne a
set sat for this equational theory, one has to deﬁne an adequate notion of subterms stAG modulo
associativity and commutativity of +. For this purpose, the notions of atoms (Deﬁnition 13),
subterms and linear combinations of subterms (S S +) will be deﬁned and will be part of the
construction of stAG :
Deﬁnition 19 (S AG(T )). Let t be a term in normal form. S AG(t) is the smallest set such that
t ∈ S AG(t);
• if i(u) ∈ S AG(t) then u ∈ S AG(t);
• if u = u1 + u2 + . . . + un ∈ S AG(t) then atoms(u) ⊂ S AG(t).
This notion can be extended to a set T of subterms in the usual way: S AG(T ) :=
⋃
t∈T
S AG(t).
Given a set T of ground terms in normal form, the following set stands for the set of (natural)
linear combinations of the subterms of T :
Deﬁnition 20 (S S +(T )). Let T be a ﬁnite set of ground terms in normal form, deﬁne S S +(T ) as
the set S S +(T ) :=
⎧⎪⎪⎨⎪⎪⎩(
∑
s∈M
αs s) ↓ |M ⊆ S AG(T ), αs ∈ N
⎫⎪⎪⎬⎪⎪⎭ .
Given a set T of ground terms in normal form, the set stAG(T ) of subterms deﬁned below
takes into account the (natural) linear combinations of S S +(T ) that eﬀectively occur in T .
Deﬁnition 21 (stAG(T )). Let T be a set of ground terms in normal form, deﬁne stAG(T ) as
stAG(T ) := {M ∈ S S +(T ) | M =AC t1|p, for a term t1 ∈ S AG(T ) and some p ∈ Pos(t1)} ∪ S AG(T )
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We have to show that for every ﬁnite set Γ = {M1, . . . ,Mk} of ground terms in normal form,
and a set n˜, there exists a ﬁnite and computable set sat(Γ) satisfying the conditions 1-5 of Deﬁ-
nition 12. The following example gives us some ideas for the construction of sat(Γ).
Example 7. Let Γ = {a+ 2b+ c+ d, i(b)+m+ n, 2i(c)+ i(m)+ g, i(n)+ 2d} be a set of messages
built from ΣAG ∪ N .
Let C[ ] := + be an EAG-context and T1 = a + 2b + c + d,T2 = i(b) + m + n,T3 =
2i(c) + i(m) + g ∈ sum+(sat(Γ), n˜). Taking S i = Ti ∈ sum+(sat(Γ), n˜), i = 1, 2, 3 below:
C[S 1, S 2] = (a + 2b + c + d) + (i(b) + m + n)
h→ a + b + 0 + c + d + m + n = M
C[S 1, S 3] = (a + 2b + c + d) + (2i(c) + i(m) + g)
h→ a + 2b + d + 0 + i(c) + i(m) + g = N
both reductions via rule x + i(x)→ 0.
The deﬁnition of sat(Γ) has to guarantee that M
∗→ M′ =AC C′[S ′1, . . . , S ′k] for S ′1, . . . , S ′k ∈
sum+(sat(Γ), n˜) and N
∗→ N′ =AC C′′ [S ′′1 , . . . , S
′′
r ] for S
′′
1 , . . . , S
′′
r ∈ sum+(sat(Γ), n˜).
Adding M ↓ and N ↓ in sat(Γ) helps to overcome this situation.
The problem is: the iteration of the reasoning above generates a linear combination of terms
(α1t1+α2t2+. . .+αntn)↓ for αi ∈ Nwhich will be added in sat(Γ). If the group under consideration
is not ﬁnite, this linear combination seems to generate an inﬁnite number of terms that will be
added in sat(Γ), which makes it impossible to show that the equational theory of Abelian Groups
is I-locally stable. However, there is a way to bound these combinations: we will give some
intuition by analysing some cases.
Below, we consider a simple example in which only one atom can be part of a rewriting
reduction using rules for neutral and inverses.
Example 8. Consider the set Γ = {a + b + c︸︷︷︸
t1
, a + r︸︷︷︸
t2
, a + s︸︷︷︸
t3
}. For the construction of the saturation
set, we will include Γ ∪ {i(Γ) ↓} in sat(Γ).
Note that i(Γ) ↓= {i(a) + i(b) + i(c)︸︷︷︸
t′1
, i(a) + i(r)︸︷︷︸
t′2
, i(a) + i(s)︸︷︷︸
t′3
}.
Starting with t1, the following terms will be added in sat(Γ):
t1 + t′2
h→ 0 + b + c + i(r) ∗→ b + c + i(r)= (t1 + t′2) ↓
t1 + t′3
h→ 0 + b + c + i(s) ∗→ b + c + i(s)= (t1 + t′3) ↓
2t1 + t′2
∗→ (t1 + (t1 + t′2)) ↓= t1 + (t1 + t′2) ↓
2t1 + t′3
∗→ (t1 + (t1 + t′3)) ↓= t1 + (t1 + t′3) ↓
2t1 + 2t′2
∗→ 2(t1 + t′2) ↓
2t1 + 2t′3
∗→ 2(t1 + t′3) ↓
2t1 + t′2 + t
′
3
∗→ (t1 + t′2)↓ +(t1 + t′3)↓
Notice the following facts:
• the atom a can be eliminated via rewriting using rules x + i(x) → 0 and x + 0 → x, if one
combines the terms in Γ ∪ {i(Γ) ↓};
• The coeﬃcient of t1 goes up to 2 which is the sum of occurrences of i(a) in t′2 and t′3.
• If the terms (t1 + t′2) ↓ and (t1 + t′3) ↓ are added in sat(Γ), the linear combinations of t1, t′2
and t′3 considered above can be seen as EAG-contexts whose holes are terms from sat(Γ).
• It is easy to check that linear combinations whose coeﬃcients are greater than 2 can be
seen as multiples of one of the terms above.
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The same reasoning has to be repeated when starting with terms t2 or t3, new combinations
may appear, however there will be a ﬁnite number of combinations.
Example 9. Consider Γ = {a + b + c︸︷︷︸
t1
, a + r︸︷︷︸
t2
, a + s︸︷︷︸
t3
, b + m︸︷︷︸
t4
, b + q︸︷︷︸
t5
} and i(Γ) ↓= {i(a) + i(b) + i(c)︸︷︷︸
t′1
,
i(a) + i(r)︸︷︷︸
t′2
, i(a) + i(s)︸︷︷︸
t′3
, i(b) + i(m)︸︷︷︸
t′4
, i(b) + i(q)︸︷︷︸
t′5
}.
Repeating the previous reasoning, starting with t1 we add in sat(Γ) the linear combinations
for the possibilities of eliminating the atom a,
t1 + t′2
∗→ b + c + i(r) t1 + t′3
∗→ b + c + i(s)
2t1 + t′2
∗→ a + 2b + 2c + i(r) = t1 + (t1 + t′2) ↓ 2t1 + t′3
∗→ t1 + (t1 + t′3) ↓
2t1 + 2t′2
∗→ 2b + 2c + 2i(r) = 2(t1 + t′2) ↓ 2t1 + 2t′3
∗→ 2(t1 + t′3) ↓
2t1 + t′2 + t
′
3
∗→ 2b + 2c + i(r) + i(s)
(7)
We repeat the reasoning for obtaining the combinations for eliminating atom b.
t1 + t′4
∗→ a + c + i(m)
2t1 + t′4
∗→ t1 + (t1 + t′4) ↓
2t1 + 2t′4
∗→ 2(t1 + t′4)
2t1 + t′5
∗→ t1 + (t1 + t′5) ↓
t1 + t′5
∗→ a + c + i(q)
2t1 + 2t′5
∗→ 2(t1 + t′5) ↓
2t1 + t′4 + t
′
5
∗→ (t1 + t′4) ↓ +(t1 + t′5) ↓
(8)
We combine the terms obtained in (7) and (8), obtaining the following general term:
(β1t1 + β2t′2 + β3t
′
3 + β4t
′
4 + β5t
′
5) ↓
whose coeﬃcients satisfy the following conditions:
1. 1 ≤ β1 ≤ lcm(ma,mb) (we have to make sure that both atoms will be analysed fully)
For eliminating a: 0 ≤ β1 ≤ lcm(α1a,
∑5
j=2 α
′
ja,α
′
2a,α
′
3a,α
′
4a)
α1a
= ma.
For eliminating b: 0 ≤ β1 ≤ lcm(α1b,
∑5
j=2 α
′
jb,α
′
2b,α
′
3b,α
′
4b)
α1b
= mb.
The coeﬃcients α′ja = |t′j|i(a), for j = 1, . . . , 5 (α′jb is similarly deﬁned for atom b).
2. 1 ≤ β2α2a + . . . + β5α5a ≤ β1α1a , where α1a = |t1|a and α′ja = |t′j|i(a), for 2 ≤ j ≤ 5.
3. 1 ≤ β2α2b + . . . + β5α5b ≤ β1α1b , where α1b = |t1|b and α′jb = |t′j|i(b), for 2 ≤ j ≤ 5.
We have to proceed similarly starting with terms t2, t3, . . . , t5 and adjust the coeﬃcients, taking
the maximum, in order to satisfy all the combinations.
These examples suggest a general technique to bound the coeﬃcients of the linear combinations
added in sat(Γ), the idea is to build the “subspace generated ” by the ﬁnite set of atoms occurring
in Γ.
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6.1.1. A bound for linear combinations in Abelian Groups
Let G = (G,+, 0) be an Abelian Group. Consider the following encoding, for all x ∈ G:
i(x) = −(x) x + x + . . . + x︸︷︷︸
n−times
= n · x n.(i(x)) = (−n) · x
Using this encoding for multiplicity of elements of G, we obtain a notion of scalar product, and
therefore, we can see (G,+, ·, 0) as a module V , over Z. A well-known result is that every Abelian
Group is a module over Z. A module is a generalisation of vector space, when the scalars are
elements of a ring.
The vector subspace of V generated by a subset A of V (denoted by S (A)) is, by deﬁnition,
the set of all linear combinations of elements v1, . . . , vm in A: α1v1 + α2v2 + . . . + αmvm.
We want to show that, taking into account the theory of Abelian Groups, given a ﬁnite set
Γ of ground terms in normal form, there exists a ﬁnite set XΓ, such that (S (Γ) ↓RAG ) can be
obtained directly by combining elements in XΓ (i.e., the set of normal forms w.r.t. RAG of linear
combinations of terms in Γ can be built directly by combining elements in XΓ ).
Step 1. Let t1, . . . , tk be terms in normal form in Γ and t′1, . . . , t
′
k be terms in i(Γ)↓ with t′j = i(t j)↓,
such that a1, . . . , ar are the only atoms in t j or t′j ( j = 1, . . . , k) which can be eliminated via
application of rules i(x) + x→ 0 and x + 0→ x.
Suppose that for j = 1, . . . , k one has
t j = α j1a1 + . . . + α jt at + α jt+1 i(at+1) + . . . + α jr i(ar) + b j
t′j = α j1 i(a1) + . . . + α jt i(at) + α jt+1at+1 + . . . + α jr ar + b
′
j
(9)
where b j (respect. b′j) does not contain occurrences of ap(respect. i(ap)) for j = 1, . . . , k
and p = 1, . . . , r.
Step 2. Denote by T the set of all possible (normalised) linear combinations of the terms t1, . . . , t′k
T = (γ1t1 + . . . + γktk + γ′1t
′
1 + . . . + γ
′
kt
′
k) ↓= (
k∑
j=1
γ jt j +
k∑
j=1
γ′jt
′
j) ↓
=AC
⎛⎜⎜⎜⎜⎜⎜⎝
k∑
j=1
γ j(
t∑
l=1
α jl al +
r∑
l=t+1
α jl i(al) + bj) +
k∑
j=1
γ′j(
t∑
l=1
α jl i(al) +
r∑
l=t+1
α jl al + b
′
j)
⎞⎟⎟⎟⎟⎟⎟⎠ ↓
=AC
⎛⎜⎜⎜⎜⎜⎜⎝
t∑
u=1
(
k∑
j=1
γ jα ju )au +
r∑
u=t+1
(
k∑
j=1
γ jα ju )i(au) +
t∑
u=1
(
k∑
j=1
γ′jα ju )i(au) +
r∑
u=t+1
(
k∑
j=1
γ′jα ju )au + B + B
′
⎞⎟⎟⎟⎟⎟⎟⎠ ↓
(10)
for B =
∑k
j=1 γ jb j and B
′ =
∑k
j=1 γ
′
jb
′
j and whose coeﬃcients γ j, γ
′
j range over Z, j =
1, . . . , k and k ∈ N.
Step 3. Deﬁne a bound M∗ for γ1, . . . , γk, γ′1, . . . , γ
′
k, which depends on the terms in Γ, taking into
account the reasoning used in the previous examples, that is, each γ j, γ′j has to range over
the multiple7 of the coeﬃcients al and i(al) (and their sum) occurring in t j and in t′j, for
7We only put in the lcm from Equation 11 the coeﬃcients that are diﬀerent from zero.
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each 1 ≤ l ≤ r :
0 ≤ γ j, γ′j ≤
lcm(α ju ,
∑
h j α
∗
hu
,
∑
h j α
′
hu
, α′l1u , . . . , α
′
lsu
, α∗l1u , . . . , α
∗
lsu
)
α ju
:=
mju
α ju
(1 ≤ u ≤ t)
0 ≤ γ j, γ′j ≤
lcm(α jv ,
∑
h j α
∗
hv
,
∑
h j α
′
hv
, α′l1v , . . . , α
′
lsv
, α∗l1v , . . . , α
∗
lsv
)
α jv
:=
mjv
α jv
(t + 1 ≤ v ≤ r)
(11)
for each 1 ≤ j ≤ k, where α jp = |t j|ap (resp. α jp = |t j|i(ap) ), that is, the number of
occurrences of atom ap (resp. i(ap)) in the term |t j|, for 1 ≤ p ≤ t (resp. for t + 1 ≤ p ≤ r)
and 1 ≤ j ≤ k. Similarly,
α′jp =
{ |t′j|i(ap), if 1 ≤ p ≤ t
|t′j|ap , if t + 1 ≤ p ≤ r α
∗
jp
=
{ |t j|i(ap), if 1 ≤ p ≤ t
|t j|ap , if t + 1 ≤ p ≤ r
Also, {l1, . . . , ls} = {1, . . . , k} − { j}.
Therefore,
0 ≤ γ j, γ′j ≤ lcm(
m11
α11
, . . . ,
mk1
αk1
) = M1, . . . , 0 ≤ γ j, γ′j ≤ lcm(
m1r
α1r
, . . . ,
mkr
αkr
) = Mr
In order to satisfy all the inequalities above, we will take M∗ = lcm(M1, . . . ,Mr), therefore,
the coeﬃcients γ j, γ′j satisfy: 0 ≤ γ j, γ′j ≤ M∗ for all j = 1, . . . , k.
Step 4. Deﬁne the set X(Γ,M∗) as:
X(Γ,M∗) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎜⎜⎝
k∑
i=1
γ jt j
⎞⎟⎟⎟⎟⎟⎟⎠ +
⎛⎜⎜⎜⎜⎜⎜⎝
k∑
j=1
γ′jt
′
j
⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠ ↓
0 ≤ γ j, γ′j ≤ M∗ and for each 1 ≤ u ≤ r
0 ≤
k∑
j=1
γ′jα
′
ju +
k∑
j=1
γ jα
∗
ju ≤
k∑
j=1
γ jα ju +
k∑
j=1
γ′jα
∗
ju . or
0 ≤
k∑
j=1
γ jα ju +
k∑
j=1
γ′jα
∗
ju ≤
k∑
j=1
γ′jα
′
ju +
k∑
j=1
γ jα
∗
ju
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
The second (resp. third) condition says that the sum of the number of occurrences of i(au) (resp.
au) in t j or t′j is bounded by the number of occurrences of au (resp. i(au)) in t j and t
′
j. These
conditions depend on whether the number of occurrences of i(au) is smaller than the number of
occurrences of au, in the terms, for each of the u’s.
For each choice of the coeﬃcients 8 α we get one term in X(Γ,M∗). Since each γ j ranges from
0 to M∗ and γ′j is bounded by the second inequality in the deﬁnition of X(Γ,M∗), we can conclude
that the set X(Γ,M∗) is ﬁnite.
The next result says that the normal form of a term t ∈ S (Γ) is a linear combination of terms
in X(Γ,M∗).
Proposition 17. Let Γ = {t1, . . . , tk} be a ﬁnite set of ground terms in normal form, such that, the
identities in (9) are satisﬁed, and let S (Γ) be the set of ﬁnite linear combinations of the terms in
Γ. If M∗ is constructed as in Step 2 above, then for t ∈ S (Γ)
t↓RAG=
⎛⎜⎜⎜⎜⎜⎜⎝
k∑
j=1
δ jt j +
k∑
j=1
δ′ji(t j)
⎞⎟⎟⎟⎟⎟⎟⎠ ↓RAG= λ1T1 + . . . + λrTr (12)
8The coeﬃcients α ji come from (9)
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for δ j, δ′j ranging over the naturals and Ti ∈ X(Γ,M∗). That is, every linear combination of terms
in Γ reduces to a linear combination of terms in X(Γ,M∗).
Proof. The proof relies on combinatorics and linear algebra results, we give below the main
ideas of the proof.
Let t ∈ S (Γ) be the linear combination
t = (δ1t1 + . . . + δktk) + (δ′1t
′
1 + . . . + δ
′
kt
′
k)
for some δ j, δ′j ∈ N, 1 ≤ j ≤ k. Suppose that for some index u, 1 ≤ u ≤ k, δu > M∗, assume
w.l.o.g, that u = 1, that is, δ1 > M∗. By the Chinese Remainder Theorem, δ1 = M∗q1 + r1, for
some 0 ≤ r1 < M∗ and q1 ∈ N. Therefore,
t = (M∗q1 + r1)t1 + (δ2t2 + . . . + δktk) + (δ′1t
′
1 + . . . + δ
′
kt
′
k)
=AC (r1t1 + δ2t2 + . . . + δktk)︸︷︷︸
t′
+(
k∑
j=1
δ′jt
′
j) + M
∗q1t1
(13)
If there exist other indices with such a property, we repeat the reasoning. To ease the presentation,
we will assume that u is the only index whose corresponding coeﬃcient is > M∗. Therefore, the
term obtained in (13), satisﬁes the ﬁrst part of the deﬁnition of X(Γ,M∗), in Step 4.
Now, one has to check whether t′ ∈ X(Γ,M∗):
a) if 0 ≤ ∑kj=1 δ′jα ji +∑kj=1 δ′jα∗ji ≤ r1α1i +∑kj=2 δ jα ji +∑kj=1 δ′jα∗ji , for each i = 1, . . . , r, then
t =AC (r1t1 + δ2t2 + . . . + δktk) + (
k∑
j=1
δ′jt
′
j)
︸︷︷︸
t′
+M∗q1t1
∗→
⎛⎜⎜⎜⎜⎜⎜⎝r1t1 +
k∑
j=2
δ jt j +
k∑
j=1
δ′jt
′
j
⎞⎟⎟⎟⎟⎟⎟⎠
︸︷︷︸
T1∈X(Γ,M∗ )
↓ +q1 (M∗t1) ↓︸︷︷︸
T2∈X(Γ,M∗ )
= T1 + q1T2
And the sum of occurrences of i(aj) is ≤ the sum of occurrences of a j, therefore, there are
only occurrences of a j in T1. Hence, there is no reduction from T1 + T2, otherwise, t1 would
contain occurrences of i(al) and al with coeﬃcients diﬀerent from zero, contradicting the fact
that t1 is a term in normal form.
b) Suppose that for some i, for 1 ≤ i ≤ r,∑kj=1 δ′jα ji+∑kj=1 δ jα∗ji > r1α1i+∑kj=2 δ jα ji+∑kj=1 δ′jα∗ji .
We assumed that the atoms that can be eliminated via the rules for AG are a1, . . . , ar. Organis-
ing the terms in such a way that each one of the atoms occur in every term, that is, considering
the possibility of null coeﬃcients in the case that a speciﬁc atom does not occur in that term
we obtain, the following term, for i = 1, t1 = α11a1+α12a2+ . . .+α1r ar +α
∗
11
i(a1)+α∗12 i(a2)+
. . . + α∗1r i(ar). Notice that, in the term above, if α11  0 then the coeﬃcient for i(a1) has to be
null, otherwise, the term would not be in normal form.
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Assume, w.l.o.g, that the only 9atom for which the condition 2 of the deﬁnition of X(Γ,M∗) does
not follow is i = 1, then we have the following inequality:
δ′1α11 + δ
′
2α21 + . . . + δ
′
kαk1 + δ1α
∗
11 + δ2α
∗
21 + . . . + δkα
∗
k1+ > r1α1i +
k∑
j=2
δ jα ji +
k∑
j=1
δ′jα
∗
ji
Consider the scenario in which α j1  0, for 1 ≤ j ≤ k, then α∗j1 = 0, and δ′1α11 + δ′2α21 +
. . . + δ′kαk1 > r1α1i +
∑k
j=2 δ jα ji (In the case some α j1 = 0, one has αl1  0 for some l  j, the
analysis in this case is similar.)
Let δ∗1, . . . , δ
∗
k maximal coeﬃcients such that 0 ≤ δ∗j ≤ δ′j ≤ M∗, for 1 ≤ j ≤ k
δ∗1α11 + δ
∗
2α21 + . . . + δ
∗
kαk1 ≤ r1α1i +
k∑
j=2
δ jα ji (14)
By the Chinese Remainder Theorem, it follows that δ′j = δ
∗
jq j + r j, for 0 ≤ r j < δ∗j and
1 ≤ j ≤ k, where q j, q′1 ∈ N, for 2 ≤ j ≤ k. Therefore,
t =AC (r1t1 + δ2t2 + . . . + δktk) + (
k∑
j=1
δ′jt
′
j)
︸︷︷︸
t′
+M∗q1t1 =AC
⎛⎜⎜⎜⎜⎜⎜⎝r1t1 +
k∑
j=2
δ jt j +
k∑
j=1
(δ∗jq j + r j)t
′
j
⎞⎟⎟⎟⎟⎟⎟⎠ + M∗q1t1
=AC
⎛⎜⎜⎜⎜⎜⎜⎝r1t1 +
k∑
j=2
δ jt j +
k∑
j=1
(δ∗jq j)t
′
j
⎞⎟⎟⎟⎟⎟⎟⎠ +
k∑
j=1
r jt′j + M
∗q1t1
=AC
⎛⎜⎜⎜⎜⎜⎜⎝r1t1 +
k∑
j=2
δ jt j +
k∑
j=1
δ∗j t
′
j
⎞⎟⎟⎟⎟⎟⎟⎠ +
k∑
j=1
(δ∗j(qj − 1))t′j +
k∑
j=1
r jt′j + M
∗q1t1
=AC
⎛⎜⎜⎜⎜⎜⎜⎝r1t1 +
k∑
j=2
δ jt j +
k∑
j=1
δ∗j t
′
j
⎞⎟⎟⎟⎟⎟⎟⎠ +
k∑
j=1
gjt′j + M
∗q1t1, for gj = δ∗j(qj − 1) + r j
∗→AC
⎛⎜⎜⎜⎜⎜⎜⎝r1t1 +
k∑
j=2
δ jt j +
k∑
j=1
δ∗j t
′
j
⎞⎟⎟⎟⎟⎟⎟⎠ ↓
︸︷︷︸
T1∈X(Γ,M∗ )
+
k∑
j=1
gjt′j + M
∗q1t1
︸︷︷︸
R1
Notice condition 2 guarantees that all the occurrences of i(a1) were eliminated after the nor-
malisation of t′, there might exist occurrences of a1.
From the identities in (14), it follows that g j ≤ M∗, for each 1 ≤ j ≤ k.
b.1) If there is a reduction from R1 then some atom can be eliminated via the rules for AG.
• if condition 2 is satisﬁed in R1, for all the atoms a j, for 1 ≤ j ≤ t,
R1 =AC
⎛⎜⎜⎜⎜⎜⎜⎝M∗t1 +
k∑
j=1
gjt′j
⎞⎟⎟⎟⎟⎟⎟⎠ + (q1 − 1)(M∗t1) ∗→AC
⎛⎜⎜⎜⎜⎜⎜⎝M∗t1 +
k∑
j=1
gjt′j
⎞⎟⎟⎟⎟⎟⎟⎠ ↓
︸︷︷︸
T2∈X(Γ,M∗ )
+(q1 − 1) (M∗t1)︸︷︷︸
T3∈X(Γ,M∗ )
9for the case in which other atoms do not satisfy the condition 2, the analysis is similar.
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We notice that all the occurrences of i(aj) that existed in T2 were eliminated, this
follows from condition 2. Therefore, t
∗→AC T1 + T2 + (q1 − 1)T3 and T1 + T2 +
(q1 − 1)T3 is a normal form.
• If condition 2 is not satisﬁed, then we repeat the reasoning developed in b).
b.2) If there is no reduction from R1, then t
∗→ T1 +
k∑
j=1
g jt′j + M
∗t1
︸︷︷︸
T4∈X(Γ,M∗ )
+q1 t1︸︷︷︸
∈X(Γ,M∗ )
and the term
T1 + T4 + q1t1 is irreducible.
The proof of the other cases can be done similarly.
Deﬁnition 22. Given a set Γ = {t1, . . . , tn}, let KΓ be the set of subterms of Γ given as
KΓ := {t ∈ Γ : ∃ a ∈ atoms(t)∃ t′ ∈ Γ, t  t′ such that a ∈ atoms(t′) or i(a) ∈ atoms(t′)}
From Proposition 17 one can notice that it is enough to add in sat(Γ) only the combinations
of terms in KΓ where the coeﬃcients go up to the bound given in Conditions 1 and 2, both depend
on the number of occurrences of each atom in KΓ, all other combinations can be obtained from
these ones.
Deﬁnition 23 (sat(Γ) for EAG). For a given set Γ = {M1, . . . ,Mk} of ground terms in normal
form and a set n˜ of private names, sat(Γ) is the smallest set such that:
1. M1, . . . ,Mk ∈ sat(Γ) and m ∈ sat(Γ) for every m ∈ pn(Γ);
2. M1, . . . ,Mk ∈ sat(Γ) and f (M1, . . . ,Mk) ∈ stAG(sat(Γ)) then f (M1, . . . ,Mk) ∈ sat(Γ),
f ∈ ΣAG;
3. if {t′1, . . . , t′n} = KΓ then (α1t′1 + α2t′2 + . . . + αnt′n)↓ ∈ sat(Γ) where α1, . . . , αn are given by
the Conditions 1 and 2 from Proposition 17.
4. if Mj ∈ sat(Γ) then i(Mj)↓ ∈ sat(Γ);
Notice that some “sums” will be added in sat(Γ) in Condition 2 of Deﬁnition 23, these are
the sums that are subterms of terms in Γ. Condition 3 adds more “sums” in sat(Γ), it tries to
characterise a minimal number of sums that one needs to put in sat(Γ), the bound we gave for our
coeﬃcients is loose. So, this deﬁnition of sat(Γ) might not be the minimal one, but it contains
a ﬁnite number of ”sums” that is enough to generate all possible linear combinations that the
intruder could build. If a bigger sum needs to be considered, it will be treated in Lemma 12.
This condition of adding the linear combinations of terms in sat(Γ) is fundamental to satisfy
Condition 3 of Deﬁnition 12.
Proposition 18. The set sat(Γ) for EAG given in Deﬁnition 23 is ﬁnite.
Proof. To build sat(Γ) one adds to the terms in Γ (which is ﬁnite), its public names, subterms,
inverses and linear combinations of subterms, whose coeﬃcients go up to the bound given by
Proposition 17.
Proposition 19. The set sat(Γ) for EAG given in Deﬁnition 23 satisﬁes Condition 3 of Deﬁni-
tion 12.
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Proof. The proof can be found in the Appendix.
Proposition 20. The equational theory EAG of Abelian Groups is N-locally stable, and also
I-locally stable.
Proof. It is enough to prove that the deﬁnition of sat(Γ) for EAG (Deﬁnition 23 ) satisﬁes all the
conditions of Deﬁnition 12, since closure by inverses follows directly by deﬁnition and closure
by linear combinations follows from Proposition 17.
First, the set for EAG is ﬁnite by Proposition 18. Conditions 1, 2 and 5 are satisﬁed directly
by the conditions in Deﬁnition 23. Condition 3 is satisﬁed by Proposition 19. Condition 4 is
satisﬁed since, by Deﬁnition 23, we only include in the set terms that are in normal form.
Theorem 21. Let Γ = {M1, . . . ,Mk} be a ﬁnite set of ground terms in normal form and M a
ground term in normal form. The intruder deduction problem for EAG is decidable in polynomial
time in |M| and |sat(Γ)|.
Proof. This theorem follows from Theorem 14, since EAG is I-locally stable (Proposition 20).
The analysis of this theory has been done in previous works, for more details check the
Section 7 for related work and comparisons.
Remark 4. The set sat(Γ) is exponential in size: by rule 3, one has to add all the linear combi-
nations (α1N1 ⊕ . . .⊕αrNr) ↓ in sat(Γ). Inspired by [14, 42], we can consider the DAG represen-
tation of sat(Γ) with maximum sharing of terms, obtaining a polynomial (in |Γ|) representation
of sat(Γ). Therefore, the decidability could be computed in polynomial time with relation to
the |M|DAG and |sat(Γ)|DAG by adapting the algorithm to work with DAGs (we will explore this
approach in future work).
6.2. Abelian Groups plus Exponentiation
As in previous works, the theory EAGh (see Table 2) is used to analyse security properties of
protocols that use exponentiation, for instance, El Gammal encryption and decryption schemes,
RSA, Diﬃe-Hellman key agreement [21]. As in [13], we restrict the theory to exponentials with
basis α (the generator of the multiplicative group of order p, namely, Z∗p, for some prime p), we
consider the unary function symbol h deﬁned as: h(x) := αx.
x + (y + z) = (x + y) + z
x + y = y + x
x + 0 = x
x + i(x) = 0
i(i(x)) = x
x · 1 = x
j(x) · x = 1
j( j(x)) = x
j(h(x)) = h(i(x))
h(0) = 1
h(x + y) = h(x) · h(y)
exp(h(x), y) = h(x · y)
Table 2: EAGh : Abelian Group and Exponentiation
The function symbol h has the homomorphism property: h(x + y) = h(x) · h(y), where + is
a binary symbol operator taken as addition of exponents and · is a binary symbol operator taken
as multiplication of exponentials. The unary function symbols i and j are the inverses of + and ·,
respectively.
In the TRS RhAG deﬁned below (see Table 3) only exponentials with base αwill be considered,
where α is the generator of the group Z∗p, for some prime number p.
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x + 0→ x
x + i(x)→ 0
i(x + y)→ i(x) + i(y)
i(i(x))→ x
i(0)→ 0
1 · x→ x
j(x) · x→ 1
j( j(x))→ x
j(1)→ 1
j(x · y)→ j(x) · j(y)
h(x) · h(y)→ h(x + y)
exp(h(x), y)→ h(x · y)
j(h(x))→ h(i(x))
exp(1, x)→ h(0 · x)
h(0)→ 1
Table 3: RhAG: Abelian Group and Exponentiation
Lemma 22. RhAG is convergent modulo associativity and commutativity of +.
Proof. Termination of RhAG is proved via the recursive path order with the order j > i > exp >
. > h > + > 1 > 0 on the symbols of ΣhAG. Conﬂuence was checked using CiME 3 [19].
Let ⊕ be an arbitrary AC function symbol in ΣE for an equational theory E. Given a set S of
terms and a set n˜ of private names, write sum⊕(S , n˜) for the set of arbitrary sums of terms in S
and other names. We will deﬁne sum⊕(S , n˜) for ⊕ ∈ {+, ·} as follows
sum+(S , n˜) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩α1T1 + . . . + αkTk + β1m1 + . . . + βsms)
αi, β j ∈ N − {0}
k, s ∈ N
mi ∈ N − n˜, Ti ∈ S
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
sum•(S , n˜) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩ T
α1
1 · . . . · Tαrr · mβ11 · . . . · mβkk )
αi, β j ∈ N − {0}
r, k ∈ N
mi ∈ N − n˜, Ti ∈ S
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
where αM counts for the term M + . . . + M, α times (α ∈ N) and Mγ counts for M · . . . · M, γ
times (γ ∈ N). Deﬁne sum(S , n˜) = ⋃ki=1 sum⊕i (S , n˜), where ⊕1, . . . ,⊕k are the AC-symbols of the
theory. Typically, the names in n˜ will be private and the others public.
By Deﬁnition 18 of I-local stability it is necessary to deﬁne an adequate “notion of subterms”
based on the equational theory considered. We deﬁne a preliminary set of subterms which takes
into account the atoms of “sums” and “multiplications” and the arguments of non-AC function
symbols in the signature.
Deﬁnition 24. Let t be a ground term in normal form. Deﬁne S AG(t) as
1. t ∈ S AG(t);
2. if u = u1 + u2 + . . . + un ∈ S AG(t) then atoms+(u) ∈ S AG(t).
3. if u = u1 · u2 · . . . · un ∈ S AG(t) then atoms•(u) ∈ S AG(t).
4. if u = f (u1, u2) ∈ S AG(t) then u1, u2 ∈ S AG(t), where f ∈ {exp, h, j}.
This notion of subterms can be extended to a set T of ground terms in normal form in the usual
way.
The second notion of subterms to be deﬁned produces linear combinations of subterms from
the previous set. This deﬁnition is used to generate partial sums that are subterms of bigger sums
that appeared in an initial term or set of terms (for instance, Γ, the knowledge of the intruder).
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Deﬁnition 25 (S S AGh ). Let T be a ﬁnite set of ground terms in normal form. Deﬁne S S AGh (T )
as
S S AGh (T ) :=
⎧⎪⎪⎨⎪⎪⎩h(
∑
h(Ts)·us∈M
αs · Ts) ·
∏
uγss ↓ M ⊆ S AG(T ), 1 ≤ αs, γs ≤ p − 1h(Ts) or us may be empty
⎫⎪⎪⎬⎪⎪⎭
⋃
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
∑
r ∈ M
r|ε  h, exp, ·, j
βr · r) ↓ |M ⊆ S AG(T ), 1 ≤ βr ≤ p − 1
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
Deﬁnition 25 generates more combinations of subterms than necessary. In order to restrict it
to subterms that may appear in a set T considered, the following deﬁnition will be adopted.
Deﬁnition 26 (stEAGh (T )). Let T a set of ground terms in normal form, deﬁne stEAGh (T ) as
stEAGh (T ) := S AG(T ) ∪
{
M ∈ S S AGh (T ) |M =AC t1|p, for t1 ∈ S AG(T ) and p ∈ Pos(t1)
}
As in the theory of Abelian Groups, given a ﬁnite set Γ of ground terms in normal form, the
set sat(Γ) has to take into account the linear combinations
(α1 ⊕ T1 ⊕ . . . ⊕ αrTr) ↓ (⊕ = {+, ·}, T1, . . . ,Tk ∈ sat(Γ)).
in order to obtain a saturation set satisfying the Condition 3 of the deﬁnition N-locally stable
theories. The interesting case happens when ⊕ = ·
In this case, the reduction in the head happens when, in the worst case scenario, T j = h(T ′j)
for j = 1, . . . , k. The linear combination can be rewritten as (h(T ′1)
α1 · . . . · h(T ′k)αk ) ↓. After
consecutive applications of rule h(x) · h(y)→ h(x + y), it follows
h(T ′1)
α1 · . . . · h(T ′k)αk
∗→ h(α1T ′1 + . . . + αkT ′k)
∗→ h((α1T ′1 + . . . + αkT ′k) ↓)
and the number of linear combinations w.r.t. + considered is ﬁnite, the technique to show this is
the same as for the case of Abelian Groups. In addition, the group under consideration is ﬁnite,
so one can restrict the coeﬃcients to 1 ≤ αi ≤ p, for i = 1, . . . , k.
The set stEhAG of subterms will be used in the deﬁnition of the saturation set used to show that
EhAG is I-locally stable.
Deﬁnition 27 (sat(Γ) for EhAG). Let Γ = {M1, . . . ,Mn} be a ﬁnite set of ground terms in normal
form, deﬁne sat(Γ) for EhAG as the smallest set generated by the following rules
1. Γ ⊆ sat(Γ) and e⊕ ∈ sat(Γ) for each ⊕ ∈ ΣE and m ∈ sat(Γ) for every m ∈ pn(Γ);
2. if N1, . . . ,Nk ∈ sat(Γ) and f (N1, . . . ,Nk) ∈ stE(sat(Γ)) then f (N1, . . . ,Nk) ∈ sat(Γ), for
f ∈ ΣE;
3. if M ∈ sat(Γ) then j(M)↓, i(M)↓∈ sat(Γ).
4. if M ∈ sat(Γ), and M|ε  h then h(M)↓∈ sat(Γ).
5. if N1,N2, . . . ,Nr ∈ sat(Γ) then (α1N1 ⊕ . . . ⊕ αrNr)↓∈ sat(Γ), where 1 ≤ αi ≤ p, 1 ≤ i ≤ r
and ⊕ ∈ {+, ·}.
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6. if N1,N2 ∈ sat(Γ) such that N2|ε  h, exp, N1 = h(N′1) s.t. N′1|ε  + and exp(N1,N2)
h→ M
via rule exp(h(x), y)→ h(x · y) then M ↓∈ sat(Γ).
Remark 5. Conditions 1 and 2 are required for N-locally stable theories by Deﬁnition 12. Con-
dition 3 is closing the terms by inverses of · and +. Condition 4 allows the computation of h(N)
whenever N is known by the intruder, the restriction to N|ε  h is to avoid double exponentia-
tion, i.e., one does not apply exponentials of basis α to exponentials of basis α. Condition 5 takes
into account the linear combinations necessary to satisfy the Condition 3 of Deﬁnition 12 mainly
because of possible applications of rules: h(x) · h(y) → h(x + y) and x + i(x) → 0. Condition 6
also avoids double exponentiation.
The following two lemmas are technical and necessary to prove that the set sat(Γ) deﬁned for
EAGh satisﬁes the conditions of Deﬁnition 12 (for N-locally stable theories).
Lemma 23. The set sat(Γ) for EAGh satisﬁes condition 3 of Deﬁnition 12.
Proof. The proof is in the Appendix.
Lemma 24. The set sat(Γ) for EAGh is ﬁnite.
Proof. To build sat(Γ) one adds elements of stAGh (Γ) (by Condition 2 of Deﬁnition 27), their in-
verses (Condition 3), exponentials of basis α (Condition 4), and linear combinations and products
of subterms. The only condition that could add an inﬁnite number of terms in sat(Γ) is Condition
5, however, since the group Z∗p considered is ﬁnite, only a ﬁnite number of linear combinations
will be added.
Proposition 25. EAGh is I-locally stable.
Proof. It follows from Lemmas 23 and 24.
Theorem 26. Let Γ = {M1, . . . ,Mk} be a ﬁnite set of ground terms in normal form and M a
ground term in normal form. The Intruder Deduction Problem for EAGh is decidable in polyno-
mial time in |M| and |sat(Γ)|.
This equational theory has been analysed in previous works, a comparison with other works
can be found in Section 7.
In order to obtain polynomial bounds, one can follow the suggestion in Remark 4.
6.3. XOR
Using the same methods, one can show that the theory of XOR, EXOR, is I-locally stable. The
equational theory EXOR is axiomatised by the following equations.
EXOR =
{
x ⊕ y = y ⊕ x
x ⊕ (y ⊕ z) = (x ⊕ y) ⊕ z
x ⊕ 0 = x
x ⊕ x = 0
}
We can also add an inverse symbol i, with the equation i(x) = x to satisfy the requirements of
I-locally stable theories.
The term rewriting system RXOR associated to EXOR is given in Figure 1.
The notion of subterms stXOR can be deﬁned similarly to the notion previously deﬁned for
the theory EAG.
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x ⊕ 0→ x x ⊕ x→ 0 i(x)→ x
Figure 1: RXOR- a term rewriting system for EXOR
Deﬁnition 28 (S XOR(T )). Let t be a ground term in normal form, deﬁne S XOR(t) as
• t ∈ S XOR(t)
• if u = u1 ⊕ u2 ⊕ . . . ⊕ un ∈ S XOR(t) then atoms(u) ⊂ S XOR(t).
This notion can be extended for a set T of ground terms in normal form in the usual way:
S XOR(T ) :=
⋃
t∈T
S XOR(t)
Notice that, the size of S XOR(T ) is linear in the size of T (here the size of a term stands for
the number of symbols appearing in it).
The set S S XOR contains the linear combinations of the terms in S XOR(T ).
Deﬁnition 29 (S S XOR(T )). Let T be a ﬁnite set of ground terms in normal form, deﬁne S S XOR(T )
as
S S XOR(T ) :=
⎧⎪⎪⎨⎪⎪⎩
⊕
s∈M
s |M ⊆ S XOR(T )
⎫⎪⎪⎬⎪⎪⎭
The size of S S XOR(T ) is exponential in the size of S XOR(T ), it is enough to consider the fact
that there are 2|S XOR(T )| possible subterms M.
Deﬁnition 30 (stXOR). Let T be a set of ground terms in normal form, deﬁne stXOR(T ) as
stXOR(T ) := {M ∈ S S XOR(T ) |M =AC t|p, for a term t ∈ S XOR(T ) and some p ∈ Pos(t)}∪S XOR(T )
Deﬁnition 31 (sat(Γ) for XOR). Given a set Γ = {M1, . . . ,Mk} of ground terms in normal form,
sat(Γ) is the smallest set generated by the following rules
1. Γ ⊆ sat(Γ) and m ∈ sat(Γ) for every m ∈ pn(Γ);
2. N1, . . . ,Nt ∈ sat(Γ) and f (N1, . . . ,Nt) ∈ stXOR(Γ) then f (N1, . . . ,Nt) ∈ sat(Γ), f ∈ ΣXOR.
3. if N1,N2 ∈ sat(Γ) and N1 ⊕ N2 h→ M via rule x ⊕ x→ 0 then M ↓∈ sat(Γ).
Proposition 27. The set sat(Γ) deﬁned for the theory EXOR satisﬁes Condition 3 of the Deﬁni-
tion 12.
Proof. This proof is similar to the case of Abelian Groups and can be found in [36].
Lemma 28. The theory EXOR is I-locally stable.
Proof. Since every term in sat(Γ) is its own inverse, it is suﬃcient to show that the set sat(Γ)
speciﬁed in Deﬁnition 31 for the theory EXOR satisﬁes the conditions (1-5) of the deﬁnition of
N-locally stable theories (Deﬁnition 12). Conditions 1, 2, 4 and 5 are satisﬁed by Deﬁnition 31.
Note that whenever M ∈ sat(Γ) it follows that M ↓ ∈ sat(Γ): Γ contains only normal forms
therefore condition 2 adds only normal forms and condition 3 adds the normal forms of linear
combinations α1N1 ⊕ α2 ⊕ . . . ⊕ αrNr of terms in sat(Γ), with αi = 0, 1.
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For the procedure for AC matching (Lemma 12), we remark for the theory EXOR we obtain a
system of linear Diophantine equations over Z/2Z which can be solved in polynomial time using
Gaussian elimination. A similar approach is used in [31].
Theorem 29 (Decidability of IDP for XOR). Let Γ = {M1, . . . ,Mk} be a ﬁnite set of ground
terms in normal form and M a ground term in normal form. The intruder deduction problem for
EXOR is decidable in polynomial time in |M| and |sat(Γ)|.
Proof. The result is a consequence of Lemma 28 and Theorem 14, where the domain of the
SLDE obtained for this theory is Z/2Z.
This equational theory has been analysed in previous works, a comparison with other works
can be found in Section 7.
In order to obtain polynomial bounds, one can follow the suggestion in Remark 4.
7. Related Work
The analysis of cryptographic protocols has attracted a lot of attention in the last years and
several tools are available to try to identify possible attacks, see Maude-NPA [25], ProVerif [11],
Avispa [3], Yapa [8].
Abadi and Cortier in [1] propose a methodology to decide the message deducibility relation
for the class of locally stable theories. More precisely, they state that given a frame φ and a term
M, once M ↓ and sat(φ) are computed, φ  M can be decided in polynomial time in |M ↓ | and
|sat(φ)| (Theorem 2, page 23 [1]), where M ↓ represents the set of normal forms of M modulo
associativity and commutativity of some AC-operator. The idea is that φ  M can be decided
by checking whether one of the terms in M ↓ is of the form C[M1, . . . ,Mk] with Mi ∈ sat(φ)
(Proposition 16 [1], page 24). Regarding the complexity of the algorithm, once M ↓ and sat(φ)
are computed, [1] states that φ  M can be decided in polynomial time in |M ↓ | and |sat(φ)| using
the same procedure as for Theorem 1 (page11 [1]), proposed initially for convergent subterm
theories.
To highlight the diﬀerences between the algorithm proposed in [1] and the one given in this
paper, we use an example.
Example 10. Let EAC be the pure AC theory. It was stated in Section 5.2.5 of [1] that this
theory is locally stable and in Subsection 4.3 of this paper that it is N-locally stable. Consider
the following set:
Γ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
n1 ⊕ n10 ⊕ n9 ⊕ n7 ⊕ n8 , n2 ⊕ n6 ⊕ n4 ⊕ n9 ⊕ n7 , n2 ⊕ n3 ⊕ n5 ⊕ n7 ⊕ n8,
n2 ⊕ n3 ⊕ n5 ⊕ n6 ⊕ n9 , n4 ⊕ n3 ⊕ n9 ⊕ n6 ⊕ n1,
n1 ⊕ n4 ⊕ n2 ⊕ n9 , n1 ⊕ n3 ⊕ n5 ⊕ n6 , n1 ⊕ n4 ⊕ n2 ⊕ n9 , n2 ⊕ n7 ⊕ n4 ⊕ n3 ,
n3 ⊕ n10 ⊕ n8 ⊕ n7,
n5 ⊕ n7 ⊕ n3 , n7 ⊕ n6 ⊕ n5 , n1 ⊕ n2 ⊕ n3,
n1 ⊕ n4 , n7 ⊕ n4 , n2 ⊕ n5 , n7
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
The set sat(Γ) = Γ∪{n2⊕n5⊕n7}∪ [Γ∪{n2⊕n5⊕n7}]≈AC , satisﬁes the deﬁnition of sat(Γ) in [1].
Here, [Γ]≈AC stands for the equivalence class of Γ modulo AC.
Let M = n1 ⊕ n7 ⊕ n5 ⊕ n4 ⊕ n6 ⊕ n3 ⊕ n2 ⊕ n9 be a ground term in normal form.
Following the approach in [1] one wants to ﬁnd terms T1, . . . ,Tk ∈ sat(Γ) and a context C
such that M == C[T1, . . . ,Tk].
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1. Starting with T1 = n1 ⊕ n10 ⊕ n9 ⊕ n7 ⊕ n8 one can verify that there is no subterm in M
which is equal (syntactically) to T1. The answer is NO.
2. Go to the next term T2 = n2 ⊕ n6 ⊕ n4 ⊕ n9 ⊕ n7.
Notice that the term M1 = n2 ⊕ n6 ⊕ n4 ⊕ n9 ⊕ n7 ⊕ n1 ⊕ n5 ⊕ n3 ∈ M ↓. Following the
procedure, we now delete T2 from M1obtaining M1 = ⊕n1⊕n5⊕n3 and run the procedure
again for M′1 = n1 ⊕ n5 ⊕ n3 . There is no term in sat(Γ) that matches (syntactically) the
remaining part of M′1. The answer is NO.
3. Go to the next term T3 = n2 ⊕ n3 ⊕ n5 ⊕ n7 ⊕ n8, one can verify that there is no subterm in
M which is equal to T3. The answer is NO.
4. Go to the next term T4 = n2 ⊕ n3 ⊕ n5 ⊕ n6 ⊕ n9.
Notice that the term M2 = n2 ⊕ n3 ⊕ n5 ⊕ n6 ⊕ n9 ⊕ n1 ⊕ n7 ⊕ n4 ∈ M ↓. Following the
procedure, we now delete T4 from M2 obtaining the term M2 =  ⊕ n1 ⊕ n7 ⊕ n4 and run
the procedure again for M′2 = n1 ⊕ n7 ⊕ n4. Following this reasoning we conclude the term
to be matched ﬁrst is T5 == n1 ⊕ n4 followed by T6 == n7 we get a positive answer.
The algorithm suggested in [1] tries the terms in the congruence class modulo AC of M until
there is one that matches syntactically with the terms in sat(Γ). In the worst case scenario, a
exponential number of terms will be considered. Given one term in M ↓, the analysis is done in
polynomial time. Therefore the whole procedure is polynomial in |M ↓ | (here |M ↓ | represents
the cardinality of the set M ↓) and |sat(Γ)|.
Theorem 1 [1] says: “This procedure is correct because, when cutting subterms of M equal
to terms in sat(Γ), we start with terms in sat(Γ) of maximal size”.
Consider now the deﬁnition of sat(Γ) for EAC given in this paper (Deﬁnition 17). In this
example sat(Γ) = Γ ∪ {n2 ⊕ n5 ⊕ n7} since n2 ⊕ n5, n7 ∈ sat(Γ) and (n2 ⊕ n5) ⊕ n7 ∈ stAC(sat(Γ)).
Using the algorithm proposed in Lemma 15, to check decidability of M =AC C[T1, . . . ,Tk]
for T1, . . . ,Tk ∈ sat(Γ) one has to solve the Diophantine equation corresponding to: β1T1+β2T2+
. . .+βkTk = M, for β1, . . . , βk ∈ N. Following the procedure proposed in the proof of Lemma 12,
one can transform the equation above in a system of equations with natural coeﬃcients. The
solvability can be decided in non-deterministic polynomial time in |M| and |sat(Γ)|.
For N-locally stable theories it seems that there is no much gain in using the AC-matching
algorithm proposed in Lemma 15 for N. The diﬀerence is for I-locally stable theories:
• the procedure proposed in [1] still has to perform the syntactic check for all elements in the
congruence class modulo AC of a term M, providing a polynomial in |M ↓ | and |sat(Γ)|
(where both sets have exponential size) decidability of deduction.
• The algorithm in Lemma 12 can decide the same problem in polynomial time in |M| and
|sat(Γ)|.
So far, many theoretical results related to the decidability of IDP under equational theories
have been obtained. The theory of Abelian Groups has attracted a lot of attention since, combined
with other properties, it is part of the structure of many cryptographic algorithms (eg. SALARY
SUM, IKA.1, MAKEP [21] ).
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7.1. AG: Comparison with [18, 15, 32, 23, 35]
The IDP for Abelian Groups (and XOR) can be decided in non-deterministic polynomial
time; Comon-Lundh and Shmatikov [18] prove this result using the strategy of normal proofs
and McAllester’s locality property [34].
The decidability of IDP for AC-theories with homomorphism is studied in [32]. The approach
proposed is based onMcAllester’s locality property working basically with proof transformations
pioneered by Gentzen. It is also stated that IDP for the theory of Abelian Groups is decidable
in polynomial time using the same approach, but this fact has not been shown in the paper.
We noticed that the proposed technique extends the notion of syntactic subterms to a wider
one, which is consistent with the axioms of associativity and commutativity, obtaining a set
of subterms whose size is exponential w.r.t. the size of the initial knowledge of the intruder.
Therefore, within this approach the decidability of IDP would be exponential w.r.t the size of the
subterms.
In [23], the authors prove the decidability of IDP for AGh (Abelian Groups with homomor-
phism). The method is based on the Dolev-Yao model of the intruder, together with McAllester’s
locality property [34], where the one step-deducibility is checked using an algorithm for deciding
equality modulo E. Our method reduces the problem of deciding equality modulo E to the prob-
lem of deciding matching modulo AG, which can be decided in polynomial time for a restricted
case of AG-uniﬁcation problem [7]. One can prove that AGh is an I-locally stable theory follow-
ing the steps shown in this paper. To bound the size of sat(Γ) for this theory, one can follow the
method suggested by [14], considering its DAG representation.
Millen and Shmatikov [35] investigate a constraint solving technique that reduces the security
problem for active intruders for Abelian Groups to a system of quadratic Diophantine equations,
but the decidability was obtained by Shmatikov in [38], by reducing the initial problem to the
solvability of a particular system of quadratic Diophantine equations, for the case of bounded
number of sessions.
7.2. AG + exponentiation: Comparison with [13, 30]
The IDP for the equational theory modelling an electronic purse protocol was investigated
in [13]. This theory consists of rules for Abelian Groups and Exponentiation. The authors show
that the TRS associated satisﬁes the Finite Variant Property, and they prove that the equational
theory is local in the sense of McAllester [34]. However, they need to deﬁne, for each message
M for which one is interested in checking the IDP a saturation set, called notion of subterms. In
this work we build only one saturation set, for a given Γ, that can be used for each message that
one wants to check the IDP problem. Our saturation set depends on the rewrite rules associated
to the equational theory, while their notion of subterms is more connected to the structure of
subterms. The notion of subterms deﬁned in [13] was not enough for the purpose of the work,
and an alternative notion was given in [37].
Diﬀerently from [30], the equational theory for Abelian Groups with exponentiation consid-
ered here is a bit more restricted. We only consider exponentials with a ﬁxed basis, with this we
obtain the decidability of uniﬁcation, as it was suggested in [13].
Sequent calculus formulations of Dolev Yao intruders [41] have been used in a formulation of
open bisimulation for the spi-calculus. In [42], deductive techniques for dealing with a protocol
with blind signatures in mutually disjoint AC-convergent equational theories, containing a unique
AC operator each, are considered. As an alternative approach, the intruder’s deduction capability
is modelled inside a sequent calculus modulo a rewriting system, following the approach of [9].
Then, the IDP is reduced in polynomial time to EDP.
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By combining the techniques in [42] and [13], the IDP formulation for an Electronic Purse
Protocol with blind signatures was proved to reduce in polynomial time to EDP for an AC-
convergent theory containing three diﬀerent AC operators and rules for exponentiation [37], ex-
tending the previous results. However, no algorithm was provided to decide EDP. More precisely,
assuming that EDP is solved in time O( f (n)), it was proved that IDP reduces polynomially to
EDP with complexity O(nk × f (n)), for some constant k. Thus, whenever the former problem is
polynomial, the IDP is also polynomial.
7.3. XOR: Comparison with [14, 23]
In [14], the authors propose methods for proving that the protocol insecurity problem is in
NP for an intruder that can exploit properties of the XOR operator. As a consequence of this
result, the IDP for an intruder using XOR is in PTIME. This approach uses oracle rules and
also one-step deducibility. Using a diﬀerent approach, the decidability of IDP for XOR with
homomorphism (ACUNh) is shown to be in PTIME in [23].
Using our framework it is possible to prove that the IDP for XOR is decidable in polynomial
time w.r.t a saturated set of subterms, since this theory is a member of the class of the I-locally
stable theories. It is possible to show that ACUNh is I-locally stable, and therefore is decidable in
polynomial time in |M| and |sat(Γ)|. In addition, following the approach in [14], and considering
the DAG representation of |M| and |sat(Γ)|, one can prove the decidability of IDP in PTIME.
8. Conclusion
This paper presents a method to decide the intruder deduction problem for equational theories
that include associative and commutative axioms, namely the N-locally stable theories. Our
method is based on a reﬁned notion of the “locally stable theories”, namely the N- and I-locally
stable theories. The notion of “local stability” was ﬁrst introduced by M. Abadi and V. Cortier
in [1] in the context of the applied pi calculus.
We have deﬁned the class of I-locally stable theories, which is a subclass of N-locally stable
theories which contain inverses. We have proposed an algorithm to solve a restricted case of
higher-order AG-matching by using a technique to decide a restricted case of AG-uniﬁcation
problem [7] combined with an algorithm to solve linear Diophantine equations over Z. This
algorithm runs in polynomial time w.r.t a saturated set for the class of I-locally stable theories.
The algorithm can be adapted for N-locally stable theories without inverses, it relies on solving
linear Diophantine equations over N which is an NP -complete problem. Our algorithm does not
need to compute the set of normal forms modulo AC of a given term (which may be exponential).
We apply the results to the equational theory of Abelian Groups, Abelian Groups with Ex-
ponentiation, XOR and Pure AC. The ﬁrst and second theories are I-locally stable, therefore the
IDP is decidable in polynomial time w.r.t a saturated set of subterms. The third theory can be
proven to be I-locally stable following the same technique. Finally, the fourth theory is N-locally
stable, therefore, the IDP, in this case, is decidable in nondeterministic polynomial time w.r.t a
saturated set of subterms.
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Appendix A. Proof of Lifting Lemma (Lemma 3)
The following lemma suggests a strategy to minimise the contexts in terms of the form
C[T1, . . . ,Tk], where T1, . . . ,Tk ∈ sat(Γ), by checking which subterms C|p[T1, . . . ,Tk] for some
p are in sat(Γ) and taking this subcontext as . This result was stated in [1] in the proof of
Lemma 11 [1], here we present an alternative proof.
Lemma 30 (Minimising contexts). Let E be a N-locally stable theory, C an AC-normal context
and T1, . . . ,Tk ∈ sat(Γ). If there is a position p in C such that C|p   and there exists a non-
empty position q such that C|pq =  and C[T1, . . . ,Tk]|p ∈ sat(Γ), then C′ de f= C[p ← ] is an
AC-normal context and |C′| < |C|.
Proof. The proof follows by searching for a maximal position p ∈ Pos(C) in the tree represen-
tation of C such that C[T1, . . . ,Tk]|p de f= A and A ∈ sat(Γ). One considers a new context C′
which will be constructed by replacing C|p for a hole which will be instantiated with A. That
is, C[T1, . . . ,Tk] == C′[Ti1 , . . . , A︸︷︷︸
position−p
, . . . ,Tir ] where Ti1 , . . . ,Tir ∈ {T1, . . . ,Tk} and C′ is a
context strictly smaller than C.
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Suppose that the context C′ = C[p ← ] is not in normal form. Since, the only change
made in the context C happened in the branch ending in the position p, it follows that, there is a
rewriting reduction in this branch after replacing C|p with . Therefore, there is a position q in
C such that p = q j, for some j, and C|q is reducible, contradicting the assumption. Therefore, C′
is an AC-normal context.
Remark 6. Notice that if there exist another position p′ ∈ Pos(C′) satisfying the hypothesis of
the Lemma 30 it is possible to execute the transformation again. Since p is maximal, one has that
p′ is parallel to p. Iterating the process (or executing transformations in parallel) one obtains a
minimal context for C and T1, . . . ,Tk.
The following lemma characterizes the structure of a context whose holes were instantiated
with terms from sat(Γ) and that contains a reducible subterm (using the rewrite system associated
to the equational theory E), assuming the theory E is N-locally stable. The statement of this
lemma was presented in the proof of Lemma 11 [1]. The proof relies on analysing the structure
of the rewrite rule M0 → N0 ∈ RE applied on C[T1, . . . ,Tk] → T (hypothesis of the lemma) as
well as on the signature of the equational theory E.
We assume that the contexts used in the Lemma 31 do not contain private names, that is,
pn(C) ∩ n˜ = ∅ for all context C used.
Lemma 31 (Structural Characterisation of Redexes). Let E be an N-locally stable theory. Let C
be an AC-normal context and T1, . . . ,Tk ∈ sat(Γ) such that C[T1, . . . ,Tk] → T via rule M0 →
N0 ∈ RE. Then, the term C[T1, . . . ,Tk] can be written as
C[T1, . . . ,Tk] =AC C∗[T j1 , . . . ,T js ,M
′′ ⊕ M′ ⊕
r⊕
i=1
C′i [Ti1 , . . . ,Tiri ]︸︷︷︸
position q
,T js+1 . . . ,T jw ] (A.1)
where C′i and C
∗ are contexts and q is a position in C[T1, . . . ,Tk]. The terms M′ = M′1⊕ . . .⊕M′t ,
and M
′′
= M
′′
1 ⊕. . .⊕M
′′
l for t ≤ l are 10 such that M′u⊕M
′′
u ∈ sat(Γ) and M′′t+1, . . . ,M
′′
l ∈ sat(Γ) 11.
For each i, C′i |ε  ⊕ and T j1 , . . . ,T jw ,Ti1 , . . . ,Tiri ∈ {T1, . . . ,Tk}.
In addition, M′ ⊕⊕r′i=1 C′i [Ti1 , . . . ,Tiri ] =AC M0θ for r′ ≤ r and some substitution θ.
Proof. The proof follows by analysing the structure of the rule M0 → N0 from RE that is appli-
cable in C[T1, . . . ,Tk] and the corresponding structure that this term has to have in order to have
a reducible subterm. Consider the representation of the (lhs) of the rule M0 → N0 via a context
whose holes were instantiated with the variables from Var(M0): M0 = CM0 [x1, . . . , xk0 ] where
CM0 is an context and x1, . . . , xk0 ∈ Var(M0), suppose that the variable positions are respected
as well as their repetitions. Since the rule M0 → N0 is applicable in C[T1, . . . ,Tk] there exists a
position p such that C[T1, . . . ,Tk]|p =AC CM0 [x1θ, . . . , xk0θ]. for some substitution θ.
Case 1. Suppose that CM0 |ε = f , for some f ∈ ΣE such that f  ⊕.
Suppose that f is a n-ary function symbol, for some n ∈ N. Then, C[T1, . . . ,Tk]|p =
f (C1[T11 , . . . ,T1r1 ], . . . ,Cn[Tn1 , . . . ,Tnrn ]) where C1, . . . ,Cn are contexts with pn(Ci)∩ n˜ =
10The case where l ≤ t is analogous.
111 ≤ i ≤ r, r ∈ N, t ∈ N , l ∈ N, 1 ≤ u ≤ t.
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∅, p ∈ Pos(C) and T11 , . . . ,T1r1 , . . . ,Tn1 , . . . ,Tnrn ∈ {T1, . . . ,Tk}. To facilitate the notation,
write: f (C1[T11 , . . . ,T1r1 ], . . . ,Cn[Tn1 , . . . ,Tnrn ]) = Cp[T11 , . . . ,T1r1 , . . . ,Tn1 , . . . ,Tnrn ]. Hence,
C[T1, . . . ,Tk] =AC C∗[. . . ,Cp[T11 , . . . ,T1r1 , . . . ,Tn1 , . . . ,Tnrn ]︸︷︷︸
position p
, . . .].
And the result follows for r = 1 and terms M′ and M′′ empty in ( A.1).
Case 2. Suppose that CM0 |ε = ⊕.
By induction on the number of occurrences of ⊕ in CM0 one can prove that C[T1, . . . ,Tk]|p
has the following form: C[T1, . . . ,Tk]|p = R ⊕
s⊕
i=1
C′i [Ti1 , . . . ,Tiri ],
for contexts C′i with pn(C
′
i ) ∩ n˜ = ∅ (1 ≤ i ≤ r) such that C′i |ε  ⊕ and some s ∈ N. In
addition, a term R = M′1 ⊕ . . . ⊕ M′t for which either M′j is a term in sat(Γ) or M′j is a
subterm of a term in sat(Γ) (1 ≤ j ≤ t) . It might be the case that R is empty.
Induction Basis. Suppose that there exists only one occurrence of ⊕ in CM0 .
Then, CM0 = CM01 [x1, . . . , xm] ⊕CM02 [xm+1, . . . , xk0 ].
Hence, C[T1, . . . ,Tk]|p = C′1[T11 , . . . ,T1r1 ] ⊕ C′2[T21 , . . . ,T2r2 ] for contexts C′1 and C′2 and
terms Ti1 , . . . ,Tiri ∈ {T1, . . . ,Tk}.
• |C′1| > 1 and |C′2| > 1
Note that since C′1 are C
′
2 headed with function symbols diﬀerent from ⊕ then the re-
sult follows for r = 2 and terms M′ and M′′ empty in (A.1). That is,C[T1, . . . ,Tk] =AC
C∗[. . . ,
2⊕
i=1
C′i [Ti1 , . . . ,Tiri ]
︸︷︷︸
position −p
, . . .] for some context C∗ with pn(C∗) ∩ n˜ = ∅. In this
case C[T1, . . . ,Tk]|p is in case a).
• C′1 =  and |C′2| > 1.
Suppose that there is a position q ∈ Pos(C[T1, . . . ,Tk]) such that C[T1, . . . ,Tk]|q =
Tu⊕C′2[T21 , . . . ,T2r2 ], for some contextC′2 such thatC′2|ε  ⊕ and terms Tu,T21 , . . . ,T2r2 ∈
{T1, . . . ,Tk} and Tu = T ′u ⊕ T ′′u .
C[T1, . . . ,Tk]|q = Tu ⊕C′2[T21 , . . . ,T2r2 ] = (T ′u ⊕ T
′′
u ) ⊕C′2[T21 , . . . ,T2r2 ]
=AC T
′′
u ⊕ T ′u ⊕C′2[T21 , . . . ,T2r2 ]︸︷︷︸
=ACM0θ
(A.2)
In this case C[T1, . . . ,Tk]|p is in case b) for some position p ∈ Pos(C[T1, . . . ,Tk])
such that C[T1, . . . ,Tk]|p = T ′u ⊕C′2[T21 , . . . ,T2r2 ].
Induction Step. Suppose that there exist n occurrences of ⊕ in CM0 .
Then, CM0 = CM01 [x1, . . . , xm] ⊕ CM02 [xm+1, . . . , xk0 ] for contexts CM01 and CM02 that have
a number of occurrences of ⊕ smaller than n.
Case 1. |CM01 | = 1 and |CM02 | > 1 .
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In this case, CM01 =  and the overall structure of CM0 is: CM0 [x1, . . . , xk0 ] = x1 ⊕
CM02 [x2, . . . , xk0 ]. Suppose thatC[T1, . . . ,Tk]|p = C1[T11, . . . ,T1r1 ]⊕C2[T21, . . . ,T2r2 ]
and that
• C1[T11, . . . ,T1r1 ] =AC x1θ; and
• C2[T21, . . . ,T2r2 ] =AC CM02 [x2, . . . , xk0 ]
for some substitution θ.
By induction hypothesis, C2[T21, . . . ,T2r2 ] =AC R2 ⊕
⊕s0
i=1 C
′
i [Ti1 , . . . ,Tiri ].
i. C1|ε = .
Then r1 = 1 and C1[T11, . . . ,T1r1 ] =AC= T11. In this case, either T11 ∈ sat(Γ)
or T11 is a subterm of a term in sat(Γ). For the second case, there exist q ∈
Pos(C[T1, . . . ,Tk]) and a term T11 ⊕ T21 ∈ such that
C[T1, . . . ,Tk]|q = (T11 ⊕ T21) ⊕C2[T21, . . . ,T2r2 ] =AC T21 ⊕ T11 ⊕C2[T21, . . . ,T2r2 ]︸︷︷︸
C[T1,...,Tk]|p
ii. C1|ε = f , f ∈ ΣE and f  ⊕.
Then, C[T1, . . . ,Tk]|p =AC R2 ⊕ C1[T11, . . . ,T1r1 ] ⊕
⊕s0
i=1 C
′
i [Ti1 , . . . ,Tiri ] and
result follows.
iii. C1|ε = ⊕.
In this case, C1[T11, . . . ,T1r1 ] = T
′
1 ⊕ . . . ⊕ T ′m ⊕
⊕s1
j=1 C
′
j[T j1 , . . . ,T jr j ] where
each T ′i is either in or is a subterm of , C
′
j is a context not headed with ⊕ and
T j1 , . . . ,T jr j ∈ {T1 . . . ,Tk} (1 ≤ j ≤ s1 and 1 ≤ i ≤ m). Therefore,
C[T1, . . . ,Tk]|p =AC T ′1 ⊕ . . . ⊕ T ′m ⊕
s1⊕
j1
C′j[T j1 , . . . , T jr j ] ⊕ R2 ⊕
s0⊕
i=1
C′i [Ti1 , . . . ,Tiri ]
=AC R ⊕
s1⊕
j=1
C′j[T j1 , . . . ,T jr j ] ⊕
s0⊕
i=1
C′i [Ti1 , . . . ,Tiri ]
for R = T ′1 ⊕ . . . ⊕ T ′m ⊕ R2 and result follows.
Case 2. |CM01 | > 1 and |CM02 | > 1 .
In this case, one has to apply the induction hypothesis and the result follows.
The following proposition establishes a structural classiﬁcation of the instances of the vari-
ables of the (lhs) of a rule M0 → N0 occurring in the term C[T1, . . . ,Tk] which is reducible by
this rule. This proposition was partially stated in the proof of Lemma 11 [1], here we present two
new cases which an occurrence of a variable could satisfy. We assume that the contexts used in
Proposition 32 do not contain private names (pn(C) ∩ n˜ = ∅).
Proposition 32 (Classiﬁcation). Let E be an N-locally stable equational theory. Suppose that
C[T1, . . . ,Tk] →AC T , for a minimal context C and terms T1, . . . ,Tk ∈ S . By Lemma 31,
C[T1, . . . ,Tk] =AC C′[M
′′ ⊕ M′ ⊕⊕ri=1 C′i [Ti1 , . . . ,Tisi ],T1, . . . ,Tk], for some context C′ . For
each i, C′i |  ⊕, C′i  , Ti1 , . . . ,Tisi ∈ sat(Γ), where M′ = M′1 ⊕ . . . ⊕M′l , M
′′
= M
′′
1 ⊕ . . . ⊕M
′′
l
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with M′j ⊕ M
′′
j ∈ sat(Γ)12. Then, there exist a subterm A of C[T1, . . . ,Tk] such that A
de f
=
M′ ⊕⊕r′i=1 C′i [Ti1 , . . . ,Tisi ]( for some r′ ∈ N, 1 ≤ r′ ≤ r) is an instance M0θ (modulo AC) of
the (lhs) of some rule M0 → N0 ∈ RE.
For each variable x in M0, consider the occurrences of xθ in A. Then
1. xθ occurs as a subterm of M′j for some index j = 1, . . . , l;
2. or M′ =AC xθ⊕R, for some term R which will be matched with other instances of variables
inVar(M0);
3. or xθ occurs as a subterm of Ti j for some i and some j;
4. or xθ =AC C
′′
[T ′1, . . . ,T
′
s] for some context C
′′
that satisﬁes Lemma 30 (i.e., C
′′
 ) and
T ′1, . . . ,T
′
s ∈ {T1, . . . ,Tk} ∈ sat(Γ) such that C′′ [T ′1, . . . ,T
′
s] is a subterm of C
′
i [Ti1 , . . . ,Tisi ],
for some s ∈ N;
5. or xθ =AC R ⊕
k⊕
i=1
C′i [Ti1 , . . . ,Tisi ] for some subterm R (which can be empty) of M
′ and
some k ∈ N, such that 1 ≤ k ≤ r′.
Proof. By the Structural Characterisation of Redexes Lemma (Lemma 31) one has that
C[T1, . . . ,Tk] =AC C∗[T j1 , . . . ,T js ,M
′′ ⊕ M′ ⊕
r⊕
i=1
C′i [Ti1 , . . . ,Tiri ]︸︷︷︸
position q
,T js+1 . . . ,T jw ]
where C′i and C
∗ are contexts, 1 ≤ i ≤ r for some r ∈ N and some position q of C[T1, . . . ,Tk]. In
addition to this, M′ = M′1 ⊕ . . . ⊕ M′t , M
′′
= M
′′
1 ⊕ . . . ⊕ M
′′
l for some , t, l ∈ N ( t ≤ l ) such that
M′u ⊕ M′′u ∈ sat(Γ), 1 ≤ u ≤ l. For 1 ≤ i ≤ r one has that C′i |ε  ⊕ and T j1 , . . . ,T jw ,Ti1 , . . . ,Tiri ∈{T1, . . . ,Tk}.
Assume, without loss of generality, that the terms in sat(Γ) are in normal form (by Deﬁni-
tion 12, for each M ∈ sat(Γ), it follows that M ↓∈ sat(Γ)).
Suppose that the rule M0 → N0 applied in A has the following form: CM0 [x1, . . . , xk0 ] →
CN0 [x1, . . . , xk′0 ]. for contexts CM0 and CN0 whose holes were instantiated with the variables
x1 . . . xk0 ∈ Var(M0) that may occur more than once in M0 (M0 and N0 may not be linear),
for some k0 ∈ N. That is, CM0 is the context of the term M0, whose holes are in the positions
of the variables of M0. In order to have an instance M0θ of M0 it is necessary to keep the cor-
respondence between the holes of the same variables. Taking this into account, consider that
A
de f
= M′ ⊕
r′⊕
i=1
C′i [Ti1 , . . . ,Tisi ] =AC CM0 [x1θ, . . . , xk0θ], for some substitution θ.
The proof follows by induction on the number of occurrences of ⊕ in CM0 .
Base Case n = 0
There are no occurrences of ⊕ in CM0 . This case will be split in the following subcases:
12r ∈ N, i = 1, . . . , r , i j ∈ {1, . . . , k}, l ∈ N and 1 ≤ j ≤ l
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0.a) l > 0 and r′ = 0
That is,
A
de f
= M′ =AC CM0 [x1θ, . . . , xk0θ] (A.3)
where CM0 does not contain instances of ⊕.
For each occurrence of x ∈ Var(M0) in A, xθ occurs as a subterm of M′. The following
subcases will be analysed:
– either xθ occurs as a subterm of M′i , for some index i = 1, . . . , l.
By equation A.3, it follows that parts of the term M′ should be matched with some
part of CM0 [x1θ, . . . , xk0θ].
When l > 1 it is necessary that other variables of M0, when instantiated with θ, match
the remaining part of M′. Since, by hypothesis, M′ = M1 ⊕ . . . ⊕ M′l , it would be
necessary the occurrence of at least one ⊕ em CM0 . Contradiction.
When l = 1, it follows that each occurrence of one variable x in M0 is an instance
of a subterm of M′1. And the reduction would happen in M
′
1. By hypothesis, one has
that M′1 ⊕ M
′′
1 ∈ sat(Γ), therefore, M′1 is in normal form. Contradiction.
– or M′ =AC xθ ⊕ R, for some term R.
Since M′ =AC CM0 [x1θ, . . . , xk0θ], it follows that the subterm R in M′ matches in-
stances of variables from M0 via θ. However, if there exist at least one occurrence
of a variable y ∈ Var(M0) such that yθ = R, one has: M′ = xθ ⊕ yθ, and then, CM0
would contain an instance of ⊕. Contradiction.
0.b) l = 0 and r′ > 0
That is, A
de f
=
r′⊕
i=1
C′i [Ti1 , . . . ,Tisi ] =AC CM0 [x1θ, . . . , xk0θ], with C
′
i |ε  ⊕ and C′i  , for
all i = 1, . . . , r′. Notice that this case happens only when r′ = 1. Otherwise, occurrences
of ⊕ in CM0 would be necessary.
Suppose that r′ = 1. Then, C[T11 , . . . ,T1s1 ] =AC CM0 [x1θ, . . . , xk0θ]. For each occurrence
of x ∈ Var(M0) in A, it follows that: either xθ occurs as a subterm of T1 j , for some
j = 1, . . . , s1; or xθ = C
′′
1 [T
′
1, . . . ,T
′
s] for some subtermC
′′
1 [T
′
1, . . . ,T
′
s] ofC
′
1[T11 , . . . ,T1s1 ].
0.c) l > 0 and r′ > 0
That is, A
de f
= M′ ⊕
r′⊕
i=1
C′i [Ti1 , . . . ,Tisi ] =AC CM0 [x1θ, . . . , xk0θ], where C
′
i |ε  ⊕ and
C′i  , for i = 1, . . . , r′. In this case, at least one occurrence of ⊕ in CM0 is necessary.
This case does not happen.
Induction Step. Suppose that CM0 contains n occurrences of ⊕. That is, CM0 [x1, . . . , xk0 ] =
C′M0 [CM01[x1, . . . , xu] ⊕ CM02[xu+1, . . . , xk0 ]], for some context C′M0 that does not contain occur-
rence of⊕, and contextsCM01 andCM02 such that #{occurrences of ⊕in CM01}∪#{occurrences of ⊕
inCM02} ≤ n − 1. This case will be divided in the following subcases:
1. C′M0 |ε = f , f  ⊕.
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1.1 l > 0 and r′ = 0, that is, M0 is not headed with ⊕;
Then, A
de f
= M′ =AC C′M0 [CM01[x1θ, . . . , xuθ] ⊕ CM02[xu+1θ, . . . , xk0θ]] The only pos-
sible case happens when l = 1 and then the reduction would happen in M′1. At the
same time, M′1 ⊕ M
′′
1 ∈ sat(Γ) wherefore, M′1 is in normal form. Contradiction.
1.2 l = 0 and r′ > 0;
Then, A
de f
=
r′⊕
i=1
C′i [Ti1 , . . . ,Tisi ] =AC C
′
M0 [CM01[x1θ, . . . , xuθ]⊕CM02[xu+1θ, . . . , xk0θ]].
Since C′M0 |ε  ⊕, the only possible case happens when r′ = 1. Thus, for each
x ∈ Var(M0), it follows that: xθ occurs as in case 1 or case 4. And the result follows.
1.3 l > 0 and r′ > 0. In this case, A
de f
= M′⊕
r′⊕
i=1
C′i [Ti1 , . . . ,Tisi ] =AC C
′
M0 [CM01[x1θ, . . . , xuθ]⊕
CM02[xu+1θ, . . . , xk0θ]]. Since C
′
M0
|ε  ⊕, this case is not possible.
2. C′M0 = , that is, M0 is headed with ⊕.
Then, CM0 [x1, . . . , xk0 ] = CM01[x1, . . . , xu] ⊕ CM02[xu+1, . . . , xk0 ]. The analysis will be di-
vided in the following subcases:
2.1) l > 0 and r′ = 0.
Then, A
de f
= M′1 ⊕ . . . ⊕ M′l =AC CM01[x1θ, . . . , xuθ] ⊕ CM02[xu+1θ, . . . , xk0θ]. Suppose that
the occurrence of ⊕ which is explicit in CM0 matches with an occurrence of ⊕ in A in
the following way: M′1 ⊕ . . . ⊕ M′k =AC CM01[x1θ, . . . , xuθ] and M′k+1 ⊕ . . . ⊕ M′l =AC
CM02[xu+1θ, . . . , xk0θ], with 1 ≤ k ≤ l. Since CM01 and CM02 are contexts with a number
< n of occurrences of ⊕ in its composition, the result follows by induction hypothesis.
Suppose that the occurrence of ⊕ that is explicit in CM0 matches with an occurrence of ⊕
of A in the following way: u1 ⊕ . . . ⊕ uq =AC CM01[x1θ, . . . , xuθ] and M∗1 ⊕ . . . ⊕ M∗q ⊕
M′q+1 . . . ⊕ M′l =AC CM02[xu+1θ, . . . , xk0θ]. where M′j = u j ⊕ M∗j for 1 ≤ j ≤ q ≤ l. And the
result follows by induction hypothesis.
2.2) l = 0 and r′ > 0.
Then A
de f
=
r′⊕
i=1
C′i [Ti1 , . . . ,Tisi ] =AC CM01 [x1θ, . . . , xuθ] ⊕CM02 [xu+1θ, . . . , xk0θ].
This case happens only when the occurrence of ⊕ that is explicit in CM0 matches with the
j-th occurrence of ⊕ in A, for some j ∈ N, 1 ≤ j ≤ r′. That is,
j⊕
i=1
C′i [Ti1 , . . . ,Tisi ] =AC CM01[x1θ, . . . , xuθ]
r′⊕
i= j+1
C′i [Ti1 , . . . , Tisi ] =AC CM02[xu+1θ, . . . , xk0θ]
and the result follows by induction hypothesis.
2.3) l > 0 and r′ > 0.
Then, A
de f
= M′ ⊕⊕r′i=1 C′i [Ti1 , . . . ,Tisi ] =AC CM01 [x1θ, . . . , xuθ] ⊕ CM02 [xu+1θ, . . . , xk0θ].
The following possibilities have to be analysed:
• M′ =AC CM01 [x1θ, . . . , xuθ] and
⊕r′
i=1 C
′
i [Ti1 , . . . ,Tisi ] =AC CM02 [xu+1θ, . . . , xk0θ].
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• M′ =AC CM01 [x1θ, . . . , xuθ] and R2⊕
⊕r′
i=1 C
′
i [Ti1 , . . . ,Tisi ] =AC CM02 [xu+1θ, . . . , xk0θ],
for subterms R1 and R2 of M′ such that M′ =AC R1 ⊕ R2.
• R1
⊕m
i=1 C
′
i [Ti1 , . . . ,Tisi ] =AC CM01 [x1θ, . . . , xuθ] and R2
⊕r′
i=m+1 C
′
i [Ti1 , . . . ,Tisi ] =AC
CM02 [xu+1θ, . . . , xk0θ] for subterms R1 and R2 of M
′ such that M′ =AC R1 ⊕ R2 and
some s ∈ N, with m ≤ r′.
In all the cases the result follows by induction hypothesis.
Example 11. Consider the case where C′i [Ti1 , . . . ,Tisi ] = g( f (Ti1 ,Ti2 ,Ti3 ),Ti4 ), where C
′
i [ ] =
g( f ( , , ), ), f , g ∈ ΣE , f  ⊕ and g  ⊕. The case in which xθ = f (Ti1 ,Ti2 ,Ti3 ) is an example
of an instance of variable x being in case 4. The case in which yθ = T ′i4 , where Ti4 = h(T
′
i4
) (for
some h ∈ ΣE) is an example of a variable y being in case 313.
Proposition 33. . The case 5 of Proposition 32 does not occur simultaneously with cases 1, 2 ou
3 for the same variable x.
Proof. The proof follows by the analysis of each possible case.
• If case 5 were to occur simultaneously with case 1 (or case 3) for the same variable x, then
xθ = R ⊕⊕ki=1 C′i [Ti1 , . . . ,Tisi ] would be a subterm of Ti or M′i .
Suppose that xθ is subterm of M′i , for some index i. Then, C
′
i [Ti1 , . . . ,Tisi ] ∈ stE(M′i ) ⊆
stE(M′i ⊕ M
′′
i ) ⊆ stE(), since M′i ⊕ M
′′
i ∈ sat(Γ). Therefore, by item 2 of Deﬁnition 12,
one has C
′
i [Ti1 , . . . ,Tisi ] = T ∈ sat(Γ) contradicting the fact that the context C′ satis-
ﬁes Lemma 30 (i.e., C′i |  ) for each i = 1, . . . , k. The analysis is similar when
C
′
i [Ti1 , . . . ,Tisi ] ∈ stE(Ti)
• If case 5 were to occur simultaneously with case 2 for the same variable x.
On one hand, xθ = R ⊕
k⊕
i=1
C′i [Ti1 , . . . ,Tisi ] for a subterm R of M
′. On the other hand,
M′ = xθ ⊕ R1. for some subterm R1 of M′. Then M′ =AC R ⊕C′i [Ti1 , . . . ,Tisi ] ⊕ R1. Since,
for each i = 1, . . . , k, C′i |ε  ⊕ and C′i  , one has that C′i [Ti1 , . . . ,Tisi ] is a subterm of
M′j, for some 1 ≤ j ≤ l, and the contradiction follows similarly to the previous case.
Proposition 34. The case 4 of Proposition 32 does not occur simultaneously with cases 1, 2 or
3.
Proof. The proof is done by analysing the cases: When case 4 occurs simultaneously with case 1
or 3 for the same variable x ∈ Var(M0) the analysis is similar to the proof the the previous
lemma; When case 4 occurs simultaneously with case 2 the contradiction follows from the fact
that C′′ satisﬁes Lemma 30.
13These cases were not considered in Lemma 11 [1]
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Remark 7. [Justiﬁcation] Notice what happens when case 5 of Proposition 32 occurs simulta-
neously with case 4 for an occurrence of the same variable x:
On one hand, xθ = R ⊕⊕ki=1 C′i [Ti1 , . . . ,Tisi ], for some subterm R (which may be empty) of
M′ and some k ∈ N, such that 1 ≤ k ≤ r′. On the other hand, xθ =AC C′′ [T ′1, . . . ,T
′
s], for some
context C
′′
that satisﬁes the Lemma 30 (that is, C
′′
 ) and subterms T ′1, . . . ,T
′
s of the terms
T1, . . . ,Tk ∈ sat(Γ) such that C′′ [T ′1, . . . ,T
′
s] is subterm of C
′
j[T j1 , . . . ,T js j ], for some j ∈ N,
1 ≤ j ≤ r′. Therefore, R ⊕⊕ki=1 C′i [Ti1 , . . . ,Tisi ] =AC C′′ [T ′1, . . . ,T ′s] =AC C′j[T j1 , . . . ,T js j ]|q. for
some position q  ε.
By hypothesis, T ′1, . . . ,T
′
s are subterms of the terms T1, . . . ,Tk ∈ sat(Γ), the only way to split
the terms T1, . . . ,Tk ∈ sat(Γ) in “independent subterms” happens when this term is headed with
⊕. That is, there exists at least one term Tn = un ⊕ vn, for some index n ∈ N and subterms un and
vn such that the context C′j has the following form:
C′j[T j1 , . . . ,Tn, . . . ,T js j ] =AC C
′′
j [C
∗
j [T j1 , . . . ,Tn−1,Tn+1, . . . ,Ts] ⊕ Tn, . . . ,T]
=AC C
′′
j [C
∗
j [T j1 , . . . ,Tn−1,Tn+1, . . . ,Ts] ⊕ (un ⊕ vn), . . . , T js j ]
=AC C
′′
j [(C
∗
j [T j1 , . . . ,Tn−1, Tn+1, . . . ,Ts] ⊕ un)︸︷︷︸
C′j[T j1 ,...,T js j ]|q
⊕vn, . . . ,T js j ]
Lemma (Lifting) Let E be an N-locally stable theory and Γ = {M1, . . . ,Mn} a set of ground terms
in normal form. For every context C1, for every T1, . . . ,Tk ∈ sat(Γ), for every term T such that
C1[T1, . . . ,Tk] →R∪AC T , there exists an AC-normal context C2, and terms T ′1, . . . ,T ′l ∈ sat(Γ),
such that T
∗→R∪AC C2[T ′1, . . . ,T ′l ].
Proof. Suppose that C1[T1, . . . ,Tk] →AC T , for a normal context C1 and terms T1, . . . ,Tk ∈
sat(Γ). Notice that, since E is AC-convergent, every context can be normalised. From Propo-
sition 32 it follows that: C1[T1, . . . ,Tk] = C′[M
′′ ⊕ M′ ⊕⊕ri=1 C′i [Ti1 , . . . ,Tisi ],T1, . . . ,Tk], for
some context C′ and r ∈ N. For each i = 1, . . . , r, C′i |  ⊕, C′i  , Ti1 , . . . ,Tisi ∈ sat(Γ),
i j ∈ {1, . . . , k}, the terms M′ and M′′ are such that M′ = M′1 ⊕ . . .⊕M′l , M
′′
= M
′′
1 ⊕ . . .⊕M
′′
l with
M′j ⊕ M
′′
j ∈ sat(Γ), where l ∈ N and 1 ≤ j ≤ l. Then, there exists a subterm A of C[T1, . . . ,Tk]
such that A
de f
= M′ ⊕⊕r′i=1 C′i [Ti1 , . . . ,Tisi ] (for some r′ ∈ N, 1 ≤ r′ ≤ r) is an instance M0θ
(modulo AC) the (lhs) of some rule M0 → N0 ∈ RE . For each x ∈ Var(M0) one has that xθ
occurs as in the cases 1, 2, 3, 4 or 5 of Proposition 32, for some substitution θ.
Since for every T ∈ sat(Γ), T ↓ ∈ sat(Γ) one can assume, without loss of generality, that all
the terms T1, . . . ,Tk in sat(Γ) are in normal form. Therefore, the reduction cannot occur inside
the terms Ti, 1 ≤ i ≤ k.
Without loss of generality, suppose that the variables of M0 are x1, . . . , xk1 , y1, . . . , yk2 , z1, . . . , zk3 ,
where xi’s are in the cases 1, 2 or 3, zr’s are in the case 4 which do not occur simultaneously with
case 5, and y j’s are in case 5 or case 4 which occur simultaneously with case 5.
For each variable y j, consider the l (for some l ∈ N) occurrences of y jθ in A:
y jθ =AC R1j ⊕
k⊕
i=1
C j1i[T
1
i1 , . . . ,T
1
isi
]( 1st occurrence)
=AC R2j ⊕
k⊕
i=1
C j2i[T
2
i1 , . . . , T
2
isi
]( 2nd occurrence) =AC . . . =AC Rlj ⊕
k⊕
i=1
C jli[T
l
i1 , . . . , T
l
isi
]( lth occurrence)
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where for each u, 1 ≤ u ≤ l, Ruj is subterm of M′, and each context C jui are such that C jui |ε  ⊕
and C jui  . The superscripts on the terms Ti1 , . . . ,Tisi ∈ sat(Γ) indicate the number of the
occurrence that each one of the terms occur.
For each i, denote with cl(C jui[T
u
i1
, . . . ,Tuisi ]) the class of C
j
ui[T
u
i1
, . . . ,Tuisi ] modulo AC, and
associate with a fresh name acl(C jui[Tui1 ,...,T
u
isi
]) each class cl(C
j
ui[T
u
i1
, . . . ,Tuisi ]), 1 ≤ u ≤ l. Then,
acl(C jui[Tui1 ,...,T
u
isi
]) = acl(C jvi[Tvi1 ,...,T
v
isi
]) whenever C
j
ui[T
u
i1
, . . . ,Tuisi ]) =AC C
j
vi[T
v
i1
, . . . ,Tvisi ]), for some
1 ≤ v ≤ l.
In each equation Ruj⊕
⊕k
i=1 C
j
ui[T
u
i1
, . . . ,Tuisi ] =AC R
v
j⊕
⊕k
i=1 C
j
vi[T
v
i1
, . . . ,Tvisi ], eachC
j
ui[T
u
i1
, . . . ,Tuisi ]
should be equal modulo AC to one of the C jvi[T
v
i1
, . . . ,Tvisi ].
If someC jui[T
u
i1
, . . . ,Tuisi ] were equal to some subterm of R
v (for some v), thenC jui[T
u
i1
, . . . ,Tuisi ]
would be a term of sat(Γ), contradicting Lemma 30. Thus,
R1j ⊕
k⊕
i=1
acl(C j1i[T1i1 ,...,T
1
isi
]) =AC R
2
j ⊕
k⊕
i=1
acl(C j2i[T2i1 ,...,T
2
isi
]) =AC . . . =AC R
l
j ⊕
k⊕
i=1
acl(C jli[Tli1 ,...,T
l
isi
])
de f
= Tyj .
For each variable zt (1 ≤ t ≤ k3) consider the m ∈ N occurrences of zt in A:
ztθ =AC C
′′
t1 [T
1
1 , . . . ,T
1
r ]︸︷︷︸
1st occurrene
=AC . . . =AC C
′′
tm[T
m
1 , . . . ,T
m
r ]︸︷︷︸
m−th occurrence
.
Notice that the subscript w ∈ {1, . . . ,m} represents the occurrence of zt in A. For each w,
the context C
′′
tw and the terms T
w
1 , . . . ,T
w
r satisfy the conditions of case 4 of Proposition 32.
Similarly to the previous case, write cl(C
′′
tw [T
w
1 , . . . ,T
w
r ]) for the class C
′′
tw [T
w
1 , . . . ,T
w
r ] modulo
AC, and associate a fresh name bcl(C′′t [T1,...,Tr])) with each class. Thus, ztθ =AC bcl(C′′t [T1,...,Tr]).
Let θ′ be a substitution such that: xiθ′ = xiθ, y jθ′ = Tyj and ztθ′ = bcl(C′′t [T1,...,Tr]). Let T2 be the
term obtained from
⊕r′
i=1 C
′
i [Ti1 , . . . ,Tisi ] by replacing each C
j
ui[T
u
i1
, . . . ,Tuisi ] with acl(C
j
ui[T
u
i1
,...,Tuisi
])
and each C
′′
tw [T
w
1 , . . . ,T
w
r ] with bcl(C′′t [T1,...,Tr]):
r′⊕
i=1
C′i [Ti1 , . . . ,Tisi ] = C
′
1[T11 , . . . ,T1s1 ] ⊕ . . . ⊕C′r′ [Tr′1 , . . . ,Tr′sr′ ]
=AC
k⊕
i=1
C′i [Ti1 , . . . ,Tisi ] ⊕
r′⊕
u=k+1
C
′′
u [Tu1 , . . . , Tusu ]︸︷︷︸
instances of z
=AC
m⊕
i=1
C′i [Ti1 , . . . ,Tisi ] ⊕
k⊕
u=m+1
acl(C′u[Tu1 ,...,Tusu ]) ⊕
r′⊕
u=k+1
bcl(C′′t [T1 ,...,Tr ])
= . . . = C2[S 1, . . . , S n] ⊕ S ′a ⊕ S b = C3[S 1, . . . , S n, S ′a] == T2
for some S 1, . . . , S n, S ′a ∈ sum⊕(sat(Γ), n˜) and |C3| ≤ |CM0 |.
On one hand, A = M′ ⊕ ri=1 C′i [T1, . . . ,Tk] =AC M0θ. On the other hand, M′ ⊕ T2 is an
instance M0θ′ of M0. Therefore, M′⊕M′′ ⊕T2 h→ M′′ ⊕N0θ′ where M′⊕M′′ =AC
⊕l
i=1 M
′
i⊕M
′′
i =
S ′, for some S ′ ∈ sum⊕(sat(Γ), n˜), since M′i ⊕ M
′′
i ∈ sat(Γ), for 1 ≤ i ≤ l.
Hence, M′ ⊕M′′ ⊕T2 =AC S ′ ⊕C3[S 1, . . . , S n, S ′a] = C4[S ′, S 1, . . . , S n, S ′a]
h→AC M′′ ⊕N0θ′.
Notice that, since C4 is a context normal, it follows that |C4| = |CM0 | ≤ cE , by applying rule 3 of
Deﬁnition 12 the result follows.
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Appendix B. Proofs of Section 6
Proof of Proposition 19
Proof. By induction on the structure of the EAG-context, one can prove that :
“if C[S 1, . . . , S l]
h→ M, where C is a normal EAG-context such that |C| ≤ cEAG , and where
S 1, . . . , S l ∈ sum+(, n˜), for an AC-symbol +, then there exist an EAG-context C′, a term M′, and
terms S ′1, . . . , S
′
k ∈ sum+(sat(Γ), n˜), such that M
∗→R∪AC M′ =AC C′[S ′1, . . . , S ′k]”
Base Case C[ ] = is the empty EAG-context.
It follows that l = 1 and C[S 1] = S 1
h→ M where S 1 ∈ sum+(sat(Γ)), that is,
S 1 = α1T1 + . . . + αnTn +
r∑
j=1
β jn j
︸︷︷︸
A
, (B.1)
for αi, β j ∈ N∗, Ti ∈ sat(Γ) and nj  n˜ ( 1 ≤ i ≤ n and 1 ≤ j ≤ r). The proof follows by analysis
of the rewrite rule from Rn applied in (B.1).
Notice that, in this case, the rule i(x + y) → i(x) + i(y) could only be applied in some Ti ∈
sat(Γ), by hypothesis, the terms in sat(Γ) are in normal form. Therefore, it is necessary to analyse
only the applications in S 1 of the following rules:
1. The rule is x + i(x)→ 0;
For this case one has to observe that C[S 1] = S 1 = α1T1 + . . . + αnTn for αi ∈ N and
Ti ∈ sat(Γ), is a combination of terms in KΓ, and the result follows easily.
2. The rule is x + 0→ x;
Suppose that Ti = 0 for some index i in (B.1). The result follows straightforwardly.
Induction Step: One has to analyse normal EAG-contexts C such that 1 ≤ |C| ≤ cEAG .
The following EAG-contexts will be analysed:
1. C[ ] = i( )
In this case one has C[S 1] = i(S 1)
h→ M and either rule i(i(x)) → x or rule i(x + y) →
i(x) + i(y) can be applied.
• the rule i(i(x))→ is applied.
Then, S 1 = T1 = i(T ′1) where Ti ∈ sat(Γ). Therefore, C[S 1] = i(i(T ′1))
h→ T ′1 ∈ sat(Γ)
by rule 4 of the deﬁnition of sat(Γ) for Abelian Groups. The result follows for an
empty EAG-context.
• the rule i(x + y)→ i(x) + i(y) is applied. In this case, C[S 1] = i(α1T1 + . . . + αnTn +
r∑
j=1
β jn j
︸︷︷︸
A
) for αi, β j ∈ N∗, Ti ∈ sat(Γ) and n j  n˜ ( 1 ≤ i ≤ n and 1 ≤ j ≤ r). Using the
AC properties, it follows that
C[S 1] = i(α1T1 + . . . + αnTn + A) = i(T1 + (α1 − 1)T1 + . . . + αnTn + A)
h→ i(T1) + i((α1 − 1)T1 + . . . + αnTn + A) = M
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Proceeding analogously, it follows that M
∗→ α1i(T1) ↓ +α2i(T2) ↓ + . . .+i(αnTn+A).
Since Ti ∈ sat(Γ) for 1 ≤ i ≤ n, it follows by deﬁnition of sat(Γ) for Abelian Groups
that i(Ti) ↓∈. Therefore, the result follows for the context C[] = + i( ).
2. C[ ] = +
In this case, one has
C[S 1, . . . , S k] = S 1 + . . . + S k (B.2)
where S 1, . . . , S k ∈ sum+(sat(Γ), n˜). Reorganising the repeated terms from sat(Γ) in (B.2),
one has that C[S 1, . . . , S k] = S 1+ . . .+S k =AC S ′ ∈ sum+(sat(Γ), n˜), and the result follows
by the Base Case.
3. C[ ] = i( ) + i( ) and C[ ] = + i( ). These cases are similar to the previous.
Appendix C. Proof of Lemma 23
Proof. We want to prove that
“If C[S 1, . . . , S k]
h→ M where C is a normal EAGh-context such that |C| ≤ cEhAG = 5 and where
S 1, . . . , S k ∈ sum⊕(sat(Γ), n˜) ( for ⊕ ∈ {+, •}), then there exist a normal context C′, a term M′
and terms S ′1, . . . , S
′
r ∈ sum⊕(sat(Γ), n˜) ( for ⊕ ∈ {+, •}) such that M
∗→ M′ =AC C′[S ′1, . . . , S ′r]”
The proof is by induction on the structure of the EAGh -context.
Base Case. C = , that is, C is the empty EAGh -context.
Then k = 1 and C[S 1] = S 1
h→ M, S 1 ∈ sum⊕(sat(Γ), n˜) for ⊕ ∈ {+, ·}.
1. ⊕ = +
Then S 1 = α1T1 + . . . + αnTn + β1n1 + . . . + βrnr︸︷︷︸
A
where Ti ∈ sat(Γ), n j  n˜, αi, β j ∈ N for
1 ≤ i ≤ n and 1 ≤ j ≤ r.
Notice that, the function symbol + is only applied to exponents (which are integers).
The analysis follows by examining the rules applied in S 1. Since S 1 is composed of normal
terms T1, . . . ,Tn, the possible applicable rules are:
1.1 The rule is x + 0→ x:
In this case, there must be an index i such that Ti = 0, for 1 ≤ i ≤ n. Suppose, without
loss of generality that i = 1, then
S 1 = α10 + α2T2 + . . . + αnTn + A =AC 0 + ((α1 − 1)0 + α2T2 + . . . + αnTn + A)
h→ ((α1 − 1)0 + α2T2 + . . . + αnTn + A) = M.
Repeating the reasoning above, it follows that M
∗→ α2T2 + . . .+ αnTn + A = M′ =AC′
S ′1 ∈ sum+(sat(Γ), n˜), and the result follows for the empty EAGh -context.
1.2 x + i(x)→ 0
This case is similar to the proof for Abelian Groups.
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2. ⊕ = •.
Then S 1 = T
α1
1 · . . . · Tαnn · nβ11 · . . . · nβrr︸︷︷︸
B
where Ti ∈ sat(Γ), n j  n˜, αi, β j ∈ N for 1 ≤ i ≤ n
and 1 ≤ j ≤ r.
Remark 8. Notice that the function symbol · (multiplication ) is applied in exponentials
(elements of the group Z∗p), products between an element of Z∗p and an integer, that is, the
case in which the rule exp(h(x), y)→ h(x · y) has been applied.
The possible rules that can be applied in S 1 are:
2.1 x · 1→ x. This case is similar to case 1.1 above.
2.2 h(x) · h(y)→ h(x + y);
In this case there exist indexes i, j ∈ {1, . . . , n} such that Ti = h(T ′i ) · ui, T j = h(T ′j) · u j,
where ui and u j are possibly empty. Then,
S 1 =AC T
α1
1 · . . . · Tαii · . . . · T
α j
j · . . . · Tαnn · B =AC (Ti · T j) · (Tα11 · . . . · T (αi−1)i · . . . · T
(α j−1)
j · . . . · Tαnn ) · B︸︷︷︸
T
=AC (h(T ′i ) · ui · h(T ′j) · uj) · T
h→ h(T ′i + T ′j) · ui · uj · T = M
via rule h(x) · h(y)→ h(x + y).
Repeating the same reasoning, it follows that M
∗→ h(αiT ′i +α jT ′j) · uαii · uα jj ·T ∗ where
T ∗ = Rγ11 · . . . · Rγmm · B, where Rj ∈ {T1, . . . ,Tn} − {Ti,T j} and γ j = α j.
Since Ti,T j ∈ sat(Γ) and Ti ·T j h→ h(T ′i +T ′j) ·ui ·u j = N via rule h(x) ·h(y)→ h(x+y),
it follows, by rule 7 of Deﬁnition 27 of sat(Γ), that N ↓= (h(T ′i + T ′j) · ui · uj) ↓∈
sat(Γ) ⊂ sum•(sat(Γ), n˜). Therefore, M ∗→ (h(αiT ′i + α jT ′j) · uαii · uα jj ) ↓ ·T ∗ =AC S ′ ∈
sum•(sat(Γ), n˜), and the result follows for an empty context.
2.3 x · j(x)→ 1;
This case is similar to + AC function symbol, and uses the deﬁnition of sets K⊕
Γ
and
A⊕
Γ
, when ⊕ = ·.
Induction Step. We will analyse the possible normal EAGh -contexts C such that |C| ≤ cEAGh = 5.
1. C[ ] = i(T [ ]) for |T [ ]| ≤ 4. In this case, the proof is similar to the theory of Abelian
Groups EAG.
2. C[ ] = j(T [ ]) for |T [ ]| ≤ 4. In this case, we haveC[S 1, . . . , S r] = j(C[S 1, . . . , S r]) h→ M.
For a head reduction one of the following conﬁgurations of EAGh -contexts must happen:
(a) T [ ] = j(T ′[ ]) or T [ ] = h(T ′[ ]) or T [ ] = T1[ ] · T2[ ]
Notice that , C[ ] = j( j(T ′[ ]) or C[ ] = j(h(T ′[ ]) or C[ ] = j(T1[ ] · T2[ ]) are not
normal EAGh -contexts, contradicting the hypothesis of the Lemma.
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(b) T [ ] = , is the empty context.
In this case, we have C[S 1] = j(S 1)
h→ M, and the reduction may happen via an
application of rules: j(h(x))→ h(i(x)), or j(x · y)→ j(x) · j(y).
For the ﬁrst rule, S 1 = h(T1) where h(T1) ∈ sat(Γ) is in normal form. Then,
C[S 1] = j(h(T1))
h→ h(i(T1)) = M. Notice that, there might be a reduction in
i(T1) via application of rule i(i(x)) → x or i(x + y) → i(x) + i(y). By Deﬁni-
tion 26 it follows that j(N1) ↓= N ∈ satS (Γ), for all N1 ∈ satS (Γ). Therefore,
C[S 1] = j(h(T1))
h→ h(i(T1)) ∗→ N ∈ satS (Γ) and the result follows for the empty
EAGh -context C′[ ] = and N ∈ sum⊕(satS (Γ), n˜) for ⊕ ∈ {+, ·}.
For the second rule, we would have S 1 = T
γ1
1 · T γ22 · . . . · T γnn for T j ∈ sat(Γ), γ j, n ∈
N, 1 ≤ j ≤ n for some n ≥ 2. Then,
C[S 1] = j(S 1) = j(T
γ1
1 · T γ22 · . . . · T γnn )
h→ j(T1) · j(T γ1−11 · T γ22 · . . . · T γnn ) = M
∗→ j(T1) ↓γ1 · j(T2) ↓γ2 · . . . · j(Tn) ↓γn) = S ′ ∈ sum•(sat(Γ), n˜)
Since Ti ∈ sat(Γ) it follows that j(Ti) ↓∈ sat(Γ) (1 ≤ i ≤ n), and the result follows
for the empty context.
3. C[ ] = h(T [ ]) for |T [ ]| ≤ 4
According to the rewriting rules, there is no possible reduction happening in the head of
C[ ] unless C[S 1] = h(0), i.e., C1 = 0 and the result is trivial.
4. C[ ] = exp(C1[ ],C2[ ]) for |C1[ ]| + |C2[ ]| ≤ 4
That is, C[S 1, . . . , S r] = exp(C1[S 1, . . . , S k],C2[S k+1, . . . , S r])
h→ M. This case only hap-
pens for C1 = and S 1 = T1 = h(T ′1) ∈ sat(Γ). Therefore,
C[S 1, . . . , S r] = exp(S 1,C2[S 2, . . . , S r]) = exp(h(T ′1),C2[S 2, . . . , S r])
h→ h(T ′1 ·C2[S 2, . . . , S r]) = M
Notice that M =AC C′[S ′1, . . . , S
′
r], where C
′[ ] = h( · C2[ ]) and |C′| = |C2| + 3 ≤
4 − |C1| + 3 = 7 − |C1|, therefore, 4 ≤ |C1| ≤ 6.
5. C[ ] = C1[ ] +C2[ ] for |C1[ ]| + |C2[ ]| ≤ 4
Then, C[S 1, . . . , S k] = C1[S 1, . . . , S q] + C2[S q+1, . . . , S k] Since the AC symbols do not
distribute over each other, it follows that: if Ci is headed with a function symbol diﬀerent
from + the result follows by I.H.; if Ci is headed with + we split the Ci into sums and
repeat the reasoning.
6. C[ ] = C1[ ] ·C2[ ] for |C1[ ]| + |C2[ ]| ≤ 4.
The analysis is similar to the previous case.
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