In many elds of applications, test statistics are obtained by combining estimates from several experiments, studies or centres of a multi-centre trial. The commonly used test procedure to judge the evidence of a common overall e ect can result in a considerable overestimation of the signi cance level, leading to a high rate of too liberal decisions. An alternative test statistic is presented and a better approximating test distribution is derived. Explicitely discussed are the methods in the unbalanced heteroscedastic 1-way random ANOVA model and for the probability di erence method, including interaction treatment by centres. Numerical results are presented by simulation studies.
Introduction
The problem of judging an overall e ect from several studies or experiments arises in a variety of application elds. However, not only in meta-analysis of composed individual results but also in analysing multi-centre trials, for instance one has separated samples with heterogenous error variances and possibly an interaction of treatments with centres to asses the overall e ect. Taking the e ects of this interaction as random, one gets the so-called random e ects model of meta-analysis, cf. sec. 2. In the commonly used method of meta-analysis, tracing back to Cochran (1937 Cochran ( , 1954 , one gets the variance of the overall e ect by estimating its components seperately, and for the corresponding test statistic the standard normal distribution is taken as test distribution, cf. sec. 3. Now, this procedure is observed not to hold the prescribed signi cance level, which can lead to a high rate of too liberal decisions. That phenomenon mainly is not a problem of the type of variance estimator involved. Computational experience with other estimators than the usual unbiased one, for instance also with a kind of nonnegative minimum biased estimator, as discussed by Hartung (1981) , yield qualitatively no essential improvements in the signi cance levels obtained. Therefore in the following, cf. sec. 4, an estimation function is introduced that estimates the variance of the weighted mean directly, based in its realisation on weights which on a rst stage are estimated upon some other estimation principle, for instance here is cosen the classical one. Further, its distribution is approximated by equating the rst two moments to that one of a 2 -distribution, such that the test of signi cance for the overall e ect becomes an approximate t-test that is more able to hold the actual signi cance level near the prescribed one. The performance of the test procedures is discussed, including simulation studies, in the unbalanced heteroscedastic random 1-way ANOVA model, cf. sec. 5, and, nally, in order to demonstrate the application to data that don't follow an ANOVA model, to the probability di erence method, cf. sec. 6, comparing two proportions that are observed several times. Sometimes there is the opinion that one should avoid the random e ects model because it would be too conservative, and one should better work with the so-called xed e ects model, neglecting the interaction e ect and assuming homogenity with respect to a common mean. Of course, this would lead to a higher actual sigini cance level. However, here it is to say that, even if the xed e ects model is the correct one for the data situation given, also the method commonly used there can yield a high rate of too liberal decisions, e. g. Li/ Shi/ Roth (1994) , B ockenho / Hartung (1998).
The Model
Let^ i for i = 1; : : : ; k; k 2, be stochastically independent normally distributed unbiased estimators for the common mean of k independent experiments, studies or centres of a multi-centre trial, which also let provide stochastically independent unbiased estimators c 2 i > 0, (a. (1) e. g. Cochran (1937 Cochran ( , 1954 , Yates/ Cochran (1938) , Hedges/ Olkin (1985) , DerSimonian/ Laird (1986), Whitehead/ Whitehead (1991) , Draper et al. (1992) . Of main interest here is to test a hypothesis like H 0 : 0 against H 1 : > 0; (2) respectively to derive a con dence interval for the common mean . Denote 
Now, for a realisation, the involved parameters have to be estimated.
Note that in applications often c i is a function of further parameter estimates, for instance a mean di erence or an e ect size of two treatments, or e. g. the di erence, cf. sec. 6, the (log) odds ratio or relative risk of two observed proportions, cf. the references cited above, and c 2 i frequently is only an approximation, e.g. via the delta-method. The general assumptions for c i and c 2 i then can be ful lled only in approximation, of course, implying the same for resulting properties.
3 The commonly used method Let denote ! i = 1= 2 i ; i = 1; : : : ; k, and ! = P k i=1 ! i , then, e. g. Chochran (1954) , DerSimonian/ Laird (1986) , Whitehead/ Whitehead (1991) , an unbiased estimator of 
the common mean is estimated by^
and the test statistic under = 0 is taken as T 1 :=^ q 1=^ appr:
Caused by distributional de ciencies, cf. also Li et al.(1994) , B ockenho / Hartung (1998), the resulting test procedure is not satisfactory, because of the observation that the actual levels attained by the test can arise much above the prescribed level, leading to a high rate of too liberal decisions, cf. the simulation results in sec. 5 and 6.
4 A re ned method 
where I denotes the (k k) identity matrix and
noting that P k j=1 j = 1 and 1 0 1 j = 1. Further, we get trace(MD) = k ? P k i=1 i = k ? 1, which completes the proof of (i). To (ii): There is with (i)
which yields (ii).
Note that a result like (i) (for 2 a = 0) is stated already by Cochran (1937, p. 111 ); however, a direct proof that refers to a 2 -criterion for quadratic forms we could not nd in the literature. Now S( )=(k ? 1) is an unbiased estimator of var( 0 x) = 1= , but for a realisation, one has to replace by an estimate, and then in numerical experiences it proves to be much more sensitive with respect to alterations in the -estimates than the following estimation function. 
we consider the a ne quadratic (with respect to the random variables) form
and get the following (1 ? 0 = 0; 
we have by R( ) a lower estimator in the following sense:
Hence, a truncated estimator of var(~ ) can be given by the order (pointwise) preserving estimator q m ( ) = maxfQ( ); R( )g; 
where x=0 := +1 for x 0 and x=0 := ?1 for x < 0, then 0 L( ) 1, and we de ne the convex combination of Q and R:
and, regarding ; ; and var(^ 2 i ); i = 1; : : : ; k; as known, the variance of q L can approximately be estimated (L( ) random) by 
If the c 2 i are stochastically independent of the c j ; i; j = 1; : : : ; k; then q L and~ are also stochastically independent, cf. theorem 4.2 (ii), and V q is a better estimate of var(q L ) with respect to bias. For a realisation, now is replaced in q L and in~ q L by its estimator, cf. (7) (ii). De ning, cf. (15) 
where a 1 ; : : : ; a k ; e 11 ; : : : ; e 1n 1 ; : : : ; e kn k are stochastically independent normally distributed random variables with E(a i ) = E(e ij ) = 0; var(a i ) = 1 8.0 6.1 5.8 5.2 7.8 4.7 5.2 4.5 1 2 10.4 7.4 7.6 5.9 9.8 6.0 6.1 5.2 1 7.7 5.3 5.5 5.2 7.1 4.9 4.6 4.7 2 2 9.6 7.0 7.4 6.8 8.6 5.3 4.7 5.6 0.1 1 9.2 6.6 7.2 6.2 8.4 4.6 4.9 5.3 3 2 12.4 9.5 9.3 8.3 11.0 6.0 6.6 6.9 1 11.0 7.8 6.7 7.5 8.7 4.8 4.8 4.7 4 2 15.7 11.7 9.8 11.5 12.3 6.2 6.6 6.4 1 11.4 5.5 5.2 5.1 8.0 4.9 4.5 4.9 1 2 16.7 7.7 7.6 6.9 10.9 5.1 4.6 4.7 1 12.2 5.1 5.3 5.1 8.3 4.8 5.1 5.2 2 2 18.4 6.3 6.9 6.8 11.3 4.9 4.9 4.9 1.0 1 12.8 6.2 5.9 6.5 9. Table 6 .1. Probability di erence method: realized signi cance levels^ % at the nominal level = 5% for the one sided H 01 1st number] and for the two-sided H 02 2nd number, cursive] with the test statistics T 1 ; T 2;1 ; T 2;2 and T 2;3 in the sample designs SD(k) for k = 3 and k = 6. Hence, all our test procedures can approximately be applied. This is illustrated in a simulation study (10 000 runs each) for k = 3 groups of paired samples (n i1 ; n i2 ), with sizes (15,25), (20, 15) , (30, 20) , and for k = 6 groups by an independent replication of the rst samples to get estimates^ of the actual levels attained by the various test statistics -with the prescribed nominal level = 0:05 -for the one-sided hypothesis H 01 : 0 versus H 11 : > 0 and for the two-sided hypothesis H 02 : = 0 versus H 12 : 6 = 0, where under 0 = = p i1 ? p i2 , the probabilities are taken as p ij = 0:2, whereas 2 a here is chosen as 0.01, 0.1, and 0.5. The test procedures, corresponding to T 1 ; T 2;1 ; T 2;2 and T 2;3 , are chosen identically as in sec. 5, where for T 2;3 here the approximate estimate d var( c 2 i ) derived from (33) is used. The results are put together in table 6.1. Now again we observe the realized levels^ for T 1 partially to increase much over the 5%-level, and that the T 2 -variants produce, at the whole, satisfactory results.
Final remark
In this paper we have shown the consequences of the commonly used method for testing hypotheses about the common e ect in combining estimates from several independent studies, experiments or centres of a multi-centre trial, where the occurence of a random interaction of response with centres or studies is included in the considerations. We recommend the use of the proposed alternative test procedure with the better approximating test distribution.
