Speaker diarization of meeting recordings is generally based on acoustic information ignoring that meetings are instances of conversations. Several recent works have shown that the sequence of speakers in a conversation and their roles are related and statistically predictable. This paper proposes the use of speaker roles n-gram model to capture the conversation patterns probability and investigates its use as prior information into a state-of-the-art diarization system. Experiments are run on the AMI corpus annotated in terms of roles. The proposed technique reduces the diarization speaker error by 19% when the roles are known and by 17% when they are estimated. Furthermore the paper investigates how the n-gram models generalize to different settings like those from the Rich Transcription campaigns. Experiments on 17 meetings reveal that the speaker error can be reduced by 12% also in this case thus the n-gram can generalize across corpora.
INTRODUCTION
Speaker Diarization aims at inferring who spoke when in an audio stream. Most of the recent efforts in the domain of meeting diarization have addressed the problem using acoustic or directional information, e.g., MFCC or TDOA features, ignoring the fact that meetings are instances of conversations.
Conversation analysis has been an active research field for long time [1] but only recently several works have focused on statistical modeling of phenomena in conversations. In between those studies, a lot of attention has been devoted to the recognition of roles. Roles are behavioural patterns [2] that speakers exhibit during the conversations. In literature, the term 'speaker role' is used to refer both to formal roles, for instance the chairperson in a meeting or the moderator in a public debate, as well as to functional roles [3] , i.e., the function that each speaker has in a spontaneous conversation. Automatic role recognition based on statistical classifiers has been applied in meetings recordings like the CMU corpus [4] , the AMI corpus [5] and the ICSI corpus [6] as well as Broadcast [7] and telephone [8] conversations. Those works make use of non-verbal features like the speaker turn as well as the speaker sequence statistics. The underlying assumption is that the sequence of speakers in a conversation (thus a meeting), and the roles they have can be jointly modeled and statistically predicted. The sequence of speakers, i.e., the way speakers take turns in a conversation is supposed to be regulated by the role they have in the discussion.
This work was funded by the SNF IM2 project, the EU FP7 SSPNet project and the Hasler fundati on SESAME grant. This paper investigates whether the statistical information on the speaker sequence derived from their roles can be used in speaker diarization of meeting recordings. Previous works (see [9] ), have successfully included statistics on the speaker sequence (referred as interaction patterns) in speaker diarization. However the information was considered recording dependent and not induced by, or put in relation with, any conversation phenomena. This work proposes to model the speaker sequence using n-gram of speaker roles. N-gram models can be then combined with the acoustic information coming from MFCC features. The approach is largely inspired by the current Automatic Speech Recognition (ASR) framework where the acoustic information from the signal, i.e., the acoustic score, is combined with the prior knowledge from the language, i.e., the language model. The most common form of language model is represented by words n-gram. In a similar way, given a mapping speakers to roles, n-gram models can encode the statistical information on how the participants take turns in the conversation.
The investigation is carried on the Augmented Multimodal Interaction (AMI) database annotated in terms of formal roles. Furthermore, all multi-party conversations share similar characteristics like the presence of a moderator (referred as gate-keeper in the literature on functional roles [3] , [10] ), thus the n-gram models should be able to generalize across different data sets. This hypothesis is then investigated on meetings from the Rich Transcription (RT) data.
The paper is organized as follows: section 2 describes the data set, the notation and preliminary experiments in terms of perplexity, section 3 describes the baseline diarization system and its extension to the use of role n-gram, section 4 describes experiments on the AMI corpus and section 5 describes experiments on the RT data set. The paper is finally concluded in section 6.
SPEAKER ROLES AND N-GRAM
The first investigation is based on the AMI meeting database [11] , a collection of 138 meetings recorded with distant microphones for approximatively 100 hours of speech, manually annotated at different levels (roles, speaking time, words, dialog act). Each meeting consists of a scenario discussion in between four participants where each participant has a given role: project manager PM, user interface expert UI, marketing expert ME and industrial designer ID. The scenario consists in four employes of an electronic company that develop a new type of television remote controller. The meeting is supervised by the project manager. The dataset is divided into a training set (98 meetings), an development set (20 meetings) and a test set (20 meetings).
Let us consider the meeting as a sequence of speaker turns; although several definition of speaker turns have been given in literature, we consider here the simplified definition provided by [12] and [13] , i.e., speech regions uninterrupted by pauses longer then 300 ms. More formally, for each meeting the following triplets are available:
where tn is the beginning time of the n-th turn, Δtn is its duration, sn is the speaker associated with the turn and N is the total number of speaker turns in the recording. To simplify the problem, the time in overlapping regions between speakers (including back-channels) is assigned to the speaker that currently holds the floor of the conversation. Let us designate with ϕ(S) → R the one-to-one mapping between the four speakers and the four roles R = {P M, UI, ME, ID}. Given the speakers sequence S = {s1, ..., sn}, the corresponding sequence of roles will be ϕ(S) = {ϕ(s1), ..., ϕ(sn)}. An example of sequence ϕ(S) extracted from a meeting is reported in the following:
...PM, ME, PM, ME, ID, PM, UI, ME, UI, PM, ME, PM, ME, PM...
where it is possible to notice that most of the turns are regulated by the speaker labeled as PM and regular patterns in the sequence appear in the discussion. The sequence S can be modeled using ngrams of roles p(ϕ(sn)|ϕ(sn−1), ..., ϕ(sn−p)), i.e., the probability of the speaker n depends on the roles of the previous p speakers. Thus the probability of S can be written as:
As done in language modeling, the quality of the n-gram models can be measured computing the perplexity of a separate data set. The investigation here is limited to unigrams, bigrams and trigrams estimated on the training set composed of 98 meetings. The perplexity of the independent test data set (20 meetings) is then reported in Table 1. The experiment shows a large drop in perplexity when mov- ing from unigrams to bigrams. Trigrams marginally improve over bigrams. This reveals that conditioning the role of a given speaker to the role of the previous speaker, produces a large reduction in the speaker sequence perplexity. The most probable n-gram models are those that contain the role labeled as Project Manager (PM), i.e., the speaker that coordinates and moderates the discussion. Those n-gram models will be referred as speaker role n-gram and the paper will investigate how this information can be included as prior knowledge in a speaker diarization system.
SPEAKER DIARIZATION WITH ROLES N-GRAM
Speaker Diarization is the task that aims at inferring who spoke when in an audio stream; a common approach is based on agglomerative clustering of speech segments based on acoustic similarity. Often the clustering is followed by a Viterbi re-aglinment step that improves and smooths the speaker sequence [14] . This study is based on the state-of-the-art system described in [15] and briefly summarized in the following. At first multiple distant microphones are beam-formed to produce a single enhanced signal using the Beamformit toolkit [16] . Acoustic features consist of 19 MFCC coefficients extracted using a 30ms window shifted by 10ms. After speech/non-speech segmentation and rejection of non-speech regions, the acoustic features X = {x1, . . . , xT } are uniformly segmented into short chunks. Speech segments are then clustered together until a stopping criterion based on Information Theory is met (see [15] ). This produces an estimate of the number of speakers in the meeting and a partition of the data in clusters, i. e., it associates each acoustic vector xt to a speaker s. The initial segmentation into speakers is referred as T * :
It can be notice that T * is an estimate of the actual speaker turns T (see Eq. 1). After clustering, the speaker sequence is re-estimated using an ergodic Hidden Markov Model/Gaussian Mixture Model where each state represents a speaker. The emission probabilities are modeled as GMMs trained using acoustic vectors xt assigned to speaker s. This step aims at refining the data partition obtained by the agglomerative clustering and improves the speaker segment boundaries [14] . The decoding is performed using a conventional Viterbi algorithm which implements a minimum duration constraint, i. e. the optimal speaker sequence S opt (and the associated speaking time) is obtained maximizing the following likelihood:
The emission probability p(xt|st) of the acoustic vector xt conditioned to speaker st is a GMM, i.e., r w The decoding only depends on the acoustic scores p(X|S) and completely neglects the fact that not all speaker sequences S have the same probability. This new type of information can be included extending the maximization in Eq. 4 as :
In other words, the optimal speaker sequence (and the associated speaker time) can be obtained combining the acoustic score p(X|S) together with the probability of a given speaker sequence p(S). The probability p(S) can be estimated from Eq. 2 if the mapping speakers-roles is known. This is somehow similar to what is done in Automatic Speech Recognition (ASR) where sentences (i. e. word sequences) are recognized combining acoustic information together with linguistic information captured in the language model (n-gram of words). The acoustic score p(X|S) is a pdf (a GMM), while p(S) is a probability. As in ASR, a scale factor and an insertion penalty are introduced to scale those values to comparable ranges. Equation 5 can be solved using a standard Viterbi decoder. Nevertheless the role of each speaker (thus the mapping ϕ(.)) must be known before the decoding. In the experiment section, we will consider the case in which this mapping is given by reference or estimated from data.
AMI CORPUS EXPERIMENTS
This section compares the proposed method with a conventional diarization system that does not include any information on the speaker sequence. The experiments are run on the 20 meetings that compose the evaluation set. As the AMI meetings contain four participants, the agglomerative clustering stops whenever the number of Fig. 1 . Schematic representation of the system in case 2 when the speaker roles estimated from data the segmentation T * Table 2 . Speaker error obtained from the baseline system and the proposed system using unigrams, bigrams and trigrams models on the AMI data. In case 1, the speaker roles are known while in case 2 they are estimated from the data. actual clusters is equal to four. The most common metric for assessing the diarization performances is the Diarization Error Rate [17] which is composed by speech/non-speech and speaker errors. As the same speech/non-speech segmentation is used across experiments, in the following only the speaker error is reported. Table 2 , first row, reports the performance of the baseline system which achieves a speaker error of 14.4%. The n-gram models that encode the conversational patterns are estimated on the training data composed of 98 meetings. The development set is then used to tune the scale factor and the insertion penalty. The obtained values are evaluated on the independent test set (20 meetings). Let us consider two different cases of increasing difficulty: in the first one, the mapping from speakers to roles ϕ(.) is obtained from an oracle, i.e., from the ground-truth reference, while in the second one it is estimated from the data. Case 1 Let us assume the mapping ϕ(.) is available from the groundtruth annotation. P (ϕ(S)) can be directly estimated using Eq. (2) and included during the Viterbi decoding. Unigram, bigram and trigram models are used in this experiment; for each of those, the language model scale and the insertion penalty are tuned on the separate development data set. Results are reported in Table 2 . The use of role n-gram reduces the speaker error by +4%, +18% and +19% respectively. The fact that bigram models largely outperform unigrams shows that the improvements are not simply provided by giving more probability to the most common role. The use of trigrams further improves over the bigrams. Those results are consistent with the perplexity measurements presented in Table 1 . Case 2 Let us now consider the case in which the mapping from speakers to roles ϕ() is unknown. An estimate ϕ * () of this mapping can be obtained from the segmentation T * (the output of the system before Viterbi realignment) using a simple maximum likelihood estimator:
The maximization in Eq. 6 is performed exhaustively searching the space of possible mappings speakers-roles, i. e., ϕ({s h }) → {P M, UI, ME, ID} and selecting the one that maximize the probability of the speaker sequence S * . The search space is quite small in this case, making the exhaustive search possible and computationally inexpensive. Approximatively 70% of the speaker time is correctly labeled in terms of roles. The method can be summarized as (see also Figure 1 ):
1 Perform agglomerative speaker clustering obtaining the initial segmentation in speaker T * . 2 Estimate the mapping speakers-roles ϕ * () based on maximization 6. 3 Perform Viterbi decoding combining p(X|S) and p(ϕ * (S)). Unigram, bigram and trigram models are investigated as before. Results are reported in Table 2 . The use of the n-gram models reduce the speaker error of +3%, +16% and +17% w.r.t. the conventional diarization system. The degradation with respect to Case 1 (known speaker's roles) is approximatively 2% relative. The per-meeting performance of the two systems is plotted in Figure 3 differences between the two systems outputs. Figure 2 plots the relative amount of total speaker time correctly attributed to each of the four roles by the baseline diarization and the proposed technique. Those statistics are averaged over the entire test set and normalized dividing by the total speaker time. The largest improvement in performance comes from the time correctly attributed to the speaker labeled as PM. Further analysis shows that the proposed method outperforms the baseline especially on short turns where the acoustic score may not provide enough information to assign the segment to a given speaker. 
RICH TRANSCRIPTION EXPERIMENTS
In the previous experiments, the role n-gram models have been estimated and tested on disjoint subsets of the AMI corpus. All the meetings have been elicited using the same scenario, i.e., four participants covering four different roles. In order to investigate how the n-gram models generalize to other types of corpora, the experiments are repeated on a collection of 17 meetings from the Rich Transcription evaluation campaigns 2006 and 2007. In fact all multi-party conversations share common characteristic like the presence of a speaker that moderates the discussion (referred as gate-keeper in the functional role scheme [10] , [3] ). Those recordings represent spontaneous multi-party conversations collected in five sites. In contrary to the AMI corpus, they are not elicited using a particular scenario.
The number of participants per meeting ranges from 4 to 9 and it is estimated according to a stopping criterion (see [15] ). The role of each speaker is obtained using the maximum likelihood estimation in Equation 6 . The speakers are thus mapped to one of the four roles PM,ME,UI,ID; the only additional constraint added to the optimization is that only a speaker can be labeled as PM. It is important to notice that the n-gram models are those estimated on AMI corpus, completely different from the evaluation data.
Results are reported in Table 3 . The use of the speaker role ngram reduces the speaker error by 3%, 11% and 12% respectively in case of unigram, bigram and trigram. The improvements are verified on 15 of the 17 recordings thus the n-gram are able to generalize across datasets. However the relative reduction is smaller compared to the AMI corpus.
DISCUSSION AND CONCLUSION
Speaker diarization of meetings is typically based on acoustic or directional features and does not consider that meetings are multi-party conversations. This paper investigates whether the information coming from the conversation characteristics can be integrated in a stateof-the-art diarization system.
A number of recent works on meetings data have shown that the way speakers take turn and their roles are closely related and can be statistically modeled [7] , [5] , [6] . This work studies the use of speaker role n-gram to encode the probability of conversation patterns between speakers. The information is then combined with the acoustic score in the same way the language model is combined with the acoustic score in ASR.
In the first part, the investigation is carried on the AMI corpus annotated in terms of formal roles. Experiments reveal that the speaker error is reduced by +19% and +17% respectively when the roles are known or estimated from data. The diarization results are consistent with perplexity measurement. In the second part, the paper investigates how those statistics generalize to a completely different corpus. In fact all multi-party conversations share the same characteristics as for instance the presence of a moderator, i.e, a speaker that mediates the discussion. Meetings from the Rich Transcription campaigns, spontaneous conversations collected in different sites, are used for this purpose. Results reveal that n-gram models estimated on the AMI corpus reduce the speaker error by approximatively 12%. In other words, the role n-gram models generalize to other types of data. It can be noticed that the improvements on RT data are smaller compared to those obtained on the AMI data.
In summary, the speakers sequence in a discussion can be modeled with roles n-grams and this information can be used to reduce the diarization error. In future, this study will be extended considering speaker roles that could potentially generalize better across different conversations like functional roles [3] . Furthermore the use of n-grams will be also be investigated in more complex diarization system which make use of multiple feature streams like MFCC and TDOA.
