Introduction
In the study of the Cauchy problem for a convolution equation with Cauchy data on an initial hyperplane or strip one encounters the following uniqueness problem. Let Οφμ6<Γ (f? In case (1. 1) is a partial differential equation with constant coefficients, i.e. μ=Ρ(ΰ)δ for some non-zero polynomial P, this problem can be solved completely with the help of the notion of a characteristic vector, which is by definition a zero of the principal part P m of P. In fact, we have by Holmgren's uniqueness theorem and by Theorem 5. 2. 2. in H rmander [7] : There exists a non-vanishing distribution u € @ f (IR n 
) satisfying the equation P(D)u = 0 and having its support contained in {χ; <χ, Λ Γ >^0} if and only if N is a characteristic vector for P.
In Definition 2. 1. we give a generalization of the notion of a characteristic vector to arbitrary distributions μ£$' (ΙΡ η ). Using this definition we then extend Holmgren's uniqueness theorem to convolution equations in Theorem 2. 2. This is our main result. The idea of the proof of Theorem 2. 2. was suggested to the author by Ehrenpreis' method of proving Holmgren's uniqueness theorem for partial differential equations with constant coefficients. Ehrenpreis [4] proves this theorem via Fourier analysis and not with the help of the Cauchy-Kovalevska theorem s is often done. Originally (i.e. in Hansen [6] ) we were only able to prove a weaker version of Theorem 2. 2. for invertible (in the sense of Ehrenpreis [2] ) distributions μ since we were not aware of the approximation technique developed in H rmander [9] then.
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A refmed uniqueness theorem (Theorem 3. 2.) is proved in section 3 for differentialdifference equations, i.e. equations (1.1) with μ having finite support. In seetion 4 we shall first show (Proposition 4. 1.) that our defmition of a characteristic vector N for a convolutor μ (Definition 2. 1.) is indeed a generalization of the classical definition P m (N)=0 for differential operators μ = Ρ(Ο)δ, for the condition P m (N) = 0 is in fact a condition on the set of zeros of P. Furthermore we obtain a nonuniqueness theorem for characteristic half spaces (Theorem 4. 2.). Together with Theorem 2.2. these results show that for a convolution equation (1. 1) defined by μ = Ρ(Ο)δ + ν with P anon-zeropolynomialandv e <f'(f? n ),supp vC{x; <x, JV>> 0}, the answerto the uniqueness problem stated at the beginning of the introduction and the property that 7V be a characteristic vector for μ are independent of v. That this result should become true was our guideline to the definition of a characteristic vector. However, it is not clear to us whether it is true for every Ο φ μ e <$'(R n } that all Solutions u of (1. 1) with supp u c {*; <;c, 7V> ^ 0} vanish in R n if and only if 7V is a non-characteristic vector for μ in the sense of Definition 2.1.
The notation we employ is that of H rmander [7] and [8] . For Οφμ 6 S'(IR n } we denote by Η μ the supporting function of supp μ. Having introduced coordinates we shall use the Splitting of variables x = (x f ,x r ) and z = (z', z") with χ e!R n~l , x n eft, and z'eC"" 1 , z n eC, for χ e R" and z e C", respectively. <·,·> denotes both the duality bracket or the euclidean product (when coordinates are used) on R n (or C n ) depending on whether the arguments are dual vectors or not.
I would like to thank Prof. Dr. J. Wloka who suggested this work to me and Dr. O. von Grudzinski who read an earlier version of this paper and gave me suggestions for improvements.
Uniqueness of the non-characteristic Cauchy problem
We Start with the defmition of a (non-)characteristic vector. Remark. An elementary calculation shows that the sets E(b, (5) n {z e C n ; μ( -ζ) =0} are bounded for some b > 0 and every δ > 0 if and only if the sets {zeC";/i(-z)=0, \z n \^c\z'\ 9 lmz n^c \lmz'\ + \z\} are bounded for some c> 0 and every δ > 0. Starting from this observation it is easy to check that the defmition of a non-characteristic vector is independent of the particular choice of coordinates in C" with 7V = (0, . . . , 0, 1) and which are real on !R n .
It will be shown in Proposition 4. l below that our defmition of a (non-)characteristic vector for μ e $'(IR n } agrees with the classical definition in case μ = Ρ(Ό)δ for some nonzero polynomial P. Hence the following result extends Holmgren's uniqueness theorem from linear partial differential equations with constant coefficients to convolution equations. Remark. Foranynon-zero^ e δ' (R 1 ) the uniqueness Statement in the preceding theorem is valid in view of Titchmarsh's theorem on supports.
Remark. If μ is (semi-)hyperbolic with respect to 7V in the sense of Ehrenpreis [3] then 7V is a non-characteristic vector for μ. Hence Theorem 2. 2. in particular covers the uniqueness Statement for hyperbolic Cauchy problems.
The proof of Theorem 2. 2. will be given at the end of this section. It may be useful for the reader to look at it first to obtain a motivation for the following preparations.
The following lemma is essentially the Lemma 9. 22. in Ehrenpreis [4] . 
Then u vanishes in ω.
Proof. Let > b and let P be a non-zero polynomial in n variables. Define v e S' (ω) by With M and M r denoting mean value with respect to Lebesgue measure in C" and in f? M , respectively, we have since v is subharmonic
Now replace χ by x' and average with respect to Lebesgue measure in IR" over all x' E IR" with \x-x'\< R . It follows that
Assume without loss of generality a^ l . Let z 6 C" be such that d(z) ^ aR/4 and |z -x\ < R/ 4. Hence we may apply the mean value theorem to -vto give
and therefore using (2. 6)
\x-x'\<R
Let δ>0 and choose x = Rez, R = 4\lmz\ -f 45|Rez|/a. It follows from Lemma 2. 2. in H rmander [9] that Γ 1 M r Kv)|-»0 s i -» + 00 \y\<t (note, that with the help of a mollifier one can easily get rid of the condition (2. 1) appearing there). Setting t = \x\+R we therefore deduce using t^ (l +a(4 )~l)R that the average last written in (2. 7) is 0(|z|) when z -* oo. So we conclude that (2. 5) is valid for ε = max (δ, 3(4/α) 2 " ((Q + 2y)4<5/a + y)) and ^ = 8(4/α) 2π (Q -l· 2). This proves the Lemma.
With the help of the following theorem we can approximate entire functions of exponential type by entire functions which are in view of the Paley-Wiener theorem Fourier transforms of distributions with compact support. 
\F](z)\£ C(/) (l + |z|)"
+6 exp/^Imz) and z + |z|)" +6 exp/^Imz) + |G 2 (z)| (l + |z|)" +6 exp// 2 (Imz)).
It is clear from the remark following the proof of Theorem 3. 1. in H rmander [9] that the proof of that Theorem immediately extends to a proof of Theorem 2. 5.
We now turn to the After letting a -> 4-oo we then obtain the Statement of the theorem.
To prove v(w)=0 we shall approximate ve$'(IR n } by distributions of the form σ + μ * τ, where σ, τ e <ί '(£?"), supp σ C {.t; <χ, Ν> < 0}, because for these distributions we have (σ + μ * τ) (w) =0. Working on the Fourier transform side we therefore set for z e C" (2. 10)
with functions φ, v E L 2 OC (C") such that φ = l in a neighbourhood of the set of zeros of μ. Then (2.12) ν(ζ) = 5(ζ) + μ(-ζ)Γ(ζ), z e C".
To make S and Tanalytic we have to choose u s a solution of (2.13) c\(z)=g(z), zeC", with the (0, l)-formg defined by (2.14) g(z) = (v(z)//i(-But first we want to choose φ so that the modulus of g satisfies good estimates. Let <5> 0 and let z e E(b, δ). Note that (l +ft~1)~1|Imz|^ Imz n . Let ζ e C" satisfy Then we have and after a similar calculation,
In view of (2. 8) and because |(| <(2 + )\z\/4 we therefore obtain that the distance from -z to the set of zeros of μ is greater than (l + b/2)~i ((2 + 2/T 1 )~~1|Imz| + <5|z|/4) for sufficiently large z if δ < 2. From Lemma 2. 4. it then follows that there is a constant A ^ 0 depending only on /? such that for δ < 2
Choosing (3 < min (2, Z?/«) and taking φ e C°°(C") for example s the convolution product of the characteristic function of the set and a C^-function having its support contained in a sufficiently small neighbourhood of zero and having Lebesgue integral equal to one we obtain a function φ such that (2. 9) is valid in suppcp, (2. 15) is valid in supp(l -φ) and \3φ\ is bounded on C". Using this function φ we define g by (2. 14) and obtain (2. 16) |g(z)|^Cexp(//(Imz) + ^iImz| + 2|z|), z e C".
Here // is the supporting function defined by
Since the right-hand side in (2. 16) is a logarithmically plurisubharmonic function it follows from Theorem 4. 4. 2. in H rmander [8] that the equation (2. 13) has a solution t; e L? OC (C") such that Example. Let μ be the distribution defmed by the characteristic function of the unit ball given by some positive definite metric on IR n . We shall show that every NelR" is non-characteristic for μ. In view of the remark following Definition 2. 1. we may introduce coordinates in IR n such that the metric is euclidean and 7V = (0,..., 0, 1). As is well known (see e.g. Bochner [1], p. 
235) the Fourier transform of μ is given by
Here J" is the Bessel function of order -. Let zeC n with μ(ζ) = 0. Since J" has only 
u(x)=Qifx n <0 and J u(x + y)dy = Q, xe "
is the function u = 0.
Using the asymptotic properties of the Bessel function and the fact that the set of real zeros of 3 Λ is unbounded we may deduce that μ is invertible but not C^-elliptic in 2 the sense of Ehrenpreis [2] . Hence we have found an example of a convolutor μ showing that the non-existence of characteristic vectors does not imply C°°-ellipticity. For linear partial differential operators with constant coefficients, however, it is even true that (analytic-)ellipticity is equivalent to the non-existence of real characteristics vectors (see e.g. H rmander [7] ).
Uniqueness in convex domains
In this section we derive a refmement of Theorem 2. 2. for differential-difference equations with constant coefficients in convex domains. This will extend Theorem 5. 3. 3. in H rmander [7] . Proof. Let Λ^ e IR n be a non-characteristic vector for μ. Choose ξ ί ,..., ξ η _ 1 e R n such that the ξ; and 7V° spanf?
n . If NelR" is close to JV 0 then the ξ ] together with N still span/R". More precisely, there exist a' ef?"" 1 and aef?, αφΟ, such that every z e C n which has coordinates (z ; , z n ) with respect to the basis (ξ ΐ9 ... 9 ξ η -ΐ9 Ν°) has coordinates (z' + α'ζ η , αζ π ) with respect to the basis (ξ ΐ9 ..., ξ η -^ N) . A look at Definition 2. 1. shows that N is a non-characteristic vector for μ. Hence Proposition 3. 1. is proved.
Hansen, Uniqueness of t he Cauchy prob lern
Let Ο Φ μ e S'(fR n } and let Ω be a convex, open subset of IR n . Then the convolution μ * u where u e £^'(Ω) is defmed in Ω μ = {χ; χ-y E Ω when yechsupp^}.
Here we denote by chA the convex h ll of a subset A<^IR n . Ω will be called μ-round ifandonly if
Any open and convex subset of IR n is clearly / > (/))<5-round when P is a non-zero polynomial.
Let γ be real and let N elR n . The half-space {x; <;c, Ny^iy] will be called characteristic for μ if and only if its inward normal JVis a characteristic vector for μ. We shall show that w = 0 in Ω^. In view of the Standard regularization technique with Dirac sequences this suffices to prove the theorem.
Let y 2 be a point in Ω^. Choosing a point Vi e Ω* (note that Ω* is not empty since Ω 1 is μ-round) we denote by Κ ε the set of all points at distance at most ε from the line segment between Vi and y 2 . Let δ be a positive number so small that Κ δ is a compact subset of Ω? μ and {je; \χ -ν 1 \<δ}αΩ 1 μ . Then we can find an open, convex set ω^Ω* with C 1 boundary so that every characteristic half space intersecting ^-ch supp μ also meets the set ω = ω' -ch supp μ. In fact, if we let x° e K 0 -ch supp μ and let N° e IR n be a characteristic vector for μ, we can find, using the assumption of Theorem 3. 2., We claim that w = 0 in co f = ω| -ch supp μ when 0^ t^ 1. This is true when / = 0 because c bcfl 1 . Let τ be the supremum of all t between 0 and l such that w=0 in co r Then w = 0 in ω τ . We shall show that w = 0 in a neighbourhood of ώ τ if τ<1. This will of course prove our claim.
Let x° be a boundary point of ω τ . If x° e Ω 1 , then clearly w = 0 in a neighbourhood of x°. Now assume that x° φ Ω 1 . Then we can write jc° =x*· -y with y e ch supp μ and x 1 e 3ω' τ such that the outward normal N of δω^ in je 1 is a non-characteristic vector for μ. In fact, if π is a characteristic half space not intersecting ω τ , then πηω = 0 which implies that πη(Κ δ -ch supp^) = 0. Hence πη(Ζ τ -ch supp^) =0, so that Assuming without loss of generality that x°=0 and 7V = (0,...,0, 1) and recalling that the boundary of ω' τ is C 1 we have for any ε> Ο (3.1) {χ;\χ\<δ(ε),χ η <-ε\χ'\}^ω τ .
Since N is non-characteristic we have for some b > 0 and every δ > 0 We are now going to prove that v(w) =0. This will be done along the lines of the proof of Theorem 2. 2. That μ has finite support means that its Fourier transform μ is an exponential-polynomial. But for these it is known (see e.g. Grudzinski [5] , Theorem 10) that for some constant C> 0
if z e C" has distance at least l to the set of zeros of . Hence it follows from (3. 2) when taking = (2a)~~1bs that (3. 4) is valid for all sufficiently large z e E(b, (2a)' 1 bs). We may therefore choose a C°°-function φ which is equal to one in a neighbourhood of the set of zeros of μ and such that \dq>\ is bounded in C" and the estimates (3. 3) and (3.4) are satisfied in suppq) and supp(l -φ), respectively. Defming the (0, l)-formg according to (2. 14) we then have
Let H' denote the supporting function of a convex set K' C ω' τ with K c K' -ch supp μ. Then and hence |g(*)| ^ C exp (/T (Im z) + e|z|), z 6 C".
Since //'(Im·) is plurisubharmonic (whereas (// -//-) (Im ·) need not be!) we obtain, using Theorem 4. 4. 2. in H rmander [8] , a solution to the equation Sv=g with where Γ σ is the contour defmed by (4. 8) and (is) y is defined so that it is real and positive when s is negative imaginary. The integral (4. 7) is convergent and independent of σ by Cauchy's theorem, for when χ is in a fixed bounded set we have in view of (4. 5) for large s This estimate also shows that the integral is uniformly convergent after arbitrary differentiations with respect to x. Hence weC 00 and since μ($Ν+ί^3)ξ) = 0 we obtain by considering Riemann sums μ*Μ = 0 in Ft n . Letting σ-»+οο we may conclude from (4. 8) and (4. 9) that u(x) = 0 if <x, Ny < 0. Now u(x) = dv((x, 7V» when <χ, ξ> = 0, where we use the notation v(t)= l exp (ist-(is) y )ds, telR.
Γ σ
Reasoning in the same way s in the proof of Theorem 5. 2. 2. in H rmander [7] to which we refer the reader for further details we obtain 0 e supp v and hence 0 e supp u. This proves Theorem 4. 2.
