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Abstract. We consider a scalar Hamiltonian nonlinear wave equation formulated on
networks; this is a non standard problem because these domains are not locally homeomor-
phic to any subset of the Euclidean space. More precisely, we assume each edge to be a
1D uniform line with end points identified with graph vertices. The interface conditions
at these vertices are introduced and justified using conservation laws and an homothetic
argument. We present a detailed methodology based on a symplectic finite difference
scheme together with a special treatment at the junctions to solve the problem and apply
it to the sine–Gordon equation. Numerical results on a simple graph containing four
loops show the performance of the scheme for kinks and breathers initial conditions.
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1. Introduction
Currently there is a growing demand for modelling and understanding various flow prob-
lems on networks. A generic network is a (usually finite) set of points or simply vertices
immersed in an Euclidean space E 2 or E 3 (depending on the application in hands).
Some of the points are connected by 1D segments (or more generally curves, which are
homeomorphic to segments), called the edges. Mathematically networks are formalized us-
ing graph theory [16]. However, there is an important subtle difference with graph theory.
Namely, in some applications the geometry of edges (e.g. their length, shape, thickness)
may matter, while in graph theory the only relevant information is the fact that two points
are connected by an edge. Such sensitive applications include, for example blood flow
modelling [38]. Thus, a network combines in a single data structure the corresponding
geometrical and topological information on vertices and edges. The flow is modeled with
Partial Differential Equations (PDEs) because of the spatial dimension of the edges, as
opposed to Ordinary Differential Equations (ODEs) in the standard case. For a general re-
cent review of this topic, see [7]. This field continues to attract researchers from modelling,
analysis, numerics, optimization and control theory [41].
One of the main difficulties of formulating evolution problems described by PDEs on net-
works (i.e. graphs) consists in the fact that these objects are not manifolds. Recall that an
n−dimensional manifold is such that each point has a neighborhood that is homeomorphic
to Rn [2]. Nowadays, the formulation of Hamiltonian mechanics on manifolds does not
pose any serious technical difficulties [4]. However, the modeling of various processes on
networks, such as electric circuits, blood arteries, water-pipe supply needs the generaliza-
tion of classical mechanics to non-manifolds like graphs and trees. Consider, for example,
a Y− or T−junction. This domain is a semi-algebraic set, but not a manifold. The diffi-
culty comes from the branching point whose neighbourhood is not homeomorphic to any
Euclidean space E k . Therefore any composition of Y−junctions into, for example, a
complex tree will not be a manifold either.
To our knowledge, Hamiltonian problems on non-manifolds have not been systemati-
cally studied. A notorious exception is the work [5], where wave scattering in the Klein–
Gordon(–Fok) equation was investigated on a domain consisting of three semi-infinite
straight lines having one common point. We can also mention the publication [6] where
the Benjamin–Bona–Mahony (BBM) equation was considered on a tree. The sG equa-
tion on Y−shaped Josephson junctions was first considered in [30, 31]. The dynamics of
kinks in Y−junctions was studied in [17, 21]. However, these studies do not rely on any
particular variational structure of the governing equation; the boundary conditions come
from a particular tri-layer of superconducting films. The existence and stability of solitary
waves ‘sitting’ near the junction point was studied in [36].
In the present study we consider the celebrated sine–Gordon (sG) equation which is a
Hamiltonian and integrable PDE [11, 37]. However, the integrability of the sG equation
is not compulsory for our purposes. In the developments presented below we will use the
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Hamiltonian and Lagrangian structures to determine the relevant conserved quanti-
ties and correct interface conditions at the vertices in order to construct an appropriate
symplectic discretization. In the present study, we consider the discrete dynamics of sG on
1−D lattices assembled into a graph. The transition rules between the adjacent lattices at
junction points follow from the discretization of the local conservation laws. This approach
was already used in [5, 8]. We expect that the limit of the lattice parameter ∆ → 0 will
provide us with the continuous version of the Hamiltonian mechanics on non-manifolds.
Our main result is a detailed methodology to solve Hamiltonian evolution equations
on networks. We give this in full detail and explain which sections can be parallelized. For
the case of the sG or another nonlinear Hamiltonian equation, we justify the coupling
conditions at the vertices of the network using a homothetic approach and conservation
laws. Note that this derivation of the coupling conditions will change for another system
of equations like the nonlinear shallow water equations. Finally we compute the evolution
of kinks and breathers in a particular graph.
The article is organized as follows. In the following Section 2 we present some basic facts
on the sG equation and justify the interface conditions. In Section 3, we introduce our
detailed methodology to solve Hamiltonian evolution equations on networks. We apply
it to the sG equation. Numerical solutions for kinks and breathers on a given graph are
shown in Section 4 and we discuss these results in Section 5.
2. Continuous sine–Gordon equation
Consider the real space-time coordinates (x, t) ∈ R × R+ . Then, the most common
version of the sine–Gordon (sG) equation reads [34]
u t t − u xx + sin u = 0 , (2.1)
where the subscripts (·)t , (·)x denote the derivatives with respect to the time t and space
x coordinates. In order to obtain a well-posed boundary value problem, equation (2.1) is
completed by periodic or homogeneous Neumann boundary conditions. The linear part
2 2u def:= u t t − u xx is the D’Alembertian or Laplacian in Minkowski space M2 .
The sG equation is known to be Lorentz invariant and an integrable PDE [14].
2.1. Variational structure
The sG equation can be derived as the Euler–Lagrange equation of the following
Lagrangian density∗
L sG
def
:= 1
2
(
u 2t − u 2x
) − 1 + cosu . (2.2)
∗One can notice that this Lagrangian is classical since it can be seen as the kinetic minus potential
energies. See, for example [35].
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Moreover, the sG equation possesses also the Hamiltonian formulation
z t = Jδz H , J
def
:=
(
0 1
−1 0
)
, (2.3)
z
def
:= (u, v) , δz
def
:= (δu, δv) is the variational gradient, J is the symplectic operator and,
finally, the Hamiltonian functional H is defined as
H{ z } def:=
ˆ +∞
−∞
[
1
2
v 2 + 1
2
u 2x + 1 − cosu
]
dx .
It can be obtained by a Legendre transform. Equations (2.3) can be rewritten component-
wise form for the sake of clarity
u t =
δH
δv
= v ,
v t = −δH
δu
= u xx − sin u .
Consequently, the sG equation is a Hamiltonian system with phase space (u, v) and the
symplectic form
ω
def
:=
ˆ +∞
−∞
du ∧ dv dx . (2.4)
The multi-symplectic structure of the sG equation is discussed in [23].
The sG equation has an infinite number of conserved quantities [1]. It is therefore an
integrable infinite dimensional Hamiltonian system. Among the conserved quantities two
are particularly important, the Hamiltonian and the momentum. The Hamiltonian
H {u, v} ≡ E{u} has the sense of the physical energy
E{ u } def:=
ˆ +∞
−∞
[
1
2
u 2t +
1
2
u 2x + 1 − cosu
]
dx .
Remark 1. There is another important functional conserved for the equation (2.1) which
can be associated to the total momentum
M{ z } def:=
ˆ +∞
−∞
u t u x dx .
The conservation of M { z } can be readily checked by computing dM
dt
.
2.2. Exact solutions
The sG equation has constant solutions∗
u (x, t) ≡ 2 k π , (2.5)
∗After substituting a constant solution ansatz u (x, t) ≡ C into sG equation (2.1) we obtain that
necessarily sin C = 0 . Thus, C = l π with l ∈ Z . However, only even values of l = 2 k , k ∈ Z
correspond to the minima of the potential energy. So, we keep only this sub-family of constant solutions.
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where k ∈ Z is an integer. These have zero energy and are ground states. A first non
trivial (i.e. non-constant) solution is the kink [35]:
u (x, t) = 4 arctan e γ (x − x 0 − c t) , x 0 ∈ R , (2.6)
where c ∈ [0, 1) is the kink celerity and γ is the so-called Lorentz factor
γ 2
def
:=
1
1 − c 2 . (2.7)
The energy of the kink can be computed analytically, E = 8 γ . In our scaling the speed
of light is equal to 1 . The kink solution realizes a smooth transition between the two
ground states 0 ; 2 π . More generally, kinks link in phase space two neighbouring states
2 π k ; 2 π (k ± 1) .
There is also another type of exact solutions to the sG equation — the breathers [1].
These solutions are localized and oscillate in space and in time; their analytical expression
is given by [39]:
u (x, t) = 4 arctan
{
tanµ
cos
(
ω γ (t + x 0 c − x c)
)
cosh
(
sin µ · γ (x − x 0 − c t)
) } , x0 ∈ R ,
where the parameter µ is defined through the relation cosµ ≡ ω . The energy of a breather
depends both on its speed and frequency as:
E = 16 γ
√
1 − ω2 .
2.3. Coupling conditions at the junctions
We now consider that the sG equation is defined on each branch E of an oriented
network G = (V, E) where V is a set of vertices and E the set of branches. We label
the branches m = 1, . . . , |E | . To fix the notations, consider a Y−junction composed of
three semi-infinite rays S 1, 2, 3 embedded into the Euclidean space R 2 :
Y
def
:=
{
x ∈ R 2 : ∃ i ∈ {1, 2, 3} such that x ∈ S i
}
.
The intersection of all three strings is located at the unique point C ∈ R 2 defined as (see
Figure 2 for the illustration):
C
def
:= S 1 ∩ S 2 ∩ S 3 .
Henceforth, each ray S i starts at the junction point C and continues, for the sake of
simplicity, indefinitely in the prescribed direction∗. A simple topological argument can be
applied to show that the set Y is not homeomorphic to any Euclidean space. Indeed, let
us remove virtually the junction point C from this set Y . It will be decomposed in three
disjoint components. Clearly, any Euclidean space Rn , n > 1 does not have such a
point with the same property.
∗Of course, this idealization is adopted only for the problem formulation. In our numerical simulations
we assume the branches S i to be finite with length ℓ i .
Wave dynamics on networks 9 / 31
A first natural condition to be satisfied at the junction point C is the continuity of the
solution
lim
x→C, x∈ S 1
u (x, t) = lim
x→C, x∈ S 2
u (x, t) = lim
x→C, x∈ S 3
u (x, t) . (2.8)
Moreover, this condition has to be completed by the “charge” conservation property adopted
in previous studies of the Klein–Gordon [5, 28] and sG [8] equations:
∂ 1u|x→C, x∈ S 1 + ∂ 2u|x→C, x∈ S 2 + ∂ 3u|x→C, x∈ S 3 = 0 , (2.9)
where ∂ i denotes the first spatial derivative along the branch S i , i = 1, 2, 3 . Condition
(2.9) is a continuous analogue of the celebrated Kirchhoff’s circuit law. We will justify
these conditions in the next two sections using an homothetic argument and conservation
laws respectively.
Before justifying the coupling conditions, let us examine the structure of the phase
space associated to the sG dynamics on our Y−junction, i.e. the center of Figure 4. The
augmented phase space of the sG equation restricted to a branch (say e 1) consists in
P × A , where P def:= (u t t, u t, u, u x, u xx) is the usual configuration space and A is the
spatial extent of a branch (A = [ v 1, v 2 ] in this particular case). We have to augment the
configuration space P by A since the joints are realized on the boundaries of the interval A .
This portion of the phase space is schematically represented on Figure 1 for the Y−junction;
in Geometry these structures are called foliations [20]. This is only the local structure of
the global phase space; to represent the global phase space associated to a network, the
borders of the phase spaces of the individual branches, the leaves on Figure 1, would have
to be glued together in accordance with the scheme prescribed by the graph G .
2.3.1 Back-to-Manifold: a homothetic approach
Condition (2.9) can be justified by converting (‘inflating ’) the Y−junction domain into
a manifold Yδ of small thickness δ > 0 . Thus, Yδ becomes a tubular neighbourhood∗ of
our network. Moreover, the two-dimensional version of the sG equation becomes
u t t − ∇2 u + sin u = 0 . (2.10)
The elements necessary to the proof are shown on Figure 3. On the boundary ∂Yδ we
impose the homogeneous Neumann condition [8, 18]:
∂n u |x ∈ ∂ Yδ = 0 , ∂n u
def
:= ∇u · n , (2.11)
∗This tubular neighbourhood should be considered as a surface.
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Figure 1. A schematic representation of the foliation of the phase spaces at a
junction point.
To justify (2.9) we integrate the 2D version of the sG equation 2.10 over the domain
Ωδ ∩ Yδ∗ and use the Stokes theorem for the divergence (Laplacian) term:
x
Ω δ ∩ Y δ
[
u t t − ∇2u + sin u
]
dx =
x
Ω δ ∩ Y δ
[
u t t + sin u
]
dx
︸ ︷︷ ︸
(i)
+
ˆ
∂(Ω δ ∩ Y δ)
∂n u ds
︸ ︷︷ ︸
(ii)
= 0 .
Assuming the solution u (x, t) to be smooth and bounded in Ω δ , the first integral (i)
scales as O (δ2) . Taking into account the boundary condition (2.11), the second integral
(ii) becomes just the sum of three line integrals over ℓi in the interior of the domain Y δ
(represented in red on Figure 3). Thus the sum of the two integrals reduces to
O (δ 2) +
3∑
i=1
ˆ
ℓi
∂nu ds︸ ︷︷ ︸
O (δ)
= 0 ,
where under the same assumptions on the solution u (x, t), the integrals in the second sum
scale as O(δ) . Thus, dividing the identity by δ and taking the limit δ → 0 , we obtain
∗The domain Ωδ
def
:= D 2 δ (C) is the disc of radius 2 δ centered at the junction point C depicted on
Figure 3.
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C
S 2
S 3
S 1
R
2
x 2x 3
x 1
x 0
Figure 2. Sketch of a Y−junction composed of three strings S 1, 2, 3 with the
center located at the point C .
the desired result (2.9). An alternative derivation based on the variational structure can
be found in Appendix A.
2.3.2 Conservation laws approach
Energy. The main conserved quantity, the energy can be used to justify the interface con-
ditions (2.9). The energy of a network is
E =
m∑
i=1
ˆ b i
a i
[
1
2
(
u 2t + u
2
x
)
+ 1 − cos u ] dx , ℓ i def:= b i − a i ,
where the sum is taken over all m branches of the network and the branch i starts from
the node a i and finishes at the node b i . Taking the time derivative of E we get
dE
dt
=
m∑
i=1
[
u t u x
] b i
a i
.
We can assume that the nodes a i and b i are uncoupled. This is natural since information
can only travel from a i to b i at a finite speed. Therefore, to satisfy dEdt = 0 we need that∑
i
u t u x
∣∣
a i
=
∑
i
u t u x
∣∣
b i
≡ 0 .
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S 2
S 1
S 3
δ
C
R
2
Ω δ
δ
δ
2 δ
Y δ
ℓ 1
ℓ 2ℓ 3
Figure 3. The Y−junction from the previous Figure 2 converted into a
manifold Y δ by extending all the branches to some finite thickness δ > 0 .
For a Y−junction, this can be satisfied if u t is continuous, i.e. u 1 t = u 2 t = u 3 t and
−u 1 x + u 2 x + u 3 x = 0 , which is precisely the Kirchoff law (2.9).
These coupling conditions (2.8) and (2.9) are natural in terms of the electrodynamics
of Josephson junctions where the variable u is the phase difference between the two
superconductors and where u x is the surface current in the junction. The conditions (2.8)
and (2.9) state that the phase is continuous and that the currents satisfy Kirchoff’s law.
Momentum. One could try to impose similarly the conservation of the total momentum of
the network:
M =
m∑
i=1
ˆ b i
a i
u t u x d x .
We can compute dM
dt
, impose momentum conservation condition dM
dt
= 0 and follow the
same procedure as above and obtain
m∑
i=1
[
1
2
(
u 2t + u
2
x
) − 1 + cosu ]∣∣
a i
=
m∑
i
[
1
2
(
u 2t + u
2
x
) − 1 + cosu ]∣∣
b i
.
We then get for the Y−junction, taking into account (2.8) and (2.9):
−u 21x + u 22x + u 23x = 0 ,
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which cannot be satisfied in general. This problem exists also for the shallow water equa-
tions in a junction [9]. We then see that on a network we loose a number of conserved
quantities.
In the sequel of the paper we require continuity (2.8) and ‘charge’ conservation (2.9) at
the junction points. We also remark the following:
• This approach can be generalized to any general nonlinearity in equation (2.1), not
only f (u) = sin u :
u t t − u xx + f (u) = 0 .
• This approach can also be applied to non-Hamiltonian systems. There one should
consider other conservation laws, see for example the nonlinear shallow water equa-
tions [9].
• The compatibility conditions (2.8), (2.9) at the graph vertices can be straightfor-
wardly generalized to situations where any (finite) number of strings meet at one
junction point. Another generalization consists in assigning different weights ω i ,
i = 1, 2, 3, . . . to incident edges. They can be interpreted as widths of channels,
for example. The derivation of coupling conditions in this case can be found e.g.
in [8].
• It goes without saying that the initial condition u (x, t = 0) = u 0 (x) on a graph
G should satisfy conditions (2.8) and (2.9).
3. Numerical implementation : the discrete sine-Gordon
equation
Traditionally, the sG equation was solved numerically among others using finite difference
[15], finite element [3, 8], tension spline [32] and radial basis functions [12, 22] methods.
In order to propose a discrete version of the sG equation we will follow the variational
framework. Recall that the sG equation is a Hamiltonian PDE. A natural way to convert
it into a discrete dynamical system is to employ a symplectic discretization [25]. The work-
flow is determined by the method of lines:
• Discretize the Hamiltonian functional H [ z ] in space on a lattice to obtain a
system of coupled Hamiltonian ODEs
• Discretization in time the system of HamiltonianODEs using a symplectic scheme.
This programme will be realized below by following the main lines of [25]. Please, notice
also the differences between symplectic and variational integrators [26, 27].
Consider a uniform lattice {x j = k∆x | j = 1, . . . , n} , ∆x > 0 . The values of the
sG solution u(x, t) at lattice points will be denoted by u j ≈ u (x j) . For the moment
we will consider only interior nodes. The junction points (end points of the lattice) will
be discussed below. After the discretization, the phase space becomes finite dimensional,
since {z j}nj=1 = {(u j, v j) ∈ R 2}nj=1 ∈ R 2n . The discrete symplectic form on this
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space becomes
ωn =
n∑
j=1
du j ∧ dv j ∆x ,
which is a straightforward discretization of (2.4). The Hamiltonian functional will be
approximated with the rectangular rule as the following sum
Hn [{u j, v j}] =
n∑
j=1
[
1
2
v 2j +
1
2
(u j − u j−1
∆x
)2
+ 1 − cosu j
]
∆x .
The system of Hamiltonian ODEs follows automatically
dz j
dt
= J n ·∇z j Hn [ z ] , J n =
(
0 In
−In 0
)
, i = 1, . . . , n .
After computing the derivatives, the last semi-discrete system becomes
du j
dt
= v j , (3.1)
dv j
dt
=
w j+1 − w j
∆x
− sin u j , (3.2)
where w j+1 (t)
def
:=
u j+1 − u j
∆x
and w j (t)
def
:=
u j − u j−1
∆x
. It can be shown [25] that the
semi-discrete scheme (3.1), (3.2) satisfies a local energy conservation law
d
dt
[
1
2
v 2j +
1
2
w 2j + 1 − cosu j
]
+
F j+ 1
2
− F j− 1
2
∆x
= 0 , (3.3)
where the quantity in brackets E j
def
:= 1
2
v 2j +
1
2
w 2j + 1 − cosu j is the (semi-)discrete
energy and F j+ 1
2
def
:= − v j w j+1 , F j− 1
2
def
:= − v j−1w j are the energy fluxes.
In order to obtain a fully discrete scheme, the system of ODEs (3.1), (3.2) can be
discretized in time with a symplectic Euler method, for example:
um+1j = u
m
j + ∆t v
m+1
j ,
vm+1j = v
m
j + ∆t
[
wmj+1 − wmj
∆x
− sin umj
]
,
where ∆t > 0 and umj
def
:= u (x j, tm) , tm
def
:= m∆t , m = 1, 2, . . . After eliminating v nj
and w nj from these equations we obtain the classical leap-frog scheme as a fully discrete
analog of the sG equation
um+1j − 2umj + um−1j
∆t 2
− u
m
j+1 − 2 umj + umj−1
∆x 2
+ sin umj = 0 .
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After simple algebraic manipulations we can obtain the following discrete dynamical system
for the interior nodes of the lattice:
um+1j = 2 u
m
j − um−1j +( ∆t
∆x
)2 [
umj+1 − 2 umj + umj−1
]
︸ ︷︷ ︸
def
:= L um
− ∆t 2 sin umj , m = 1, 2, . . . , (3.4)
where for the sake of simplicity we introduced the linear operator L , which represents the
discretization of the classical Laplace operator. The treatment of nodes at junctions will
be discussed below in Sections 3.2 and 3.3. We underline that our discretization being
explicit is subject to a CFL-type condition on the time step [10]. However, this restriction
is of hyperbolic type, which is quite gentle, and we had no practical difficulties to satisfy
it.
In general, one cannot expect to have the fully discrete energy conservation law similar
to (3.3), in contrast to the semi-discrete schemes. The reason is that a symplectic scheme
aims to preserve the symplectic form and it does not guarantee anything about the Hamil-
tonian. However, the backward error analysis explains why, in general, the symplectic
discretizations of PDEs show satisfactory energy conservation properties [29].
3.1. Formulation on graphs
In this Section we will describe the assembling procedure of 1D lattices ℓ i
def
:=
{
x j ∈
[a i = x 1, b i = xn i] | j = 1, . . . , n i
}
into a network whose mathematical description is
usually given on the language of the graph theory. In the sequel we will denote by a i , b i
the starting and terminal points of the lattice ℓ i respectively.
Consider a simple oriented network-shaped weighted graph G := (V, E) . The finite
set of vertices V is basically the union of lattice initial and terminal nodes:
V
def
:= {vj}mj=1 ≡
|E |⋃
i=1
{a i, b i} .
The finite set of edges E ⊆
{
(a, b) ∈ V 2 | a 6= b
}
. Every edge e i
def
:= (ℓ i, ω i) consists
of 1D lattice segments whose orientation is naturally determined by the enumeration of
discrete lattice points (or equivalently the choice of the first and last points a i and b i).
The length of the edge ℓ i can be prescribed through its weight ω i :
ω i
def
:= | ℓ i |∆x i ≡ n i , i = 1, . . . , |E | .
where | ℓ i | is the number of points in the lattice and ∆x i is the spacing between two
consecutive points.
The internal organization of the network G is traditionally given by graph-theoretical
data structures such as the incidence and adjacency matrices [16]. In the present study
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v 1
v 2
v 3v 4
e 1 e 6
e 4
e 2
e 3
e 5
Figure 4. A sample graph used in our study for the sake of illustration.
we will privilege the incidence matrix representation. By definition, the incidence matrix
A =
(
A i j
)
n×m ∈ Mat n e×m (Z) , n
def
:= | V | , m def:= |E | has the following elements:
A i j =


+1 , if the edge e j enters the vertex v i ,
−1 , if the edge e j leaves the vertex v i ,
0 , otherwise.
The edges are considered to be directional. For the sake of illustration let us consider
the graph G 0 = (V, E) represented on Figure 4. It is composed of four vertices V =
{v 1, v 2, v 3, v 4} and six edges E = {e 1, . . . , e 6} . It is straightforward to check that the
incidence matrix A 0 of the graph G 0 is
A 0 =


−1 0 0 0 1 −1
1 −1 −1 0 0 0
0 1 0 −1 0 1
0 0 1 1 −1 0

 .
However, the most important information for us is the correspondence between the ver-
tices v i with starting/terminal points of the lattices which compose the edges e j . This
correspondence is given as a list:
v 1 = {a 1, a 6, b 5}, v 3 = {a 4, b 2, b 6} ,
v 2 = {a 2, a 3, b 1}, v 4 = {a 5, b 3, b 4} .
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3.2. Conditions on junctions: the discrete case
It is straightforward to obtain the discrete version of compatibility conditions (2.8), (2.9)
by following the approach proposed in [8]. By using the continuity condition (2.8), we can
employ for simplicity the forward finite differences written on adjacent nodes (see Figure 2
for the illustration). Let us denote the values of the solution at neighbouring points x i ,
i = 0, . . . , 3 as u i
def
:= u (xi) . Then, the discrete compatibility condition reads:
u 1 − u 0
∆x
+
u 2 − u 0
∆x
+
u 3 − u 0
∆x
= 0 ⇒ u 0 = 13
(
u 1 + u 2 + u 3
)
. (3.5)
Obviously, as in the continuous case, the last discrete condition can be generalized to any
finite number of adjacent strings.
3.3. The numerical algorithm
Taking into account all the information given above, we have all the elements to describe
a practical implementation of the numerical algorithm. Each edge e i ∈ E is discretized
with n equally spaced points. We have in total m = |E | edges. Thus, it seems natural to
keep the discrete solution using three matrices U 0 , U 1 , U 2 ∈ Mat n×m (R) . The upper
index k ∈ N 0 indicates the time step number, i.e. the initial condition is discretized into
U 0 and U 1 . Please, note that the number of initial (or boundary) conditions in the contin-
uous and discrete formulations might not coincide (see [24, Appendix A] for more details).
In our problem two initial conditions are required by the continuous sG equation and two
initial conditions are needed by the fully discrete scheme (3.4). In the present study we
choose U 0 , U 1 to be a perfect coherent structure (i.e. kink or breather) propagating in
the required direction. The pseudo-code for the discrete time evolution U k , k > 2 is
given in Algorithm 1. We first advance the bulk of the edges and then update the graph
vertices where several edges begin or end. The update is done using condition (3.5). A
vertex is associated to U k (1, j) if branch j is out-going from it and U k (n, j) if branch j is
entering it. The source code, implemented in the Matlab environment is freely available
to consult and download at the following URL:
https://github.com/dutykh/sineGordonGraph/
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Algorithm 1 Algorithm to simulate a Hamiltonian equation, like the sine–Gordon (sG)
equation on a network. Here n d is the degree of each vertex in the graph G . This parameter is
different from n , the number of discretization points of graph edges.
Require: d (n d) ⊲ Degree of each node
Require: In (n d), Out (n d) ⊲ Input and output branches of each node
Require: U 0 (n, m) and U 1 (n, m) ⊲ Initial conditions
1: t ← 0 ⊲ We start the simulation at t = 0
2: while t < T f do ⊲ T f is the final simulation time and t is the current time
3: for j ← 1, m do ⊲ Loop over the edges
4: U 2 (2 : n−1, j) ← 2U 1 (2 : n−1, j) − U 0 (2 : n−1, j) +
( ∆t
∆x
)2
L ·U 1 (2 :
n− 1, j) − ∆t 2 sinU 1 (2 : n− 1, j) ⊲ Update the solution in bulk of edges
5: end for
6: for in ← 1, n d do ⊲ Loop over the vertices
7: V ← (∑(U 2 (n− 1, In (in))) +∑(U 2 (n− 1, Out (in))))/d (in) ⊲ Condition
(3.5)
8: U 2 (n, In(in)) ← V ; U 2 (1, Out (in)) ← V ⊲ Update edges of branches
9: end for
10: U 0 (: , :) ← U 1 (: , :)
11: U 1 (: , :) ← U 2 (: , :)
12: t ← t + ∆t ⊲ Update the time variable
13: end while ⊲ End of main loop in time
Note that the ‘bulk’ advances in the edges, steps 3 , 4 and 5 can be done in parallel. Then
threads need to be synchronized for the vertex update. In order to represent graphically
the solution, one has to specify also an embedding of the graph G on R 2 (for planar graphs
and R 3 in the general case), i.e. a family of regular maps g i : e i ∈ E 7→ R 2 which
satisfy the natural compatibility conditions at the vertices. For the graph G 0 we chose a
natural embedding shown on Figure 5.
4. Numerical results
Below we present several applications of the proposed numerical scheme on a particular
graph. As illustrations, we present the propagation of two coherent structures (kinks and
breathers) over this graph.
4.1. Propagation of kinks
The initial condition consists of three kinks (2.6) with velocity c = 0.95 initially placed
on the edges e1 , e5 , e6 propagating vertically upwards and connecting 0 to 2π . Solution
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Figure 5. Embedding of the graph G0 in the plane R2 along with the initial
condition (represented with the color of the edges E) for three kinks propagating
upwards in the network. Graph vertices V are represented with bold blue points.
values on other edges are chosen in order to satisfy the continuity condition (2.8). The
values of all numerical parameters are given in Table 1. The total energy of this system is
equal to
E(0) = 3× 8γ ≈ 76.86151382644181 ,
where γ is defined in (2.7). For the sake of comparison, the energy at the end of the
simulation was equal to E(T ) ≈ 76.97 , which shows good conservative properties of the
scheme (the relative error is less than 1.5%).
The evolution of this initial condition on the interval [ 0, T ] under the sG dynamics is
shown on Figure 6. When the kinks arrive at vertices v 2 , v 3 and v 4 (see Figure 6(a))
they split in six kinks (see Figure 6(b)), which collide again right in the middle of the
edges e 2 , e 3 and e 4 . We observe a topological change at the moment of the collision (see
Figure 6(c, d)), since all the kinks switch from the ground state 0 ; 2π to 0 ; −2π
as a result of the mutual reflection. Then, the newly generated kinks propagate vertically
downwards along the graph edges e1 , e 5 and e 6 (see Figure 6(e)). Finally, at the end
of the simulation the three kinks collide again in the vicinity of the vertex v 1 . At the
moment of collision there is another topological change from 0 ; −2π to −2π ; −4π
(which are constant admissible solutions (2.5)). We would like to mention that we observe
the generation of a small reflected wavelet into the incident branch when a kink arrives
to a junction. However, we do not exclude a possibility that this wavelet might be a
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(a) t = 6.4 (b) t = 9.45
(c) t = 16.3 (d) t = 19.2
(e) t = 26.1 (f) t = 33.0
Figure 6. Evolution of three sG kinks (with c = 0.95) on the graph G0 .
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Parameter Value
Kink speed, c 0 0.95; 0.5
Time step, ∆t 0.01
Final simulation time, T 33.0; 40.0
Number of time steps, N t 4 000
Number of points, N 500
Spatial discretization step, ∆x 0.02
Table 1. Parameters used in numerical simulations presented in this
manuscript. The kink speeds are chosen in order to illustrate the phenomena of
transition/reflection through/at the junction. The number of time steps is chosen
to have sufficient accuracy by verifying the stability conditions.
numerical artifact due to discretization and/or the implementation of junction conditions.
The corresponding video illustration of this simulation can be watched at this URL:
http://youtu.be/rwZ4d_T7nTs
Let us perform another simulation, where we take the same set-up as described above,
but the kinks are initialized to have the speed c = 0.5 . The dynamics of this initial
condition is shown on Figure 7. In agreement with previous investigations (limited to only
a single junction) [8, 19] this kink does not possess enough energy to go through a junction.
Consequently, the dynamics is confined only to the subgraph whose edges were initialized
with kinks. Here again we observe a similar phenomenon to the previous case. When the
kinks collide at the vertex v 1 (around t = 30), there is a topological change and all three
solutions shift from 0 ; 2 π to 2 π ; 4 π . The corresponding video illustration can be
watched at this URL:
http://youtu.be/CtglMe0IcBk
The presented simulations allow us to draw already some conclusions. First of all, there
are two distinct situations depending on the kink energy. If this energy is sub-critical, the
kinks will be confined to oscillate forever in a small part of the network where they were
placed initially. The other situation with super-critical energy is much richer in terms of
the generated dynamics. It seems that this dynamics will depend on the network topology.
In our study we made a choice for a closed network. As a result, we observe a quasi-periodic
dynamics as illustrated in Figure 6.
4.2. Propagation of a breather
The propagation of kinks in simple junctions is becoming a relatively studied topic
[8, 18, 21]. In our study we make a further step towards numerical simulations on general
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(a) t = 2.0 (b) t = 9.0
(c) t = 16.0 (d) t = 24.0
(e) t = 34.0 (f) t = 40.0
Figure 7. Evolution of three sG kinks (with c 0 = 0.5) on the graph G 0 .
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networks, which contain numerous junctions. Moreover, our methodology is not limited
only to kinks. To illustrate the performance of our algorithm with more general initial
conditions, we complete our study with a test case of breather propagation over the same
network, which is depicted in Figure 4. The numerical (discretization) parameters and the
graph embedding are taken the same as above (see Table 1). The breather has the initial
speed c 0 = 0.95 and the frequency ω = cos
(
π
4
) ≡ √2
2
. Thus, the parameter µ =
π
4
.
The energy of this breather is equal to
E (0) = 16 γ sin(µ) ≈ 36.23286509262705 .
Initially the breather is located at the edge e 1 and travels towards the junction point v 2
(see Figure 4). The breather energy is conserved within 1% relative accuracy along the
simulation (t ∈ [ 0, T ] , T = 33.0) and the total energy evolution has no trend (there
are mainly oscillations around the mean level). The evolution of this breather is shown∗ in
Figure 8. The video of this process can be visualized also at this URL address:
https://youtu.be/doKNMrOkrOo
From this numerical simulation we can draw the following preliminary conclusions on
breather dynamics on networks:
• A breather passing through a Y−junction point is partly reflected (see Figure 8(b)).
However, most of the energy is transmitted and two newly generated breathers seem
to change the polarity, i.e. the amplitude changes the sign. As a result, we obtain
three breathers (see Figure 8(c)). This property to conserve the type of the coherent
structure through the junction should be reminiscent of the integrability of the sG
equation
• The same happens at every junction crossing event: a partial reflection† and the
generation of two new breathers (see Figure 8(d))
• There are important differences with the propagation of kinks. Namely, the kinks
pass a junction point without reflecting a breather back into the incident branch.
This point is fundamental and it explains why the dynamics of kinks is easier to
understand than the dynamics of a single breather in a closed network
• Thus, even if we start with one breather, the dynamics on a closed network becomes
rapidly very complicated since the number of coherent structures might increase
exponentially (i.e. each crossing generates two new breathers, see Figures 8(e, f ))
• While propagating in branches, the breathers interact with each other elastically‡,
since the sG equation is integrable [11, 37]
• If we had an infinite resolution, we would probably observe something similar to
solitonic turbulence in Korteweg–de Vries-like models [13, 40]
∗We change the view angle in order to illustrate better the breather evolution.
†The reflected wave is a breather as well of the same polarity.
‡The term ‘elastic’ means that coherent structures recover their initial shape after the interaction in
contrast to ‘inelastic’ collisions. The property of elasticity in interactions remains rather exceptional since
integrable models are exceptional in the world of PDEs.
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• However, the system being conservative, the total energy is constant. Thus, the
amplitude of breathers can only decrease taking into account the exponential growth
of their number. As a result, we deal with decreasingly smaller objects.
To conclude this Section, it would be extremely interesting to study the long time dynamics
of such systems, which would require infinite numerical resolutions to capture smaller and
smaller coherent structures. Thus, it has to be done theoretically and analytically in future
investigations.
4.2.1 Weak energy breather evolution
As a final test case, we consider the evolution of a breather (on the same network) with
the energy below the passage barrier. The initial condition is conceptually the same as in
the previous Section 4.2, with different numerical parameters, which are given in Table 2.
Notice, that we had to take slightly longer branches to put this breather entirely into the
edge e 1 . The mesh was refined accordingly to keep approximatively the same level of
accuracy. The energy of the ‘weak’ breather is equal to
E (0) = 16 γ sin(µ) ≈ 11.68474789344354 .
This energy was conserved with the relative accuracy < 1% in our simulation. The
evolution of this initial ‘weak’ energy breather is shown in Figure 9. One can see that
the breather remains confined forever to the edge e 1 as expected. It is interesting to note
that the breather ‘sticks’ somehow to the junction point v 2 and oscillates with it. The
breather is apparently never reflected by the junction. All other nodes remain unaffected.
The complete video of this process can be visualized also at this URL address:
https://youtu.be/sncYZU-cbkY/
5. Conclusions and perspectives
We considered a discrete formulation of a scalar Hamiltonian equation on domains
which are not manifolds and applied it to the sG equation. More precisely, the 1D lattices
are assembled into arbitrary graphs (networks) and the coupled dynamics can be efficiently
simulated using our methodology based on a simple symplectic numerical scheme. The
edges of the graph deserve a special treatment based on local conservation laws. The per-
formance of this formulation is illustrated on a connected graph involving four cycles. Our
computational methodology can easily be generalized to the case where edges or vertices
are active as for many engineering applications like fluid or traffic networks. The Mat-
lab source code, which implements the algorithms described in this study can be freely
accessed at the following URL address:
https://github.com/dutykh/sineGordonGraph/
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(f) t = 33.0
Figure 8. Evolution of a sine–Gordon breather with c 0 = 0.95 and ω =
√
2
2
on the graph G 0 .
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(a) t = 2.0 (b) t = 10.0
(c) t = 15.0 (d) t = 21.0
(e) t = 30.0 (f) t = 36.0
Figure 9. Evolution of a sine–Gordon ‘weak’ energy breather on the graph G 0
with parameters given in Table 2.
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Parameter Value
Breather speed, c 0 0.95; 0.25
Breather frequency, cos(µ)
√
2
2
, i.e. µ = π
4
Breather energy, E 11.68
Time step, ∆t 0.0075
Final simulation time, T 36.0
Number of time steps, N t 4 800
Number of points, N 1 000
Spatial discretization step, ∆x 0.015
Table 2. Parameters used in the numerical simulation of the breather
propagation on a network. The breather speeds are chosen in order to illustrate
the phenomena of transition/reflection through/at the junction. The number of
time steps is chosen to have sufficient accuracy by verifying the stability
conditions.
The numerical results revealed a sequence of topological changes during the collisions of
elementary sG kinks at the graph vertices. We considered two different situations when
the kinks initially were super- and sub-critical. In the latter case the system dynamics is
restricted only to a sub-graph since the kinks do not possess enough energy to go through
the junctions. We also studied the dynamics of a breather in such a network. To our
knowledge, these results are presented for the first time and shed light on a type of soliton
turbulence.
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A. Conservation laws approach
A weaker version of condition (2.9) can be derived from variational considerations by
following [5]. Let us consider again the Lagrangian density (2.2). By using the Taylor
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expansion for the potential energy term, the Lagrangian density Lsg can be rewritten as
L sG =
1
2
(
u2t − u2x
) − 1
2
u2︸ ︷︷ ︸
LKG
+
∞∑
k=2
(−1)k u
2k
(2k)!
= LKG +
∞∑
k=2
(−1)k u
2k
(2k)!
.
The last form of the Lagrangian density is particularly suitable for the complexification
of the sG equation which derives from the following Lagrangian
L csG =
1
2
(
ut u
∗
t − ux u∗x
) − 1
2
u u∗ +
∞∑
k=2
(−1)k (u u
∗)k
(2k)!
, (A.1)
where u∗(x, t) is the complex conjugate of u(x, t) (in the complex-valued version of the sG
equation).
Consider now a complex-valued field u (x, t) : R × R+ 7→ C whose behaviour is
described by Lagrangian density (A.1). The energy-momentum tensor T = (T αβ) of
the field u (x, t) satisfies the following conservation laws
∂αT
α β = 0 , (A.2)
where ∂ 0
def
:= ∂ t , ∂ 1
def
:= ∂x . The components of tensor T are given in [33]
T α β =
δLcsG
δ(∂αu)
∂ βu +
δLcsG
δ(∂αu∗)
∂ βu∗ − gαβLcsG, α, β = 0, 1 , (A.3)
where g α β
def
:= diag{1, −1} is the Minkowski tensor. The contravariant derivative opera-
tor ∂ α is related to ∂β by ∂ α
def
:= g αβ∂β . It is straightforward to compute the components
of T from (A.3):
T 0 0 = 1
2
∂ 0 u ∂ 0 u
∗ + 1
2
∂ 1 u ∂ 1 u
∗ + 1 − cosu, T 0 1 = −(∂ 0 u ∂ 1 u∗ + ∂ 0 u∗∂ 1 u) .
(A.4)
One can easily identify T 0 0 with the energy density and T 0 1 with the energy flux (see also
equation (A.2)). Postulating the energy conservation on the Y−junction one obtains the
following condition (see [5] for more details):
T 1 0
∣∣
x → C, x ∈ S 1 + T
1 0
∣∣
x → C, x ∈ S 2 + T
1 0
∣∣
x → C, x ∈ S 3 = 0 ,
which can be expanded according to (A.4) to give finally the following analogue of the
Kirchhoff condition:
∂ t u
∗ · (∂ 1 u + ∂ 2 u + ∂ 3 u) + ∂ t u · (∂ 1 u∗ + ∂ 2 u∗ + ∂ 3 u∗) = 0 at x = C . (A.5)
The last condition is weaker than (2.9) in the sense that all solutions to (2.9) satisfy (A.5).
However, the inverse generally is not true.
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