Abstract. We introduce a random recursive method for constructing random Salem sets in R d . The method is inspired by Salem's construction [13] of certain singular monotonic functions.
Introduction
Let K ⊂R d be a compact set. For α∈ [0, d ] the α-dimensional Hausdorff measure of K is defined by
Then the Hausdorff dimension of K is defined by
Frostman's theory [4] implies that the Hausdorff dimension of K is equal to its capacitarian dimension. Therefore, if we write M + 1 (K) for the set of probability measures with support in K, we have the following equality: (1) dim
In the sequel we writeμ If K has Lebesgue measure zero then by (1) and (2) 
Salem's construction [13] rests on a rather delicate dissection method based on the Steinhaus parametrization (cf. [14] ). His dissection method uses step by step an increasing number of contractions with randomized Lipschitz factors and fixed translation vectors (cf. [1] for an appropriate technical setting). It seems to be difficult to find a (direct) generalization of Salem's construction for R d with d>1.
In this paper we introduce a Salem-like construction of random Salem sets in R d , but we use a completely different random mechanism by fixing the Lipschitz factors and randomizing the translation vectors. That results in a method for constructing random Salem sets with given dimension in R d . Moreover it is possible to push the topological dimension of the resulting sets down to zero. This leads to a proof for the existence of sets with given topological, Fourier and Hausdorff dimension in R d .
The random recursive construction method
Fix α∈ ]0, d [ and let (N (k) ) k∈N be a sequence of positive integers with
We refer to N (k) as the number of contractions in the kth step of a dissection (k∈N). The Lipschitz factor (k) for the kth step of a dissection will be defined by
For convenience we set additionally N (0) = (0) :=1. Moreover we choose a sequence of independent random variables 
Here A k denotes the cartesian product of
we define a random variable
The following estimation shows the absolute convergence of the sum on the right hand side above for m→∞ (σ∈D ∞ ):
Therefore we have for every σ=(σ(1), σ(2), ...)∈D ∞ a random variable
The next theorem shows that K(ω) can be interpreted as the limit set of a random recursive construction in the sense of Graf [5] and Mauldin & Williams [11] (cf. [1] for a general framework). As usual we write M :={ x|x∈M } for ∈R and M ⊆R d .
Proposition 2.1. There exists a compact set
Proof. By assumption on the variables X
We define the set M as
we conclude that the mappings
are random contractions in M . Then the equality
implies immediately the assertion of the theorem.
Corollary 2.2. For every ω∈Ω the set
Proof. The assertion of the corollary follows from the representation (4) of K(ω) (ω∈Ω) given in Proposition 2.1. Remark 2.3. It is obvious that the mapping K: ω →K(ω) is a random compact set in the sense of Matheron [10] .
An upper bound for the Hausdorff dimension Theorem 3.1. For every ω∈Ω we have
Proof. Fix ω∈Ω. From the representation (4) of K(ω) given in Theorem 2.1 we see that for δ>0 and m=m(δ)∈N large enough, the sets
can be used as a δ-covering of K(ω). This leads to an upper estimate of H α (K(ω)):
This implies dim H (K(ω))≤α.
A lower bound for the Fourier dimension
For the construction of K we assumed the variables X
.. , N (k) ) to be independent and uniformly bounded. To establish α as an almost surely lower bound for the Fourier dimension of the random set K we need some more conditions on the variables X (k) j . These conditions seem to be very technical, but we will later see that they are rather canonical. 
there exist constants c k >0 (not depending on j) and an ε>0 with
(ii) log max In the sequel we always assume the sequence X k∈N) to be admissible. Additionally we make the following assumption on the sequence (N (k) ) k∈N :
For example such a sequence may be defined by
Now we define a random measure µ(ω) with support in K(ω) through distribution of mass in equal portions in every step of a dissection. For this purpose we put
where δ y denotes the Dirac measure in the point y∈R d , and * means convolution. Proof. It is easy to check that we can write µ m (ω) as
This impliesμ
Using (3), |e i x,y −e i x,z |≤|x||y−z|, and estimating |μ m (x, ω)−μ n (x, ω)| (m, n large) we see that the Fourier transforms of the measures µ m (ω) converge uniformly on compact sets. This implies weak convergence.
The representation (6) shows that the support of µ(ω) must be contained in K(ω).
In the sequel we use the following form of the Fourier transforms of the measures µ m (ω):
. [8] and Salem [13] . The next two lemmas prepare such a mean value estimation. By Π q (q∈N) we denote the set of all permutations of {1 , ... , q}. 
The usual method to get an upper estimate forμ(ω) is to estimate E(|μ(x)| 2q ) (q∈N). This technique was developed by Kahane
Proof. There exist numbers h 1 , ... , h N (k) ∈Z (independent of ω∈Ω) with |h j |≤ q and
From assumption (8) we know the existence of at least one j 0 with |h j0 |≥1. The variables X (k) j are admissible and independent. This implies the following estimation, where ϕ j,k denotes the characteristic function of X
Therefore the assertion of the Lemma is proved.
Lemma 4.5. Let q, k∈N. If x∈R d fulfills the condition
then we obtain the following estimation:
Proof. We have the following equality:
Splitting the sum and using Lemma 4.4 we conclude
which implies the assertion of the Lemma.
The following lemma will be the key to establish α as an almost surely lower bound for the Fourier dimension of the random set K.
Lemma 4.6. Let q∈N and 0<θ<1. Then there exists a bound Θ(θ, q)>0 with
Proof. Let q and θ be given. If for x∈R d the condition
is fulfilled then we can apply Lemma 4.5 for k=1 , ... , p+1. Because the variables X (k) j are independent, we get
Now we use a technique developed by Salem [13] . Condition (10) is equivalent to
We choose an x∈R d and a p∈N such that condition (11) is fulfilled. Then we assume p=p(x) to be chosen maximal to x∈R d such that (11) is true. This guarantees that for p(x)+1 the opposite inequality of (11) holds. Of course we have the implication
) is admissible, therefore we have the asymptotic relation log max
(cf. Definition 4.1, (ii)). For the sequence (N (k) ) k∈N we made the asymptotic assumption (5). Dividing (11) by (ε/α) p k=1 log(N (k) ) and using the mentioned asymptotic relations, we get the existence of a number 0<θ p(x) <1 with (13)
for x large enough and p=p(x). Using the maximality of p(x) and the implication (12) we see that for x large enough θ p(x) can be chosen arbitrarily close to one. Especially it is possible to have θ p(x) ≥θ for all x∈R d with |x|≥Θ (θ, q) with a certain bound Θ (θ, q). We conclude
Moreover we have the asymptotic relation
Because of (12) and (13) we are able to find a bound Θ (q) with Proof. With Lemma 4.6 in mind the conclusion is standard (cf. Kahane [8, , resp. Salem [13, p. 360-361] ). As usual the estimation of E(|μ(x)| 2q ) leads to the almost sure absolute convergence of an appropriate random series.
Corollary 4.8. The random set K is a random Salem set of dimension
Now we will give an example which shows how easily one can construct random Salem sets in R d with the help of the random recursive construction method. 
is a random Salem set with dimension α in R d . Remark 5.4. In the introduction we mentioned that under a certain condition the images of compact sets under fractional Brownian motion are random Salem sets. In a paper of Kahane (cf. [7, p. 153]) we find that for classical Brownian motion these random sets can be chosen to have topological dimension zero.
An existence theorem
Professor Kölzow asked whether it is possible to find sets with arbitrary given topological, Fourier and Hausdorff dimension. From a result in [6] Proof. To prove the theorem it is enough to establish the existence of compact sets K α , K β , K m ⊂R d with the following dimensions: 
