On the tangent cones of Aubry sets by Zhang, Ke
ar
X
iv
:1
70
9.
02
86
0v
2 
 [m
ath
.D
S]
  8
 A
pr
 20
18
ON THE TANGENT CONES OF AUBRY SETS
KE ZHANG
Résumé. Nous montrons que le cône paratangent de l’ensemble d’Aubry du
Hamiltonien de Tonelli est contenu dans un cône borné par les fibrés de Green.
Notre résultat améliore un résultat précédent de M.-C. Arnaud sur les cônes
tangents des ensembles d’Aubry.
Abstract. We show that the paratingent cone of the Aubry set of the
Tonelli Hamiltonian is contained in a cone bounded by the Green bundles.
Our result improves the earlier result of M.-C. Arnaud on tangent cones of
the Aubry sets.
1. Introduction
Let H(x, p) be a Tonelli Hamiltonian on Tn × Rn, the Aubry set A˜ ⊂ Tn × Rn
is one of the fundamental variationally defined invariant sets. Arnaud (see for
example [1], [2], [3], [4]) developed a theory linking the regularity of the Aubry
set to the Green bundles.
The Green bundles G±(x, p) ⊂ Rn × Rn is a family of invariant Lagrangian
subspaces transversal to the vertical {0} × Rn, which means they are given by
the graph of symmetric matrices: G± = {(h,G±h) : h ∈ Rn}. Given two such
Lagrangian subspaces Si = {(h, Sih)}, i = 1, 2, we say S2 > S1 if S2 > S1,
meaning S2 − S1 is positive definite. Then G− ≤ G+. We will also consider
the modified Green bundle (Arnaud, [1]) G˜− and G˜+, defined by the matrices
G+ + (G+ −G−) and G− − (G+ −G−). Clearly G˜− ≤ G− ≤ G+ ≤ G˜+.
Let Si = {(h, Sih)}, i = 1, 2 be such that S1 ≤ S2, We define the cone between
S1,S2 as:
C(S1,S2) = {(h, Sh) : S1 ≤ S ≤ S2, h ∈ Rn}.
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We will consider the following different definitions of tangent cones.
• The contingent cone Cz(A˜) of the set A˜ at z ∈ A˜, is defined as the set
of all limit points limn→∞ tn(zn − z) for tn > 0 , zn ∈ A˜ and zn → z.
• The limit contingent cone C˜z(A˜) is the set of all limit points of vectors
vn ∈ Czn(A˜) with zn ∈ A˜ and zn → z.
• The paratingent cone Px(A˜) is defined as the limit points of limn→∞ tn(zn−
wn), where tn > 0, zn, wn ∈ A˜ and zn, wn → z.
Clearly we have Cz(A˜) ⊂ C˜z(A˜) ⊂ Pz(A˜). The following result is due to Arnaud:
Theorem 1 ([2], [3]). In the case of Tonelli Hamiltonian, we have C˜z(A˜) ⊂
C(G˜−(z), G˜+(z)). In the case of a twist map on the space T × R, the result
improves to Pz(A˜) ⊂ C(G−(z),G+(z)).
Arnaud asks in [4], Question 6, 7, whether the two improvements (limit con-
tingent cone to paratingent cone, and modified Green bundle to original Green
bundle) are possible for general Tonelli Hamiltonians. We answer both questions
positively.
Theorem 2. For the Tonelli Hamiltonians, we have Pz(A˜) ⊂ C(G−(z),G+(z))
for all z ∈ A˜.
Arnaud also discovered the relation between Green bundles and the Lyapunov
exponents of minimal measures. Among other results, she proved that ([3]) if
a minimal measure has only zero exponents, then on the support of the min-
imal measure, the Aubry set is C1-isotropic, meaning C˜z(A˜) is contained in a
Lagrangian subspace. As mentioned in [4], our result improves this regularity
to C1-regular, meaning Pz(A˜) is contained in a Lagrangian subspace.
We prove our result by first giving an alternative characterization of the symplec-
tic cone, see Section 2. We then develop an anisotropic version of the standard
semi-concavity, and use it to derive an upper bound for the paratingent cone,
see Section 3. Finally in Section 4, we show that the weak KAM solutions satisfy
the new semi-concavity conditions, and use it to prove our main theorem.
2. Characterization of the symplectic cone
A subset K ⊂ R2n is called a cone if 0 ∈ K and λK ⊂ K for all λ > 0. Under
our definition, a cone is uniquely determined by its intersection with the unit
sphere. The space of all non-trivial closed cones then form a complete metric
space using the Hausdorff topology on the unit sphere. In particular, this also
induces a metric on the space of non-zero subspaces.
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We give an alternative characterization for the cone C(G−,G+). Let L1,L2 ⊂
R
2n be Lagrangian subspaces. Define a function Sg : R2n → R ∪ {−∞} by
Sg L1,L2(v) = ω(v1, v2), v = v1 + v2, v1 ∈ L1, v2 ∈ L2,
and Sg L1,L2(v) = −∞ if v /∈ L1 + L2.
Lemma 2.1. The function Sg (v) is well defined.
Proof. Suppose u ∈ L1 ∩ L2, then
ω(v1 + u, v2 − u) = ω(v1, v2) + ω(v1,−u) + ω(u, v2) + ω(u,−u) = ω(v1, v2)
since L1,L2 are Lagrangian. Therefore Sg (v) is well defined. 
We have the following characterization:
Proposition 2.2. Let S1 ≤ S2. Then
C(S1,S2) = {v : Sg S1,S2(v) ≥ 0}.
We prove this proposition in two steps. First we assume the subspaces S1,S2
are transversal.
2.1. The transversal case.
Lemma 2.3. Suppose y1, y2 ∈ Rn satisfies yT1 y2 ≥ 0, then there exists W1,W2
positive semi-definite symmetric matrices, such that
y1 =W1(y1 + y2), y2 = W2(y1 + y2), W1 +W2 = I.
Proof. Let y = y1 + y2, and z = y1 − y2, then
yT1 y2 ≥ 0 ⇔ ‖z‖ ≤ ‖y‖.
We show the following: there exists a symmetric matrix W such that − I ≤
W ≤ I and
z = Wy.
First, by scaling both z and y, it suffices to consider ‖y‖ = 1 and ‖z‖ ≤ 1.
Let P be an orthogonal matrix such that Py = e1, Pz ∈ Span {e1, e2}. Then
Pz = (z1, z2, 0, · · · , 0) with z21 + z22 ≤ 1. Define
W ′ =
z1 z2z2 −z1 0
0 0
 ,
then − I ≤ W ′ ≤ I and W ′e1 = Pz. As a result, W = P T (W ′)P satisfies
− I ≤W ≤ I and Wy = z.
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We now let
W1 =
1
2
( I +W ), W2 =
1
2
( I−W ),
then
W1y = (y + z)/2 = y1, W2y = (y − z)/2 = y2.

Lemma 2.4. Suppose S1 < S2, then
C(S1,S2) = {v : Sg S1,S2(v) ≥ 0}. (1)
Proof. Part 1. Let us first show v = (x, Sx) with S1 ≤ S ≤ S2 implies Sg (v) ≥ 0.
Then v = v1 + v2, v1 = (x1, S1x1) ∈ S1, v2 = (x2, S2x2) ∈ S2 if and only if[
I I
S1 S2
] [
x1
x2
]
=
[
x
Sx
]
.
Denote U = (S2 − S1), we have[
x1
x2
]
=
[
U−1 0
0 U−1
] [
S2 − I
−S1 I
] [
x
Sx
]
=
[
U−1(S2 − S)x
U−1(S − S1)x
]
. (2)
Noting that
Sg (v) = ω((x1, S1x1), (x2, S2x2)) = x
T
1 S2x2 − xT1 ST1 x2 = xT1 Ux2,
we obtain
Sg (v) = xT (S2 − S)U−1(S − S1)x.
It suffices to show that (S2 − S)U−1(S − S1) is positive semi-definite. Denote
U2 = S2 − S and U1 = S − S1, then both U1, U2 are positive semi-definite, and
U1 + U2 = U . We note that
U2U
−1U1 = (U − U1)U−1(U − U2) = U − U1 − U2 + U1U−1U2 = U1U−1U2,
therefore U2U
−1U1 is symmetric. Furthermore, since
U−
1
2
(
U2U
−1U1
)
U−
1
2 = (U−
1
2U2U
− 1
2 )(U−
1
2U1U
− 1
2 )
is the product of two commuting positive semi-definite symmetric matrices, it
is itself positive semi-definite.
Part 2. For the converse, let Sg (v) ≥ 0. Define[
x1
x2
]
=
[
U−1 0
0 U−1
] [
S2 − I
−S1 I
]
v, (3)
then v = (x1 + x2, S1x1 + S2x2), and
Sg (v) = xT1Ux2.
Let yi = U
1
2xi for i = 1, 2, then Sg (v) ≥ 0 implies yT1 y2 ≥ 0.
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Use Lemma 2.3, we get W1,W2 ≥ 0, W1 +W2 = I, such that
W2(y1 + y2) = y1, W1(y1 + y2) = y2.
Since yi = U
1
2xi, denote
U1 = U
1
2W1U
1
2 , U2 = U
1
2W2U
1
2 ,
we get
U2(x1 + x2) = Ux1, U1(x1 + x2) = Ux2, U1, U2 ≥ 0, U1 + U2 = U.
Write x = x1 + x2, we have
v = (x1 + x2, S1x1 + S2x2) = (x1 + x2, S1(x1 + x2) + Ux2)
= (x, S1x+ U1x) = (x, (S1 + U1)x).
Therefore v = (x, Sx) where S = U1 + S1 = S2 − U2 satisfies S1 ≤ S ≤ S2. 
2.2. The general case. We reduce the general case to the transversal case by
using a coordinate change. Let C ∈ R and A an invertible n×n matrix, consider
the following linear symplectic maps ΦC ,ΦA : R
2n → R2n
ΦC(x, y) = (x, y + Cx), ΦA(x, y) =
(
A−1x,ATy
)
.
Let S be a symmetric matrix and S the associated Lagrangian subspace. Denote
SA the Lagrangian subspace defined by the symmetric matrix ATSA.
Lemma 2.5. Let S1 ≤ S2 be symmetric matrices, C ∈ R and A an invertible
matrix.
(1) The equality (1) holds for S1, S2 if and only if the same holds for S1 +
C I, S2 + C I.
(2) The equality (1) holds for S1, S2 if and only if the same holds for A
TS1A ≤
ATS2A.
Proof. Since the symplectic form ω is invariant under symplectic maps, for any
linear symplectic map Φ and Lagrangian subspaces L1,L2,
Φ ({v : Sg L1,L2}(v) ≥ 0}) = {v : Sg ΦL1,ΦL2(v) ≥ 0}.
For (1), let us denote by S ′1,S ′2 the subspaces for S1 + C I, S2 + C I. Then we
clearly have
ΦCSi = S ′i, i = 1, 2, ΦC (C(S1,S2)) = C(S ′1,S ′2),
(1) follows.
For (2), let us denote by SAi the subspaces of ATSiA, i = 1, 2. Then
ΦASi = {(A−1x,ATSix) : x ∈ Rn} = {(A−1x,ATSiAA−1x) : x ∈ Rn} = SAi .
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On the other hand, since S1 ≤ S2 if and only if ATS1A ≤ ATS2A, we have
ΦA (C(S1,S2)) = ΦA{(x, Sx) : x ∈ Rn, S1 ≤ S ≤ S2}
= {(A−1x,ATSAA−1x) : x ∈ Rn, S1 ≤ S ≤ S2} = C(SA1 ,SA2 ).
Item (2) follows. 
Proof of Proposition 2.2. It suffices to consider the case when S1,S2 are not
transversal. Moreover, by applying the symplectic coordinate change ΦC for C
sufficiently large, we may assume that S1, S2 are both invertible.
Assume that S1 ≤ S2 and dimker(S2 − S1) = n − m > 0. Let P be an
orthogonal matrix which maps ker(S2 − S1) to the subspace {0} × Rn−m and
maps (ker(S2 − S1))⊥ to Rm × {0}. Since kerP (S2 − S1)P T = {0} × Rn−m, in
block form we have
PS1P
T =
[
S˜1 M
MT N
]
, PS2P
T =
[
S˜2 M
MT N
]
, det(S˜2− S˜1) 6= 0, detN 6= 0.
Consider the matrix
Q =
[
I 0
−N−1MT I
]
,
then for i = 1, 2,
QTPSiP
TQ
=
[
I −MN−1
0 I
] [
S˜i M
MT N
] [
I 0
−N−1MT I
]
=
[
S˜i −MN−1MT 0
0 N
]
.
Therefore, by considering the coordinate change ΦA where A = P
TQ, we reduce
to the special case
S1 =
[
S¯1 0
0 N
]
, S2 =
[
S¯2 0
0 N
]
,
where S¯1 < S¯2. In this special case
C(S1,S2) =
{([
x¯
y¯
]
,
[
S¯x¯
Ny¯
])
: S¯1 ≤ S¯ ≤ S¯2, x¯ ∈ Rm, y¯ ∈ Rn−m
}
.
On the other hand, every v ∈ S1 + S2 can be expressed as
v =
([
x¯1 + x¯2
y¯1 + y¯2
]
,
[
S¯1x¯1 + S¯2y¯2
Ny¯1 +Ny¯2
])
= w1 + w2 :=
([
x¯1 + x¯2
0
]
,
[
S¯1x¯1 + S¯2y¯2
0
])
+
([
0
y¯
]
,
[
0
Ny¯
])
,
where y¯ = y¯1+y¯2. Since w2 ∈ S1∩S2, Sg S1,S2(v) = Sg S1,S2(w1). Our proposition
now follows from applying Lemma 2.4 to the reduced matrices S¯1, S¯2. 
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3. Generalized semi-concavity and tangent cones
Let Ω ⊂ Rn be an open convex set. A function f : Ω → R is called C-semi-
concave if for each x ∈ Ω, there is lx ∈ Rn such that
f(y)− f(x)− lx · (y − x) ≤ 1
2
C‖y − x‖2, x, y ∈ Ω.
lx is called a super-gradient at x. f is called C-semi-convex if −f is C-semi-
concave, and lx is called a sub-gradient. It is well known if a function is both
semi-concave and semi-convex, then f is differentiable, and df is locally Lips-
chitz. In this section we outline a generalized version of this lemma.
Let A be a symmetric n× n matrix. We say that f : Ω→ R is A-semi-concave
if for each x ∈ Rn, there is lx ∈ Rn such that
f(y)− f(x)− lx · (y − x) ≤ 1
2
A(y − x)2, x, y ∈ Ω
where Ax2 denotes Ax ·x. A-semi-concave functions are ‖A‖-semi-concave. We
say f is A-semi-convex if −f is A-semi-concave. The following lemma is proven
by direct computation.
Lemma 3.1. f is A-semi-concave if and only if fA(x) = f(x)− 12Ax2 is concave.
The proof of our next lemma follows Proposition 13.33 in [10].
Lemma 3.2. Suppose f : Rn → R is B-semi-concave and g : Rn → R is (−A)-
semi-convex, and U = B − A is positive definite. Suppose f(x) ≥ g(x) and K
is the set on which f − g reaches its minimum.
Then for all x1, x2 ∈ K, we have
‖df(x2)− df(x1)− 1
2
(A+B)(x2 − x1)‖U−1 ≤ 1
2
‖x2 − x1‖U ,
where ‖x‖U =
√
Ux2.
The same conclusion holds, if f, g are only defined on Ω, and we assume in
addition that K = argmin(f − g) is compactly contained in Ω.
Proof. First of all, by adding a constant to g, we may assume that min(f−g) = 0.
Then by standard estimates of semi-concave functions, we have f(x) = g(x) and
df(x) = dg(x) on K.
Since g is −A-semi-convex, gA(x) = g(x) − 12Ax2 is convex, and dgA(x) =
dg(x)−Ax where g is differentiable. Since gA is convex, convex duality (see for
example [10], chapter 11) implies if pA1 is any sub-gradient of gA at x1, we have
g∗A(p
A
1 ) := sup
x
{
pA1 · x− gA(x)
}
= pA1 · x1 − g(x1).
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We note that gA(x) ≤ fA(x), with equality holding on K. fA(x) is U -semi-
concave.
Let x1, x2 ∈ K, then f(xi) = g(xi) and pi = df(xi) = dg(xi), pAi = pi − Axi,
i = 1, 2, then
g∗A(p
A
2 ) = sup
x
{pA2 · x− gA(x)} ≥ sup
x
{pA2 · x− fA(x)}
≥ sup
x
{pA2 · x− fA(x1)− pA1 · (x− x1)−
1
2
U(x − x1)2}
= pA1 · x1 − gA(x1) + sup
x
{(pA2 − pA1 ) · x−
1
2
U(x − x1)2}
= g∗A(p
A
1 ) + (p
A
2 − pA1 ) · x1 +
1
2
U−1(pA2 − pA1 )2,
where in the last equality, we used the fact that supx{p · x− 12Ux2} = 12U−1p2.
Switch x1 and x2, we obtain
g∗A(p
A
1 ) ≥ g∗A(pA2 ) + (pA1 − pA2 ) · x2 +
1
2
U−1(pA2 − pA1 )2.
Sum the two inequalities obtained, we have
U−1(pA2 − pA1 )2 ≤ (pA2 − pA1 ) · (x2 − x1) = U−1(pA2 − pA1 ) · U(x2 − x1).
Complete squares, we get
U−1
(
pA2 − pA1 −
1
2
U(x2 − x1)
)2
≤ 1
4
U(x2 − x1)2,
and the left hand side is equal to U−1
(
p2 − p1 − 12(A +B)(x2 − x1)
)2
.
For the local version, we only need to extend both f, g to Rn keeping the same
semi-concavity, and that on f − g > 0 on Rn \ Ω. 
We obtain the following standard lemma due to Fathi (see [7], [3]) as a corollary.
Corollary 3.3. If f,−g are C-semi-concave, and f ≥ g, K = argmin(f − g),
then there is C ′ > 0 such that
‖df(x2)− df(x1)‖ ≤ C ′‖x2 − x1‖, x1, x2 ∈ K.
Under the same assumptions as Lemma 3.2, define
If,g = argmin(f − g), I˜f,g = {(x, df(x)) : x ∈ If,g}, (4)
and write SA = {(h,Ah)}, SB = {(h,Bh)}, then:
Corollary 3.4. Under the same assumptions as Lemma 3.2, for every z =
(x, df(x)) ∈ I˜f,g,
PzI˜f,g ⊂ C(SA,SB),
where Pz is the paratingent cone.
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Proof. Consider for i = 1, 2 and n ∈ N, (xni , pni ) ∈ I˜, (xni , pni ) → z, tn > 0, and
(tn(x
n
2 − xn1 ), tn(pn2 − pn1 ))→ (h, k) ∈ Rn × Rn. Lemma 3.2 implies∥∥∥∥pn2 − pn1 − 12(A+B)(xn2 − xn1 )
∥∥∥∥
U−1
≤ 1
2
‖xn2 − xn1‖U .
Multiply by tn and take limit, we get
PzI˜f,g ⊂
{
(h, k) : ‖k − 1
2
(A+B)h‖U−1 ≤ 1
2
‖h‖U
}
,
it suffices to show the right hand side is equal to C(SA,SB).
We apply (3) with S2 = B, S1 = A and U = B − A, then
(h, k) = (h1 + h2, Ah1 +Bh2) , h1 = −U−1k+U−1Bh, h2 = U−1k−U−1Ah.
Denote q = k − 1
2
(A+B)h,
Sg SA,SB((h, k)) = Uh1 · h2 = (−k +Bh) · U−1(k −Ah)
=
(
−q + 1
2
Uh
)
· U−1
(
q +
1
2
Uh
)
= −‖q‖2U−1 +
1
4
‖h‖2U ,
therefore ∥∥∥∥k − 12(A+B)h
∥∥∥∥2
U−1
≤ 1
4
‖h‖2U ⇔ Sg SA,SB((h, k)) ≥ 0
which is exactly what we need in view of Proposition 2.2. 
4. The Aubry set and the Green bundles
Let L denote the Lagrangian associated to H . The action function is
At(x, y) = inf
{∫ t
0
L(γ, γ˙)dt : γ(0) = x, γ(t) = y
}
.
The (backward) Lax-Oleinik semi-group Tt : C(T
n)→ C(Tn) is defined as
Ttu(y) = min
x∈Tn
{u(x) + At(x, y)},
and u : Tn → T is called a weak KAM solution if Ttu = u. The forward
semi-group is
T+t u(x) = max
y∈Tn
{u(y)− At(x, y)}.
u is called a weak KAM solution if there is c ∈ R such that Ttu + ct = u.
Similarly, w is called a forward weak KAM solution if T+t w − ct = w. We refer
to [7] for a wealth of information on weak KAM theory.
The Mather set M˜ is the support of all minimal invariant probabilities to the
Euler-Lagrange flow, namely, ones that minimizes
∫
L(x, v)dµ(x, v). The pro-
jected Mather set M is its projection to Tn. Fathi ([7]) showed that given any
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weak KAM solution u, there is a unique forward solution w ≤ u such that u = w
on M. The pair (u, w) is called a conjugate pair.
Let (u, w) be a conjugate pair, Iu,w and I˜u,w as in (4), we define the Aubry set
A˜ =⋂{I˜u,w : (u, w) is a conjugate pair }.
Each I˜u,w is contained in a Lipschitz graph with a uniform Lipschitz constant
due to Corollary 3.3. Each I˜u,w, and therefore A˜, is a compact invariant set of
the Hamiltonian flow.
An orbit z(t) = (x, p)(t) is called disconjugate if for all t1, t2 ∈ R, we have
Dφt2t1 V(x(t1), p(t1)) ⋔ V(x(t2), p(t2)),
where V(x, p) = {0}×Rn ⊂ T(x,p)(Tn×Rn) is called the vertical subspace. Every
orbit in the set I˜u,w is disconjugate. Given a disconjugate orbit, we define the
pre-Green bundles
Gt(z) = DφtV(φ−tz), G−t(z) = (Dφt)−1V(φtz).
Gt(z) are Lagrangian subspaces given by symmetric matrices Gt(z).
Proposition 4.1 (See for example [8], [6], [9], [5]). For all s, t > 0, G−s > Gt,
and G−t is decreasing in t > 0 and Gt increasing in t > 0. As a result
G+(z) = lim
t→∞
Gt(z), G−(z) = lim
t→∞
G−t(z)
are invariant subbundles along the orbit of z.
Proposition 4.2 ([2]). Suppose γ : R → Tn is a minimizing orbit. Then for
each t− s = T > 0, the function AT (x, y) is a C2 function in a neighborhood of
(γ(s), γ(t)). Moreover, we have
GT (γ(t)) = ∂
2
22A
T (γ(s), γ(t)), G−T (γ(s)) = −∂211AT (γ(s), γ(t))
Lemma 4.3. Let (u, w) be a conjugate pair of weak KAM solutions, and let γ(t)
be the projection of an orbit in I˜u,w. Then for each ǫ > 0, there is a neighborhood
V of x0 = γ(0) on which
• u is (GT (x0) + ǫ I)-semi-concave;
• w is −(G−T (x0)− ǫ I)-semi-convex.
Proof. By Proposition 4.2, the functions AT (x, y) is C2 near both (γ(−T ), x0)
and (x0, γ(T )). Using the relation of second derivatives in Proposition 4.2, for
any ǫ > 0, there is δ > 0 such that for all x ∈ Bδ(γ(−T )), the function of AT (x, ·)
is G−T (x0) + ǫ I semi-concave on Bδ(x0), here Bδ(x) denote ball of radius δ at
x.
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Let y1, y2 ∈ Bδ′(γ(−T )), where δ′ < δ is to chosen, then there exists minimizing
curves γ1, γ2 : (−∞, 0]→ Tn (called calibrated curves, see [7]) such that γi(0) =
yi, i = 1, 2 and u(yi) = u(γi(−t)) +At(γi(−t), yi). By choosing δ′ small, we can
assume γi(−T ) ∈ Bδ(γ(−T )), and as a result
u(y2)− u(y1) = u(y2)− u(γ1(−T )) + AT (γ1(−T ), y1)
≤ AT (γ1(−T ), y2)− AT (γ1(−T ), y1)
≤ ly1(y2 − y1) +
1
2
(GT (x0) + ǫ I) (y2 − y1)2
by semi-concavity of AT (γ1(−T ), ·). The proof for semi-convexity of w is similar.

Proof of Theorem 2. Let Gǫ±T denote the Lagrangian subspaces associated to
G∓T (z0)± ǫ I, then Lemma 4.3, together with Corollary 3.4 implies
Pz0 I˜u,w ⊂ C(Gǫ−T ,GǫT ).
Take T →∞, we get
Pz0 I˜u,w ⊂ C(Gǫ−,Gǫ+),
where Gǫ± are defined by G± ± ǫ I. Finally, we get our conclusion by taking
intersection over all ǫ. 
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