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Abstract
Abstract
There exists many complicated k-noncrossing pseudoknot RNA structures in na-
ture based on some special conditions. The special characteristic of RNA struc-
tures gives us great challenges in researching the enumeration, prediction and the
analysis of prediction algorithm. We will study two kinds of typical k-noncrossing
pseudoknot RNAs with complex structures separately.
The main content of Chapter 1 introduces the background and the signifi-
cance of the project. We also present the chief results of this thesis.
In Chapter 2, we mainly illustrate the basic concepts, including the following
items:
1. The construction of RNA, containing the secondary structures, pseudo-
knot structures and substructure of RNA.
2. Symbolic enumeration method. It is one of the most important method
for studying the enumeration of RNA structures. All the generating func-
tions are concluded by this method.
3. Combinatorial analysis, basic tool for asymptotically analyzing the enu-
meration of RNA structures. We mainly show D-finiteness, P -recursive,
singularity analysis and distribution analysis in detail.
In Chapter 3, we discuss a kind of complicated structures named modular
k-noncrossing diagram. Such diagrams frequently appear in RNA prediction.
The prediction program based on modular k-noncrossing diagram is much more
difficult to code. Therefore, we need to make the diagram clear, including the
way of building it and the time complexity we build. To reach the purpose,
we invent a whole new method to enumerate and find the asymptotic behavior
of modular k-noncrossing diagrams. The method is made with reconstructing
Vk-shape, recurrence, differential equation and symbolic method. Finally we get
the result that the asymptotic formula of the number of modular, k-noncrossing
diagram with n nucleotides, which is,
Qk(n) ∼ ck n−((k−1)2+(k−1)/2) (γ−1k )n, k ≥ 3,
I
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where γk is the minimum real solution of ϑ(z) = ρ
2
k and ck is some positive
constant, see eq. (3.4.28).
In Chapter 4, we emphasize the research on k-noncrossing skeleton structure,
especially when k = 3. The skeleton structure is well known in Huang’s folding
algorithm for 3-noncrossing RNA structures. The algorithm constructs a skeleton
tree first, in which every leaf is a skeleton structure. The structure of the skeleton
tree is so complicated that the complexity of the algorithm is only concluded by
experiment data in their paper. We will give a proof for the complexity and
obtain the asymptotic formula of the number of canonical 3-noncrossing skeleton
diagrams with n vertices,
S
[4]
3 (n) ∼ C ′ n−5 (η−1)n,
where C ′ ≈ 7892.16, η ≈ 0.4934. Afterwards, we study the statistical properties
of arcs in canonical 3-noncrossing skeleton diagrams. We prove the central limit
theorem for arcs distributions in terms of their bivariate generating function. Our
result allows to estimate the arc numbers in a random canonical 3-noncrossing
skeleton diagrams.
Keywords: pseudoknot RNA, k-noncrossing, matching, modular diagram, skele-
ton, symbolic enumeration, OGF, D-finiteness, P -recursive, singularity analysis,
central limit law.
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Chapter 1. Introduction
Chapter 1
Introduction
1.1 Background
The Ribonucleotide acid (RNA) is a single stranded molecule of four different
nucleotides A, C, G and U, together with Watson-Crick (A-U, G-C) and (U-G)
base pairs. It is one of the three major macromolecules that are essential for all
known forms of life. The sequence of nucleotides allows RNA to encode genetic
information. Over the decades of years, for the need of medicine and pharmacy,
scientists give an intense interesting in the structure of RNA. The traditional way
of researching RNA structure is cutting RNA by RNA enzyme or some reagent
and analyzing by sequencing gel, which is time-consuming, high-tech demanding
and expensive. To solve these problems, people turned to focus on using computer
to predict a specific RNA structure.
RNA structures are separated into two categories, which are secondary struc-
tures and pseudoknot structures respectively. The secondary structures are the
first been studied. In 1978, Waterman etc. completely investigate the combi-
natorial properties of secondary structure [44] [45] [29] [37]. Assume that the
number of secondary structures with n nucleotides having arcs of length at least
λ is T
[λ]
2 (n). We have the recursion that
T
[λ]
2 (n) = T
[λ]
2 (n− 1) +
n−λ−1∑
i=0
T
[λ]
2 (i)T
[λ]
2 (n− i− 2), (1.1.1)
where T
[λ]
2 (n) for 0 ≤ n ≤ λ. The recursion above tells us the way of constructing
1
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Figure 1.1 HAR1F RF00635 RNA secondary structure represented as a planar graph.
There are more than two isolated vertices in a hairpin marked by a dashed-line box.
2
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an arbitrary secondary structure and it is also the fundamental of efficient min-
imum free energy folding (mfe) of RNA secondary structure [13–15]. The RNA
secondary structure does not allow one or two isolated nucleotides in any one of
hairpin loops, see Fig. 1.1∗.
Figure 1.2 A planar graph of turnip yellow mosaic virus. The substructure marked
by a dashed-line box is the pseudoknot.
There exists other RNA structures having cross-serial nucleotide interactions
which is different from secondary structure. We call them pseudoknot structure
[11]. The pseudoknot structure was first discovered in yellow mosaic virus in [41],
see Fig. 1.2†. Unlike the secondary structure, they are more complicated and hard
to find a bijection between them and some combinatorial structure. It gives people
who want to predict pseudoknot structures a big trouble. In 1999, Elena Rivas
and Sean R. Eddy gave us a classical dynamic programming algorithm for RNA
pseudoknot structure [36]. Meanwhile, Lynsø etc. [27] advanced a new predicting
∗The planar graph of HAR1F RF00635 is drawn by reference to http://en.wikipedia.
org/wiki/File:HAR1F_RF00635_rna_secondary_structure.jpg.
†The figure is cited from http://pseudoviewer.inha.ac.kr/Examples.htm.
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method based on a energy models. However, for the lack of the knowledge about
the exact combinatorial meaning of pseudoknot, they cannot control the crossing
number. For this reason, people began to study the combinatorial properties of
RNA pseudoknot structure [17]. In the year of 2007, the paper [3] written by Chen
and Stanley etc. showed us an involution combinatorial structure, “k-noncrossing
matching”. It actually builds a connection between a RNA pseudoknot structure
and a k-noncrossing matching. Based on this idea, Reidys etc. generalize the
k-noncrossing matching to specified k-noncrossing diagram, which have bijection
to the RNA pseudoknot structure [20] [21] [10]. Furthermore, the generating
functions of some kinds of k-noncrossing diagram were computed the asymptotic
formula, which gives us a proof of growth rate when the number of nucleotides is
increasing.
Around the year of 2010, Jin [19] focused on deriving the generating functions
and asymptotic formula of 3-noncrossing diagram, while Han [10] focused on the
diagram with 4 or higher cross number. Ma etc, [28] had further studies on
some k-noncrossing diagrams satisfying some constraints, i.e. k-noncrossing τ -
canonical diagrams. The constraints specify minimum arc-length and stack-length
of the diagrams, due to the biophysical constraints. All these kinds of diagrams
belong to the class of diagrams, whose arc-length λ satisfies 1 ≤ λ ≤ τ + 1. It
means that the method used to compute the generating function and asymptotic
formula of such a class of diagrams cannot be applied to some k-noncrossing
τ -canonical diagram with arc length larger than τ + 1, such as k-noncrossing
2-canonical diagrams with arc length not less than 4, which is also known as
modular k-noncrossing diagram. We have to develop a new way to treat this
kind of diagrams. Fortunately, the Vk-shapes will help us find the answer. It
is like a core of a k-noncrossing diagram. With an action called “inflation”,
every k-noncrossing diagrams can be produced by adding isolated vertices and
stacks based on some Vk-shape. The Vk-shape in [32] can only be inflated to a k-
noncrossing τ -canonical diagram with the arc length λ satisfying 1 ≤ λ ≤ τ + 1.
We have to reform the traditional Vk-shape, called colored Vk-shape, so as to
adapt to the new problem. The main idea is to build modular k-noncrossing
diagrams via inflating their colored Vk-shapes [33], see Fig. 1.3. The inflation
gives rise to “stem-modules” over shape-arcs and is the key for the symbolic
4
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Figure 1.3 Modular k-noncrossing diagrams: the inflation method. A modular 3-
noncrossing diagram (top) is derived by inflating its V3-shape (bottom) in two steps.
First we individually inflate each shape-arc into a more complex configuration and
second insert isolated vertices (purple).
(1)
(2)
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derivation of Qk(z). One additional observation maybe worth to be pointed out:
the computation of the generating function of colored shapes in Section 3.3, hinges
on the intuition that the crossings of short arcs are relatively simple and give rise
to manageable recursions. The coloring of these shapes then allows to identify the
arc-configurations that require special attention during the inflation process. Our
results are of importance in the context of RNA pseudoknot structures [35] and
evolutionary optimization [31]. The method of generating modular k-noncrossing
diagrams gives contributions to analyze the joint structure [25] [26].
Figure 1.4 An outline of cross [18]: the generation of motifs (I), the construction
of skeleta-trees, that are rooted in irreducible shadows (II) and the saturation (III).
During the latter we derive via DP-routines optimal fillings of intervals of skeleta. The
red arrows represent the processing of two motifs, one of which leads to the generation
of a skeleton tree, while the other leads directly to the saturation routine.
saturation optimal
I
II
III
AAACUUUGCG
AAACUUUGCG
Input:
AAACUUUGCG AAACUUUGCG AAACUUUGCG AAACUUUGCGAAACUUUGCG
AAACUUUGCG AAACUUUGCG
AAACUUUGCG
AAACUUUGCG AAACUUUGCG
AAACUUUGCGAAACUUUGCGAAACUUUGCGAAACUUUGCGAAACUUUGCG
AAACUUUGCG AAACUUUGCG AAACUUUGCG AAACUUUGCG AAACUUUGCG
saturation optimal
AAACUUUGCG
AAACUUUGCG
AAACUUUGCG
Besides modular k-noncrossing diagram, another diagram, called skeleton di-
agram, is worth to study. It has a special characteristic that every arc is crossed
6
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by another arc. In the world of nature, the skeleton diagram rarely appears in-
dependently. However, skeleton diagram is an important substructure in every
pseudoknot RNA structure. It is like a skeleton covering outside a pseudoknot
diagram, and small substructures are filled in the “gap” of the skeleton diagrams,
like muscle, see Fig. 1.5. Making the use of this special property, we can design
a dynamic program to predict RNA structure. In 2008, Huang etc. [18] designed
a folding 3-noncrossing algorithm, cross, based on the skeleton diagrams. The
main idea is generating motifs first, then constructing a skeleta trees, rooted in
irreducible shadows and saturation, during which via DP-routines, optimal fill-
ings of skeleta-intervals are derived, see Fig. 1.4. The key difference to any other
pseudoknot folding algorthm is the fact that cross has a transparent, combinato-
rially specified, output class. Cross is by design an algorithm of exponential time
complexity by virtue of its construction of its skeleta-trees. Only in its saturation
phase it employs vector versions of DP-routines. The fact shows us we must make
clear the time complexity of generating skeleta-trees if we want to know the time
complexity of the algorithm. It turns to be a problem that what the statistics
property of the skeleta-trees is. Since any skeleton diagram can be found in a
skeleta-tree, we need to find a way to enumerate the skeleton diagrams.
Figure 1.5 A skeleton diagram in a pseudoknot structure. The skeleton diagram
is marked by thick line. The substructures marked by thin line are embedded in
the intervals generated through splitting nucleotide (grey balls) sequence by the
skeleton diagram.
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1.2 Outline of the thesis
Besides introducing some basic concepts in this thesis, we mainly discuss
about two subjects, which are the modular, k-noncrossing diagrams and the 3-
noncrossing skeleton diagrams, respectively. The thesis is organized as following.
In Chapter 1, we introduce the background and motivation of the thesis
and illustrate the outline of the result and key method. The basic concepts and
fundamental theorems which are highly used in the thesis, are present in Chapter
2.
The main results will be shown with the beginning of Chapter 3. The com-
binatorial analysis of modular, k-noncrossing diagram is the main content of
Chapter 3 . Based on Vk-shape, we compute the generating function of colored
shape, Wk(x, y, w) and Ik(x, y, z, w), which are
Wk(x, y, w) = (1 + x)vFk
(
x(1 + x)v2
)
, (1.2.2)
and
Ik(x, y, z, w, t) =
1 + x
θ
Fk
(
x(1 + (2w − 1)x+ (t− 1)x2)
θ2
)
, (1.2.3)
where Fk is the generating function of k-noncrossing matching (see Section ) and
v =
(
(1− w)x3 + (1− w)x2 + (2− y)x+ 1)−1
θ = 1− (y − 2)x+ (2w − z − 1)x2 + (2w − z − 1)x3
for k > 2.
With help of the above two generating functions of colored shapes and sym-
bolic enumeration method, we obtain the generating function of modular, k-
noncrossing diagrams when k > 2, which is
Qk(z) =
1− z2 + z4
q(z)
Fk (ϑ(z)) , (1.2.4)
where
q(z) = 1− z − z2 + z3 + 2z4 + z6 − z8 + z10 − z12
ϑ(z) =
z4(1− z2 − z4 + 2z6 − z8)
q(z)2
. (1.2.5)
8
Chapter 1. Introduction
Eq. (1.2.4) shows us the generating function of modular, k-noncrossing diagrams
is composed of an rational expression and a composite function. Using the asymp-
totic method introduced in Chapter 2, we are able to conclude the asymptotic
formula of modular, k-noncrossing diagrams with n vertices, which is
Qk(n) ∼ ck n−((k−1)2+(k−1)/2) (γ−1k )n, for some ck > 0.
After we finish discussing about modular, k-noncrossing diagram, we start
to focus another interesting diagram, 3-noncrossing skeleton diagram, which will
be studied in Chapter 4 [34]. Similarly as modular, k-noncrossing diagram, the
generating function of 3-noncrossing skeleton diagram should be given by inflating
its shape (we call it 3-noncrossing skeleton shape), and the conclusion is
S
[4]
3 (z) = (1− z)G
(√w0(z)z
1− z
)2 , (1.2.6)
where
G(x) = S(x)− 1− x,w0(z) = z
4
1− z2 + z6 .
Here S(x) is the generating function of 3-noncrossing skeleton shape. Before do-
ing asymptotic of 3-noncrossing skeleton diagram, we must obtain the generating
function of S(x) and doing combinatorial analysis. The main idea is utilizing the
relationship between skeleton diagram and irreducible structure [22] to compute
the generating function of skeleton matching (a matching satisfying the condition
of skeleton). Then we “shrink” the skeleton matching to the skeleton shape. Un-
like the 3-noncrossing matching, the generating function of 3-noncrossing skeleton
matching has no explicit formula. Thanks to the Bender’s theorem [2] and Eric’s
method [8], we finally solve the asymptotic problem of 3-noncrossing skeleton
matching, which is
S(h) ∼ C · h−5R−h,
where S(h) is the number of 3-noncrossing skeleton matching with h arcs and
C =
24(−512 + 165pi)5
3125(256− 81pi)5pi ≈ 3.03096, R = 256
(
11
8
− 64
15pi
)2
≈ 0.0729.
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Using the asymptotic property of 3-noncrossing matching and eq. (1.2.6),
we deduce that the asymptotic formula of 3-noncrossing skeleton diagram is
S
[4]
3 (n) ∼ C ′ n−5 (η−1)n, for some C ′ > 0,
where S
[4]
3 (n) represents the number of canonical 3-noncrossing skeleton diagrams
with n vertices and C ′ ≈ 7892.16, η ≈ 0.4934.
10
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Chapter 2
Basic concepts
In this chapter we provide the mathematical foundation of the thesis. The
main object here is the generating function and asymptotic formula of k-noncrossing
matchings, which will play a central role for in RNA pseudoknot structures.
We begin with the nomenclatures and notations needed for the thesis. It
contains two kinds of expressions for RNA pseudoknot structure, the elements in
the RNA structure, diagram, and k-noncrossing τ -canonical, etc.
Next we introduce the fundamental combinatorial tools for obtaining the
generating functions of k-noncrossing diagrams. We use symbolic enumeration
present by Flajolet [7] to get the generating function, avoiding the complicated
recursive method.
After that we begin to discuss the combinatorial analyzing method for gen-
erating functions. The key method is the singularity analysis. However, before
we introduce it, an important concept must be inducted, which is D-finiteness.
The D-finiteness and singularity analysis are going to help us to analyze the
generating function of k-noncrossing diagrams asymptotically.
We then conclude this chapter by the central limit theorem due to Bender [1].
The central limit theorem shows that a sequence of random variables have a limit
distribution Gaussian or normal distribution. The central limit theorem will be
used in Chapter 4 to analyze the distribution of 3-noncrossing skeleton diagrams
with n vertices and h arcs.
11
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2.1 Nomenclatures and Notations
An arbitrary RNA structures can be uniquely expressed by two forms respec-
tively, which are planar graph and diagram. A planar graph of RNA structure is
a graph that obtained by embedding the 3-dimensional RNA structure into the
plain, in which the nodes represent nucleotides and edges represent phosphodi-
ester bond and Watson-Crick base pairs (A-U, G-C and U-G), see Fig. 1.2.
If we “straighten” the edges representing phosphodiester bond, we will get the
other expression, diagram. The strict definition of diagram follows
Definition 2.1. A diagram is a labeled graph over the vertex set [n] = 1, 2, . . . , n,
represented by drawing its vertices on a horizonal line and its arcs (i, j), i < j
in the upper half plain, where each vertex is connected with at most one arc, see
Fig. 2.1. A vertex in a diagram is called an isolated vertex if there are not any
arcs connecting with the vertex.
Figure 2.1 Features of a modular 3-noncrossing diagram represented as planar graph
(top) and in diagram representation (bottom). We display a stack of length two (green),
a stem of size two (red) and a 5-arc (blue).
5’
3’
5’3’ 5 10 15 20 25
5
1015
20
25
Obviously, vertices and arcs correspond to nucleotides and Waston-Crick
base pairs, respectively. In a diagram, a sequence of arcs (is, js)1≤s≤k is called
k-nesting, if they satisfy
is < is−1 < . . . < i2 < i1 < j1 < j2 < . . . < js−1 < js.
12
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Similarly, a sequence of arcs (is, js)1≤s≤k is called k-crossing if
i1 < i2 < . . . < ik < j1 < j2 < . . . < jk.
Similarly, If a diagram have k − 1-crossing arcs at most, we call it k-noncrossing
diagram. Particularly, if k equals 2, the diagram will degenerate to noncrossing
diagram, which corresponds to secondary structure.
A k-noncrossing, τ -canonical structure, is a diagram in which
• there exists no k-crossing arcs,
• stack has at least size τ , and
• any arc (i, j) has a minimum arc length j − i ≥ 2
We next specify further properties of k-noncrossing diagrams:
• a stack of size σ, Sσi,j, is a maximal sequence of “parallel” arcs,
((i, j), (i+ 1, j − 1), . . . , (i+ (σ − 1), j − (σ − 1))).
We call a stack of size σ a σ-stack,
• a stem of size s is a sequence(
Sσ1i1,j1 , S
σ2
i2,j2
, . . . , Sσsis,js
)
where Sσmim,jm is nested in S
σm−1
im−1,jm−1 such that any arc nested in S
σm−1
im−1,jm−1
is either contained or nested in Sσmim,jm , for 2 ≤ m ≤ s.
For an illustration of the above structural features, see Fig. 2.1. Note that given
a stem (
Sσ1i1,j1 , S
σ2
i2,j2
, . . . , Sσsis,js
)
the maximality of the stacks implies that any two nested stacks within a stem,
Sσmim,jm and S
σm−1
im−1,jm−1 are separated by a nonempty interval of isolated vertices
between im−1 + (σm−1 − 1) and im or jm−1 − (σm−1 − 1) and jm, respectively.
13
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2.2 Symbolic enumeration method
When we deal with the enumeration of diagrams, we actually deal with
discrete objects, which can be finitely described by constructions rules. For ex-
ample, the vertices, arcs, stacks and stems in k-noncrossing RNA structures.
Our major is to enumerate such objects according to some characteristics param-
eter(s).
Definition 2.2. A combinatorial class, or simply a class, is a finite or denu-
merable set on which a size function is defined, satisfying the following conditions:
(i) the size of an element is a non-negative integer; (ii) the number of elements
of any given size is finite.
Definition 2.3. The counting sequence of a combinatorial class is the sequence
of integers (an)n≥0 where an = card(an) is the number of objects in class A that
have size n.
Next, for combinatorial enumeration purposes, it is convenient to identify
combinatorial classes that are merely variants of one another.
Definition 2.4. Two combinatorial classes A and B are said to be (combina-
torially) isomorphic, which is written A ∼= B, iff their counting sequences are
identical. This condition is equivalent to the existence of a bijection from A to B
that preserves size, and one also says that A and B are bijectively equivalent.
Suppose we have a combinatorial class and the corresponding counting se-
quence. We define the ordinary generating function (OGF) as follows.
Definition 2.5. The ordinary generating function (OGF) of a sequence
(an) is the formal power series
A(z) =
∞∑
n=0
anz
n. (2.2.1)
The ordiary generating function (OGF) of a combinatorial class A is the gener-
ating function of the number An = card(an). Equivalently, the OGF of class A
admits the combinatorial form
A(z) =
∑
α∈A
z|α|. (2.2.2)
14
Chapter 2. Basic concepts
It is also said that the variable z marks size in the generating function
The combinatorial form of an OGF in eq. (2.2.2) results straightforwardly
from observing that the term zn occurs as many times as there are objects in A
having size n.
We let generally [zn]f(z) denote the operation of extracting the coefficient
of zn in the formal power series f(z) =
∑
fnz
n, so that
[zn]
(∑
n≥0
fnz
n
)
= fn (2.2.3)
Example. Noncrossing matching. Let M be the class of the noncrossing
matchings. Then M can be represented as
M := {ε, {(1, 2)}, {(1, 2), (3, 4)}, {(1, 4), (2, 3)}, . . .},
where ε is an empty noncrossing matching without arcs. For the matching γ =
{(1, 2), (3, 4)} we have |γ| = 2. We already know the number of noncrossing
matching with n arcs is cn =
1
n+1
(
2n
n
)
. Therefore we have the following equations,
M(z) =
∑
γ∈M
zγ =
∑
n≥0
cnz
n =
1−√1− 4z
2z
.
Now we start to learn about the basic constructions that constitute the core
of a specification language for combinatorial structures. For the demand of the
thesis, we mainly discuss about disjoint union, Cartesian product and sequence
construction.
First, assume we are given a class E called the neutral class that consists of
a single object of size 0, and a class Z called an atomic class comprising a single
element of size 1. Clearly, the generating functions of a neutral class E and an
atomic class Z are
E(z) = 1, Z(z) = z,
corresponding to the unit 1,and the variable z, of generating functions.
15
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Proposition 2.1. Let A, B, C be combinatorial classes. An, Bn, Cn are the
corresponding cardinals of size n and A(x), B(x), C(x) are the corresponding
ordinary generating functions.
1. Disjoint union. A, B and C satisfy
A = B ∪ C, with B ∩ C = ∅, (2.2.4)
with size defined in a consistent manner: for ω ∈ A,
|ω|A =
|ω|B if ω ∈ B|ω|C if ω ∈ C. (2.2.5)
One has
An = Bn + Cn, (2.2.6)
which, at generating function level, means
A(z) = B(z) + C(z). (2.2.7)
2. Cartesian product. This construction applied to two classes B and C
forms ordered pairs,
A = B × C iff A = {α = (β, γ) | β ∈ B, γ ∈ C}, (2.2.8)
with the size of a pair α = (β, γ) being defined by
|α|A = |β|B + |γ|C. (2.2.9)
It is immediately seen that the counting sequences corresponding to A,B, C
are related by the convolution relation
An =
n∑
k=0
BkCn−k, (2.2.10)
which means admissibility. Furthermore, we recognize here the formula for
a product of two power series,
A(z) = B(z) · C(z). (2.2.11)
16
Chapter 2. Basic concepts
3. Sequence construction. If B is a class then the sequence class Seq(B)
is defined as the infinite sum
Seq(B) = {}+ B + B × B + · · · (2.2.12)
with  being a neutral structure. In other words, we have
A = {(β1, . . . , β`) | ` ≥ 0, βj ∈ B} .
According cartesian product and eq. (2.2.12), the generating function of A
will hold as follows,
A(z) = 1 +B(z) +B(z) ·B(z) + · · · = 1
1−B(z) . (2.2.13)
Example. Interval coverings. Let Z := a. Then A = Z +Z ×Z is a set of two
elements, a and (a, a), which we choose to note as {a, aa}. Then C = Seq(A)
contains
a, a a, aa, a aa, aa a, aa aa, a a a a, . . .
with the notion of size adopted, the objects of size n in C = Seq(Z +Z ×Z) are
isomorphic to the covering of [0, n] by intervals of length either 1 or 2. The OGF
C(z) = 1 + z + 2z2 + 3z3 + 5z4 + · · · = 1
1− z − z2 .
2.3 D-finiteness and P -recursive
D-finiteness and P -recursive are important concepts in the asymptotics of
k-noncrossing diagrams. In Chapter 3, we will use these two concepts to do the
asymptotic of modular k-noncrossing diagrams. Based on the paper of Stanley
[38], an arbitrary power series, S(x) =
∑
n≥0 snx
n is analytically continuated in
any simply-connected domain containing zero if S(x) is D-finite.
Definition 2.6 ( [39]). (a) A sequence f(n) of complex number is said to be P -
recursive, if there are polynomials p0(n), . . . , pm(n) ∈ C[n] with pm(n) 6= 0, such
that for all n ∈ N
pm(n)f(n+m) + pm−1(n)f(n+m− 1) + · · ·+ p0(n)f(n) = 0. (2.3.14)
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(b) A formal power series F (x) =
∑
n≥0 f(n)x
n is rational, if there are polyno-
mials A(x) and B(x) in C[x] with B(x) 6= 0, such that
F (x) =
A(x)
B(x)
.
(c) F (x) is algebraic of degree m, if there exist polynomials q0(x), . . . , qm(x) ∈
C[x] with qm(x) 6= 0, such that
qm(x)F
m(x) + qm−1(x)Fm−1(x) + · · ·+ q1(x)F (x) + q0(x) = 0.
(d) F (x) is D-finite, if there are polynomials q0(x), . . . , qm(x) ∈ C[x] with qm(x) 6=
0, such that
qm(x)F
(m)(x) + qm−1(x)F (m−1)(x) + · · ·+ q1(x)F ′(x) + q0(x)F (x) = 0, (2.3.15)
where F (i)(x) = diF (x)/dxi, and C[x] is the ring of polynomials in x with complex
coefficients.
Let C(x) denote the rational function field, i.e. the field generated by taking
equivalence classes of fractions of polynomials. Let Calg[[x]] and D denote the
sets of algebraic power series over C(x) and D-finite power series, respectively.
The four definitions above actually can imply the following theorem.
Theorem 2.2 ( [39]). 1. A rational power series is algebraic.
2. Let F ∈ C[[x]] be algebraic of degree m. Then F is D-finite.
3. Let F =
∑
n≥0 f(n)x
n ∈ C[[x]], then F is D-finite if and only if f is P -
recursive.
Proof. 1. Here we use the notations of Definition 2.6 (b). Let q0(x) = −A(x),
q1(x) = B(x), then we have B(x)F (x)−A(x) = 0. Therefore F is algebraic.
2. Using the notations of Definition 2.6 (c), let P (x, y) ∈ C[x, y] and nonzero,
P (x, F ) = qm(x)F
m(x)+qm−1(x)Fm−1(x)+· · ·+q1(x)F (x)+q0(x), (2.3.16)
then we have
0 =
d
dx
P (x, F ) =
∂P (x, y)
∂x
∣∣
y=F
+ F ′
∂P (x, y)
∂y
∣∣
y=F
. (2.3.17)
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It therefore follows that
F ′ = −
∂P (x,y)
∂x
∣∣
y=F
∂P (x,y)
∂y
∣∣
y=F
∈ C(x, F ). (2.3.18)
Continually differentiating eq. (2.3.18) with respect to x shows by induc-
tion that F (k) ∈ C(x, F ) for all k ≥ 0. But dimC(x)C(x, F ) = m, so
F, F ′, . . . , F (m) are linearly dependent over C(x), yielding an equation of
the form eq. (2.3.15). The D-finiteness of F is proved.
3. Suppose F is D-finite, so that eq. (2.3.15) holds (with pd 6= 0). Since
xjF (j) =
∑
n≥0
(n+ i− j)if(n+ i− j)xn, (2.3.19)
when we equate coefficients of xn+k in eq. (2.3.15) for fixed k sufficiently
large, we will obtain a recurrence of the form eq. (2.3.14). This recurrence
will not collapse to 0 = 0 because if [xj]qd(x) 6= 0, then [nd]pd−j+k(n) 6= 0.
Conversely, suppose that f satisfies eq. (2.3.14) with pm(n) 6= 0. For
fixed i ∈ N, the polynomials (n + i)j, j ≥ 0, form a C-basis for the space
C[n] (since deg(n + i)j) = j). Thus pi(n) is a C-linear combination of the
polynomials (n+i)j, so
∑
n≥0 pif(n+i)x
n is a C-linear combination of series
of the form
∑
n≥0(n+ i)jf(n+ i)x
n. Now∑
n≥0
(n+ i)jf(n+ i)x
n = Ri(x) + x
j−iF (j) (2.3.20)
for some Ri(x) ∈ x−1C[x−1] (i.e. Ri(x) is a Laurent polynomial all of whose
exponents are negative). Hence multiplying eq. (2.3.14) by xn and summing
on n ≥ 0 yields
0 =
∑
aijx
j−iF (j) +R(x), (2.3.21)
where the sum is finite, aij ∈ C and R(x) ∈ x−1C[x−1]. One easily sees that
not all aij = 0. Now multiply eq. (2.3.21) by x
q for q sufficiently large to
get an equation of the form eq. (2.3.15).
For easily understanding, we present an example.
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Example. The Motzkin number Mn are defined by
M(x) =
∑
n≥0
Mnx
n =
1− x−√1− 2x− 3x2
2x2
= 1 + x+ 2x2 + 4x3 + 9x4 + 21x5 + 51x6 + · · · ,
M(x) is algebraic and D-finite since
x2M(x)2 + (x− 1)M(x) + 1 = 0
and
(6x+ 3)M(x) + (12x2 + 7x− 3)M ′(x) + x(x+ 1)(3x− 1)M ′′(x) = 0
which implies Mn is P -recursive since
−(n2 + 4n+ 3)Mn+1 + (2n2 + 5n+ 3)Mn + (3n2 + 3n)Mn−1 = 0
We proceed by studying closure properties of D-finite power series which are
of key important in the following chapters.
Theorem 2.3. [39] P -recursive sequences, D-finite and algebraic power series
have the following properties:
(a) If f, g are P -recursive, then f · g is P -recursive.
(b) If F,G ∈ D, and α, β ∈ C, then αF + βG ∈ D and FG ∈ D.
(c) If F ∈ D and G ∈ Calg[[x]] with G(0) = 0, then F (G(x)) ∈ D.
Here we omit the proof of (a) and (b) which can be found in [39]. We present
however a direct proof of (c).
Proof. (c) We assume that G(0) = 0 so that the composition F (G(x)) is well-
defined. LetK = F (G(x)). ThenK(i) is a linear combination of F (G(x)), F ′(G(x)), . . .
over C[G, G′, . . .], i.e. the ring of polynomials in G, G′, . . . with complex coeffi-
cients.
Claim. G(i) ∈ C(x,G), i ≥ 0 and therefore C[G, G′, . . .] ⊂ C(x,G), where
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C(x,G) denotes the field generated by x and G.
Since G is algebraic, it satisfies
qd(x)G
d(x) + qd−1(x)Gd−1(x) + · · ·+ q1(x)G(x) + q0(x) = 0, (2.3.22)
where q0(x), . . . , qd(x) ∈ C[x], qd(x) 6= 0 and d is minimal, i.e. (Gi(x))d−1i=0 is linear
independent over C[x]. In other words, for all (q˜i(x))d−1i=1 6= 0 we have
q˜d−1(x)Gd−1(x) + · · ·+ q˜1(x)G(x) + q˜0(x) 6= 0.
We consider
P (x,G) = qd(x)G
d(x) + qd−1(x)Gd−1(x) + · · ·+ q1(x)G(x) + q0(x).
Differentiating eq. (2.3.22) once, we derive
0 =
d
dx
P (x,G) =
∂P (x, y)
∂x
∣∣∣
y=G
+G′
∂P (x, y)
∂y
∣∣∣
y=G
.
The degree of ∂P (x,y)
∂y
∣∣∣
y=G
in G is smaller than d − 1 and qd(x) 6= 0, whence
∂P (x,y)
∂y
∣∣∣
y=G
6= 0. We therefore arrive at
G′ = −
∂P (x,y)
∂x
∣∣∣
y=G
∂P (x,y)
∂y
∣∣∣
y=G
∈ C(x,G).
Iterating the above argument, we obtain G(i) ∈ C(x,G), i ≥ 0 and therefore
C[G, G′, . . .] ⊂ C(x,G), whence the Claim.
Let V˜ be the C(x,G) vector space spanned by F (G(x)), F ′(G(x)), . . .. Since
F ∈ D, we have dimC(x)〈F, F ′, · · · 〉 < ∞, immediately implying the finiteness of
dimC(G)〈F (G), F ′(G), · · · 〉. Thus, since C(G) is a subfield of C(x,G), we derive
dimC(x,G)〈F, F ′, · · · 〉 <∞
and consequently dimC(x,G)V˜ <∞ and dimC(x)C(x,G) <∞. As a result
dimC(x)V˜ = dimC(x,G)V˜ · dimC(x)C(x,G) <∞
follows and since each K(i) ∈ V˜ , we conclude that F (G(x)) is D-finite.
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Assume Fk =
∑
n≥0 fk(2n, 0)x
n, where fk(2n, 0) is the number of k-noncrossing
matching with n arcs, or equivalently, 2n vertices. In Chen’s paper [3], we have
known that the exponential generating function of k-noncrossing matching is∑
n≥0
fk(2n, 0)
x2n
(2n)!
= det[Ii−j(2x)− Ii+j(2x)]|k−1i,j=1, (2.3.23)
where Im(x) is hyperbolic Bessel function of the first kind of orderm. Particularly,
when k = 3, fk(2n, 0) has a formula of general term, which is
fk(2n, 0) = C(n)C(n+ 2)− C(n+ 1)2,
where C(n) is the n-th Catalan number. The generating function of 3-noncrossing
matching can be explicitly written by
F3(x) =
1
4x2
(1 + 6x−2 F1(−1/2,−1/2; 1; 16x)− 2x · 2F1(−1/2, 3/2; 3; 16x)) ,
(2.3.24)
where 2F1(a, b; c; z) is hypergeometric function. Before the further discussion in
the following chapters, we have to confirm the D-finiteness of Fk.
Corollary 2.4. The generating function of k-noncrossing matchings over 2n ver-
tices, Fk(z) =
∑
n≥0 fk(2n, 0) z
n is D-finite.
Proof. Corollary 2.4 gives the exponential generating function of eq. (2.3.23).
Recall that the Bessel function of the first kind satisfies In(x) = i
−nJn(ix) and
Jn(x) is the solution of the Bessel differential equation
x2
d2y
dx2
+ x
dy
dx
+ (x2 − n2)y = 0.
For every fixed n ∈ N, Jn(x) is D-finite. Let G(x) = ix. Clearly, G(x) ∈ Calg[[x]]
and G(0) = 0, Jn(ix) and In(x) are accordingly D-finite in view of the assertion
(c) of Theorem 2.3. Analogously we show that In(2x) is D-finite for every fixed
n ∈ N. Using eq. (2.3.23) and assertion (b) of Theorem 2.3, we conclude that
Hk(x) =
∑
n≥0
fk(2n, 0)
(2n)!
x2n
is D-finite. In other words the sequence f(n) = fk(2n,0)
(2n)!
is P -recursive and fur-
thermore g(n) = (2n)! is, in view of (2n + 1)(2n + 2)g(n) − g(n + 1) = 0,
P -recursive. Therefore, fk(2n, 0) = f(n)g(n) is P -recursive. This proves that
Fk(z) =
∑
n≥0 fk(2n, 0)z
n is D-finite.
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2.4 Singularity analysis of generating functions
This section is meant to introduce the basic technology of singularity anal-
ysis, which is largely of a methodological nature. Precisely, the method of singu-
larity analysis applies to functions whose singular expansion involves fractional
powers and logarithms–one sometimes refers to such singularities as “algebraic-
logarithmic”. It centrally relies on two ingredients.
• A catalogue of asymptotic expansions for coefficients of the standard func-
tions that occur in such singular expansion.
• Transfer theorems, which allow us to extract the asymptotic order of coef-
ficients of error terms in singular expansions.
The singularity analysis are based on Cauchy’s coefficient formula, used in
conjunction with special contours of integration known as Hankel contours. The
contours come very close to the singularities then go around a circle with a suf-
ficient large radius: by design, they capture essential asymptotic information
contained in the functions’ singularities.
2.4.1 Basic singularity analysis theory
Before discussing about the singularity analysis of general functions, we first
have a glimpse of basic singularity analysis theory. We consider functions whose
expansion at a singularity η involves elements of the form
(
1− z
η
)−α(
log
1
1− z
η
)β
.
Under suitable conditions to be discussed in detail in this section, any such
element contributes a term of the form
η−nnα−1(log n)β,
where α and β are arbitrary complex numbers.
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Virtually, discussing a function with a singularity η is equivalently discussing
a function which has a singularity at 1. Indeed, if f(z) is singular at z = η, then
g(z) = f(zη) satisfies, by scaling rule of Taylor expansion,
[zn]f(z) = η−n[zn]f(zη) = η−n[zn]g(z),
where g(z) is now singular at z = 1. Based on this fact, we will focus on the
function which has a singularity at 1.
Figure 2.2 Three different contours, C0, C1 and C2 ≡ H(n) (from left to right)
used for estimating the coefficients of functions from the standard function scale.
0
δ
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Theorem 2.5 ( [6]). Let α be an arbitrary complex number in C \ Z≤0. The
coefficient of zn in
f(z) = (1− z)−α (2.4.25)
admits for large n a complete asymptotic expansion in descending powers of n,
[zn]f(z) ∼ n
α−1
Γ(α)
(
1 +
∞∑
k=1
ek
nk
)
,
where ek is a polynomial in α of degree 2k. In particular:
[zn]f(z) ∼ n
α−1
Γ(α)
(
1+
α(α− 1)
2n
+
α(α− 1)(α− 2)(3α− 1)
24n2
+ · · ·
)
. (2.4.26)
Proof. The first step is to express the coefficient [zn](1−z)−α as a complex integral
by means of Cauchy’s coefficient formula,
fn =
1
2pii
∫
C
(1− z)−α dz
zn+1
, (2.4.27)
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where C is a small enough contour that encircles the origin, see Figure 2.2. We
can start with C ≡ C0, where C0 is the positively oriented circle C0 = {z : |z| = 12}.
The second step is to deform C0 into another simple closed curve C1 around the
origin that does not cross the half-line Re(z) ≥ 1: the contour C1 consists of a
large circle R of radius R > 1 with a notch that comes back near and to the left
of z = 1. Since∣∣∣∣∫R(1− z)−α dzzn+1
∣∣∣∣ ≤ ∫R |(1− z)−α| |dz||z|n+1
=
1
Rn+1
∫
R
|1− z|Re(−α)e−Im(−α)·arg(1−z)|dz|
≤ 1
Rn+1
MRRe(−α)
∫
R
|dz|
≤ 2piM
Rn−Re(−α)
,
where M is some positive constant, we can finally let R → ∞ and are left with
an integral representation for fn where C has been replaced by a contour C2 that
starts from +∞ in the lower half-plane, winds clockwise around 1, and ends at
+∞ in the upper half-plane. The latter is a typical case of a Hankel contour
(see [7] Theorem B.1, p.745). a judicious choice of its distance to the half-line
R≥1 yields the expansion.
To specify precisely the integration path, we particularize C2 to be the con-
tour H(n) that passes at a distance 1
n
from the half line R≥1:
H(n) = H−(n) ∪H+(n) ∪H◦(n), (2.4.28)
where 
H−(n) = {z = w − i
n
, w ≥ 1}
H+(n) = {z = w + i
n
, w ≥ 1}
H◦(n) = {z = 1− eφi
n
, φ ∈ [−pi
2
, pi
2
]}.
(2.4.29)
Now, a change of variable
z = 1 +
t
n
in the integral (2.4.27) gives the form
fn =
nα−1
2pii
∫
H
(−t)−α
(
1 +
t
n
)−(n+1)
dt, (2.4.30)
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(The Hankel contour H winds about 0, being at distance 1 from the positive real
axis; it is the same as the one in the proof of Theorem B.1, p.745 [7].)
Now we split the contour H according to Re(t) ≤ log2 n and Re(t) > log2 n
(see Figure 2.3), and we set
H1 = H ∩ {Re(t) ≤ log2 n},H2 = H ∩ {Re(t) > log2 n}.
Figure 2.3 The splitting of H.
0
log n
2
log n
2
2
For H2, let k be a sufficient large positive integer which make Re(−α)− k <
−1, then
T ≡
∣∣∣∣∣nα−12pii
∫
H2
(−t)−α
(
1 +
t
n
)−(n+1)
dt
∣∣∣∣∣
≤ |n
α−1|
2pii
∫
H2
|(−t)−α−k| ·
∣∣∣∣∣tk
(
1 +
t
n
)−(n+1)∣∣∣∣∣ |dt|
=
|nα−1|
2pii
∫
H2
e−Im(−α) arg(−t)|t|Re(−α)−k · nk ·
∣∣∣∣∣
(
t
n
)k(
1 + t
n
)ξ(n+1)
∣∣∣∣∣ ·
∣∣∣∣∣
(
1 +
t
n
)−(1−ξ)(n+1)∣∣∣∣∣ |dt|
where ξ is a real number which satisfies k
n+1
< ξ < 1, and we know it is possible
when n is big enough.
Explicitly, e−Im(−α) arg(−t) is bounded. We also notice that whatever
(
t
n
)
is
bounded or not, when n→∞, (
t
n
)k(
1 + t
n
)ξ(n+1) = O(1)
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is always true. Moreover, we have(
1 +
t
n
)−(1−ξ)(n+1)
= O(e−(1−ξ) log
2 n), n→∞,
then
T ≤M ′ |n
α−1| · nk
2pi
e−(1−ξ) log
2 n
∫
H2
|t|Re(−α)−k|dt|
where M ′ is some positive constant. The integration of the formula above is
obviously convergence, so T tends to 0 when n tends to infinity.
For H1, when Re(t) ≤ log2 n, tm1/nm = o(n−(m−1)), m,m1 ≥ 1. Therefore(
1 + t
n
)−n−1
has asymptotic expansion of form
e−t
(
1 +
t2 − 2t
2n
+
3t4 − 20t3 + 24t2
24n2
+ o
(
1
n2
))
. (2.4.31)
According the discussion about H1 and H2 above, when n tends to infinity, we
have
[zn](1− z)−α = fn = n
α−1
2pii
∫
H1
(−t)−α
(
1 +
t
n
)−(n+1)
dt
+
nα−1
2pii
∫
H2
(−t)−α
(
1 +
t
n
)−(n+1)
dt (H1 tends to H)
∼ n
α−1
2pii
[∫
H
(−t)−αe−t
(
1 +
t2 − 2t
2n
+
3t4 − 20t3 + 24t2
24n2
)
dt+ o
(
1
n2
)]
(2.4.32)
Applying the equation
1
2pii
∫
H
(−t)−αtre−tdt = (−1)
r
Γ(α− r) =
1
Γ(α)
(1− α)(2− α) · · · (r − α)
to eq. (2.4.32), we can easily get eq. (2.4.26). The proof is complete.
If we add a logarithmic factor for f(z) in eq. (2.4.25), we will have the
following asymptotic theorem.
Theorem 2.6 ( [7]). α and β are respectively negative and positive integer. The
coefficient of zn in the function
f(z) = (1− z)−α
(
log
1
1− z
)β
(2.4.33)
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admits for large n a full asymptotic expansion of the form
fn ≡ [zn]f(z) ∼ nα−1
[
F0(log n) +
F1(log n)
n
+ · · ·
]
, (2.4.34)
where Fj is a polynomial with degree of β − 1.
The proof of Theorem 2.6 has been present in [7].
2.4.2 Transfers
In this subsection our general objective is to translate an approximation of
a function near a singularity into an asymptotic approximation of its coefficients.
In previous subsection, we have noticed that the functions we want to ap-
proximate is analytic in the complex plane slit along the real half line R≥1. As a
matter of fact, there exists a weaker condition sufficing that any domain whose
boundary makes an acute angle with the half line R≥1 appears to be suitable.
Definition 2.7 ( [7]). Given two numbers φ,R with R > 1 and 0 < φ < pi
2
, the
open domain ∆(φ,R) is defined as
∆(φ,R) = {z : |z| < R, z 6= 1, | arg(z − 1)| > φ} .
A domain is a ∆-domain at 1 if it is a ∆(φ,R) for some R and φ (see Figure
2.4). For a complex number ζ 6= 0, a ∆-domain at ζ is the image by the mapping
z 7→ ζz of a ∆-domain at 1. A function is ∆-analytic if it is analytic in some
∆-domain.
Based on the analyticity in a ∆-domain, we have the following transfer the-
orem, which is also the key theorem in the asymptotic part of this thesis.
Theorem 2.7 (Transfer [7]). Let α, β be arbitrary real numbers, α, β ∈ R and
let f(z) be a function that is ∆-analytic. Assume that f(z) satisfies in the inter-
section of a neighborhood of 1 with its ∆–domain the condition
f(z) = o
(
(1− z)−α
(
log
1
1− z
)β)
. (2.4.35)
Then one has: [zn]f(z) = o(nα−1(log n)β).
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Figure 2.4 ∆-domain: The solid line is the edge of ∆-domain and the dash line
represents the edge of convergence domain.
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An immediate corollary of Theorem 2.6 and Theorem 2.7 is the possibility
of transferring asymptotic equivalence from singular forms to coefficients:
Corollary 2.8 (sim-transfer [8]). Assume that f(z), g(z) are all ∆-analytic at 1
and
f(z) ∼ (1− z)−α, g(z) ∼ (z − 1)−r log(z − 1), as z → 1, z ∈ ∆,
with α 6∈ Z≤0 and r ∈ Z≤0. Then the coefficients of f and g satisfy
[zn]f(z) ∼ n
α−1
Γ(α)
,
[zn]g(z) ∼ −(−r)! nr−1.
2.4.3 The process of singularity analysis
We let S denote the set of such singular functions:
S = {(1− z)−αλ(z)β | α, β ∈ C}, λ(z) := log 1
1− z . (2.4.36)
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According to the previous subsection, every element in S is available to
do the asymptotic estimate under suitable conditions. Generally, if we have an
expansion of a function at its singularity (also called singular expansion) which is
composed by the elements of S, we can do the approximation for the coefficients
of this function. We state the following theorem [7].
Theorem 2.9 (Singularity analysis, single singularity). Let f(z) be function an-
alytic at 0 with a singularity at ζ , such that f(z) can be continued to a domain
of the form ζ ·∆0 , for a ∆-domain ∆0, where ζ ·∆0 is the image of ∆0 by the
mapping z → ζz. Assume that there exist two functions σ, τ , where σ is a
(finite) linear combination of functions in S and τ ∈ S, so that
f(z) = σ(z/ζ) + o(τ(z/ζ)) as z → ζ in ζ ·∆0. (2.4.37)
Then, the coefficients of f(z) satisfy the asymptotic estimate
[zn]f(z) = ζ−n[zn]σ(z) + o(ζ−nτ ?n), (2.4.38)
where τ ?n = n
a−1(log n)b, if τ(z) = (1− z)−aλ(z)b, λ(z) = z−1 log(1− z)−1.
Theorem 2.9 gives us a general process of singularity analysis for a generating
function, f(z), progressing in following three steps.
1. Preparation. Locate the singularity of ζ of f(z), and check if f(z) is analytic
in some domain of the form ζ∆0.
2. Singular expansion. Analyze f(z) as z → η in the domain ζ∆0 and deter-
mine in that domain an expansion of the form as eq. (2.4.37).
3. Transfer. Using Theorem 2.9 to determine the asymptotic estimate of the
n-th coefficient of the generating function f(z), as eq. (2.4.38).
2.4.4 Supercritical paradigm
In our derivations the following instance of the supercritical paradigm [7]
is of central importance: we are given a function, f(z), which admits a log-
power expansion , ∆-analytic and an algebraic function g(u) satisfying g(0) =
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0. Furthermore we suppose that f(g(u)) has a unique real valued dominant
singularity γ and g is regular in a disc with radius slightly larger than γ. Then
the supercritical paradigm stipulates that the subexponential factors of f(g(u))
at u = 0, given that g(u) satisfies certain conditions, coincide with those of f(z).
Theorem 2.4.25, Corollary 2.8 and Theorem 2.9 allow under certain condi-
tions to obtain the asymptotic estimate of the coefficients of supercritical com-
positions of the “outer” function f(z) and “inner” function ψ(z).
Suppose f(z) has single singularity at ρ and the singular expansion is given
by
f(z) =
k−1∑
i=0
ai(z − ρ)i + (z − ρ)k log(z − ρ)(1 + o(1)), ai ∈ C, (2.4.39)
then we have the following proposition.
Proposition 2.10. Let ψ(z) be an analytic function in a domain D = {z||z| ≤ r}
such that ψ(0) = 0. Suppose γ is the unique dominant singularity of f(ψ(z)) and
minimum positive real solution of ψ(γ) = ρ, |γ| < r. |ψ(z)| ≤ ρ for |z| ≤ γ and
ψ′(γ) > 0. Then f(ψ(z)) has a singular expansion and
[zn]f(ψ(z)) ∼ An−k−1
(
1
γ
)n
, (2.4.40)
where A is some constant.
Proof. Here we only present the proof of ∆-analyticity of f(ψ(z)). The asymp-
totic part is totally the same as the proof of Theorem 3.21 in [30] when s = 0.
Suppose the outer function, f(w) is analytic in a ∆-domain defined as
∆f = {w | |w| < λ,w 6= ρ, | arg(w − ρ)| > φ}, where λ > ρ.
Step (a). Prove that f(ψ(z)) is analytic in the domain of {z | |z| ≤ γ}−{γ}.
Since γ is the unique dominant singularity, ψ(z) = ρ if and only if z = γ when
|z| ≤ γ. According to the condition of |ψ(z)| ≤ ρ for |z| ≤ γ, we easily conclude
that ψ(z) lies in ∆f for any z satisfying |z| ≤ γ without z = γ, whence the claim
(a).
31
Chapter 2. Basic concepts
Step (b). Prove that there exists a domain around z = γ, defined as
∆˜γ = {z | |z − γ| < δ, arg |z − γ| > β, 0 < β < pi
2
}, where δ < r − γ (2.4.41)
satisfying ψ(∆˜γ) ⊂ ∆f .
Due to the supercritical paradigm of f(ψ(z)), ψ(z) is analytic at γ. Therefore
we have Taylor expansion,
ψ(z) = ρ+ ψ′(γ)(z − γ) + e(z) (2.4.42)
where e(z) is the error term satisfying e(z) = o(z − γ).
Now we begin to construct a domain presented in eq. (2.4.41).
Figure 2.5 The figure shows us the range of argument of ψ(z)− ρ when z is in
a sufficient small neighborhood of γ.
O ρ
ψ’ γ( )( -zγ )
e z( )
ψ z( )
We give a positive real number ε which is as small as ε < min{10−2, λ− ρ},
then there exists δ satisfying
|ψ(z)− ρ| < ε (2.4.43)
and
|e(z)| ≤ εψ′(γ)|z − γ| (2.4.44)
for all |z − γ| < δ.
As a result of very small quantity of ε, we have the following inequality
concluded from eq. (2.4.42),
arg(z − γ)− θ ≤ arg(ψ(z)− ρ) ≤ arg(z − γ) + θ, (2.4.45)
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for all |z−γ| < δ, where θ = arcsin
∣∣∣ e(z)ψ′(γ)(z−γ) ∣∣∣ ≤ arcsin ε. The inequality is easily
approved geometrically, see Fig. 2.5. Picking up β sufficing φ + θ < β < pi/2,
then eq. (2.4.45) implies
| arg(ψ(z)− ρ)| > φ (2.4.46)
when | arg(z − γ)| > β. According to eq. (2.4.43) and eq. (2.4.46), ψ(z) lies in
∆f if |z − γ| < δ and | arg(z − γ)| > β. ∆˜γ in eq. (2.4.41) is settled. Hence the
claim (b) is true.
Figure 2.6 Three steps to generate a ∆-domain for f(ψ(z)): Step (a) is proving
ψ(z) is constraint in the circle of radius ρ when |z| ≤ γ. Step (b) is creating a
split domain ∆˜γ (dark grey), while Step (c) is to expand the disc (light grey) to a
larger domain Ψ∪U(γ, δ)∪U(0, γ) (with thick dotted edge), then choose a proper
δ∗ and construct a ∆-domain (solid black curve) where f(ψ(z)) is analytic.
o
β
β
(a)
(c)
δ*
γ
(b)
Step (c). Suppose z′ is an arbitrary point lying on the circle of |z| = γ except
z = γ. We deduce from (a) that ψ(z) is analytic at z′. Based on this fact, giving
a sufficient small neighborhood U(ψ(z′), εz′) ⊂ ∆f , there exists δz′ such that
ψ(z) ∈ U(ψ(z′), εz′) (2.4.47)
for all z ∈ U(z′, δz′), where U(♣, µ) denotes the neighborhood of ♣ with radius
µ. According to the condition of, eq. (2.4.47) can be deducted to |ψ(z)| < λ. (b)
has given us a domain ∆˜γ which covers a part of circle |z| = γ. Our goal here is to
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find a domain made by a discs chain Ψ covering the arc ι of {z | |z| = γ}−∆˜γ and
every z lies in Ψ satisfies ψ(z) ∈ ∆f . Clearly ι is a closed line, therefore Among
the set of {δz′}z′∈ι, we have a limited sequence {δz1 , δz2 , . . . , δzn}, satisfying
ι ⊂ Ψ =
n⋃
i=1
U(zi, δzi)
by finite covering theorem. Ψ is well defined.
Choose δˆ = min{|z| : z ∈ ∂(Ψ ∪ U(γ, δ) ∪ U(0, γ))}, see Fig. 2.6. Clearly
δˆ > γ. We set a ∆-domain,
∆ = {z | |z| < δ∗, | arg(z − γ)| > β}, (2.4.48)
where δ∗ ∈ (γ, δˆ).
For an arbitrary z ∈ ∆, z should be contained only in Ψ, U(γ, δ) or U(0, γ)
since the disc U(0, δ∗) is inside Ψ∪U(γ, δ)∪U(0, γ). z would be in ∆˜γ if z ∈ U(γ, δ)
for the reason of | arg(z − γ)| > β. These will imply that ψ(z) is analytic in ∆
and always lies on the analytic domain ∆f of f(w), which infers that f(ψ(z)) is
also analytic in ∆. The ∆-analyticity of f(ψ(z)) is proved.
2.5 Singular expansion of the OGF Fk(z) of
k-noncrossing matchings
Fk(z) is denoted as the ordinary generating function (OGF) of k-noncrossing
matchings. In this section ,we will give the singular expansion of Fk(z) through
the ordinary differential equation (ODE) that Fk(z) satisfies, for 2 ≤ k ≤ 9.
2.5.1 The ordinary differential equations
The D-finiteness has been proved in Corollary 2.4. That is, there exists some
e ∈ N for which Fk(z) satisfies an ODE of the form
q0,k(z)
de
dze
Fk(z) + q1,k(z)
de−1
dze−1
Fk(z) + · · ·+ qe,k(z)Fk(z) = 0, (2.5.49)
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where qj,k(z) are polynomials. The fact that Fk(z) is the solution of an ODE
implies the existence of an analytic continuation into any simply-connected do-
main [38], i.e. ∆-analyticity at singularity of ρ2k.
The reasons for discussing about the ODE of Fk(z) are the following.
• Any dominant singularity of a solution is contained in the set of roots of
q0,k(z) [38]. In other words the ODE “controls” the dominant singularities,
that are crucial for asymptotic enumeration.
• Under certain regularity conditions (discussed below) the singular expansion
of Fk(z) follows from the ODE, see Proposition 2.14.
Accordingly, let us first compute for 2 ≤ k ≤ 9 the ODEs for Fk(z).
Proposition 2.11 ( [23]). For 2 ≤ k ≤ 9, Fk(z) satisfies the ODEs listed in
Table 2.1 and we have in particular
q0,2(z) = (4z − 1) z, (2.5.50)
q0,3(z) = (16z − 1) z2, (2.5.51)
q0,4(z) = (144 z
2 − 40 z + 1) z3, (2.5.52)
q0,5(z) = (1024 z
2 − 80 z + 1) z4, (2.5.53)
q0,6(z) = (14400 z
3 − 4144 z2 + 140 z − 1) z5, (2.5.54)
q0,7(z) = (147456 z
3 − 12544 z2 + 224 z − 1) z6, (2.5.55)
q0,8(z) = (2822400z
4 − 826624z3 + 31584z2 − 336z + 1)z7, (2.5.56)
q0,9(z) = (37748736z
4 − 3358720z3 + 69888z2 − 480z + 1)z8, (2.5.57)
Proposition 2.11 immediately implies the following sets of roots:
r2 = {1
4
}; r4 = r2 ∪ { 1
36
}; r6 = r4 ∪ { 1
100
}; r8 = r6 ∪ { 1
196
};
r3 = { 1
16
}; r5 = r3 ∪ { 1
64
}; r7 = r5 ∪ { 1
144
}; r9 = r7 ∪ { 1
256
}.
Eq. (2.5.50)-(2.5.57) and Theorem 2.13 show that for 2 ≤ k ≤ 9 the unique
dominant singularity of Fk(z) is given by ρ
2
k, where ρk = 1/2(k − 1).
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2.5.2 The singular expansion
Before solving the singular expansion of Fk(z), let us learn some concepts [7].
Definition 2.8. A meromorphic ODE is an ODE of the form
f (r)(z) + d1(z)f
(r−1)(z) + · · ·+ dr(z)f(z) = 0, (2.5.58)
where f (m)(z) = d
m
dzm
f(z), 0 ≤ m ≤ r and the dj(z) are meromorphic in some
domain Ω. Assuming that ζ is a pole of a meromorphic function d(z), ωζ(d)
denotes the order of the pole ζ. In case d(z) is analytic at ζ we write ωζ(d) = 0.
Definition 2.9. Meromorphic differential equations have a singularity at ζ if
at least one of the ωζ(dj) is positive. Such a ζ is said to be a regular singularity
if
∀ 1 ≤ j ≤ r; ωζ(dj) ≤ j
and an irregular singularity otherwise.
Definition 2.10. The indicial equation I(α) = 0 of an differential equation of
the form eq. (2.5.58) at its regular singularity ζ is given by
I(α) = (α)r + δ1(α)r−1 + · · ·+ δr, (α)` := α(α− 1) · · · (α− `+ 1),
where δj := limz→ζ(z − ζ)jdj(z).
Theorem 2.12. [12, 43] Suppose we are given a meromorphic differential equa-
tion (2.5.58) with regular singularity ζ. Then, in a slit neighborhood of ζ, any
solution of eq. (2.5.58) is a linear combination of functions of the form
(z − ζ)αi (log(z − ζ))`ij Hij(z − ζ), for 1 ≤ i ≤ r, 1 ≤ j ≤ i,
where α1, . . . , αr are the roots of the indicial equation at ζ, `ij are non-negative
integer and each Hij is analytic at 0.
Theorem 2.13. [24] For arbitrary k ∈ N, k ≥ 2 we have
fk(2n, 0) ∼ ck n−((k−1)2+(k−1)/2) (2(k − 1))2n, where ck > 0. (2.5.59)
Particularly, c3 = 24/pi.
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Thanks to Proposition 2.11, Theorem 2.12 and Theorem 2.13, we have the
singular expansion of Fk(z) for 2 ≤ k ≤ 9.
Proposition 2.14 ( [30]). For 2 ≤ k ≤ 9, the singular expansion of Fk(z) for
z → ρ2k is given by
Fk(z) =
Pk(z − ρ2k) + c′k(z − ρ2k)((k−1)
2+(k−1)/2)−1 log(z − ρ2k) (1 + o(1))
Pk(z − ρ2k) + c′k(z − ρ2k)((k−1)2+(k−1)/2)−1 (1 + o(1))
(2.5.60)
depending on k being odd or even. Furthermore, the terms Pk(z) are polynomials
of degree less than (k−1)2+(k−1)/2−1, c′k is some constant, and ρk = 1/2(k−1).
Particularly, c′3 = −65536/pi.
Since Fk(z) is D-finite, Fk(ψ(z)) will be D-finite if ψ(z) is algebraic, which
can imply Fk(ψ(z)) is ∆-analytic. Meanwhile, the singular expansion of Fk(z)
possesses the same form of f(z) expressed in eq. (2.4.39). Therefore we have the
following corollary implied from Proposition 2.10.
Corollary 2.15 ( [30]). Let ψ(z) be an algebraic, analytic function in a domain
D = {z||z| ≤ r} such that ψ(0) = 0. Suppose γ is the unique dominant singularity
of Fk(ψ(z)) and minimum positive real solution of ψ(γ) = ρ
2
k, |γ| < r, where
ψ′(γ) 6= 0. Then Fk(ψ(z)) has a singular expansion and
[zn]Fk(ψ(z)) ∼ An−((k−1)2+(k−1)/2)
(
1
γ
)n
, (2.5.61)
where A is some constant.
2.6 Distribution analysis
We will introduce the central limit theorem for distributions given in terms
of bivariate generating functions. The result is going to be applied to do the
statistical computation for the arc of canonical 3-noncrossing skeleton diagrams
in Section 4.5.1. The central limit theorem is due to Bender [1] and based on the
following classic result on limit distributions [5]:
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Theorem 2.16. (Le´vy-Crame´r) Let {ξn} be a sequence of random variables
and let {ϕn(x)} and {Fn(x)} be the corresponding sequences of characteristic and
distribution functions. If there exists a function ϕ(t), such that limn→∞ ϕn(t) =
ϕ(t) uniformly over an arbitrary finite interval enclosing the origin, then there
exists a random variable ξ with distribution function F (x) such that
Fn(x) =⇒ F (x)
uniformly over any finite or infinite interval of continuity of F (x).
We come now to the central limit theorem. It analyzes the characteristic
function via the above Le´vy-Crame´r Theorem.
Theorem 2.17 ( [30]). Suppose we are given the bivariate generating function
f(z, u) =
∑
n,m≥0
f(n,m) zn um,
where f(n,m) ≥ 0 and f(n) = ∑t f(n, t). Let Xn be a r.v. such that P(Xn =
t) = f(n, t)/f(n). Suppose
[zn]f(z, es) ∼ c(s)nα γ(s)−n (2.6.62)
uniformly in s in a neighborhood of 0, where c(s) is continuous and nonzero near
0, α is a constant, and γ(s) is C∞ near 0, which means γ(s) is analytic in infinite
times. Then there exists a pair (µ, σ) such that the normalized random variable
X∗n =
Xn − µn√
nσ2
has asymptotic normal distribution with parameter (0, 1). That is, we have
lim
n→∞
P (X∗n < x) =
1√
2pi
∫ x
−∞
e−
1
2
c2dc (2.6.63)
where µ and σ2 are given by
µ = −γ
′(0)
γ(0)
and σ2 =
(
γ′(0)
γ(0)
)2
− γ
′′(0)
γ(0)
. (2.6.64)
The crucial points for applying Theorem 2.17 are
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• eq. (2.6.62)
[zn]f(z, es) ∼ c(s)nα γ(s)−n,
uniformly in s in a neighborhood of 0, where c(s) is continuous and nonzero
near 0 and α is a constant,
• γ(s) is analytic in s,
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k
2 (4 x− 1) xf ′′ (x) + (10 x− 2) f ′ (x) + 2 f (x) = 0
3
(
16 x3 − x2
)
f(3) (x) +
(
96 x2 − 8 x
)
f ′′ (x) + (108 x− 12) f ′ (x) + 12 f (x) = 0
4
(
144 x5 − 40 x4 + x3
)
f(4) (x) +
(
1584 x4 − 556 x3 + 20 x2
)
f(3) (x)
+
(
4428 x3 − 1968 x2 + 112 x
)
f ′′ (x) +
(
3024 x2 − 1728 x + 168
)
f ′ (x)
+ (216 x− 168) f (x) = 0
5
(
1024 x6 − 80 x5 + x4
)
f(5) (x) +
(
20480 x5 − 2256 x4 + 40 x3
)
f(4) (x)
+
(
121600 x4 − 19380 x3 + 532 x2
)
f(3) (x) +
(
241920 x3 − 56692 x2 + 2728 x
)
f ′′ (x)
+
(
130560 x2 − 46048 x + 4400
)
f ′ (x) + (7680 x− 4400) f (x) = 0
6
(
14400 x8 − 4144 x7 + 140 x6 − x5
)
f(6) (x)
+
(
367200 x7 − 148368 x6 + 7126 x5 − 70 x4
)
f(5) (x)
+
(
3078000 x6 − 1728900 x5 + 123850 x4 − 1792 x3
)
f(4) (x)
+
(
10179000 x5 − 7880640 x4 + 880152 x3 − 20704 x2
)
f(3) (x)
+
(
12555000 x4 − 13367880 x3 + 2399184 x2 − 106016 x
)
f ′′ (x)
+
(
4374000 x3 − 6475680 x2 + 1922736 x− 187200
)
f ′ (x)
+
(
162000 x2 − 350640 x + 187200
)
f (x) = 0
7
(
147456 x9 − 12544 x8 + 224 x7 − x6
)
f(7) (x)
+
(
6193152 x8 − 757760 x7 + 18816 x6 − 112 x5
)
f(6) (x)
+
(
89800704 x7 − 16035456 x6 + 582280 x5 − 4872 x4
)
f(5) (x)
+
(
561254400 x6 − 146691840 x5 + 8254664 x4 − 104480 x3
)
f(4) (x)
+
(
1535708160 x5 − 585419280 x4 + 54069792 x3 − 1151984 x2
)
f(3) (x)
+
(
1651829760 x4 − 916833600 x3 + 144777216 x2 − 6094528 x
)
f ′′ (x)
+
(
516741120 x3 − 421901280 x2 + 117590208 x− 11797632
)
f ′ (x)
+
(
17418240 x2 − 22034880 x + 11797632
)
f (x) = 0
8
(
2822400 x11 − 826624 x10 + 31584 x9 − 336 x8 + x7
)
f(8) (x)
+
(
129830400 x10 − 55968384 x9 + 3026208 x8 − 43512 x7 + 168 x6
)
f(7) (x)
+
(
2202883200 x9 − 1363532352 x8 + 107691912 x7 − 2188752 x6 + 11424 x5
)
f(6) (x)
+(17455132800 x8 − 15140260128 x7 + 1789953376 x6
−54349728 x5 + 405200 x4)f(5) (x)
+(67586778000 x7 − 80551356480 x6 + 14421855200 x5
−698609104 x4 + 8035104 x3)f(4) (x)
+(122393376000 x6 − 197784236160 x5 + 53661386080 x4
−4437573920 x3 + 88180864 x2)f(3) (x)
+(90239184000 x5 − 196676000640 x4 + 80758975680 x3
−11973419104 x2 + 488846272 x)f ′′ (x)
+(19559232000 x4 − 57892907520 x3 + 36309203520 x2
−9969500032 x + 1033305728)f ′ (x)
+
(
444528000 x3 − 1852865280 x2 + 1869893760 x− 1033305728
)
f (x) = 0
9
(
37748736 x12 − 3358720 x11 + 69888 x10 − 480 x9 + x8
)
f(9) (x)
+
(
2717908992 x11 − 351387648 x10 + 10065408 x9 − 90912 x8 + 240 x7
)
f(8) (x)
+(72873934848 x10 − 13784408064 x9
+563449728 x8 − 6950616 x7 + 24024 x6)f(7) (x)
+(940566380544 x9 − 258478202880 x8 + 15638941312 x7
−276275160 x6 + 1304336 x5)f(6) (x)
+(6273464795136 x8 − 2467959432192 x7 + 227994061392 x6
−6121052128 x5 + 41782224 x4)f(5) (x)
+(21523928186880 x7 − 11931746135040 x6 + 1713129509184 x5
−75115763872 x4 + 802970368 x3)f(4) (x)
+(35583374131200 x6 − 27454499665920 x5 + 6147724228704 x4
−475182777504 x3 + 8956331968 x2)f(3) (x)
+(24400027975680 x5 − 26056335882240 x4 + 9086553292608 x3
−1308864283488 x2 + 52313960192 x)f ′′ (x)
+(4976321495040 x4 − 7402528051200 x3 + 4051342551744 x2
−1122348764928 x + 120086385408)f ′ (x)
+
(
107017666560 x3 − 230051819520 x2 + 208033076736 x− 120086385408
)
f (x) = 0
Table 2.1 The differential equations for Fk(z)(2 ≤ k ≤ 9), obtained by Maple
package gfun.
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Chapter 3
Modular, k-noncrossing diagrams
In this chapter we will introduce modular, k-noncrossing diagrams, which is a
kind of the complicated RNA structures. We first use the method of inflation from
Vk-shape to obtain the generating function of modular, noncrossing diagrams.
Then we improve the Vk-shape to colored shape so as to compute the modular,
k-noncrossing diagrams where k > 2. Finally, we do the singularity analysis for
the generating function and conclude the asymptotic enumeration of modular,
k-noncrossing diagrams with length n.
3.1 Shape
Definition 3.1. A Vk-shape is a k-noncrossing matching having stacks of length
exactly one.
In the following we refer to Vk-shape simply as shapes. That is, given a
modular, k-noncrossing diagram, δ, its shape is obtained by first replacing each
stem by an arc and then removing all isolated vertices, see Fig. 3.1.
Let Ik(s,m) (ik(s,m)) denote the set (number) of the Vk-shapes with s arcs
and m 1-arcs having the bivariate generating function
Ik(z, u) =
∑
s≥0
s∑
m=0
ik(s,m)z
sum. (3.1.1)
The bivariate generating function of ik(s,m) and the generating function of Fk(z)
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Figure 3.1 From diagrams to shapes: A modular, 3-noncrossing diagram (top-left)
is mapped in two steps into its V3-shape (top-right). A stem (blue) is replaced by an
single shape-arc (blue).
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 2 3 4 5 6 7
16 17 18 19 20 1 2 3 4 5 6
are related as follows:
Lemma 3.1. [32] Let k be a natural number where k ≥ 2, then the generating
function Ik(z, u) satisfies
Ik(z, u) =
1 + z
1 + 2z − zuFk
(
z(1 + z)
(1 + 2z − zu)2
)
. (3.1.2)
3.2 Modular noncrossing diagrams
Let us begin by studying first the case k = 2 [16], where the asymptotic
formula
Q2(n) ∼ 1.4848 · n−3/2 · 1.8489n
has been derived. In the following we extend the result in [16] by computing the
generating function explicitly. The above asymptotic formula follows then easily
by means of singularity analysis.
Proposition 3.2. The generating function of modular, noncrossing diagrams is
given by
Q2(z) =
1− z2 + z4
1− z − z2 + z3 + 2z4 + z6 · F2
(
z4 − z6 + z8
(1− z − z2 + z3 + 2z4 + z6)2
)
(3.2.3)
and the coefficients of Q2(n) satisfy
Q2(n) ∼ c2n−3/2γ−n2 ,
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where γ2 is the minimal, positive real solution of ϑ(z) = 1/4, and
ϑ(z) =
z4 − z6 + z8
(1− z − z2 + z3 + 2z4 + z6)2 . (3.2.4)
Here we have γ2 ≈ 1.8489 and c2 ≈ 1.4848.
Proof. Let Q2 denote the set of modular noncrossing diagrams, I2 the set of all
V2-shapes and I2(m) those having exactly m 1-arcs. Then we have the surjective
map
ϕ : Q2 → I2.
The map ϕ is obviously surjective, inducing the partition Q2 = ∪˙γϕ−1(γ), where
ϕ−1(γ) is the preimage set of shape γ under the map ϕ. Accordingly, we arrive
at
Q2(z) =
∑
m≥0
∑
γ∈I2(m)
Qγ(z). (3.2.5)
We proceed by computing the generating function Qγ(z). We shall construct
Qγ(z) from certain combinatorial classes as “building blocks”. The latter are:
M (stems), K (stacks), N (induced stacks), L (isolated vertices), R (arcs) and
Z (vertices), where Z(z) = z and R(z) = z2. We inflate γ ∈ I2(m) having s arcs,
where s ≥ max{1,m}, to a modular noncrossing diagram in two steps:
Claim. For any shape γ ∈ I2(s,m) we have
Qγ(z) =
 z41−z2
1− z4
1−z2
(
2 z
1−z +
(
z
1−z
)2)
s( 1
1− z
)2s+1−m(
z3
1− z
)m
= (1− z)−1
(
z4
(1− z2)(1− z)2 − (2z − z2)z4
)s
(z3)m.
Step I: we inflate any shape-arc to a stack of length at least 2 and subsequently
add additional stacks. The latter are called induced stacks and have to be sepa-
rated by means of inserting isolated vertices, see Fig. 3.2. Note that during this
first inflation step no intervals of isolated vertices, other than those necessary for
separating the nested stacks are inserted. We generate
• sequences of isolated vertices L = Seq(Z), where
L(z) =
1
1− z
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Figure 3.2 Illustration of Step I.
• stacks, i.e.
K = R2 × Seq (R)
with the generating function
K(z) = z4 · 1
1− z2 ,
• induced stacks, i.e. stacks together with at least one nonempty interval of
isolated vertices on either or both its sides.
N = K × (Z × L+ Z × L+ (Z × L)2)
with generating function
N(z) =
z4
1− z2
(
2
z
1− z +
(
z
1− z
)2)
,
• stems, that is pairs consisting of a stack K and an arbitrarily long sequence
of induced stacks
M = K × Seq (N )
with generating function
M(z) =
K(z)
1−N(z) =
z4
1−z2
1− z4
1−z2
(
2 z
1−z +
(
z
1−z
)2) .
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Figure 3.3 Step II: the noncrossing diagram (left) obtained in (1) in Fig. 3.2 is inflated
to a modular noncrossing diagram (right) by adding isolated vertices (red).
Step II: we insert additional isolated vertices at the remaining (2s+1) positions.
For each 1-arc at least three such isolated vertices are necessarily inserted, see
Fig. 3.3. We arrive at
Qγ = (M)s × L2s+1−m ×
(Z3 × L)m , (3.2.6)
where Qγ is the combinatorial class of modular noncrossing diagrams having
shape γ ∈ I2(s,m). Combining these generating functions the Claim follows.
Since for any γ, γ1 ∈ I2(s,m) we have Qγ(z) = Qγ1(z), we derive
Q2(z) =
∑
m≥0
∑
γ∈I2(m)
Qγ(z) =
∑
s≥0
s∑
m=0
i2(s,m)Qγ(z).
We set
η(z) =
z4
(1− z2)(1− z)2 − (2z − z2)z4
and note that Lemma 3.1 guarantees
∑
s≥0
s∑
m=0
i2(s,m)x
s ym =
1 + x
1 + 2x− xy
∑
s≥0
f2(2s)
(
x(1 + x)
(1 + 2x− xy)2
)s
.
Therefore, setting x = η(z) and y = z3 we arrive at
Q2(z) =
1− z2 + z4
1− z − z2 + z3 + 2z4 + z6 · F2
(
z4 − z6 + z8
(1− z − z2 + z3 + 2z4 + z6)2
)
By Theorem 2.3, Q2(z) is D-finite. Pringsheim’s Theorem [42] guarantees that
Q2(z) has a dominant real positive singularity γ2. We verify that γ2 which is the
unique solution of minimum modulus of the equation ϑ(z) = ρ22, where ρ
2
2 is the
unique dominant singularity of F2(z) and ρ2 = 1/2. Furthermore we observe that
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γ2 is the unique dominant singularity of Q2(z). It is straightforward to verify that
ϑ′(γ2) 6= 0. According to Corollary 2.15, we therefore have
Q2(n) ∼ c2n−3/2γ−n2 ,
and the proof of Proposition 3.2 is complete.
3.3 Colored shapes
In the following part we shall assume that k > 2, unless stated otherwise. The
key steps to compute the generating function of modular k-noncrossing diagrams
are certain refinements of their Vk-shapes. These refined shapes are called colored
shapes and obtained by distinguishing a variety of crossings of 2-arcs, i.e. arcs
of the form (i, i + 2). Each such class requires its specific inflation-procedure in
Theorem 3.7.
Let us next have a closer look at these combinatorial classes (colors):
• C1 the class of 1-arcs,
• C2 the class of arc-pairs consisting of mutually crossing 2-arcs,
• C3 the class of arc-pairs (α, β) where α is the unique 2-arc crossing β and
β has length at least three.
• C4 the class of arc-triples (α1, β, α2), where α1 and α2 are 2-arcs that cross
β.
In Fig. 3.4 we illustrate how these classes are induced by modular k-noncrossing
diagrams.
Let us refine Vk-shapes in two stages. For this purpose let Ik(s, u1, u2) and
ik(s, u1, u2) denote the set and cardinality of Vk-shapes having s arcs, u1 1-arcs
and u2 pairs of mutually crossing 2-arcs. Our first objective consists in computing
the generating function
Wk(x, y, w) =
∑
s≥0
s∑
u1=0
b s−u1
2
c∑
u2=0
ik(s, u1, u2)x
syu1wu2 .
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Figure 3.4 Colored Vk-shapes: a modular 3-noncrossing diagram (top) and its colored
V3-shape (bottom). In the resulting V3-shape we color the four classes as follows:
C1(green), C2(black), C3(blue) and C4(red).
That is, we first take the classes C1 and C2 into account.
Lemma 3.3. For k > 2, the coefficients ik(s, u1, u2) satisfy
ik(s, u1, u2) = 0 for u1 + 2u2 > s (3.3.7)
b s−u1
2
c∑
u2=0
ik(s, u1, u2) = ik(s, u1), (3.3.8)
where ik(s, u1) denotes the number of Vk-shapes having s arcs, u1 1-arcs. Fur-
thermore we have the recursion:
(u2 + 1)ik(s+ 1, u1, u2 + 1) = (u1 + 1)ik(s, u1 + 1, u2)
+(u1 + 1)ik(s− 1, u1 + 1, u2). (3.3.9)
The solution of eq. (3.3.7)–(3.3.9) is unique.
The proof of Lemma 3.3 is given in Section 3.5. We next proceed by com-
puting Wk(x, y, w).
Proposition 3.4. For k > 2, we have
Wk(x, y, w) = (1 + x)vFk
(
x(1 + x)v2
)
, (3.3.10)
where v = ((1− w)x3 + (1− w)x2 + (2− y)x+ 1)−1.
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Proof. According to Lemma 3.1, we have
Ik(z, u) =
1 + z
1 + 2z − zuFk
(
z(1 + z)
(1 + 2z − zu)2
)
.
This generating function is connected to Wk(x, y, z) via eq. (3.3.8) of Lemma 3.3
as follows: setting w = 1, we have Wk(x, y, 1) = Ik(x, y). The recursion of
eq. (3.3.9) gives rise to the partial differential equation
∂Wk(x, y, w)
∂w
= x
∂Wk(x, y, w)
∂y
+ x2
∂Wk(x, y, w)
∂y
. (3.3.11)
We next show
• the function
W∗k(x, y, w) =
(1 + x)
(1− w)x3 + (1− w)x2 + (2− y)x+ 1 ×
Fk
(
(1 + x)x
((1− w)x3 + (1− w)x2 + (2− y)x+ 1)2
)
(3.3.12)
is a solution of eq. (3.3.11),
• the coefficients i∗k(s, u1, u2) = [xsyu1wu2 ]W∗k(x, y, w) satisfy
i∗k(s, u1, u2) = 0 for u1 + 2u2 > s,
• W∗k(x, y, 1) = Ik(x, y).
Firstly,
∂W∗k(x, y, w)
∂y
= uFk (u) + 2uF
′
k (u) (3.3.13)
∂W∗k(x, y, w)
∂w
= x(1 + x)uFk (u) + 2x(1 + x)uF
′
k (u) , (3.3.14)
where
u =
x(1 + x)
((1− w)x3 + (1− w)x2 + (2− y)x+ 1)2
and F′k (u) =
∑
n≥0 nfk(2n)(u)
n. Consequently, we derive that
∂W∗k(x, y, w)
∂w
= x
∂W∗k(x, y, w)
∂y
+ x2
∂W∗k(x, y, w)
∂y
. (3.3.15)
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Secondly we prove i∗k(s, u1, u2) = 0 for u1 + 2u2 > s. To this end we observe that
W∗k(x, y, w) is a power series, since it is analytic in (0, 0, 0). It now suffices to
note that the indeterminants y and w only appear in form of products xy and
x2w or x3w. Thirdly, the equality W∗k(x, y, 1) = Ik(x, y) is obvious.
Claim.
W∗k(x, y, w) = Wk(x, y, w). (3.3.16)
By construction the coefficients i∗k(s, u1, u2) satisfy eq. (3.3.9) and we have just
proved i∗k(s, u1, u2) = 0 for u1 + 2u2 > s. In view of W
∗
k(x, y, 1) = Ik(x, y) we
have
∀ s, u1;
b s−u1
2
c∑
u2=0
i∗k(s, u1, u2) = ik(s, u1).
Using these three properties, Lemma 3.3 implies
∀ s, u1, u2 ≥ 0; i∗k(s, u1, u2) = ik(s, u1, u2),
whence the Claim and the proposition is proved.
In addition to C1 and C2, we consider next the classes C3 and C4. For
this purpose we have to identify two new recursions, see Lemma 3.5. Setting
~u = (u1, . . . , u4), we denote by Ik(s, ~u) and ik(s, ~u) the set and the number of
colored Vk-shapes over s arcs, containing ui elements of class Ci, where 1 ≤ i ≤ 4.
The key result is
Lemma 3.5. For k > 2, the coefficients ik(s, ~u) satisfy
ik(s, u1, u2, u3, u4) = 0 for u1 + 2u2 + 2u3 + 3u4 > s (3.3.17)∑
u3,u4≥0
ik(s, u1, u2, u3, u4) = ik(s, u1, u2). (3.3.18)
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Furthermore we have the recursions
(u3 + 1)ik(s+ 1, u1, u2, u3 + 1, u4) =
2u1ik(s− 1, u1, u2, u3, u4)
+ 4(u2 + 1)ik(s− 1, u1, u2 + 1, u3, u4)
+ 4(u2 + 1)ik(s− 1, u1, u2 + 1, u3 − 1, u4)
+ 4(u2 + 1)ik(s− 2, u1, u2 + 1, u3 − 1, u4)
+ 2(u3 + 1)ik(s, u1, u2, u3 + 1, u4)
+ 2u3ik(s− 1, u1, u2, u3, u4)
+ 6(u3 + 1)ik(s− 1, u1, u2, u3 + 1, u4)
+ 2(u3 + 1)ik(s− 2, u1, u2, u3 + 1, u4)
+ 2u3ik(s− 2, u1, u2, u3, u4)
+ 4(u4 + 1)ik(s, u1, u2, u3 − 1, u4 + 1)
+ 4(u4 + 1)ik(s− 1, u1, u2, u3 − 1, u4 + 1)
+ 4u4ik(s− 1, u1, u2, u3, u4)
+ 4(u4 + 1)ik(s− 1, u1, u2, u3, u4 + 1)
+ 4u4ik(s− 2, u1, u2, u3, u4)
+ 2(u4 + 1)ik(s− 2, u1, u2, u3, u4 + 1)
+ (2s− 2u1 − 4u2 − 4u3 − 6u4)ik(s, u1, u2, u3, u4)
+ 2(2(s− 1)− 2u1 − 4u2 − 4u3 − 6u4)ik(s− 1, u1, u2, u3, u4)
+ (2(s− 2)− 4u2 − 4u3 − 6u4)ik(s− 2, u1, u2, u3, u4) (3.3.19)
and
2(u4 + 1)ik(s+ 1, u1, u2, u3, u4 + 1) = (u3 + 1)ik(s, u1, u2, u3 + 1, u4)
+ 2(u2 + 1)ik(s, u1, u2 + 1, u3, u4).
(3.3.20)
The sequence satisfying eq. (3.3.17)–(3.3.20) is unique.
The proof of Lemma 3.5 is given in Section 3.5. It is obtained by removing
a specific arc in a labeled C3-element or a labeled C4-element and accounting of
the resulting arc-configurations.
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Proposition 3.4 and Lemma 3.5 put us in position to compute the generating
function of colored Vk-shapes
Ik(x, y, z, w, t) =
∑
s,u1,u2,u3,u4
ik(s, ~u)x
syu1zu2wu3tu4 . (3.3.21)
Proposition 3.6. For k > 2, the generating function of colored Vk-shapes is
given by
Ik(x, y, z, w, t) =
1 + x
θ
Fk
(
x(1 + (2w − 1)x+ (t− 1)x2)
θ2
)
, (3.3.22)
where θ = 1− (y − 2)x+ (2w − z − 1)x2 + (2w − z − 1)x3.
Proof. The first recursion of Lemma 3.5 implies the partial differential equation
∂Ik
∂w
=
∂Ik
∂x
(2x2 + 4x3 + 2x4)− ∂Ik
∂y
(2xy + 2x2y)
+
∂Ik
∂z
(−4xz + 4x2w + 4x2 − 4x3z − 8x2z + 4x3w)
+
∂Ik
∂w
(−4xw + 2x− 6x2w + 6x2 − 2x3w + 2x3)
+
∂Ik
∂t
(−6xt+ 4xw − 8x2t+ 4x2w + 4x2 − 2x3t+ 2x3). (3.3.23)
Analogously, the second recursion of Lemma 3.5 gives rise to the partial differen-
tial equation
2
∂Ik
∂t
=
∂Ik
∂w
x+
∂Ik
∂z
2x. (3.3.24)
Aside from being a solution of eq. (3.3.23) and eq. (3.3.24), we take note of the
fact that eq. (3.3.18) of Lemma 3.5 is equivalent to
Ik(x, y, z, 1, 1) = Wk(x, y, z). (3.3.25)
We next show that
• the function
I∗k(x, y, z, w, t) =
1 + x
1− (y − 2)x+ (2w − z − 1)x2 + (2w − z − 1)x3×
Fk
(
x(1 + (2w − 1)x+ (t− 1)x2)
(1− (y − 2)x+ (2w − z − 1)x2 + (2w − z − 1)x3)2
)
is a solution of eq. (3.3.23) and eq. (3.3.24),
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• its coefficients, i∗k(s, u1, u2, u3, u4) = [xsyu1zu2wu3tu4 ]I∗k(x, y, z, w, t), satisfy
i∗k(s, u1, u2, u3, u4) = 0 for u1 + 2u2 + 2u3 + 3u4 > s,
• I∗k(x, y, z, 1, 1) = Wk(x, y, z).
We verify by direct computation that I∗k(x, y, z, w, t) satisfies eq. (3.3.23) as well
as eq. (3.3.24). Next we prove i∗k(s, u1, u2, u3, u4) = 0 for u1 + 2u2 + 2u3 + 3u4 >
s. Since I∗k(x, y, z, w, t) is analytic in (0, 0, 0, 0, 0), it is a power series. As the
indeterminants y, z, w and t appear only in form of products xy, x2z or x3z, x2w
or x3w, and x3t, respectively, the assertion follows.
Claim.
I∗k(x, y, z, w, t) = Ik(x, y, z, w, t).
By construction, i∗k(s, ~u) satisfies the recursions eq. (3.3.19) and eq. (3.3.20) as
well as i∗k(s, u1, u2, u3, u4) = 0 for u1 + 2u2 + 2u3 + 3u4 > s. Eq. (3.3.25) implies∑
u3,u4≥0
i∗k(s, u1, u2, u3, u4) = ik(s, u1, u2).
Using these properties we can show via Lemma 3.5,
∀ s, u1, u2, u3, u4 ≥ 0; i∗k(s, u1, u2, u3, u4) = ik(s, u1, u2, u3, u4)
and the proposition is proved.
3.4 The main theorem
We are now in position to compute Qk(z). All technicalities aside, we already
introduced the main the strategy in the proof of Proposition 3.2: as in the case
k = 2 we shall take care of all “critical” arcs by specific inflations.
Theorem 3.7. Suppose k > 2, then
Qk(z) =
1− z2 + z4
q(z)
Fk (ϑ(z)) , (3.4.26)
where
q(z) = 1− z − z2 + z3 + 2z4 + z6 − z8 + z10 − z12
ϑ(z) =
z4(1− z2 − z4 + 2z6 − z8)
q(z)2
. (3.4.27)
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Furthermore, for 3 ≤ k ≤ 9, Qk(n) satisfies
Qk(n) ∼ ck n−((k−1)2+(k−1)/2) γ−nk , for some ck > 0, (3.4.28)
where γk is the minimal, positive real solution of ϑ(z) = ρ
2
k, see Table 3.1.
k 3 4 5 6 7 8 9
θ(n) n−5 n−
21
2 n−18 n−
55
2 n−39 n−
105
2 n−68
γ−1k 2.5410 3.0132 3.3974 3.7319 4.0327 4.3087 4.5654
Table 3.1 Exponential growth rates γ−1k and subexponential factors θ(n), for modular,
k-noncrossing diagrams.
Proof. Let Qk denote the set of modular, k-noncrossing diagrams and let Ik and
Ik(s, ~u) denote the set of all Vk-shapes and those having s arcs and ui elements
belonging to class Ci, where 1 ≤ i ≤ 4. Then we have the surjective map,
ϕk : Qk → Ik,
inducing the partition Qk = ∪˙γϕ−1k (γ), where ϕ−1k (γ) is the preimage set of shape
γ under the map ϕk. This partition allows us to organize Qk(z) with respect to
colored Vk-shapes, γ, as follows:
Qk(z) =
∑
s,~u
∑
γ∈Ik(s,~u)
Qγ(z). (3.4.29)
We proceed by computing the generating function Qγ(z) following the strategy
of Proposition 3.2, also using the notation therein. The key point is that the
inflation-procedures are specific to the Ci-classes. We next inflate all “critical”
arcs, i.e. arcs that require the insertion of additional isolated vertices in order to
satisfy the minimum arc length condition.
Claim 1. For a shape γ ∈ Ik(s, ~u) we have
Qγ(z) = C1(z)
u1 ·C2(z)u2 ·C3(z)u3 ·C4(z)u4 · S(z)
=
1
1− z ς0(z)
sς1(z)
u1ς2(z)
u2ς3(z)
u3ς4(z)
u4 ,
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where
ς0(z) =
z4
1− 2z + 2z3 − z4 − 2z5 + z6 , ς1(z) = z
3
ς2(z) =
z(1− 4z3 + 2z4 + 8z5 − 6z6 − 7z7 + 8z8 + 2z9 − 4z10 + z11)
1− z
ς3(z) = z(2− 2z2 + z3 + 2z4 − z5)
ς4(z) = z
2(5− 4z − 3z2 + 6z3 + 2z4 − 4z5 + z6).
We show how to inflate a shape into a modular k-noncrossing diagram, distin-
guishing specific classes of shape-arcs. For this purpose we refer to a stem differ-
ent from a 2-stack as a †-stem. Accordingly, the combinatorial class of †-stems is
given by (M−R2).
• C1-class: here we insert isolated vertices, see Fig. 3.5, and obtain imme-
Figure 3.5 C1-class: insertion of at least three vertices (red)
diately
C1(z) =
z3
1− z . (3.4.30)
• C2-class: any such element is a pair ((i, i + 2), (i + 1, i + 3)) and we shall
distinguish the following scenarios:
– both arcs are inflated to stacks of length two, see Fig. 3.6. Ruling out
the cases where no isolated vertex is inserted and the two scenarios,
where there is no insertion into the interval [i + 1, i + 2] and only in
either [i, i+ 1] or [i+ 2, i+ 3], see Fig. 3.6, we arrive at
C(a)2 = R4 × [(Seq(Z))3 − E − 2(Z × Seq(Z))].
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This combinatorial class has the generating function
C
(a)
2 (z) = z
8
((
1
1− z
)3
− 1− 2z
1− z
)
.
Figure 3.6 C2-class: inflation of both arcs to 2-stacks. Inflated arcs are colored
red while the original arcs of the shape are colored black. We set A = [i, i + 1],
B = [i + 1, i + 2] and C = [i + 2, i + 3] and illustrate the “bad” insertion scenarios as
follows: an insertion of some isolated vertices is represented by a yellow segment and
no insertion by a black segment. See the text for details.
A B C
– one arc, (i + 1, i + 3) or (i, i + 2) is inflated to a 2-stack, while its
counterpart is inflated to an arbitrary †-stem, see Fig. 3.7. Ruling out
the cases where no vertex is inserted in [i + 1, i + 2] and [i + 2, i + 3]
or [i, i+ 1] and [i+ 1, i+ 2], we obtain
C(b)2 = 2 ·
[R2 × (M−R2)× ((Seq(Z))2 − E)× Seq(Z)] ,
having the generating function
C
(b)
2 (z) = 2z
4
 z41−z2
1− z4
1−z2
(
2z
1−z +
(
z
1−z
)2) − z4
(( 1
1− z
)2
− 1
)
1
1− z .
– both arcs are inflated to an arbitrary †-stem, respectively, see Fig. 3.8.
In this case the insertion of isolated vertices is arbitrary, whence
C(c)2 = (M−R2)2 × (Seq(Z))3,
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Figure 3.7 C2-class: inflation of only one arc to a 2-stack. Arc-coloring and labels
as in Fig. 3.6
with generating function
C
(c)
2 (z) =
 z41−z2
1− z4
1−z2
(
2z
1−z +
(
z
1−z
)2) − z4
2( 1
1− z
)3
.
Figure 3.8 C2-class: inflation of both arcs to an arbitrary †-stem. Arc-coloring and
labels as in Fig. 3.6
A B C
As the above scenarios are mutually exclusive, the generating function of
the C2-class is given by
C2(z) = C
(a)
2 (z) + C
(b)
2 (z) + C
(c)
2 (z). (3.4.31)
Furthermore note that both arcs of an C2-element are inflated in the cases
(a), (b) and (c).
• C3-class: this class consists of arc-pairs (α, β) where α is the unique 2-arc
crossing β and β has length at least three. Without loss of generality we
can restrict our analysis to the case ((i, i+ 2), (i+ 1, j)), (j > i+ 3).
– the arc (i + 1, j) is inflated to a 2-stack. Then we have to insert at
least one isolated vertex in either [i, i+ 1] or [i+ 1, i+ 2], see Fig. 3.9.
Therefore we have
C(a)3 = R2 × (Seq(Z)2 − E),
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with generating function
C
(a)
3 (z) = z
4
((
1
1− z
)2
− 1
)
.
Note that the arc (i, i + 2) is not considered here, it can be inflated
without any restrictions.
– the arc (i+ 1, j) is inflated to an arbitrary †-stem, see Fig. 3.9). Then
C(b)3 = (M−R2)× Seq(Z)2,
with generating function
C
(b)
3 (z) =
 z41−z2
1− z4
1−z2
(
2z
1−z +
(
z
1−z
)2) − z4
 · ( 1
1− z
)2
.
Figure 3.9 C3-class: only one arc is inflated here and its inflation distinguishes two
subcases. Arc-coloring as in Fig. 3.6
A B
A B
Consequently, this inflation process leads to a generating function
C3(z) = C
(a)
3 (z) + C
(b)
3 (z). (3.4.32)
Note that during inflation (a) and (b) only one of the two arcs of an C3-class
element is being inflated.
• C4-class: this class consists of arc-triples (α1, β, α2), where α1 and α2 are
2-arcs, respectively, that cross β.
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– β is inflated to a 2-stack, see Fig. 3.10. Using similar arguments as in
the case of C3-class, we arrive at
C(a)4 = R2 × (Seq(Z)2 − E)× (Seq(Z)2 − E),
with generating function
C
(a)
4 (z) = z
4
((
1
1− z
)2
− 1
)2
.
– the arc β is inflated to an arbitrary †-stem, see Fig. 3.10,
C(b)4 = (M−R2)× Seq(Z)4,
with generating function
C
(b)
4 (z) =
 z41−z2
1− z4
1−z2
(
2z
1−z +
(
z
1−z
)2) − z4
 · ( 1
1− z
)4
.
Figure 3.10 C4-class: as for the inflation of C3 only the non 2-arc is inflated, distin-
guishing two subcases. Arc-coloring as in Fig. 3.6
A B C D
A B C D
Accordingly we arrive at
C4(z) = C
(a)
4 (z) + C
(b)
4 (z). (3.4.33)
The inflation of any arc of γ not considered in the previous steps follows the logic
of Proposition 3.2. We observe that (s− 2u2 − u3 − u4) arcs of the shape γ have
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not been considered. Furthermore, (2s+ 1− u1− 3u2− 2u3− 4u4) intervals were
not considered for the insertion of isolated vertices. The inflation of these along
the lines of Proposition 3.2 gives rise to the class
S =Ms−2u2−u3−u4 × (Seq(Z))2s+1−u1−3u2−2u3−4u4 ,
having the generating function
S(z) =
 z41−z2
1− z4
1−z2
(
2z
1−z +
(
z
1−z
)2)
s−2u2−u3−u4 ×
(
1
1− z
)2s+1−u1−3u2−2u3−4u4
.
Combining these observations Claim 1 follows.
Observing that Qγ1(z) = Qγ2(z) for any γ1, γ2 ∈ Ik(s, ~u), we have, according to
eq. (3.4.29),
Qk(z) =
∑
s,~u≥0
ik(s, ~u) Qγ(z),
where ~u ≥ 0 denotes ui ≥ 0 for 1 ≤ i ≤ 4. Proposition 3.6 guarantees∑
s,~u≥0
ik(s, ~u) x
syu1ru2wu3tu4
=
1 + x
1− (y − 2)x+ (2w − r − 1)x2 + (2w − r − 1)x3 ×
Fk
(
x(1 + (2w − 1)x+ (t− 1)x2)
(1− (y − 2)x+ (2w − r − 1)x2 + (2w − r − 1)x3)2
)
.
Setting x = ς0(z), y = ς1(z), r = ς2(z), w = ς3(z), t = ς4(z), we arrive at
Qk(z) =
1− z2 + z4
1− z − z2 + z3 + 2z4 + z6 − z8 + z10 − z12 ×
Fk
(
z4(1− z2 − z4 + 2z6 − z8)
(1− z − z2 + z3 + 2z4 + z6 − z8 + z10 − z12)2
)
.
By Theorem 2.3, Qk(z) is D-finite. Pringsheim’s Theorem [42] guarantees that
Qk(z) has a dominant real positive singularity γk. We verify that for 3 ≤ k ≤ 9,
γk which is the unique solution with minimum modulus of the equation ϑ(z) =
ρ2k is the unique dominant singularity of Qk(z), and ϑ
′(z) 6= 0. According to
Corollary 2.15 we therefore have
Qk(n) ∼ ck n−((k−1)2+(k−1)/2) (γ−1k )n, for some ck > 0,
and the proof of Theorem 3.7 is complete.
59
Chapter 3. Modular, k-noncrossing diagrams
Remark. We remark that Theorem 3.7 does not hold for k = 2, i.e. we can-
not compute the generating function Q2(z) via eq. (3.4.26). The reason is that
Lemma 3.5 only holds for k > 2 and indeed we find
Q2(z) 6= 1− z
2 + z4
q(z)
F2
(
z4(1− z2 − z4 + 2z6 − z8)
q(z)2
)
. (3.4.34)
However, the computation of the generating function Q2(z) in Proposition 3.2 is
based on Lemma 3.1, which does hold for k = 2.
3.5 Proofs of Lemma 3.3 and Lemma 3.5
3.5.1 Proof of Lemma 3.3
Proof. By construction, eq. (3.3.7) and eq. (3.3.8) hold. We next prove eq. (3.3.9).
Choose a shape δ ∈ Ik(s + 1, u1, u2 + 1) and label exactly one of the (u2 + 1)
C2-elements. We denote the leftmost C2-arc (being a 2-arc) by α. Let L be the
set of these labeled shapes, λ, then
|L| = (u2 + 1) ik(s+ 1, u1, u2 + 1).
We next observe that the removal of α results in either a shape or a matching. Let
the elements of the former set be L1 and those of the latter L2. By construction,
L = L1∪˙L2.
Claim 1.
|L1| = (u1 + 1) ik(s, u1 + 1, u2).
To prove Claim 1, we consider the labeled C2-element (α, β). Let Lα1 be the set
of shapes induced by removing α. It is straightforward to verify that the removal
of α can lead to only one additional C1-element, β. Therefore L1-shapes induce
unique Ik(s, u1 + 1, u2)-shapes, having a labeled 1-arc, β, see Fig. 3.11. This
proves Claim 1.
Claim 2.
|L2| = (u1 + 1) ik(s− 1, u1 + 1, u2).
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Figure 3.11 The term (u1 + 1) ik(s, u1 + 1, u2).
a b b b
To prove Claim 2, we considerMα2 , the set of matchings, µα2 , obtained by remov-
ing α. Such a matching contains exactly one stack of length two, (β1, β2), where
β2 is nested in β1. Let Lα2 be the set of shapes induced by collapsing (β1, β2) into
β2. We observe that α crosses β2 and that β2 becomes a 1-arc. Therefore, L2 is
the set of labeled shapes, that induce unique Ik(s − 1, u1 + 1, u2)-shapes having
a labeled 1-arc, β2, see Fig. 3.12. This proves Claim 2.
Combining Claim 1 and Claim 2 we derive eq. (3.3.9).
Figure 3.12 The term (u1 + 1) ik(s− 1, u1 + 1, u2).
a
b1
b2
b1
b2
b2 b2
It remains to show (by induction on s) that the numbers ik(s, u1, u2) can be
uniquely derived from eq. (3.3.7), eq. (3.3.8) and eq. (3.3.9), whence the lemma.
3.5.2 Proof of Lemma 3.5
Proof. By construction, eq. (3.3.17) and eq. (3.3.18) hold. We next prove eq. (3.3.19).
Choose a shape δ ∈ Ik(s+1, u1, u2, u3+1, u4) and label exactly one of the (u3+1)
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C3-elements containing a unique 2-arc, α. We denote the set of these labeled
shapes, λ, by L. Clearly
|L| = (u3 + 1)ik(s+ 1, u1, u2, u3 + 1, u4).
We observe that the removal of α results in either a shape (L1) or a matching
(L2), i.e. we have
L = L1 ∪˙ L2.
Claim 1.
|L1| = 2(u3 + 1) ik(s, u1, u2, u3 + 1, u4) + (3.5.35)
4(u4 + 1) ik(s, u1, u2, u3 − 1, u4 + 1) + (3.5.36)
(2(s− u1 − 2u2 − 2u3 − 3u4)) ik(s, u1, u2, u3, u4).
To prove Claim 1, we consider the labeled C3-element of a L1-shape, (α, β). We
set Lα1 to be the set of shapes induced by removing α and denote the resulting
shapes by λα1 . By construction a λ
α
1 -shape cannot contain any additional C1- or
C2-elements, see Fig. 3.14. Clearly, the removal of α can lead to at most one
additional Ci-element, whence
L1 = LC31 ∪˙LC41 ∪˙L01,
where LCi1 , i = 3, 4 denotes the set of labeled shapes, λ ∈ L1, that induce a unique
shape having a labeled Ci-element containing β and L01 the set of those shapes,
in which there exists no such Ci-element.
We first prove
(1.I) |LC31 | = 2(u3 + 1) ik(s, u1, u2, u3 + 1, u4).
Indeed, in order to generate a labeled C3-element by α-removal from L1-shape, β
has to become a 2-arc in a labeled C3-element of a Ik(s, u1, u2, u3 + 1, u4)-shape,
see Fig. 3.15.
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Figure 3.13 Accounting: the scenarios arising from the removal of α from a
labeled C3-element of a Ik(s+ 1, u1, u2, u3 + 1, u4)-shape.
labeledshape
1
1.I
1.II
1.III
2
2.1
2.2
2.3
2.1.I
2.1.II
2.1.III
2.1.III.i
2.1.III.ii
2.2.I
2.2.II
2.2.III
2.2.IV
2.2.IV.i
2.2.IV.ii
2.2.III.i
2.2.III.ii
2.3.I
2.3.II
2.3.III
2.3.IV
2.3.IV.i
2.3.IV.ii
2.3.III.i
2.3.III.ii
2.1.IV
2.2.V
2.3.V
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Figure 3.14 The removal of α cannot give rise to additional C1- or C2-elements.
a
a
b
b
b
b
NO
NO
b
b
Figure 3.15 We illustrate the effect of the removal of α when inducing a labeled
C3-element.
a
b
b
1.I
b
b
a b }
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Next we prove
(1.II) |LC41 | = 4(u4 + 1) ik(s, u1, u2, u3 − 1, u4 + 1).
Indeed in order to generate a labeled C4-element by α-removal from L1-shape,
Figure 3.16 We illustrate the effect of the removal of α with when inducing a labeled
C4-element.
}
}
β has to become a 2-arc in a labeled C4-element of a Ik(s, u1, u2, u3 − 1, u4 + 1)-
shape. We display all possible scenarios in Fig. 3.16. Otherwise β becomes
simply a labeled arc in a Ik(s, u1, u2, u3, u4)-shape, which is not contained in any
Ci-element, whence
(1.III) |L01| = 2(s− u1 − 2u2 − 2u3 − 3u4) ik(s, u1, u2, u3, u4)
and Claim 1 follows.
We next consider L2. Let Mα2 be the set of matchings, µα2 , obtained by
removing α.
Claim 2. Let (β1, . . . , β`) denote a µ
α
2 -stack ((β1, . . . , β`) ≺ µα2 ). Then we have
L2 = L2,1∪˙L2,2∪˙L2,3, (3.5.37)
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where
L2,1 ={λ ∈ L2 | α, βi ∈ λ, i = 1, 2; (β1, β2) ≺ µα2 ; α crosses β2},
L2,2 ={λ ∈ L2 | α, βi ∈ λ, i = 1, 2; (β1, β2) ≺ µα2 ; α crosses β1},
L2,3 ={λ ∈ L2 | α, βi ∈ λ, i = 1, 2, 3; (β1, β2, β3) ≺ µα2 ; α crosses β2}.
To prove Claim 2, it suffices to observe that aMα2 -matching contains exactly
one stack of length either two or three. Now, eq. (3.5.37) immediately follows by
inspection of Figure 3.17.
Claim 2.1
Figure 3.17 L2 and Mα2 : how stacks arise by the removal of α.
a
b
a a
1
b2
b1
b2b2
b1
b3
2.1 2.2 2.3
|L2,1| = 4(u2 + 1) ik(s− 1, u1, u2 + 1, u3, u4)
+ 4(u3 + 1) ik(s− 1, u1, u2, u3 + 1, u4)
+ [4(u4 + 1) ik(s− 1, u1, u2, u3 − 1, u4 + 1)
+ 2(u4 + 1) ik(s− 1, u1, u2, u3, u4 + 1)]
+ 2((s− 1)− u1 − 2u2 − 2u3 − 3u4)) ik(s− 1, u1, u2, u3, u4).
To prove Claim 2.1, letMα2,1 be the set of matchings induced by removing α
from a L2,1-shape. We set Lα2,1 to be the set of shapes induced by collapsing the
unique Mα2,1-stack of length two into the arc β2. Clearly, such a shape cannot
exhibit any additional C1-elements, see Fig. 3.18.
66
Chapter 3. Modular, k-noncrossing diagrams
Figure 3.18 λα2,1 cannot exhibit any additional C1-elements.
a
b1
b2
b1
b2
b2
NO
b2
Since the removal of α and subsequent stack-collapse can lead to at most one
new Ci element, we have
L2,1 = LC22,1∪˙LC32,1∪˙LC42,1∪˙L02,1,
where LCi2,1, i = 2, 3, 4 denotes the set of labeled shapes, λ ∈ L2,1, that induce
unique shapes having a labeled Ci-element containing β2 and L02,1 denotes those
in which there exists no Ci-element containing β2.
We first prove
(2.1.I). |LC22,1| = 4(u2 + 1) ik(s− 1, u1, u2 + 1, u3, u4).
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Figure 3.19 In L2,1: the removal of α and subsequent collapse of the unique stack of
length two in Mα2,1, generating a labeled C2-element (pink).
a
b1
b2
b
1
b2
b2
2.1.I
a
b1
b2
b1
b2 b2
b1
b2
b
1
b2
b2
a
b1
b2 a
b1
b2 b2
b2
b2
}
}
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Indeed, in order to generate a labeled C2-element via α-removal and subse-
quent stack-collapse from a L2,1-shape, β2 has to become a 2-arc in a C2-element
of a Ik(s−1, u1, u2+1, u3, u4)-shape. We display all possible scenarios in Fig. 3.19.
Next we prove
(2.1.II) |LC32,1| = 4(u3 + 1) ik(s− 1, u1, u2, u3 + 1, u4).
In order to generate a labeled C3-element by α-removal and collapsing the unique
Figure 3.20 In L2,1: the removal of α and collapsing the unique stack of length two
in Mα2,1, generating a labeled C3-element (pink).
a
b1
b2
b1
b2 b2
b1
b2 b2
a
b1
b2
b1
b2 b2
a
a
b1
b2
b1
b2
b2
b1
b2
b2
b2
}
}
2.1.II
stack of length two from a L2,1-shape, β2 has to become a 2-arc or an arc uniquely
crossing a 2-arc in a C3-element of a Ik(s−1, u1, u2, u3+1, u4)-shape. We display
all possible scenarios in Fig. 3.20.
Third we prove
(2.1.III)
|LC42,1| = 4(u4+1) ik(s−1, u1, u2, u3−1, u4+1)+2(u4+1) ik(s−1, u1, u2, u3, u4+1).
In order to generate a labeled C4-element by α-removal and collapsing the unique
stack of length two from a L2,1-shape, β2 has to become either a 2-arc in a labeled
C4-element of a Ik(s − 1, u1, u2, u3 − 1, u4 + 1)-shape or an arc that crosses two
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Figure 3.21 How to derive a labeled C4-element: first scenario.
2.1.III.i
Figure 3.22 How to derive a labeled C4-element:second scenario.
a
b1
b2
b2
b1
b2
2.1.III.ii
b1
b2
b2
b1
b2
a
b2
}
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2-arcs in a labeled C4-element of a Ik(s− 1, u1, u2, u3, u4 + 1)-shape. We display
all possible scenarios in Fig. 3.21 and Fig. 3.22. Otherwise, β2 becomes a labeled
arc in a Ik(s− 1, u1, u2, u3, u4)-shape, which is not contained in any Ci-element.
Thus
(2.1.IV) |L02,1| = 2((s− 1)− u1 − 2u2 − 2u3 − 3u4)) ik(s− 1, u1, u2, u3, u4),
from which Claim 2.1 follows.
Claim 2.2.
|L2,2| = 2u1 ik(s− 1, u1, u2, u3, u4)
+ 4(u2 + 1) ik(s− 1, u1, u2 + 1, u3 − 1, u4)
+ [2u3 ik(s− 1, u1, u2, u3, u4)
+ 2(u3 + 1) ik(s− 1, u1, u2, u3 + 1, u4)]
+ [4u4 ik(s− 1, u1, u2, u3, u4)
+ 2(u4 + 1) ik(s− 1, u1, u2, u3, u4 + 1)]
+ 2((s− 1)− u1 − 2u2 − 2u3 − 3u4))ik(s− 1, u1, u2, u3, u4).
In order to prove Claim 2.2, we consider Mα2,2, the set of matchings induced by
removing α from a L2,2-shape. We set Lα2,2 to be the set of shapes induced by
collapsing the unique Mα2,2-stack of length two into β2. The removal of α and
subsequent collapse can only lead to at most one additional Ci-element, whence
L2,2 = LC12,2 ∪˙ LC22,2 ∪˙ LC32,2 ∪˙ LC42,2 ∪˙ L02,2,
using analogous notation and reasoning as in the proof of Claim 2.1.
We first prove
(2.2.I) |LC12,2| = 2u1 ik(s− 1, u1, u2, u3, u4).
In order to generate a labeled C1-element by α-removal from a L2,2-shape and
collapsing the unique stack of length two, we need β2 to be a 1-arc in a Ik(s −
1, u1, u2, u3, u4)-shape, see Figure 3.23. Note that this operation only transfers
labels but generates no new 1-arcs.
Next we prove
(2.2.II) |LC22,2| = 4(u2 + 1) ik(s− 1, u1, u2 + 1, u3 − 1, u4).
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Figure 3.23 Removal of α in Lα2,2 and subsequent collapsing of the unique stack in
Mα2,2, generating a labeled C1-element.
2.2.I
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}
Figure 3.24 Removal of α (red arc) in Lα2,2 and collapsing the unique stack of length
two in Mα2,2, generating a labeled C2-element.
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}
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In order to generate a labeled C2-element by α-removal from a L2,1-shape and
collapsing the unique stack of length two, β2 has to become a 2-arc in a labeled
C2-element of Ik(s− 1, u1, u2 + 1, u3− 1, u4). We display all possible scenarios in
Fig. 3.24.
Third we prove
(2.2.III) |LC32,2| = 2u3 ik(s−1, u1, u2, u3, u4)+2(u3 +1) ik(s−1, u1, u2, u3 +1, u4).
In order to generate a labeled C3-element by α-removal from a L2,2-shape and
Figure 3.25 The term 2u3 ik(s− 1, u1, u2, u3, u4): removal of α in Lα2,2 and collapsing
the unique stack of length two in Mα2,2, generating a labeled C3-element.
a
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b1
b2 b2
2.2.III.i
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b2 b2
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Figure 3.26 The term 2(u3 + 1) ik(s− 1, u1, u2, u3 + 1, u4).
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2.2.III.ii
collapse of the resulting unique stack, β2 has to become either a 2-arc in a labeled
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C3-element of a Ik(s − 1, u1, u2, u3, u4)-shape or an arc uniquely crossing the 2-
arc in a labeled C3-element of a Ik(s− 1, u1, u2, u3 + 1, u4)-shape. We display all
possible scenarios in Fig. 3.25 and Fig.3.26.
Fourth we prove
(2.2.IV) |LC42,2| = 4u4 ik(s−1, u1, u2, u3, u4)+2(u4 +1) ik(s−1, u1, u2, u3, u4 +1).
In order to generate a labeled C4-element, β2 has to become either a 2-arc in a
Figure 3.27 The term 4u4 ik(s− 1, u1, u2, u3, u4).
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Figure 3.28 The term 2(u4 + 1) ik(s− 1, u1, u2, u3, u4 + 1).
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b2a
b2
}
labeled C4-element of a Ik(s− 1, u1, u2, u3, u4)-shape or an arc uniquely crossing
two 2-arcs in a labeled C4-element of a Ik(s − 1, u1, u2, u3, u4 + 1)-shape. We
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display all possible scenarios in Fig. 3.27 and Fig. 3.28.
It remains to observe that β2 otherwise becomes a labeled arc in a Ik(s −
1, u1, u2, u3, u4)-shape, which is not contained in any Ci-element. Thus
(2.2.V) |L02,2| = 2((s− 1)− u1 − 2u2 − 2u3 − 3u4)) ik(s− 1, u1, u2, u3, u4)
and Claim 2.2 follows.
Claim 2.3
|L2,3| = 2u1 ik(s− 2, u1, u2, u3, u4)
+ 4(u2 + 1) ik(s− 2, u1, u2 + 1, u3 − 1, u4)
+ [2u3 ik(s− 2, u1, u2, u3, u4)
+ 2(u3 + 1)ik(s− 2, u1, u2, u3 + 1, u4)]
+ [4u4ik(s− 2, u1, u2, u3, u4)
+ 2(u4 + 1)ik(s− 2, u1, u2, u3, u4 + 1)]
+ 2((s− 2)− u1 − 2u2 − 2u3 − 3u4))ik(s− 2, u1, u2, u3, u4).
Let Mα2,3 be the set of matchings induced by removing α from a L2,3-shape.
Let Lα2,3 denote the set of shapes induced by collapsing the uniqueMα2,3-stack of
length three into the arc β3. The removal of α and subsequent stack-collapse can
only lead to at most one additional Ci (i = 1, 2, 3, 4) element, whence
L2,3 = LC12,3 ∪˙ LC22,3 ∪˙ LC32,3 ∪˙ LC42,3 ∪˙ L02,3,
where LCi2,3 denotes the set of labeled shapes, λ ∈ L2,3, that induce unique shapes
having a labeled Ci-element containing β3 and L02,3 denotes those shapes in which
there exists no such Ci-element.
We first note
(2.3.I) |LC12,3| = 2u1 ik(s− 2, u1, u2, u3, u4),
see Fig. 3.29.
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Figure 3.29 The term 2u1 ik(s− 2, u1, u2, u3, u4).
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Next we observe
(2.3.II) |LC22,3| = 4(u2 + 1) ik(s− 2, u1, u2 + 1, u3 − 1, u4),
see Fig. 3.30.
Figure 3.30 The term 4(u2 + 1) ik(s− 2, u1, u2 + 1, u3 − 1, u4).
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Third we verify
(2.3.III) |LC32,3| = 2u3 ik(s−2, u1, u2, u3, u4)+2(u3 +1) ik(s−2, u1, u2, u3 +1, u4),
see Fig. 3.31 and Fig. 3.32.
Figure 3.31 The term 2u3 ik(s− 2, u1, u2, u3, u4).
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Figure 3.32 The term 2(u3 + 1) ik(s− 2, u1, u2, u3 + 1, u4).
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Fourth we note
(2.3.IV) |LC42,3| = 4u4 ik(s−2, u1, u2, u3, u4)+2(u4 +1) ik(s−2, u1, u2, u3, u4 +1),
see Fig. 3.33 and Fig. 3.34.
It remains to observe that β3 becomes otherwise a labeled arc in a Ik(s −
1, u1, u2, u3, u4)-shape, which is not contained in any Ci-element. Thus
(2.3.V) |L02,3| = 2((s− 2)− u1 − 2u2 − 2u3 − 3u4)) ik(s− 2, u1, u2, u3, u4)
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Figure 3.33 The term 4u4 ik(s− 2, u1, u2, u3, u4).
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Figure 3.34 The term 2(u4 + 1) ik(s− 2, u1, u2, u3, u4 + 1).
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and Claim 2.3 follows.
Eq. (3.3.19) now follows from Claim 1, 2.1, 2.2, and Claim 2.3.
Next we prove eq. (3.3.20). We choose some η ∈ Ik(s + 1, u1, u2, u3, u4 + 1)
and label one C4-element denoting one of its two 2-arcs by α. We denote the set
of these labeled shapes, λ, by L∗. Clearly,
|L∗| = 2(u4 + 1) ik(s+ 1, u1, u2, u3, u4 + 1).
Let γ be the arc crossing α. The removal of α can lead to either an additional
C2- or an additional C3-element in a shape, whence
L∗ = LC2∗ ∪˙ LC3∗ , (3.5.38)
where LCi∗ denotes the set of labeled shapes, λ ∈ L∗, that induce shapes having
a labeled Ci-element containing γ.
First,
|LC2∗ | = 2(u2 + 1) ik(s, u1, u2 + 1, u3, u4),
follows by inspection of Fig. 3.35.
Figure 3.35 The term 2(u2 + 1) ik(s, u1, u2 + 1, u3, u4).
a
g
g
ga
g }
We next observe
|LC3∗ | = (u3 + 1) ik(s, u1, u2, u3 + 1, u4).
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see Fig. 3.36, from which eq. 3.3.20 immediately follows.
Figure 3.36 The term (u3 + 1) ik(s, u1, u2, u3 + 1, u4).
a
g g g
It remains to show that the numbers ik(s, u1, u2, u3, u4) can be uniquely de-
rived from eq. (3.3.17), eq. (3.3.18), eq. (3.3.19) and eq. (3.3.20). This follows by
induction on s.
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Chapter 4
Asymptotic enumeration of canonical
3-noncrossing skeleton diagrams
A skeleton diagram, S, is a labeled graph whose core has no noncrossing
arcs and dependency graph is connected. Here dependency graph is defined as a
graph whose each vertex corresponds to each arc of diagram and two vertices are
adjacent if and only if two corresponding arcs cross, see Fig. 4.1. Recall that an
interval is a sequence of consecutive, unpaired bases (i, i+ 1, . . . , j), where i− 1
and j+ 1 are paired. The skeleton diagram and the interval have been present in
Fig. 1.5 vividly.
In this chapter, we will discuss about the generating function equation of
3-noncrossing skeleton matching and conclude the explicit generating function of
3-noncrossing, 3-canonical skeleton diagrams in Section 4.3. At last we will study
the asymptotic enumeration of numbers of skeleton matchings and skeleton struc-
tures, and discuss the asymptotic distribution of arcs in a canonical 3-noncrossing
skeleton diagrams with certain length.
4.1 Shapes and irreducible structures
Definition 4.1. A Vk-shape is a k-noncrossing matching having stacks of length
exactly one.
In the following part we refer to Vk-shape satisfying skeleton’s property sim-
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Figure 4.1 Diagram and dependency graph: we can clearly see that the top
diagram’s dependency graph is connected while the bottom one’s is not, which
implies that skeleton diagram is the top diagram, not the bottom one.
1
2 3 1 2
3
1 2 3 4 1
2
3
4
diagram dependency
graph
ply as skeleton shapes. That is, given a 3-noncrossing skeleton, δ, its shape is
obtained by first replacing each stem by an arc and then removing all isolated
vertices, see Fig. 4.2.
Figure 4.2 From diagrams to shapes: A 3-noncrossing skeleton diagram (top-left) is
mapped in two steps into its skeleton shape (top-right).
Definition 4.2. A k-noncrossing diagram of length n is irreducible (see Fig.
4.3), if there does not exist such a vertex ` ∈ {1, 2, . . . , n}, which separates the
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set of arcs into two disjoint subsets, A1 and A2,
A1 = {(i, j) | j < `},
A2 = {(i, j) | i ≥ `}.
Figure 4.3 Irreducible and un-irreducible: (a) shows the irreducible 3-noncrossing
diagram, in which there is no such vertex ` defined in Definition 4.2. However, in (b),
the vertex pointed by an arrow is the ` which separates the set of arcs into A1 and A2.
(a) (b)
A1 A2
4.2 3-noncrossing skeleton matching
In this section we enumerate 3-noncrossing skeleton matching and conclude
a functional equation.
Definition 4.3. A diagram is named by matching, if and only if the diagram
has no isolated vertices.
Now we begin to compute the generating function of skeleton matching.
We denote Irr(h) and S(h) as the number of irreducible matchings and skeleton
matchings respectively. These two matchings both satisfy 3-noncrossing property
and contain h arcs. In term of the definition of skeleton diagram, the arc number
of a skeleton diagram is two at least. For showing the generating function of
skeleton matching from the constant term, we suppose S(0) = S(1) = 1.
Lemma 4.1. Let Irr(z) =
∑
h≥0 Irr(h)z
h be the OGF of 3-noncrossing irreducible
diagram, then we have the following functional equation,
1 +
∑
h≥1
S(h)F3(z)
2h−1zh = Irr(z). (4.2.1)
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Proof. For an arbitrary irreducible structure R (See Figure 4.4), we denote B be
a set of arcs of R. Let (i, j) be an arbitrary arc in B, then there will be no arcs
such as (i′, j′), which satisfies i′ < i, j′ > j. We call such B the boundary of R.
Then we set
S = {arc α ∈ R : α crosses some arc in B}
If S 6= ∅, we will prove B is a skeleton.
Figure 4.4 The irreducible structure R: The broken lines are the boundary of
R. The grey lines are the skeleton of R, denoted by S. And letters A, B, C, D,
E respectively represent the intervals of S.
A B             C                      D                              E
Assume B is not a skeleton, without losing generality, by definition, the
dependency graph of B can be separated into several connected components.
Without losing generality, we set that the dependency graph of B contains two
connected components, G1 and G2.
Therefore, we have
R =
⋃
(i,j)∈B
⋃
i≤i′<j′≤j
(i′, j′)
=
 ⋃
(i,j)∈V (G1)
⋃
i≤i′<j′≤j
(i′, j′)
 ∪
 ⋃
(i,j)∈V (G2)
⋃
i≤i′<j′≤j
(i′, j′)
 . (4.2.2)
In eq. (4.2.2), we denote the first arcs set as R1 and the second arcs set as
R2. In R1, let the left and right most points be p and q respectively, while in R2,
let the left and right most points be k and l respectively. Obviously p, q, k, l are
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all the vertices of B, hence we have p < q < k < l or k < l < p < q, which means
R1 and R2 are disjoint, moreover,
R1 = {(i, j) | j < q + 1},
R2 = {(i, j) | i ≥ q + 1},
or
R1 = {(i, j) | i ≥ p},
R2 = {(i, j) | j < p}.
It is contradicted to the irreducibility of R. Therefore, B is a skeleton. It
immediately leads that S is also a skeleton.
Then we discuss about R\S. Let arc β ∈ R\S. Trivially, β must be in
the interval of the skeleton S. It means that all arcs in R\S are in the intervals
of the skeleton S, in other words, in each interval of S, there is a structure of
3-noncrossing perfect matching, denoted by F3, including empty set.
Then we get the following conclusion. Let RS be a subset of irreducible
structure R, all of whose boundaries induce the skeleton structure S, then we
have the symbolic relation,
R = ∅+R∅ +
(∑
S∈S
RS
)
,
where S is the set of all the skeleton matching structures.
Furthermore, we denote the arc number of some S as a(S), then such S has
2a(S)− 1 intervals (if S = ∅, there will be only one interval). According this we
have the following symbolic relation,
R = ∅+A×F3 +
∑
S∈S
Aa(S) × (F3)2a(S)−1
= ∅+A×F3 +
∑
h≥2
S(h)
[Ah × (F3)2h−1] , (4.2.3)
where A is the class of arcs. According to eq. (4.2.3) and A .= z we have the
functional equation
Irr(z) = 1 +
∑
h≥1
S(h)zh(F3(z))
2h−1. (4.2.4)
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Lemma 4.2. The generating function of Irr(z) satisfies the following equation,
Irr(z) = 2− 1
F3(z)
.
Proof. Let R be the combinatorial class of irreducible 3-noncrossing matching
structures, and F3 be the class of 3-noncrossing matching structures. Then we
derive the following symbolic relation:
F3 = ∅+ (R− ∅)×F3. (4.2.5)
Therefore we have the functional equation that
F3(z) = 1 + (Irr(z)− 1)F3(z). (4.2.6)
Transform the equation above, we can get the eq. (4.2).
Theorem 4.3. Let S(z) be the generating function of S(h), then, we have
S(zF3(z)
2) = F3(z). (4.2.7)
Proof. According to Lemma 4.1 and Lemma 4.2, we easily obtain
1 +
∑
h≥1
S(h)F3(z)
2h−1zh = 2− 1
F3(z)
.
Do some proper transformations for the equation above, we get
1 +
∑
h≥1
S(h)F3(z)
2hzh = F3(z).
Since S(0) = 1, then ∑
h≥0
S(h)F3(z)
2hzh = F3(z).
viz. S(zF3(z)
2) = F3(z).
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4.3 Canonical 3-noncrossing skeleton diagram
In this section we mainly discuss about the way of obtaining the OGF of 3-
canonical, 3-noncrossing skeleton diagrams, S
[4]
3 (z) =
∑∞
n=0 S
[4]
3 (n)z
n . And from
now on, we simply note 3-canonical as canonical.
Theorem 4.4. Let z be an indeterminate, then S
[4]
3 (z), the generating function
of 3-noncrossing skeleton diagrams with σ ≥ 3, λ ≥ 4, is given by
S
[4]
3 (z) = (1− z)G
(√w0(z)z
1− z
)2 , (4.3.8)
where
G(x) = S(x)− 1− x,w0(z) = z
4
1− z2 + z6 .
Proof.
Claim 1. Let IS(z) =
∑
n≥2 IS(h)z
h be the generating function of the 3-noncrossing
skeleton-shape with h arcs. Then we have
IS(z) =
∑
h≥2
S(h)
(
z
1 + z
)h
. (4.3.9)
Let γ be a shape in the set of skeleton-shape IS(h), and Sγ be the skeleton
matching inflated from a shape γ. Obviously Sγ is derived from inflating each
shape-arc to a stack, then we have the symbolic relation below,
Sγ = (A× Seq(A))h , (4.3.10)
where A is the class of arcs.
Since A = z, we derive the generating function of Sγ that
Sγ(z) =
(
z
1− z
)h
. (4.3.11)
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Therefore we have ∑
h≥2
S(h)zh =
∑
h≥2
∑
γ∈IS(h)
Sγ(z)
=
∑
h≥2
IS(h)
(
z
1− z
)h
= IS
(
z
1− z
)
.
Transform the variable in the equation above, we can get eq. (4.3.9).
Claim 2. the generating function S
[4]
3 (z) satisfies the following equation,
S
[4]
3 (z) = (1− z)IS
(
z6
1− 2z + 2z3 − z4 − 2z7 + z8
)
. (4.3.12)
Let S [4]3 denote the set of 3-noncrossing, 3-canonical skeleton structures with
arc length ≥ 4 and IS the set of all k-noncrossing skeleton-shapes and IS(h)
those having h arcs, see Figure 4.2.
Then we have the surjective map
ϕ : S [4]3 → IS. (4.3.13)
Eq. (4.3.13) induces the partition S [4]3 = ∪˙γϕ−1(γ), where γ is a skeleton-
shape. Then we have
S
[4]
3 (z) =
∑
h≥2
∑
γ∈IS(h)
Sγ(z). (4.3.14)
We proceed by computing the generating function Sγ(z). We will construct Sγ(z)
via simpler combinatorial classes as building blocks considering the classes M
(stems), K3 (stacks), N 3 (induced stacks), L (isolated vertices), A (arcs) and Z
(vertices), where Z(z) = z and R(z) = z2. We inflate γ ∈ IS(h) having h arcs
to a structure in two steps.
Step I: we inflate any shape-arc to a stack of size at least 3 and subsequently add
additional stacks. The latter are called induced stacks and have to be separated
by means of inserting isolated vertices, see Fig. 4.5. Note that during this first
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Figure 4.5 Step I: a skeleton-shape (left) is inflated to a 3-noncrossing, canonical
diagram. First, every arc in the skeleton-shape is inflated to a stack of size at least
three (middle), and then the skeleton-shape is inflated to a new 3-noncrossing, canonical
skeleton structure (right) by adding one stack of size three. There are three ways to
insert the intervals isolated vertices.
inflation step no intervals of isolated vertices, other than those necessary for
separating the nested stacks are inserted. We generate
• isolated segments i.e. sequences of isolated vertices L = Seq(Z) with the
generating function
L(z) =
1
1− z
• stacks, i.e. pairs consisting of the minimal sequence of arcs Rσ and an
arbitrary extension consisting of arcs of arbitrary finite length
K3 = A3 × Seq (A)
with the generating function
K3(z) = z6 · 1
1− z2
• induced stacks, i.e. stacks together with at least one nonempty interval of
isolated vertices on either or both its sides.
N 3 = K3 × (Z × L+ Z × L+ (Z × L)2) ,
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with the generating function
N3(z) =
z6
1− z2
(
2
z
1− z +
(
z
1− z
)2)
• stems, that is pairs consisting of stacks K3 and an arbitrarily long sequence
of induced stacks
M3 = K3 × Seq (N 3) ,
with the generating function
M3(z) =
K3(z)
1−N3(z) =
z6
1−z2
1− z6
1−z2
(
2 z
1−z +
(
z
1−z
)2) .
Step II: here we insert additional isolated vertices at the remaining (2h − 1)
positions, see Fig. 4.6. Formally the second inflation is expressed via
Figure 4.6 Step II: the diagram (left) obtained in (1) in Fig. 4.5 is inflated to a new
3-noncrossing, canonical skeleton diagram (right) by adding isolated vertices (hollow
discs).
• J = L2h−1, where
J(z) =
(
1
1− z
)2h−1
Combining Step I and Step II we arrive at
Sγ =
(M3)h × L2h−1 (4.3.15)
90
Chapter 4. Asymptotic enumeration of canonical 3-noncrossing skeleton diagrams
and accordingly
Sγ(z) =
 z61−z2
1− z6
1−z2
(
2 z
1−z +
(
z
1−z
)2)
h( 1
1− z
)2h−1
= (1− z)
(
z6
(1− z2)(1− z)2 − (2z − z2)z6
)h
= (1− z)
(
z6
1− 2z + 2z3 − z4 − 2z7 + z8
)h
. (4.3.16)
Since for any γ, γ1 ∈ IS(h) we have Sγ(z) = Sγ1(z), we derive
S
[4]
3 (z) =
∑
h≥2
∑
γ∈IS(m)
Sγ(z) =
∑
h≥2
IS(h)Sγ(z).
Setting
η3(z) =
z6
1− 2z + 2z3 − z4 − 2z7 + z8 , (4.3.17)
we have, according to eq. (4.3.14) and Theorem 3.1 the following situation
S
[4]
3 (z) =
∑
h≥2
IS(h) Sγ(z)
= (1− z)
∑
h≥2
IS(h)
(
z6
1− 2z + 2z3 − z4 − 2z7 + z8
)h
= (1− z) IS
(
z6
1− 2z + 2z3 − z4 − 2z7 + z8
)
, (4.3.18)
Claim 2 is proved.
Now we substitute eq. (4.3.9) into eq. (4.3.12), we arrive at eq. (4.3.8),
where w0(z) =
z4
1−z2+z6 . The theorem follows.
4.4 Asymptotic analysis
Denote y = zF23(z), then we have
S(y) = F3(z). (4.4.19)
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We will use singularity analysis to analyze the asymptotic behavior of the
coefficients of S(y). To apply singularity analysis to S(y), we need to know its
radius of convergence R, the behavior of S(y) near y = R, the absence of other
singularities of S on the circle of convergence, ∆-analyticity of S(y) and the
singular expansion of S(y). This information must be deduced from eq. (4.4.19)
and a knowledge of F3. As is typical, we will see that F3 has a unique singularity.
This information is then transferred to S via eq. (4.4.19), then singularity analysis
applies.
Lemma 4.5 (Existence and uniqueness of dominant singularity of S(y)). The
dominant singularity of the generating function S(y) is R = ρF23(ρ) ≈ 0.0729,
ρ = 1/16, and S(y) has no singularity other from the circle of {y | |y| = R}, that
is, S(y) is analytically continuable around any y 6= ρ with |y| ≤ R.
Proof. Claim 1. The radius of convergence, R, is equal to ρF23(ρ), where ρ is the
radius of convergence of F3.
Since series S(y) has nonnegative coefficients, we know that S(y) has a radius
of convergence of R. since F3 has nonnegative coefficients, dy/dz > 0 for 0 <
z < ρ and so z is an analytic function of y for 0 < y < R. We now show that
y = ρF23(ρ) is a singularity of S, from which R = ρF
2
3(ρ) follows.
From Proposition 2.14, we know that F3(ρ), F
′
3(ρ), F
′′
3(ρ), F
′′′
3 (ρ) exist and
are positive but F
(4)
3 (z)→∞ as z → ρ. From eq. (4.4.19),
S(4)(zF23(z)) =
U(F3,F
′
3,F
′′
3,F
′′′
3 )F
(4)
3 (z) + V (F3,F
′
3,F
′′
3,F
′′′
3 )
[F3(z)(F3(z) + 2zF′3(z))]7
, (4.4.20)
where U and V are both multi-variable polynomials and U |z=ρ > 0.
Thus S(4)(y)→∞ as y → (ρF23(ρ))− and so R = ρF23(ρ).
Claim 2. There are no other singularities of S(y) existed on the circle of
convergence |y| = R.
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By eq. (4.4.19), singularities of S(y) are due to singularities of F3 and values
of y near which inverting y = zF23(z) uniquely is impossible.
Let us consider singularities of F3(z). We have known that F3(z) is ∆-
analytic and its dominant singularity is ρ and unique. Then let us consider
inverting y = zF23(z) on |y| = R with y 6= R. Thus z 6= ρ and so F3 is defined.
By the implicit function theorem any singularities must be due to dy/dz = 0.
We now use S′(R) 6= ∞. Since S(y) has nonnegative coefficients, no singularity
on |y| = R can dominate y = R and so S′(y) 6=∞ on |y| = R. By eq. (4.4.19),
S′(y) =
dS
dy
=
dF3
dz
/
dy
dz
.
At a singularity, dy/dz = 0 and so F′3 = 0. Since dy/dz = F
2
3 + 2zF3F
′
3,
F3 = 0. If y = σ 6= R is a singularity with |σ| = R and r is the corresponding
value of z, we have shown that S(y) = F3(z) = (z−r)kg(z) where k ≥ 1, g(r) 6= 0
and g is analytic near r. Such r is existed, which means r is in the analytic domain
of F3(z), C\[1/16,∞), due to eq. (2.3.24). The proof is following:
From eq. (4.4.19), we derive the following equation,
zF23(z) = zS
2(zF23(z)),
then we have
z =
y
S2(y)
(4.4.21)
and
S(y) = F3(yS
−2(y)). (4.4.22)
Therefore, from eq. (4.4.21), we know that for any given σ 6= R on the circle of
|y| = R, we have corresponding value of z, r, which is σ
S2(σ)
. S2(σ) cannot be
zero, or else, |z| will be infinity, then by eq. (4.4.21) and eq. (4.4.22) we have
lim|z|→∞ y(z) = limy→σ
y
S2(y)
F23
(
y
S2(y)
)
= σ. But lim|z|→∞ |y(z)| > 1.83 > R, it is
contradicted to |σ| = R. Hence r cannot be infinity. Moreover, if r lies on the line
of [1/16,∞), we have |rF23(r)| = |σ| = R. However, by the rigorous calculation
of Mathematica, when r ∈ (1/16, 1/8),
rF23(r) = (1/16)F
2
3(1/16) + Ξ(r)(r − 1/16),
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where Ξ(r) satisfying |Ξ(r)| > 0 and | arg Ξ(r)| < 0.19. Besides, min |rF23(r)| >
0.12 > (1/16)F23(1/16) when r > 1/8− 1/32. The two calculation results imme-
diately imply that minr≥1/16 |rF23(r)| = (1/16)F23(1/16) = R and the minimum
arrives if and only if r = 1/16. Such case is contradicted to |σ| = R and σ 6= R.
Now we have proved the existence of r.
Let us continue the main proof. Since
S′(y) =
dF3/dz
d(zF23)/dz
=
(z − r)k−1
(z − r)2k−1f(z),
where f(r) 6= 0. This gives S′(σ) =∞, a contradiction. Hence no such singularity
σ exists, Claim 2 follows.
Lemma 4.6 (∆-analytic continuation of S(y)). S(y) can be analytically continued
to a ∆-domain at the singularity of R.
Proof. Claim 1. S(y) is analytic in a “∆-neighborhood” for R, of the form
{|y −R| < δ′, arg(y −R) ∈ (φ, 2pi − φ)},
with δ′ > 0 and 0 < φ < pi/2.
First, by Fusy’s method [8], the singular expansion of S(y) at R holds in a
neighborhood Ω of R, where Ω is the image of y(z) mapping from a slit neigh-
borhood Θ, which is defined by {|z − ρ| < δ}\{| arg(z − ρ)| ≤ φ′}, with δ > 0.
Since y′(z) converges to a positive constant at z = ρ, it is locally conformal at ρ.
Hence Ω contains a “∆-neighborhood” for R, of the form
N(∆) ≡ {|y −R| < δ′, arg(y −R) ∈ (φ, 2pi − φ)}, (4.4.23)
with δ′ > 0 and 0 < φ < pi/2.
Second, The claim that y(z) is univalent (bijective and analytic) in N(∆), is
true. Since y′(ρ) > 0, by Noshiro-Warschawski Theorem [9], we know that y(z)
is respectively univalent in Θ∩ {Imz > 0} and Θ∩ {Imz < 0} when z is in some
neighborhood of ρ. Due to F3(z), y has a singular expansion,
y(z) = R + y′(ρ)(z − ρ) + o(z − ρ)
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around ρ. Assuming δ in eq. (4.4.23) has been chosen sufficiently small enough
making |z| < ρ when | arg(z − ρ)| > 2pi
3
, and
arg(y(z)−R) ∈ (0, pi), (4.4.24)
when arg(z − ρ) ∈ (φ′, 2pi
3
] , concluded by the same method for eq.(2.4.45).
For the point z ∈ Θ of arg(z − ρ) ∈ (2pi
3
, pi). We draw a straight line {s(t) |
s(0) = z, s(1) = z0, 0 ≤ t ≤ 1}, where z0 satisfies z0 ∈ Θ and arg(z0 − ρ) = 2pi3 .
Clearly y(z0) is in the upper-half plain. Suppose z maps to the lower-half plain.
The smooth curve of y(s(t)) must intersect the line of [0, R], which means there
exists t0 such that y(s(t0)) = r0, 0 ≤ r0 ≤ R. Using eq. (4.4.21) we solute
that s(t0) = r0/S
2(r0), which implies s(t0) is real. It is impossible since the line
of {s(t)} cannot touch the real axis due to the convexity of Θ ∩ {Imz > 0}.
Therefore,
y(z) ∈ {z | Imz > 0},when z ∈ Θ and arg(z − ρ) ∈ (2pi
3
, pi). (4.4.25)
Eq. (4.4.24) and eq. (4.4.25) will lead us that y(z) is mapping Θ∩{Imz > 0}
to a upper-half plain. By the symmetric theorem for analytic function [4], y(z) is
mapping Θ ∩ {Imz < 0} to a lower-half plain as well. Obviously, y(z) is strictly
monotonic increasing on the real segment of [0, ρ] and y([0, ρ]) = [0, R], hence
y(z) is globally univalent in the whole Θ.
According to eq. (4.4.19), the analyticity of inversion function of y(z) and
F3 respectively in “∆-neighborhood” N(∆) and Θ imply the truth of Claim 1.
Claim 2. S(y) can be analytically continued to a ∆-domain at the singularity
of R.
The previous claim actually tells us S(y) can be analytically continued to
a “∆-neighborhood” domain N(∆), whose boundary makes an acute angle with
the half line R≥R.
Claim 2 of Lemma 4.5 reveals that for any y′ on the circle of |y| = R outside
N(∆), S can be analytically continued to U(y′, δy′) which contains in an image
of y(z) univalently mapping from a neighborhood U(r, ε) where y(r) = y′. For
the reason that {y | |y| = R} without containing in N(∆) is a closed curve `, we
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Figure 4.7 The construction of ∆-domain for S(y): the dark grey part is the
analytic continuous domain based on the disc of U(0, R) (light grey). The dash
line is the edge of ∆-domain which is contained in the whole analytic domain
(dark and light grey) of S(y).
o R
can find a finite neighborhoods, {U(yi, δyi)}1≤i≤n ⊂ {U(y′, δy′)}|y′|=R, covering `.
Since
U(yi, δyi) ∩ U(yi+1, δyi+1) ∩ U(0, R) 6= ∅, 1 ≤ i ≤ n− 1,
we have that ∪ni=1U(yi, δyi) is an analytic continuation domain for S(y).
Combining these two facts and
n⋃
i=1
U(yi, δyi) ∩ U(0, R) ∩N(∆) 6= ∅,
we obtain a new analytic continuation domain for S(y), see Fig. 4.7. Using the
method of Step (c) in Proposition 2.10, we are able to find a ∆-domain inside,
which means we have proved S(y) is ∆-analytic. Here the whole proof is complete.
Lemma 4.7 (Singular expansion of S(y)). The singular expansion of S(y) for
y → R is given by
S(y) =
3∑
i=0
bi(y −R)i + c′(y −R)4 log(y −R) (1 + o(1)) (4.4.26)
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were c′ is some negative constant, and bi = 1i!S
(i)(R−), 0 ≤ i ≤ 3.
Proof. Claim 1. The singular expansion of S(y) for y → R is given by
S(y) =
3∑
i=0
bi(y −R)i + (y −R)4 log(y −R) (c′ + o(1)) . (4.4.27)
Furthermore, c′ is some constant, and bi = 1i!S
(i)(R−), 0 ≤ i ≤ 3.
Since F
(m)
3 (ρ
−), 0 ≤ m ≤ 3 exists, y(m)(ρ−) exists. Therefore S(m)(R−)
exists. Then we set
E(y) = S(y)−
3∑
i=0
bi(y −R)i, (4.4.28)
where bi =
1
i!
S(i)(R−), 0 ≤ i ≤ 3.
Furthermore, by eq. (2.5.60), we have the singular expansion of y(z) which
is
y(z) =
3∑
i=0
ai(z − ρ)i + c′′3(z − ρ)4 log(z − ρ) (1 + o(1))
where c′′3 is some negative constant, and ai =
1
i!
y(i)(ρ−), 0 ≤ i ≤ 3.
Now we begin to discuss the higher term of the expansion of S(y).
By eq. (4.4.28), we know that
F3(z) = S(y(z)) =
3∑
i=0
bi(y(z)− y(ρ))i + E(y(z))
=
3∑
i=0
bi
[
3∑
j=1
aj(z − ρ)j + c′3(z − ρ)4 log(z − ρ)(1 + o(1))
]i
+ E(y(z)). (4.4.29)
From Proposition 2.14 and Faa` di Bruno’s Formula [40], for 1 ≤ m ≤ 3 we
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have
1
m!
F
(m)
3 (ρ
−) =
m∑
i=0
∑
t1+t2+···+tm=i
t1+2t2+···+mtm=m
1
t1!t2! · · · tm!S
(i)(R−)
m∏
j=1
(
y(j)(ρ−)
j!
)tj
=
m∑
i=0
1
i!
S(i)(R−)[(z − ρ)m]
(
m∑
j=1
y(j)(ρ−)
j!
(z − ρ)j
)i
=
m∑
i=0
bi[(z − ρ)m]
(
m∑
j=1
aj(z − ρ)j
)i
. (4.4.30)
So by Eq. (4.4.30) and F3(ρ
−) = S(R−) = b0, it leads that the every
coefficient of (z − ρ)m, 0 ≤ m ≤ 3 in the expansion of each side in eq. (4.4.29) is
eliminated. Therefore we have
(z − ρ)4 log(z − ρ)(c′′ + o(1)) = E(y(z)), (4.4.31)
where c′′ is some constant.
We divide E(y) by (y −R)4 log(y −R) and then
lim
y→R
E(y)
(y −R)4 log(y −R) = limz→ρ
E(y(z))
(y(z)− y(ρ))4 log(y(z)− y(ρ))
= lim
z→ρ
(z − ρ)4 log(z − ρ)(c′′ + o(1))
(y(z)− y(ρ))4 log(y(z)− y(ρ))
= a constant, (4.4.32)
since z−ρ
y(z)−y(ρ) and
log(z−ρ)
log(y(z)−y(ρ)) both exist as z → ρ. Therefore
S(y) =
3∑
i=0
bi(y −R)i + (y −R)4 log(y −R)(c′ + o(1)), (4.4.33)
whence Claim 3.
Claim 2. c′ is negative.
From eq. (4.4.20) with T = F3(ρ
−) + 2ρF′3(ρ
−) and F = F3(ρ−),
S(4)(y) ∼ K · F(4)3 (z)/(FT )7 (4.4.34)
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as y → R, where K is a positive constant equaled U(F3,F′3,F′′3,F′′′3 )|z=ρ. From
y = zF23(z) we have
z − ρ ∼ (y −R)/(FT ). (4.4.35)
From eq. (2.5.60),
F
(4)
3 (z) ∼ c′3
d4[(z − ρ)4 log(z − ρ)]
dz4
= c′3(4! log(z − ρ) +M), (4.4.36)
where M is a positive integer.
Combining eq. (4.4.34)–(4.4.36) we obtain
S(4)(y) ∼ K · c
′
3
(FT )7
(4!(log(y−R)−log(FT ))+M) ∼ K · c
′
3
(FT )7
d4[(y −R)4 log(y −R)]
dy4
.
(4.4.37)
Differentiating eq. (4.4.27) four times and comparing to eq. (4.4.37), we know
that
c′ =
K · c′3
(FT )7
, (4.4.38)
which means c′ is negative, whence Claim 2.
The nonzero of c′ implies that c′ can go outside the bracket in eq. (4.4.27).
The proof is complete.
Currently, we have the ∆-analytic property and the singular expansion of
S(y). The finale is applying the transfer rule (Corollary 2.8) which yields di-
rectly the following asymptotic estimate for the number of 3-noncrossing skeleton
matching.
Theorem 4.8 (Asymptotic number of skeleton matching). The asymptotic be-
havior of the number of 3-noncrossing skeleton matching with h arcs is given
by
S(h) ∼ C · h−5R−h,
where C ≈ 3.03096, see Fig. 4.8.
The multiplier C is not estimated but precisely computed as follow with the
help of eq. (4.4.20) and eq. (4.4.38),
C = − Kc
′
3
(FT )7
·R4 · 4! = 24(−512 + 165pi)
5
3125(256− 81pi)5pi .
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Theorem 4.9. The number of canonical 3-noncrossing skeleton diagrams of
length n with arc length ≥ 4, S[4]3 (n), has asymptotic of
S
[4]
3 (n) ∼ C ′n−5η−n, (4.4.39)
where C ′ ≈ 7892.16 and η ≈ 0.4934 is the minimal positive real solution of
ϑ(z) = R, where
ϑ(z) =
(√
w0(z)z
1− z
)2
and w0(z) =
z4
1−z2+z6 . See Fig. 4.8.
Proof. Pringsheim’s Theorem [42] guarantees that S
[4]
3 (z) has a dominant real
positive singularity η. We verify that η, which is the unique solution of minimum
modulus of the equation ϑ(z) = R, is the unique dominant singularity of S
[4]
3 (z),
and ϑ′(η) > 0.
Here we discuss a claim that |ϑ(z)| is constraint in the closed disc with radius
of R when {|z| ≤ η}. By maximum modulus theorem, we only need to focus on
{|z| = η}. Since
|ϑ(z)| = η
6
|1− z|2|1− z2 + z6| . (4.4.40)
Studying each factor of the denominator of eq. (4.4.40) by replacing z to η(cosx+
i sinx), we have the following functions corresponding to x,
|1− z|2 = 1− 2η cosx+ η2,
|1− z2 + z6|2 = 1 + η4 + η12 − 2η2 cos 2x− 2η8 cos 4x+ 2η6 cos 6x.
Finding critical points for every function above and we can easily conclude that
both functions reach the minimum when x = 0. Therefore the maximum of |ϑ(z)|
for |z| = η is |ϑ(η)|, which is also equal to R, whence the claim.
Furthermore,
G(x) = S(x)− 1− x,
which means G(x) has the same expansion formation as S(x). According to
Proposition 2.10 we therefore have
S
[4]
3 (n) ∼ C ′ n−5 (η−1)n.
100
Chapter 4. Asymptotic enumeration of canonical 3-noncrossing skeleton diagrams
Figure 4.8 The computational experiment of asymptotic enumeration: The
straight lines in both figures are y = C (left) and y = C ′ (right) respectively.
The curves are plotted by two lists of points, S(n)/(n−5R−n), n = 1, . . . , 500
(left) and S
[4]
3 (n)/(n
−5η−n), n = 1, . . . , 3000 (right). We notice that each curve
is well approaching the corresponding straight line, which means the asymptotic
enumeration makes sense.
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Here C ′ can be precisely computed as follow,
C ′ = (1− η) · ϑ′(η)4 · 820125pi
7
256(256− 81pi)5(−512 + 165pi)3 · 4! · η
4,
which is concluded by eq. (4.3.8), eq. (4.4.27) and Corollary 2.8. The proof of
Theorem 4.9 is complete.
4.5 Discussion
So far, we have concluded the asymptotic properties of the number of 3-
noncrossing skeleton matching and canonical diagrams with length n. The two
results solves the complexity problem of Huang’s folding algorithm [18], which
means that we have had a strict mathematical way to inform how much time
we cost in Huang’s algorithm. In this section we will make a exploration to the
skeleton diagrams. First we are going to take a look at the statistics of arcs in
canonical 3-noncrossing skeleton diagrams, then we prospect the further research
to the asymptotic analysis for k-noncrossing skeleton diagrams.
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4.5.1 Statistics of arcs in canonical 3-noncrossing skeleton
diagrams
In this section, we discuss the distribution of arcs in canonical k-noncrossing
skeleta with certain number of vertices. Let An(S) denote the number of arcs in
a 3-noncrossing skeleton diagrams, S and let A(n, h) and A(n, h) denote the set
and number of canonical 3-noncrossing skeleton diagrams, having exactly h arcs.
Now we will study An, where P(An = h) = A(n,h)
S
[4]
3 (n)
.
To compute the distribution of 3-noncrossing skeleta diagrams, i.e. An, the
first step is to compute the bivariate generating function
A(z, u) =
∑
n≥0
∑
0≤h≤n
2
A(n, h)uhzn.
Theorem 4.10. Let u and z be indeterminants. Then we have the identity of
formal power series
A(z, u) = (1− z)G
(
w(u, z)z6
(1− z)2
)
, (4.5.41)
where w(u, z) is given by
w(u, z) =
u3
1− uz2 + u3z6
and
G(x) = S(x)− 1− x.
Considered as a relation between analytic functions, eq. (4.5.41) holds for u = es
and |s| ≤ ε for ε sufficiently small and |z| ≤ 1
2
.
Proof. Let S [4]3 (γ, h, n) denote the set of canonical 3-noncrossing structures, hav-
ing length n and h arcs, contained in the preimage of a fixed skeleton shape, γ ∈
IS(m). Then S [4]3 = ∪˙ψ−1(γ) and ψ−1(γ) = ∪˙nS [4]3 (γ, h, n) where ψ : S [4]3 → IS
is the surjective projection into skeleton shape. Then
A(z, u) =
∑
m≥0
∑
γ∈IS(m)
∑
n,h
|S [4]3 (γ, h, n)|znuh︸ ︷︷ ︸
Aγ(z,u)
,
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where Aγ(z, u) is the bivariate generating function of 3-noncrossing canonical
skeleton diagrams having the shape γ. A structure inflated from γ has s stems
and (2s−1) intervals of isolated vertices. We build these structures in a modular
way via the combinatorial classes M (stems), K3 (stacks), N 3 (induced stacks),
L (isolated vertices), R (labelled arcs) and Z (vertices), where Z(z) = z and
R(z, u) = uz2. We proceed in complete analogy to the proof of Theorem 4.4, in
fact all we have to is to substitute R(z, u) = uz2, i.e. the bivariate generating
function of labelled arcs for R(z) = z2. Accordingly we generate
• isolated segments i.e. sequences of isolated vertices L = Seq(Z), with the
generating function
L(z) =
1
1− z
• stacks , i.e. pairs consisting of the minimal sequence of arcs R3 and an
arbitrary extension consisting of arcs of arbitrary finite length K3 = R3 ×
Seq (R), with the generating function
Kτ (z, u) =
(uz2)3
1− uz2
• induced stacks, i.e. stacks together with at least one nonempty interval of
isolated vertices on either or both its sides
N 3 = K3 × (Z × L+ Z × L+ (Z × L)2) ,
with the generating function
N3(z, u) =
(uz2)3
1− uz2
(
2
z
1− z +
(
z
1− z
)2)
• stems that is pairs consisting of stacks Kτ and an arbitrarily long sequence
of induced stacks
M3 = K3 × Seq (N 3) ,
with the generating function
M3(z, u) =
K3(z, u)
1−N3(z, u) =
(uz2)3
1−uz2
1− (uz2)3
1−uz2
(
2 z
1−z +
(
z
1−z
)2) .
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Plainly, the second inflation is identical to that of Theorem 4.4. Combining Step
I and Step II we derive
Aγ =
(M3)s × L2s−1
and compute
Aγ(z, u) =
(
(uz2)3
1−uz2
1− (uz2)3
1−uz2
(
2 z
1−z+(
z
1−z )
2
)
)h (
1
1−z
)2h−1
= (1− z)
(
u3z6
1−2z+(1−u)z2+2uz3−uz4−2u3z7+u3z8
)h
.
Since for any γ, γ1 ∈ IS(h), Aγ(z, u) = Aγ1(z, u) holds we obtain
A(z, u) =
∑
h≥0
∑
γ∈IS(h)
Aγ(z, u) =
∑
h=0
IS(h) Aγ(z, u).
We set
η(z, u) =
u3z6
1− 2z + (1− u)z2 + 2uz3 − uz4 − 2u3z7 + u3z8 .
Then we have A3(z, u) =
∑
h≥2 IS(h)Aγ(z, u) and according to eq. (4.3.9),
IS(x) =
∑
h≥2
IS(h)xh =
∑
h≥2
S(h)
(
x
1 + x
)h
.
Therefore we arrive, setting x = η(z, u), we have
A(z, u) = (1− z)G
(
w(u, z)z6
(1− z)2
)
,
where w(u, z) is given by
w(u, z) =
u3
1− uz2 + u3z6 .
The proof of the theorem is complete.
104
Chapter 4. Asymptotic enumeration of canonical 3-noncrossing skeleton diagrams
Theorem 4.10 puts us to use singularity analysis in order to compute the
asymptotic distribution of the r.v. An. Next we discuss about the singularities
of a specific parametrization of A(z, u). We set u = es and consider
A∗(z, u) =
∑
n≥0
αn(s)z
n,
where αn(s) =
∑
h≤n
2
A(n, h)esh. The following analysis gives us an asymptotic
enumeration for the coefficients of A∗(z, s) in order to establish the central limit
theorem, Theorem 2.17, for the distribution of the number of arcs.
Proposition 4.11. Suppose  > 0, k ≥ 2 and u = es, where |s| < ε.
(a) Any dominant singularity of A∗(z, s) is a singularity of
G
(
w(es, z)z6
(1− z)2
)
.
Let γ(s) be a solution of the equation
w(u, z)z6
(1− z)2 −R = 0, (4.5.42)
where R = 256
(
11
8
− 64
15pi
)2
such that γ(0) is the minimal real positive solution of
eq. (4.5.42). Then γ(s) is analytic in s and a dominant singularity of A∗(z, s).
(b) γ(s) is the unique dominant singularity of A∗(z, s) and
[zn]A∗(z, s) ∼ a(s)n−5
(
1
γ(s)
)n
, (4.5.43)
for some a(s) ∈ C, uniformly in s contained in a neighborhood of 0. In particular,
the subexponential factors of the coefficients of A∗(z, s) coincide with those of
G(z) and are independent of s.
Proposition 4.11 and Theorem 2.17 will lead us to the following central limit
theorem for the distribution of arcs in canonical 3-noncrossing skeleton diagrams.
Theorem 4.12. Suppose that the random variable An(S) denotes the number of
arcs in a canonical 3-noncrossing skeleton diagram, S. Then there exists a pair
(µ, σ) such that the normalize random variable A∗n has asymptotically normal
distribution with parameter (0, 1), where µ and σ2 are given by
µ = −γ
′(0)
γ(0)
= 0.384971, σ2 =
(
γ′(0)
γ(0)
)2
− γ
′′(0)
γ(0)
= 0.0686453, (4.5.44)
where γ(s) is the unique dominant singularity of A(z, es).
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Figure 4.9 Central limit theorems of Theorem 4.12 versus exact enumeration
data for 3-noncrossing canonical skeleton diagrams with length n = 350. We
display the asymptotic arc distributions (solid curves) and actual frequencies
(square) as computed for n = 350.
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Fig. 4.9 are shown to authenticate that the asymptotic arc distribution of
canonical 3-noncrossing skeleton diagram is almost coincided with the actual
frequencies as compute for a certain length of a diagram.
4.5.2 k-noncrossing skeleton diagrams
For the further study, we plan to extend the space of 3-noncrossing skeleton
diagrams to k-noncrossing, where k ≥ 4. The functional equation for the gener-
ating function of k-noncrossing skeleton matching is not hard to obtain. Using
the same method in Section 4.2 by just replacing “3” to “k”, we have
Sk(zF
2
k(z)) = Fk(z), (4.5.45)
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where Sk is the generating function of k-noncrossing matching. Then we derive
the canonical k-noncrossing skeleton diagrams as
S
[4]
k (z) = (1− z)Gk
(√w0(z)z
1− z
)2 , (4.5.46)
where
Gk(x) = Sk(x)− 1− x,w0(z) = z
4
1− z2 + z6 .
The core to do the asymptotic analysis of eq. (4.5.46) is to analyze Sk. If
we follow the same method in Section 4.4, we will discover that the property of
analytic continuation for Fk(z), k ≥ 4 is unknown. This problem induces a big
trouble for discussing the analytic continuation of Sk. The other problem is that
we do not know the explicit value of Fk(ρk), which directly leads the unknown of
singularity of Sk. Once these problems were figured out, the cross problem would
be totally solved. Definitely, it is a challenge work because the proof might be
totally different from that used to prove Lemma 4.5 and Lemma 4.7.
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