Abstract. The sensitivity of modelled ozone depletion in the winter Arctic stratosphere to different assumptions of prevalent PSC types and PSC formation mechanisms is investigated. Three-dimensional simulations of the winter 1995/96 are performed with the COlogne Model of the Middle Atmosphere (COMMA) by applying different PSC microphysical schemes. Model runs are carried out considering either liquid or solid PSC particles or a combined microphysical scheme. These simulations are then compared to a model run which only takes into account binary sulfate aerosols. The results obtained with the three-dimensional model agree with trajectory-box simulations performed in previous studies. The simulations suggest that conditions appropriate for type Ia PSC existence (T < T NAT ) occur over longer periods and cover larger areas when compared to conditions of potential type Ib PSC existence. Significant differences in chlorine activation and ozone depletion occur between the simulations including only either liquid or solid PSC particles. The largest differences, occurring over large spatial scales and during prolonged time periods, are modelled first, when the stratospheric temperatures stay below T NAT , but above the threshold of effective liquid particle growth and second, in the case of the stratospheric temperatures remaining below this threshold, but not falling below the ice frost point. It can be generally concluded from the present study that differences in PSC microphysical schemes can cause significant fluctuations in ozone depletion modelled for the winter Arctic stratosphere.
Introduction
It is now well established that the occurrence of polar stratospheric clouds (PSCs) in the winter polar stratosphere and the related heterogeneous chemistry can induce strong chlorine activation and subsequent ozone depletion (e.g. WMO, 1995 WMO, , 1999 . PSC particles can be composed of crystalline nitric acid trihydrate (NAT, Type Ia PSCs) (Hanson and Mauersberger, 1988) or supercooled ternary H 2 SO 4 /HNO 3 /H 2 O solutions (STS, Type Ib PSCs) (e.g. Carslaw et al., 1994; Tabazadeh et al., 1994) . Type I PSCs can occur even above the ice frost point (T ice ). At temperatures below T ice , PSC particles consisting of water-ice (Type II PSCs) can be observed (e.g. Poole and McCormick, 1988) . Since temperatures in the Arctic stratosphere fall infrequently below T ice over prolonged time periods and large spatial scales, type I PSCs are observed much more frequently than type II PSCs during Arctic winters (e.g. Browell et al., 1990; Dye et al., 1992; Biele et al., 1998) .
The rates of heterogeneous reactions on type I PSC particles significantly depend on the particles phase (Ravishankara and Hanson, 1996) . Hence, the microphysical state of type I PSCs may influence ozone depletion rates. This further implies that stratospheric ozone loss simulated by atmospheric chemistry models may be affected by the respective concepts of PSC schemes applied. Several recent model studies were focussed on quantifying this effect. Sessler et al. (1996) performed simulations of ozone depletion in the Arctic winter stratosphere considering various PSC schemes. A chemistry-box-model was applied in that study assuming typical conditions encountered in the Arctic winter stratosphere at 50 hPa. Additionally, a two-dimensional (2-D) chemistry-transport-model (CTM) was employed to simulate ozone depletion on the 465 K isentropic surface during the winter 1994/95. Upper and lower limits for ozone loss were modeled when type I PSCs are considered to be composed of NAT or STS, respectively. Assuming NAT par- ticles, a larger ozone decline is simulated than in the case of STS. Differences in ozone mixing ratio modelled for the late winter range between 0.1 and 0.5 ppmv in the performed simulations. Brühl et al. (1997) used a trajectory-box-model to simulate stratospheric ozone loss over the Arctic during the four winters from 1992/93 to 1995/96. Similar to the work of Sessler et al. (1996) , respective simulations considering type I PSCs to be solid or liquid were compared in that study. Differences in the modelled late winter ozone mixing ratio of 0.1-0.2 ppmv on the 425 to 465 K isentropic levels were simulated. In contrast to the results of Sessler et al. (1996) , during the winter 1994/95 simulation, liquid PSC particles induced the largest ozone loss. The results of Brühl et al. (1997) agree well with trajectory calculations by Carslaw et al. (1997) . Potential reasons for the discrepancies in the sign of the PSC scheme effect occurring between the work of Sessler et al. (1996) and the two other studies are differences in uptake coefficients of heterogeneous reactions on NAT and deviations in NAT formation thresholds which may significantly impact modelled ozone depletion . Massie et al. (2000) performed 3-D simulations on the chemistry of the Arctic stratosphere during the winter 1995/96. They focussed on chlorine activation in December 1995 and early January 1996. Employing different microphysical schemes, they modelled significant differences in active chlorine concentrations within the polar vortex. The study suggests that chlorine activation simulated for early winter 1995/96 is larger when NAT particle formation is taken into account compared to simulations where only liquid particles are considered. The findings of the previous studies indicate that differences in the PSC schemes applied in stratospheric chemistry models can cause significant variations in the ozone concentration simulated for the Arctic winter lower stratosphere. For late winter/early spring, when ozone depletion is the strongest, maximum differences in ozone concentration of around 20% are simulated. However, since exchange with ambient air masses is not represented in the trajectory and box calculations and vertical diabatic mass exchange is neglected in the 2-D CTM simulations, it remains unclear whether these results are transferable to 3-D model calculations. (In the work of Massie et al. (2000) , ozone depletion is not considered). Hence the objective of the present study is to reinvestigate the effect of different concepts of PSC schemes on modelled ozone depletion by means of 3-D calculations. Simulations were performed with the COlogne Model of the Middle Atmosphere (COMMA) employing a NAT, an STS and a more comprehensive PSC scheme which allows the freezing of STS particles. The model calculations were carried out for the Arctic winter 1995/96 which was characterized by very low stratospheric temperatures and a strong ozone decline over the polar region and northern Europe.
The next section provides a model description and an illustration of the different PSC schemes employed. In Sect. 3, the methodology of this study is explained. Furthermore, the results are presented and discussed. The main conclusions are drawn in Sect. 4.
Model description

The dynamical module
The COMMA dynamical module was developed from the global mechanistic model of the middle atmosphere formulated by Rose (1983) . An early version of the module including the lower thermosphere was described by Jakobs et al. (1986) . The module solves the primitive dynamical equations on a Eulerian grid for the altitude range from the surface up to a 150 km altitude. The model atmosphere is driven by explicitly calculated heating and cooling rates due to solar and terrestrial radiation, as described by Dameris et al. (1991) and Berger and Dameris (1993) . Time tendencies of horizontal momentum and temperature fields are integrated using a diffusive leap-frog scheme (Haltiner and Williams, 1980) . In order to guarantee Courant stability, a zonal Fourier filter is applied to the prognostic variables at high latitudes (Holloway et al., 1973) . Model physics includes a first order approximation of gravity wave drag using generalized Rayleigh friction in the functional form described by Schoeberl and Strobel (1978) . For a detailed description of the COMMA dynamical module, its validation and application, see Dameris et al. (1991) , Berger and Dameris (1993) , Berger and Ebel (1995) , Günther and Dameris (1995) and Berger and von Zahn (1999) .
In order to simulate the chemistry and transport of atmospheric constituents in the lower stratosphere and troposphere during real winter episodes, the model-prognostic fields were replaced by interpolated 6 hourly European Centre for Medium Range Weather Forecasts (ECMWF) analyses at all grid levels below 10 hPa. This hybrid setup corresponds to an off-line chemistry-transport-model representing the altitude range below 10 hPa coupled with a mechanistic model operating above that pressure level using ECMWF analyses as a lower boundary condition. The advantages of such a hybrid model over a simple CTM with an upper boundary at 10 hPa were shown by Baier (2000) . Comparing model ozone to ozone observations provided by the Microwave Limb Sounder (MLS) on board the Upper Atmospheric Research Satellite (UARS) , Baier (2000) demonstrated that the hybrid model results show a better resemblance with the MLS data compared to the CTM output. This is primarily due to the hybrid model providing a more realistic representation of stratospheric circulation since significant vertical mass fluxes can occur at 10 hPa. In the model setup used in this study, the transport of atmospheric constituents is simulated using the flux-corrected advection algorithm described by Bott (1992) . The adaption of the algorithm for application in COMMA was described by Günther (1995) and Günther and Dameris (1995) considering fourth-order polynomial interpolation.
For the simulation of the winter 1995/96, a model version was employed which operates on a spherical grid with zonal and meridional resolutions of 5.6
• and 5.0 • degrees, respectively. A vertical logarithmic pressure coordinate z = H ln(p 0 /p) with a constant scale height of H = 7 km and a surface pressure of p 0 = 1013 hPa was chosen. With respect to numerical efficiency, the vertical resolution was limited to increments of ∆z = 5.7 km. Regarding the large vertical extent of the regions showing temperatures below the PSC formation threshold during the winter 1995/96 and the resulting large vertical extent of effective chlorine activation (Santee et al., 1996) , the use of a comparatively low vertical grid resolution is justified in this special case.
The chemical module
The chemistry module was developed on the basis of the gas phase photochemical model described by Krüger and Fabian (1986) . The module treats chemical transformations of 56 atmospheric constituents (Table 1) . Chemical processing is performed for the altitude range from the surface up to 80 km. For the "transported" species (Table 1), the full continuity equation including advection and chemical changes is solved. The "nontransported" species include fast-reactive constituents with chemical life times much smaller than transport timescales. The "nontransported" species also include several long-lived source gases 
(J20) CH3Cl + hν → Cl + products (J21) CCl4 + hν → 4Cl + products (J22) CFCl3 + hν → 3Cl + products (J23) CF2Cl2 + hν → 2Cl + products (J24) CHF2Cl + hν → Cl + products (J25) CF2ClCFCl2 + hν → 3Cl + products (J26) CH3CCl3 + hν → 3Cl + products (J27) BrO + hν → Br + O( 3 P) (J28) BrCl + hν → Br + Cl (J29) HBr + hν → Br + H (J30) HOBr + hν → Br + OH (J31) BrONO2 + hν → Br + NO3 (J32) CH3Br + hν → Br + products (J33) CF2ClBr + hν → Cl + Br + products (J34) CF3Br + hν → Br + products
The term "products" represents constituents which are not considered in the present study.
of hydrogen, chlorine and bromine radicals. These source gases (marked by superscript a in Table 1 ) are assumed to be unaffected by transport and chemistry. Constant latitudeheight distributions are taken into account for these compounds (see below). In order to minimize the numerical stiffness of the differential equations describing the chemical system, several highly reactive species, with chemical life times much smaller than transport timescales, are grouped into the families O x :=O( 1 D)+O( 3 P)+O 3 , NO x :=NO+NO 2 , HO x :=H+OH +HO 2 , ClO x :=Cl+ClO and BrO x :=Br+BrO. The continuity equations for the transported species are solved using the operator splitting technique. A semiimplicit method is employed to calculate the chemical contributions to concentration changes:
where n i is the concentration of species i, P i and L i are the chemical production and loss rates of species i, respec- tively, and ∆t is the chemical time step which is chosen as ∆t = 225 s in the current model version. Since Eq. (1) is not necessarily mass conserving, a scaling procedure is applied which adjusts the total mass of nitrogen, chlorine and bromine atoms contained in a respective grid box to the values encountered before chemical integration. Assuming steady-state, the concentrations of the short-lived nontransported constituents at time t + ∆t are determined from the concentrations evaluated by Eq. (1). The chemical mechanism includes 34 photolytic reactions, 114 gas-phase collision reactions and 6 heterogeneous reactions on liquid binary H 2 SO 4 /H 2 O and ternary H 2 SO 4 /HNO 3 /H 2 O solution aerosols, as well as NAT, sulfuric acid tetrahydrate (SAT) and ice particles. The set of reactions and the rate coefficients considered are listed in Tables 2, 3 and 4.
The rate coefficients of the photodissociation reactions are evaluated from a precalculated look-up table (G. Brasseur, personal communication, 1993) which includes the needed photolysis rates dependent on solar zenith angle, altitude, ozone column above the considered location and surface albedo. The methodology for derivation of the photolysis constants was described, for instance, by Brasseur et al. (1990) or Granier and Brasseur (1992) . Several updates have been made to the absorption cross sections of the considered species, including the temperature dependence of the HNO 3 (Rattigan et al., 1992) and the ClONO 2 (Burkholder et al., 1994) cross sections. The photodissociation of bromine compounds was added to the model considering absorption cross sections, as recommended by DeMore et al. (1997) . The adsorption cross sections of HOBr and HBr were chosen according to Orlando and Burkholder (1995) and Goodeve and Taylor (1935) , respectively. The rate coefficients of the gas phase collision reactions are chosen according to DeMore et al. (1997) with the exceptions of reactions (R48), (R54), (R56) and (R72) which are treated following the recommendations of Baulch et al. (1981) . The rates of the heterogeneous reactions are determined in analogy to the work of Hendricks et al. (1999) taking into account possible diffusion limitation of gas-to-particle mass fluxes. The uptake coefficients are evaluated as described in Table 4 . The calculation of the surface area concentrations and characteristic sizes of the respective aerosol and PSC particles is described in Sect. 2.3.
The initial concentrations of the non-bromine containing chemical trace constituents were chosen according to the results of 2-D simulations performed by Brasseur et al. (1990) . The concentrations of bromine compounds were initialized using the vertical profiles of bromine constituent concentrations calculated with a 1-D model by Krüger and Fabian (1986) . The total abundances of inorganic chlorine and bromine compounds were adjusted to "present-day" conditions as simulated with the global AER 2-D model (D. K. Weisenstein, personal communication, 1997) , resulting in total upper stratospheric concentrations of 3.2 ppbv and 19.0 pptv, respectively. For a description of the AER model see, for instance, Weisenstein et al. (1996) . In order to simulate stratospheric ozone distributions encountered during real episodes, model ozone was initialized using UARS-MLS data (see above).
The microphysical module
The COMMA microphysical module enables the evaluation of microphysical parameters relevant for the simulation of reactive and nonreactive uptake of trace constituents on and in stratospheric aerosol and PSC particles. Volume concentrations, surface area concentrations and characteristic sizes of liquid binary H 2 SO 4 /H 2 O and ternary H 2 SO 4 /HNO 3 /H 2 O solution aerosols as well as NAT, SAT and ice particles are evaluated. A schematic overview of the particle types and phase transition pathways considered in the standard version of the module (STS/NAT-scheme, Sect. 2.3.1) is displayed in Fig. 1 . In addition to the standard microphysical scheme, two alternative PSC formation schemes are employed for the present study (Sect. 2.3.2).
The STS/NAT-scheme
The composition and volume concentration of liquid particles are calculated from modelled H 2 SO 4 , HNO 3 , H 2 O and temperature employing the method developed by Carslaw et al. (1995) . The liquid aerosol surface area concentration as well as the liquid particle sizes which are key parameters controlling the rates of heterogeneous processes are inferred from the volume concentration assuming a unimodal lognormal size distribution. A total particle number concentration of N = 10 cm −3 and a geometric standard deviation of σ = 2 are considered as size distribution parameters typical for the lower stratospheric background aerosol (Hofmann, 1990; Deshler et al., 1993) . The initial spatial distri- Reaction Rate constant M ∈ {N2, O2}. For third-order reactions, f (k0, k∞) has to be evaluated according to DeMore et al. (1997) :
. The term "products" represents constituents which are not considered in the present study. Hanson and Ravishankara (1991) ; j as described by Drdla et al. (1993) , data from Leu (1988) and Hanson and Mauersberger (1990) ; k γ = 0.3 × γ(H3)/γmax(H3) (γ as recommended by De More et al. (1997) , but with (T , p HCl )-dependence as γ (H3)) bution of sulfate mass is derived applying the inverse of the procedure described above to aerosol surface area concentrations as recommended by the WMO (1992) for stratospheric background aerosol conditions which can be assumed for the considered winter (Thomason et al., 1997) .
It is assumed that formation of solid particles is initiated by the freezing of supercooled ternary solution particles at temperatures of 3 K below the ice frost point T ice (Koop et al., 1995) in order to form ice crystals. The ice volume concentration is calculated assuming thermodynamic equilibrium. Taking into account an ice particle number concentration of 0.01 cm −3 (e.g. Dye et al., 1992) , the ice particle surface area concentration is evaluated with the simplifying assumption of ice particles showing spherical geometry and a monodisperse size distribution. Since NAT can nucleate heterogeneously on ice surfaces (Koop et al., 1997a (Koop et al., , 1997b , it is assumed that NAT is incorporated into the ice particles during the freezing process. The NAT volume concentration is inferred from thermodynamic equilibrium constraints using the vapor pressure data provided by Hanson and Mauersberger (1988) .
Mechanisms of SAT formation in the stratosphere are presently not fully understood. It is suggested that SAT forms by the heterogeneous freezing of sulfuric acid on ice particles rather than by homogeneous freezing processes (Koop et al., 1997a (Koop et al., , 1997b . However, there is presently little evidence for SAT in the stratosphere (Carslaw et al., 1999) . Hence, we assume that only a portion of the liquid particles are involved in the freezing processes. In the model simulations, 1 liquid particle per cubic centimeter is consumed by the freezing process described above and is incorporated as SAT into ice crystals. The coexistence of the remaining liquid sulfate aerosols and the solid particles fulfills thermodynamic stability requirements (Koop et al., 1997a) . The number concentration of liquid particles involved in the freezing processes was chosen in correspondence to the respective SAT or NAT particle number concentration: a value of 1 cm −3 is generally considered as the particle number concentration of stratospheric crystalline hydrates (NAT or SAT). This is primarily motivated by the in situ measurements by Dye et al. (1992) performed in the Arctic lower stratosphere. Dye et al. (1992) found NAT particle number concentrations of 2-16 cm −3 . They further discussed that these number concentrations are a factor of 2-3 higher than the condensation nuclei concentrations detected outside the PSCs. Since they could not explain this discrepancy, we decided to use the NAT and for consistency sake also the SAT number concentration of 1 cm −3 which shows a better correspondence to the condensation nuclei concentrations observed.
Ice particles are assumed to evaporate above T ice leaving NAT. The NAT surface area concentration is evaluated in analogy to that of ice particles, taking into account spherical geometry and a monodisperse size distribution. NAT is thermodynamically stable as long as the temperatures stay below the NAT equilibrium temperature T NAT (Hanson and Mauersberger, 1988) . If the temperature again falls below T ice , we assume that ice nucleates heterogeneously on the NAT surfaces (Koop et al., 1997a) . If the temperature exceeds T NAT , NAT is assumed to evaporate and leave behind SAT. After preactivation of the SAT surface by an initial deposition of NAT, heterogeneous nucleation of NAT on SAT can occur at supersaturations S NAT around 10 (corresponding to temperatures of 2-3 K below T NAT ) (Zhang et al., 1996) . In our simulations, SAT can act as an agent for NAT formation in the case of S NAT ≥ 10. We further assume that SAT particles are transformed to liquid sulfate aerosols at temperatures above the SAT melting point T SAT (Zhang et al., 1993) .
Alternative PSC schemes
Two alternative PSC schemes can optionally be applied. First, a PSC scheme promoting solid particle formation is available. We will refer to this approach as the "NATscheme", where it is assumed that NAT can form whenever NAT equilibrium can be established (T < T NAT ). Hence, NAT can form at any NAT supersaturation, regardless of whether SAT is present. Thus, the NAT-scheme represents an upper limit for NAT particle occurrence. Similar to the STS/NAT-scheme, it is assumed in the NAT-scheme that a number of sulfate aerosols of 1 cm −3 is consumed by solid particle formation and that the rest of the sulfate aerosols remain liquid. As in the STS/NAT-scheme, ice nucleates on NAT particles if the temperature falls below T ice and NAT particles leave behind SAT after evaporation. Particle number concentrations of 10 cm −3 , 1 cm −3 and 0.01 cm −3 are assumed for liquid sulfate aerosols, NAT (or SAT) and ice particles, respectively. Second, a PSC scheme which we will refer to as the "STS-scheme" can be employed, where freezing processes are not considered. Hence, particles are generally in the liquid phase. PSC particles are formed by the uptake of HNO 3 and water into liquid sulfuric acid aerosols. A number concentration of 10 cm −3 is assumed. The microphysical parameters relevant for chemical processing used when the NAT-or the STS-scheme is in consideration are evaluated in analogy to the STS/NAT-scheme (Sect. 2.3.1). For a summary of the PSC-schemes applied, see Table 5 .
Simulations
As in a previous study by Günther and Baier (1998) , the COMMA model was employed to simulate stratospheric dynamics and chemistry of the Arctic polar vortex during the winter 1995/96, which was characterized by comparatively low temperatures and an effective ozone loss (Manney et al., 1996a) . In the present study, we focus in particular on the coldest period of that winter, which extended from midDecember 1995 to the end of February 1996. During this time, most of the PSC activity occurred. The model experiments were performed for the period between 10 December 1995, and 29 February 1996. The simulations were initialized using MLS ozone data as well as the results of a spin-up simulation covering the period between 25 November 1995, and 9 December 1995. The model spin-up provides chemical consistency and adjusts the chemical constituent spatial distributions to the dynamical conditions encountered at the start date of the main simulations. The initial trace gas concentrations in the spin-up model run were chosen as described in Sect. 2.2. In order to investigate the potential of different PSC types for chlorine activation and the corresponding ozone depletion, different model runs were performed. First, the standard microphysical scheme (Sect. 2.3.1) called the STS/NAT-scheme was applied. Second, sensitivity studies were performed considering the STSscheme and the NAT-scheme described in Sect. 2.3.2. An additional model experiment where PSC formation is neglected and consequently, where heterogeneous chemistry is restricted to reactions on liquid binary sulfate aerosols is used as a reference simulation for evaluating the PSC impact on atmospheric chemistry. The corresponding microphysical scheme is referred to as the "BIN-scheme" (Table 5 ).
The temporal development of the model minimum temperatures occurring north of 45
• N on the two coldest model levels, 57 hPa (approximately 19 km altitude) and 25 hPa (approximately 25 km altitude), is shown in Fig. 2 . Since the model is driven by ECMWF analysis below 10 hPa (Sect. 2.1), the data represents ECMWF temperatures interpolated on the model grid. The minimum temperature stays below 195 K during almost the entire simulated period at both model levels. Since 195 K approximately corresponds to the NAT formation threshold temperature, NAT particles potentially could occur during prolonged time periods. Ice particle formation was promoted on the 25 hPa level due to very low temperatures, especially during January and mid- Table 5 . PSC schemes applied (see text for details) PSC scheme Comments STS/NAT-scheme standard PSC scheme (see Fig. 1 ) NAT-scheme solid particles generally present below TNAT STS-scheme no solid particle formation BIN-scheme liquid binary sulfate particles only February 1996. The temporal development of surface area concentrations of different particle types modelled employing the NAT-and the STS-scheme is presented in Fig. 3 for the 57 hPa and the 25 hPa level. The data was averaged over the domain north of 45
• N. A circumpolar averaging domain was chosen, rather than only the vortex area, in order to avoid a dependence of the results on the vortex area definition and to adequately include PSCs located at the vortex edge (occurring especially during the late winter). The threshold of 45
• N was chosen since PSC activity as well as the related chlorine activation (see below) were almost totally restricted to areas north of that latitude. The simulation performed with the NAT-scheme demonstrates that the potential for NAT particle existence (NAT equilibrium conditions) was present at both pressure levels, especially during January and mid-February when the lowest temperatures occurred. Ice particles are formed in the NAT-scheme case preferently at 25 hPa during January. The relatively large mean surface area concentration of liquid particles in the NAT-scheme simulation results from sulfate aerosols being omnipresent with significant concentrations throughout the area considered. The simulation with the STS-scheme which includes only liquid particles is represented by the dotted line. Large deviations from the modelled liquid aerosol surface area concentration obtained with NAT-scheme occur during mid-February at 57 hPa, and during January and mid-February at 25 hPa. This is a consequence of the effective uptake of HNO 3 and water into liquid particles simulated in the STS-scheme model run for the coldest periods of the winter. The results presented in Fig. 3 reveal that occurrences of large liquid surface areas in the STS-case mostly are of a shorter duration when compared to the PSC events simulated in the NAT-case. Horizontal distributions of PSC surface area concentrations at 57 and 25 hPa, as simulated considering the NAT-and the STS-scheme are shown in Fig. 4 . The results are presented for days of comparatively large surface area concentrations in both simulations. Since chlorine activation was most effective in January (see below), we focus in particular on that month. The characteristic difference between the two PSC types is that large surface area concentrations of liquid PSC particles in the simulation with the STS-scheme are restricted to smaller spatial areas compared to the areas covered by PSCs formed by solid particles in the NAT-scheme simulation. Similar to the work of Carslaw et al. (1997) , it can be concluded that areas where NAT particles can potentially exist in equilibrium (T < T NAT ) appear to be significantly larger and occur over longer time periods compared to the areas showing conditions appropriate for large liquid particle formation.
In the simulations performed with the STS/NAT-scheme (not figured), solid particle occurrences are primarily restricted to the January 25 hPa level, where model temperatures occasionally fall below the threshold of T ice − 3 K. This induces freezing of ternary solution droplets resulting in effective solid particle formation. As a consequence, PSCs encountered during January at 25 hPa in the STS/NAT simulation are primarily composed of NAT or ice particles. The strong temperature increase occurring in late January at 25 hPa leads to evaporation of these PSCs and subsequently to melting of SAT. Since model stratospheric temperatures stay primarily above T ice − 3 K during February, solid PSC particle formation occurs only very sparsely during February in the STS/NAT case.
As a consequence of the PSC activity discussed above, an effective production of active chlorine is simulated. Chlorine activation was also observed during the winter 1995/96 by means of ClO measurements taken with the UARS-MLS instrument (Santee et al., 1996; Waters et al., 1996) . In order to validate the model ClO, a comparison with the MLS data was performed. Due to the large noise inherent in the MLS ClO, a comparison of local ClO concentrations is difficult. Hence, similar to the work of Massie et al. (2000) , we evaluated the temporal evolution of spatially averaged ClO data. Figure 5 shows the temporal development of MLS (version 4) and the model ClO averaged over the model levels located at 57 and 25 hPa. MLS ClO is plotted for the time periods available in the MLS data set (see below). Model results are presented for the simulations including PSC effects (the NAT-, the STS, and the STS/NAT-scheme simulation). For the same reasons as in the case of the particle surface area concentrations (Fig. 3 ), averages were calculated over the area northward of 45
• N. Data northward of 80
• N was not included since this area was not covered by the MLS observations. In order to exclude inconsistencies caused by the diurnal variation of the ClO concentration, we only take into account daytime ClO which has the additional advantage that it can be taken as an approximation to the full extent of active chlorine. The MLS ClO data points considered were selected as recommended by Waters et al. (1996) . Only those days of sufficient availability of daytime data points were taken into account. The error bars were calculated on the basis of the accuracies and the single profile precisions recommended by L. Froidevaux et al. (http: //mls.jpl.nasa.gov; see also Massie et al., 2000) .
The comparison reveals that the model results resemble the MLS data most of the time within the measurement error range. Strong deviations between the model and the observations occur especially during the end of January at 25 hPa when averaged model ClO exceeds the upper limit of the MLS tolerance. Significant deviations also occur during February when the model tends to show larger ClO amounts at 25 hPa and lower values at 57 hPa. However, these discrepancies primarily stay within the MLS error. Generally, the large noise of MLS ClO hampers a more quantitative evalu- Fig. 4 . Surface area concentration (µm 2 cm −3 ) of different particle types modelled for (top frames) the 25 hPa and (bottom frames) the 57 hPa levels. Results are shown for two selected days of January 1996 showing comparatively large PSC activity (57 hPa level on 22 January 1996, and 25 hPa level on 12 January 1996). The left frames show the total solid particle surface area concentration (NAT, SAT and ice particles) modelled applying the NAT-scheme. The right frames present the surface area concentration of liquid particles simulated using the STS-scheme. ation of the model quality. The comparison also suffers from large measurement gaps in the MLS data during the time period considered. The variation of model ClO caused by the assumption of different PSC microphysical schemes is small compared to the MLS error. Hence, the comparison of model ClO to MLS data can only be helpful in terms of a rough model validation, rather than in identifying the most realistic PSC microphysical code. It can be concluded that the model is able to reproduce observed chlorine activation in a qualitatively reasonable manner. Most of the time during MLS data availability, deviations between modelled and observed ClO stay within the MLS error range.
Compared to the model study by Massie et al. (2000) which focusses on chlorine activation during December 1995 and early January 1996, the COMMA simulations appear to show a less effective mid-December chlorine activation at lower stratospheric pressure levels. Compared to the MLS data, chlorine activation during mid-December is less effective at 57 hPa in the COMMA simulations. In the results of Massie et al. obtained for 46 and 100 hPa, mean daytime ClO concentrations during mid-December are larger than corresponding MLS values. Since temperatures were very close to the type 1 PSC formation thresholds during this time period, the discrepancies between the two models may result from differences in the PSC microphysical representation and also from temperature differences between the U.K. Meteorological Office (UKMO) data used in the work of Massie et al. (2000) and the ECMWF data set employed here. Knudsen et al. (1996) compared ECMWF analysis data to balloon bourne measurements taken during the winter 1994/95 in the arctic vortex at pressure levels around 50 hPa. They found that ECMWF temperatures were on average 2.4 K higher compared to the in situ measurements. In a similar study by Manney et al. (1996b) , average warm biases of UKMOanalyses of 0.5-1.9 K were calculated for different periods of the same winter. Hence, ECMWF temperatures appear to show a larger average warm bias compared to UKMO analy- Temporal change of the ClOx(:=Cl + ClO + 2 Cl2O2+2 Cl2+HOCl+OClO) mixing ratio (ppbv) averaged over the area north of 45
• N on the model levels (bottom frame) 57 hPa and (top frame) 25 hPa. Results are presented for the time period between 10 December 1995, and 29 February 1996, simulated in the model experiments performed with the NAT-, the STS-, the STS/NAT-and the BIN-scheme, respectively. ses. Assuming that this is also the case for the winter 1995/96 data (Knudsen et al., further reported on an ECMWF warm bias of 1.8 K for January 1996), it would be consistent with the discrepancy in chlorine activation simulated by the different models.
The temporal change of ClO x :=Cl+ClO+2 Cl 2 O 2 + 2 Cl 2 +HOCl+OClO simulated for the model levels 57 hPa and 25 hPa is shown in Fig. 6 (note that the definition of ClO x used here differs from that used in Sect. 2.2). Compared to daytime ClO (Fig. 5) , ClO x has the advantage of consistently representing the full extent of chlorine activation at any time of the day. The use of daytime ClO was forced by the restriction of the MLS data set providing ClO as the only representative of active chlorine compounds. Figure 6 shows the results obtained with the NAT-, the STS-, the STS/NATand the BIN-scheme, respectively. Mixing ratios averaged over the region north of 45
• N are presented. As discussed above, this averaging domain was chosen rather than only the vortex area, in order to also include PSC-induced perturbations located outside the vortex. The strong chlorine activation simulated for January and mid-February appears as the response to the PSC activity described above. Spatial distributions of ClO x at 57 and 25 hPa modelled with the NAT-and the STS-scheme for specific days of the mid- January period of maximum chlorine activation are displayed in Fig. 7 . Both Figs. 6 and 7 reveal that the ClO x concentrations obtained using the different PSC schemes can differ significantly. Maximum deviations in spatial mean ClO x (Fig. 6 ) amount to 0.1 ppbv. Local differences (Fig. 7) up to 0.3 ppbv (57 hPa) and 0.4 ppbv (25 hPa) occur during the January period of maximum activation. Similar to the simulations of Massie et al. (2000) , the most effective early winter chlorine activation is modelled with the NAT-scheme. This partly changes during January and late February, especially during the periods of very low temperatures at 25 hPa when very high liquid particle surface area concentrations occurred in the STS-scheme experiment (see also discussion on ozone changes). It should be noted that, apart from these differences, the similarity between the different simulations is remarkable regarding the large contrasts in surface area concentrations modelled with the NAT-and the STS-scheme. An important reason for this is the compensation between two important effects which were already discussed by Carslaw et al. (1997) : On the one hand, the most relevant heterogeneous reactions, especially ClONO 2 +HCl, are faster on liquids compared to NAT (Ravishankara and Hanson, 1996) .
On the other hand, large surface area concentrations of liquid particles in the STS simulation are less frequent and are restricted to smaller areas when compared to the NAT surface area concentrations in the NAT-scheme case. It should be further noted that, in addition to PSC particles, binary sulfate aerosols also have the potential to induce strong chlorine activation. This is indicated by the BIN-scheme simulation and agrees with the work of Massie et al. (2000) . Consistent with the above discussion on the modelled PSC surface area concentrations, the chlorine activation simulated for December and February using the STS/NAT-scheme is very similar to that modelled in the STS case. Due to the formation of solid particles in the STS/NAT simulation, the two scenarios diverge during January. In order to assess the model quality with respect to the representation of stratospheric ozone distributions, we also compared the modelled ozone concentrations with UARS-MLS data. Due to the comparatively long lifetime of ozone, the spatial structure of the model ozone fields is likely to be sensitive to model deficiencies, such as potential shortcomings in the representation of longer term trace gas transport. Hence, we compared modelled horizontal ozone distributions to corresponding MLS ozone fields. Since cumulative ozone loss is of particular relevance to polar stratospheric ozone depletion, special focus was given to the February ozone minimum which followed the strong January chlorine activation (Figs. 6 and 9) . In order to evaluate the model quality for more than individual days, horizontal ozone distributions were averaged over a time period starting on 13 February, which is the first day with data available after the MLS turn-off from 2 to 12 February. Since the comparison is primarily addressing the assessment of minimum ozone concentrations, the averaging period ends on 20 February, which is the last day which is not impacted by model ozone recovery (see Fig. 9 ). Figure 8 shows the temporally averaged spatial distributions of ozone at 57 hPa and 25 hPa calculated from the model output (STS/NAT case) and the MLS data, respectively. The comparison reveals that model ozone deviates from the observations especially in the polar vortex area. While the ozone maximum covering the North Pacific and Northeast Asia is well represented in the simulation with only slightly larger concentrations and a slight northward shift compared to the MLS data, the model overpredicts the ozone abundance within the polar vortex. The deviation of the modelled polar vortex ozone concentrations from the corresponding MLS values typically ranges between 30% and 80% at 25 hPa, and between 20% and 50% at 57 hPa. These discrepancies exceed the MLS error which amounts to 10-20% within the lower stratosphere. The overprediction of polar vortex ozone appears to be a common problem of stratospheric 3-D models and was discussed in many previous studies on ozone depletion in the Arctic winter stratosphere (e.g. Steil et al., 1998; Hansen and Chipperfield, 1999; Ruhnke et al., 1999) . Potential reasons for this effect are possible underrepresentations of PSC processes in stratospheric models (e.g. the neglect of lee wave PSC (Hansen and Chipperfield, 1999) or the underestimation of denitrification (Sinnhuber et al., 2000) ) as well as deficiencies of current global stratospheric 3-D models concerning the representation of vertical transport, especially inside the vortex (Steil et al., 1998) . As introduced above, the present study is intended to provide a sensitivity analysis of the impact of the differences in PSC schemes on model stratospheric chemistry. Since the effect of ozone concentration on PSC microphysics and on the efficiency of the related heterogeneous reactions is small, the impact of overestimations in model ozone should not affect the general conclusions on the sensitivities considered.
The temporal development of the PSC-induced ozone change at 57 and 25 hPa, averaged over the model domain north of 45
• N is highlighted in Fig. 9 . In order to capture only the PSC effects, the ozone change was calculated from the differences between the NAT-, the STS-, and the STS/NAT-scheme simulations, respectively, and the model experiment only considering liquid binary sulfate aerosols (BIN-scheme). Ozone changes in the range of −0.02 to −0.04 ppmv calculated for the end of the simulated period appear to be small, due to the fact that the values are averaged over a domain which is only partially affected by ozone loss (local PSC-induced ozone deficits of up to 0.2 ppmv are simulated). Another important reason is that ozone loss also occurs in the reference simulation including only binary sulfate aerosols (BIN-scheme).
A significant scattering in the spatial mean ozone change resulting from the differences in the PSC-schemes is modelled. Maximum deviations of around 10 ppbv are simulated for mid-February. Apart from the conditions in late February at 25 hPa, the strongest ozone depletion is simulated in the case of the NAT-scheme experiment. This is due to the comparatively high December temperatures and the corresponding lack of large liquid particle surface area concentrations occuring in the STS-and the STS/NAT-scheme experiments when effective NAT particle formation already takes place in the NAT-scheme simulation. The consequence is a delay in chlorine activation and the resulting ozone loss in the liquid particle cases, which can also be found in the results of Brühl et al. (1997) obtained for the winter 1995/96. Due to similar conditions, ozone depletion rates modelled in the NAT-scheme experiment again exceed those of the STS-and the STS/NAT-scheme simulations in the beginning of February. As discussed above (see discussion on Fig. 3 ), significant solid particle occurrences in the STS/NAT case can be found only during January at 25 hPa. Hence, chlorine activation and the related ozone loss rates in the STS-and the STS/NAT-scheme experiments are nearly identical during December and February. Due to the January solid particle occurrence, the STS/NAT-scheme simulation shows a smaller ozone depletion rate compared to the STS case, especially during the second half of January. Hence, the STS/NAT simulation generally shows the smallest ozone depletion rather than representing an intermediate state between the STS-and the NAT-scheme model runs.
In mid-February, very low temperatures occurring at 25 hPa promote an increase in the liquid particle surface area concentration and the related chlorine activation in the STS experiment (Figs. 3 and 6 , top panels). This temperature decrease was not strong enough to cause effective ice formation in the NAT-scheme experiment, as was the case during the January periods of large liquid surface area occurrences. This results in a chlorine activation modelled with the STS-scheme largely exceeding that obtained using the NATscheme. As a consequence, late February ozone depletion at 25 hPa modelled in the STS-scheme simulation increases to be slightly larger when compared to the NAT-scheme experiment. As already mentioned, February ozone depletion rates behave similarly in the STS/NAT case and the STS simulation. However, for the reasons discussed above, the resulting PSC-induced ozone deficit in the STS/NAT case does not exceed that modelled in the NAT-scheme simulation.
It should be noted that the assumptions on freezing conditions strongly impact the STS/NAT-scheme experiment. A threshold temperature of 3 K below the ice frost point is assumed for initial solid particle formation via freezing of liquid ternary solution droplets (Sect. 2.3). A higher freezing temperature may shift the results obtained with the STS/NAT-scheme towards those of the NAT-scheme simulation, as was the case in the Sessler et al. (1996) study. It should also be noted that the rate coefficients for heterogeneous reactions on NAT are calculated here following "scheme 1" suggested by Carslaw et al. (1997) . The corresponding uptake coefficients can be taken as upper limits. Carslaw et al. also proposed a set of minimum likely uptake coefficients ("scheme 2") which was not taken into account here because, as pointed out in the Carslaw et al., study, • N on the model levels (bottom frame) 57 hPa and (top frame) 25 hPa. Results are presented for the time period between 10 December 1995, and 29 February 1996, calculated from the differences between the model experiments performed with the NAT-, the STS-and the STS/NAT-scheme, respectively, and the simulation where only liquid binary sulfate aerosols are considered (BIN-scheme).
ozone depletion in the winter 1994/95 predicted on the basis of these coefficients, is less than that estimated from observations. An application of "scheme 2" in the present simulations may shift the results of the NAT-scheme simulation obtained for the December to mid-February period towards those of the STS-scheme experiment.
Horizontal distributions of ozone differences between the NAT-scheme model run and the STS-scheme simulation, as calculated for the 57 hPa and the 25 hPa pressure levels, are presented in Fig. 10 . The results are shown for 13 February, when the effective ozone depletion induced by the large January chlorine activation has fully developed (Figs. 6 and 9), and for 25 February, when the spatial mean ozone deficit in the STS simulation exceeds that of the NAT-scheme experiment at 25 hPa (Fig. 9) . Regarding 13 February, application of the NAT-scheme results in up to 20 ppbv lower ozone concentrations at both pressure levels when compared to the STS-scheme experiment. The maximum difference at 57 hPa decreases to values around 15 ppbv on 25 February. Nevertheless, for the reasons discussed above, the difference between the two experiments is of opposite sign on 25 February at 25 hPa. Ozone depletion modelled in the STS-scheme simulation exceeds that calculated in the NAT experiment by typically around 15 ppbv and locally up to 40 ppbv. This increase in ozone depletion in the STS case is the response to more than 1 ppbv larger mid-February ClO x concentrations (not displayed) in the STS-scheme simulation when compared to the NAT-scheme experiment. Also the trajectory calculations of Brühl et al. (1997) suggest such an overturning in ozone depletion occurring in February 1996 in the Arctic stratosphere. Brühl et al. (1997) modelled strong similarities in ozone loss in the liquid and the solid particle scenarios occurring until mid-February. In late February, ozone depletion in the liquid particle case exceeds that modelled when PSC particles are assumed to be solid. The ozone difference between these two model runs amounts to about 100 ppbv at the end of February. Thus a larger difference is modelled when compared to the present study. However, it should be mentioned that the trajectory assumed by Brühl et al. (1997) is located somewhere in between the 25 hPa and the 57 hPa pressure levels considered in this study. Hence, the results of the trajectory calculations cannot directly be compared to the 3-D simulations performed here. Brühl et al. (1997) also emphasized that the results obtained with the assumption of idealized trajectories have to be taken as qualitative. Furthermore, discrepancies between trajectory calculations and 3-D model results can also be a consequence of the 3-D model deficiencies in vertical transport representation which were discussed above.
Conclusions
Simulations with a 3-D model were performed in order to investigate the impact of differences in PSC-microphysical schemes on the model chemistry of the winter Arctic stratosphere. The model calculations were carried out for the winter 1995/96. Results obtained for the model levels located at 57 and 25 hPa were analysed. A comparison of simulations with a "NAT-scheme" and an "STS-scheme", where PSC particles are considered to be solid or liquid, respectively, suggests that, in the considered winter, areas where NAT and other solid particles could potentially exist in equilibrium (T < T NAT ) were significantly larger and occurred over longer time periods compared to the areas showing conditions appropriate for large liquid particle formation. These differences induce significant deviations in chlorine activation and the resulting ozone depletion modelled assuming the different PSC microphysical schemes. At maximum chlorine activation, which is modelled for January 1996, local deviations in ClO x range up to 0.4 ppbv. At 57 hPa, the NATscheme simulation shows larger maximum ClO x concentrations compared to the STS-scheme case, and maximum chlorine activation levels in the STS-scheme experiment are primarily larger at 25 hPa. However, the PSC-induced midFebruary ozone depletion resulting from the PSC activity during the mid-December to early February cold period is the largest in the solid particle case at both pressure levels. Even the corresponding ozone differences between the liquid and the solid particle experiments, which approach 20 ppbv, are quite similar at 25 and 57 hPa. These deviations in the midFebruary ozone deficit are induced primarily by a temporal delay in early winter chlorine activation in the STS case, caused by a lack of large liquid particle surface area concentrations in December 1995. When NAT particles are already present in the NAT-scheme case, temperatures are still too high to allow for the effective growth of liquid particles in the STS-scheme simulation. The largest differences in chlorine activation occurring between the two model experiments develop in mid-February at pressure levels around 25 hPa. Over large areas, temperatures decrease below the threshold of effective liquid particle HNO 3 and water uptake. Due to the resulting large liquid particle surface area concentrations and the very efficient heterogeneous chemistry on liquid particles, effective chlorine activation occurs in the STS-scheme simulation. Since temperatures fall infrequently below T ice during mid-February and large NAT surface area concentrations are already present in the NAT-scheme experiment, a comparable increase in chlorine activation is not simulated in that case. Hence chlorine activation in the STS simulation strongly exceeds that modelled with the NAT-scheme. Maximum local deviations in ClO x of up to 1.5 ppbv are simulated. Consequently, ozone depletion is stronger in the STS model run under these conditions. For the end of February, maximum differences in the ozone mixing ratio of around 40 ppbv are modelled.
It should be noted that these differences in ozone concentration are significant but small relative to the large deviations in PSC surface area concentrations modelled in the two experiments. This is primarily due to the larger efficiency of the most relevant heterogeneous reactions on liquids when compared to NAT. This compensates for the smaller mean surface area concentrations of liquid PSCs. It should be further noted that the STS/NAT simulation, where solid as well as liquid PSCs can occur, does not generally represent an intermediate state between the STS-and the NAT-scheme experiments. The deviations of the STS/NAT simulation from the two other model runs are primarily controlled by the assumptions on freezing conditions. Thus, the freezing threshold temperature appears to be an important parameter which influences modelled stratospheric ozone depletion.
The results described above corroborate the findings of Brühl et al. (1997) , who investigated stratospheric ozone depletion in the winter 1995/96 by means of trajectory-boxmodel calculations. Our general conclusions are also consistent with the trajectory-box simulations of other winters performed by Brühl et al. (1997) and Carslaw et al. (1997) . However, maximum differences in ozone depletion caused by the assumptions about PSC particles being either liquid or solid are smaller in the 3-D simulations compared to the other studies.
In summary, differences in PSC-schemes can result in significant deviations in PSC-induced ozone depletion in the winter Arctic stratosphere simulated with stratospheric chemistry models. The largest differences between ozone depletion modelled assuming liquid or solid PSCs, respectively, can be expected when the following conditions can be encountered on large spatial scales and for prolonged time periods in the winter Arctic stratosphere. First, stratospheric temperatures stay below T NAT but above the threshold of effective liquid particle growth. Second, temperatures stay significantly below this threshold but do not fall below the ice frost point.
