A novel modular product unit neural network architecture is presented to model singly constrained spatial interaction flows. Modularity is seen as decomposition on the computational level. The network is composed of two processing layers. The first layer is implemented as a layer of functionally independent modules with identical topologies. Each module is a feedforward network with two inputs, H hidden product units and terminates with a single summation unit. The collective outputs of these modules constitute the input to the second processing layer consisting of output units The reminder of this paper is structured as follows. The next section provides some background information relevant for spatial interaction modelling first, describes then
Introduction
The subject of spatial interaction is fundamental to economic geography and regional science. Spatial interaction models are used to facilitate the explanation and prediction of human and economic interaction over geographic space. That there have been relatively few papers in this area in recent years is merely a function of the hiatus that followed a very active period of theory development. The 1960s and 1970s saw a huge outpouring of both theoretical and empirical work. These were the heady days of when several new models were developed and new perspectives added (Fischer and Getis 1999) .
In more recent years, the major influence stems both from the emerging data-rich environment and from technological innovations. The powerful and fast computing environment now upon us has brought many scholars to spatial interaction theory once again, either by utilising evolutionary computation to breed novel forms of spatial interaction models (see Openshaw 1988; Turton, Openshaw and Diplock 1997) or network-based approaches to spatial interaction (see, for example, Openshaw 1993 , 1998 , Fischer and Gopal 1994 , Black 1995 , Fischer, Hlavackova-Schindler and Reismann 1999 , Bergkvist 2000 , Reggiani and Tritapepe 2000 Usery 2000) leading to neural spatial interaction models. Neural spatial interaction models are termed neural in the sense that they have been inspired by neuroscience.
But they are more closely related to conventional spatial interaction of the gravity type than they are to neurobiological models.
Interest in the recent past has largely focused on some crucuial issues in unconstrained neural spatial interaction modelling (see, for example, Fischer, Hlavackova-Schindler, and Reismann 1999, Fischer 2000) . These models represent a rich and flexible family of spatial interaction function approximators. But they may be of little practical value if a priori information is available on accounting constraints on the predicted flows. The paper presents a novel neural network approach for the case of origin constrained or destination constrained spatial interaction flows. The approach is based on a modular connectionist architecture that may be viewed as a linked collection of functionally independent neural modules with identical topologies [two inputs, H hidden product units and a single summation unit], operating under supervised learning algorithms. The prediction is achieved by combining the outcome of the individual modules using some sort of the Bradley-Terry-Luce model as non-linear output transfer function multiplied with a bias term that implements the accounting constraint.
The efficacy of the model approach is demonstrated for the origin-constrained case by using interregional telecommunication traffic data for Austria, noisy real world data of limited record length. The Alopex procedure, a global search procedure, provides an appropriate optimisation scheme to produce Least Square (LS)-estimates of the model parameters. The prediction quality is measured in terms of two performance statistics, average relative variances and the standardised root mean square error. A benchmark comparison shows that the proposed model outperforms origin-constrained gravity model predictions and predictions obtained by applying the two-stage neural network approach suggested by Openshaw (1998) .
The reminder of this paper is structured as follows. The next section provides some background information relevant for spatial interaction modelling first, describes then the basic features of unconstrained neural spatial interaction models and finally discusses briefly how a priori information on accounting constraints can be treated from a neural network perspective. Section 3 presents the network architecture and the mathematics of the modular product unit neural network model. Moreover, it points to some crucial issues that have to be addressed when applying the model in a real world context. Section 4 is devoted to the issue of training the network model. The discussion starts by viewing the parameter estimation problem of the model as least squares (LS) learning and continues with a description of the Alopex procedure, a global search procedure, that provides an appropriate optimising scheme for LS-learning. It is emphasised that the main goal of network training is to minimise the learning error while ensuring good network model generalisation. The most common approach in practice is to check the network performance periodically during training to assure that further training improves generalisation as well as reduces learning error. Section 5 presents the results of a benchmark comparison of the model against the standard origin constrained gravity model and the two-stage neural network approach that treats the prediction of flows and the imposing of accounting constraints as two independent issues. The testbed for the evaluation uses interregional telecommunication traffic data from Austria. Section 6 summarises the results achieved, and outlines some directions for future research.
Background

Definitions and the Generic Interaction Model of the Gravity Type
Suppose we have a spatial system consisting of I origins and J destinations and let t ij denote the volume of interaction from spatial unit (region) i to j ( )
This information may be displayed in the form of an interaction matrix of the following
In some cases the sets of origins and destinations are the same and, thus, I J T´ is a squared matrix. The interpretation of the main diagonal of I I T´ depends on the specific application. For instance, it might represent internal telecommunication flows within
Often such values are not recorded. In other applications, for example shopping trips from residential areas to individual shopping malls, the number of origins and destinations may differ and I J T´ will not be square.
For all applications, the i-th row of the matrix I J T´ describes the outflows from region i to each of the J destinations, while inflows from each of the I origins into destination j are described by the j-th column. From I J T´ we can calculate the volume of interaction originating from region i or terminating in region j, that is 1 1,...,
and 1 1,...,
respectively. In turn these marginal sums can be utilised to calculate the overall level of interaction that is defined as
The Generic Interaction Model of the Gravity Type
The distribution of interactions within such a system can be described by the generic interaction model of the gravity type that asserts a multiplicative relationship between the interaction frequency and the effects of origin, destination and separation attributes, respectively. In general form it may be written as (see Wilson 1967 , Alonso 1978 
Alternative forms of the general gravity model (5) can be specified by imposing different constraints on { } ij t (see, for example Senior 1979 , Fotheringham and O'Kelly 1989 , Sen and Smith 1995 . In the globally constrained case the only condition specified is that the total estimated interaction t ·· equals the total observed interaction It is worth noting that in the origin-constrained [also called production constrained]
case the origin factor is linearly dependent with the origin specific balancing factor ( ) There are different approaches to estimating the generic spatial interaction model (5):
the maximum entropy approach developed by Wilson (1967) and the log-linear approach which is a special case of Poisson regression (see, for example, Aufhauser and Fischer 1985) . These approaches yield identical estimates of the interaction flows in the case where the interacting units are measured on the same level of aggregation, and identical sets of independent variables are used to calibrate the model.
The Classical Neural Network Approach to Spatial Interaction Modelling
The neural network approach to model spatial interactions departs from Equation (5) by viewing spatial interaction models as a particular type of input-output model. Given an input vector x, the network model produces an output vector % y , say
. The function g is not explicitly known, but given by a finite set of samples, say
. The set M is the set of input and output vectors. The task is to find a continuous function that approximates M. In real world application, U is generally a small number and the samples contain noise.
The Generic Neural Spatial Interaction Model
In the unconstrained case the challenge is to approximate the real-valued interaction function ( ) 
is the input vector augmented with a bias signal 0 x that can be thought of as being generated by a dummy unit whose output is clamped at 1. ( )
represent a rich and flexible family of spatial interaction function approximators.
Although it has become common place to view network models such as (7) as kinds of black boxes, this leads to inappropriate applications which may fail not because such network models do not work well but because the issues are not well understood.
Failures in applications can often be attributed to inadequate learning (training), inadequate numbers of hidden units, or the presence of a stochastic rather than a deterministic relation between input and target.
Least Squares Learning
If we view (7) as generating a family of approximators (as w ranges over W, say) to some specific empirical spatial interaction phenomenon relating inputs x to some response, y, then we need a way to pick the best approximation from this family. This is the function of learning in the context of neural network modelling. 
8 where E denotes the expectation operator. Finding * w is precisely the problem of determining the parameters of an optimal least-squares approximator to ( ) E | y x , the conditional expectation of y given x. The expectation defining the optimand is unknown, so that this problem has to be solved statistically.
Backpropagation of Gradient Descent Errors
Backpropagation of gradient descent errors is such a method that allows parameters to be learned from experience in a process which resembles trial and error (see Rumelhart, Hinton and Williams 1986 
where h is a learning rate and 
Departure from the Classical Neural Network Approach
Although classical neural spatial interaction models of type (7) 
Why Product rather than Summation Unit Networks?
Classical neural spatial interaction models, such as
constructed using a single hidden layer of summation units. In these networks each input to the hidden node is multiplied by a weight and then summed. A non-linear transfer function, such as the logistic function, is used to squash the sum. Neural network approximation theory has shown the attractivity of such summation networks for unconstrained spatial interaction contexts. But these networks require a larger number of hidden summation units when approximating complex functions g , such as those for mapping constrained interaction phenomena.
In the neural network community it is well known that supplementing the inputs to a neural network model with higher-order combinations of the inputs increases the capacity of the network in an information capacity sense (see Cover 1965) and its ability to learn (see Giles and Maxwell 1987) . Although the error surface of product unit networks contains more local minima than when using standard transfer functions, the surface is locally smooth. But the price to be paid is a combinatorial explosion of higher order terms as the number of inputs to the network increases.
The product units introduced by Durbin and Rumelhart (1989) attempt to make use of the above fact. Product unit networks have the advantage that -given an appropriate training algorithm -the units can learn the higher order terms that are required to approximate a specific constrained spatial interaction function. This motivates to utilise the product unit rather than the standard summation unit neural framework for modelling singly constrained interactions over space.
The Network Architecture
Product units compute the product of inputs, each raised to a variable power. They can be used in a network in many ways, but the overhead required to raise an arbitrary base to an arbitrary power makes it more likely that they will supplement rather than replace summation units (Durbin and Rumelhart 1989) .
3 Thus, we use the term product unit networks [or product networks] to refer to networks containing both product and summation units. Each module is a feedforward network with two inputs 2 1 j x -and 2 j x , H hidden product The first layer of network parameters includes 2JH connection weights, so that
while the second layer contains JH weights:
We have incorporated the basic trick of weight sharing into our network design to reduce model complexity. Weight sharing involves forcing the set of connection weights to be identical across the J modules. Thus,
... ... 
J Summation Units
JH
:
A Mathematical Description
The network architecture described above implements the general class of neural
with : 
Second, we assume that each output unit,
: 
The choice of the output transfer function (20) is motivated by the goal to ensure that the network outputs satisfy the conservation principle (Ledent 1985) With the two above specifications, our modular product unit neural network to model origin constrained spatial interactions reads in a compact way as
where ( ) i b % is the bias signal that can be thought as being generated by a 'dummy unit' whose output is clamped at the scalar 1/ i t · The relation of (22) 
Analogously one arrives at the modular product unit neural network for the destination constrained case:
where ( ) j b % is the bias signal that can be thought as being generated by a 'dummy unit' whose output is clamped at the scalar 1/ j t · . Set 2 1
Two Issues of Crucial Importance for Real-World Applications
Two major issues have to be addressed when applying the spatial interaction model Another and more principled approach to the problem, that has been utilised by Fischer and Gopal (1994) , is the procedure of stopped or cross-validated training. Here, an overparametrised model (larger H) is trained until the error on further independent data, called validation set, deteriorates, then training is stopped. This contrasts to the above approach since the choice of H does not require convergence of the training process.
The training process is used to perform a directed search of the parameter space for a model that does not overfit the data and, thus, demonstrates generalisation performance.
But this approach has its shortcomings too. First it might be hard in practice to identify when to stop training. Second, the results may depend on the specific training setvalidation set pair chosen. Third, the model which has the best performance on the validation set might not be the one with the best performance on the test set.
The second issue involves network training or learning [i.e. parameter estimation]. This issue will be addressed in the next section in some more detail.
Training the Modular Product Unit Network Model
The Optimisation Problem
Having identified the model structure for singly constrained spatial interaction prediction in the previous section, we can now follow section 2.2 to view network training in an optimisation context and proceed by considering the parameter estimation problem as least squares learning. The goal of least squares learning is to find * w so that the least square error function, say Q, is minimized 5 : 
where ÑQ denotes the gradient of Q. The minimum for which the value of Q is smallest is termed the global minimum while other minima are called local minima.
Unfortunately there is no guarantee about which kind of minimum is encountered.
The 
The Alopex Procedure
Consider a training data set ( ) Alopex is a correlation-based method for solving the parameter estimation problem.
The error function Q is minimised by means of weight changes that are calculated for the n-th step (n > 2) of the iteration process in batch mode as follows 7 : 
The weight will be incremented in a given fixed magnitude d , when 0 If T is too small, the algorithm gets trapped into local minima of Q. Thus, the value of T for each iteration, T(n), is chosen using the following heuristic 'annealing schedule':
if is a multiple of 3 1 o t h e r w i s e
where 3H denotes the number of weights. The annealing schedule controls the randomness of the algorithm. When T is small, the probability of changing the 
Initial Values
The algorithm has three parameters: the initial temperature T, the number of iterations, N, over which the correlations are averaged for annealing, and the step size d . The temperature T and the N-iterations cycles seem to be of secondary importance for the final performance of the algorithm. The initial temperature T may be set to a large value of about 1,000. This allows the algorithm to get an estimate of the average correlation in the first N iterations and reset it to an appropriate value according to Equation (31). N may be chosen between 10 and 100. In contrast to T and N, d is a critical parameter that has to be selected with care. There is no way to a priori identify d .
The Termination Criterion
An important issue associated with network training is the termination criterion. The main goal of training is to minimise the learning error while ensuring good model generalisation. It has been observed that forceful training may not produce network models with adequate generalisation ability, although the learning error achieved is small. The most common remedy for this problem is to monitor model performance during training to assure that further training improves generalisation as well as reduces learning error. For this purpose an additional set of validation data, independent from the training data is used.
In a typical training phase, it is normal for the validation error to decrease. This trend may not be permanent, however. At some point the validation error usually reverses or its improvement is extremely slow. Then the training process should be stopped. In our implementation of the Alopex procedure network training is stopped when 40, 000 k = consecutive iterations are unsuccessful.
k has been chosen so large at the expense of the greater training time, to ensure more reliable estimates. Of course, setting the number of unsuccessful iterations to 40,000 (or more) does not guarantee that there would be any successful steps ahead if training continued. At some stage a training algorithm may recover from some local attractor and accomplish further error minimisation, but we require it should occur within a certain number of iterations. Obviously, when training is stopped, the final set of network weights does not correspond to the best result found. It is, thus, necessary to store the parameter values in a separate array every time a successful training step is made. At the end of the training process the best set of parameter values is then recalled.
Benchmark Comparisons
The suggested by Openshaw (1998) and implemented by Mozolin, Thill and Usery (2000) , are used as benchmark models. All three models were estimated by means of the Alopex procedure to eliminate the effect of different estimation procedures on the result. In order to do justice to each model, the d -parameter was systematically sought for each model.
Performance Measures
The ultimate goal of any function approximator is its usefulness to generate accurate out-of-sample prediction. One way to directly assess the generalisation ability is to measure how well the approximator predicts the flows for new input data which was not used to fit the model. For this purpose some performance measure is required. 2  3  1  3   2  ,  3  1  3  3  2  2  3  3 This implies that if the estimated mean of the observed data would be taken as predictor, ARV would equal to one (Weigend, Rumelhart and Hubermann 1991) . The statistic has a lower limit of zero indicating perfectly accurate predictions and an upper limit that is in practice one.
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The second performance measure is the standardised root mean square error (SRMSE) that is widely utilised by spatial analysts (see Fotheringham and Knudsen 1987) :
This statistic -closely related to the ARV-measure -has a lower limit of zero indicating perfectly accurate predictions and an upper limit that is variable 9 and depends on the distribution of the 3 u y .
The Data
The testbed for the benchmark comparisons uses interregional telecommunication traffic data for Austria. The telecommunication data used stem from network measurements of carried traffic in Austria in 1991, in terms of erlang, an internationally widely used measure of telecommunication contact intensity, which is defined as the number of phone calls (including facsimile transfers) multiplied by the average length of the call (transfer) divided by the duration of measurement 11 [for more details, see Fischer and Gopal 1994] . The data refer to the telecommunication traffic between the 32 telecommunication districts representing the second level of the hierarchical structure of the Austrian telecommunication network (see Figure 2 ). Due to measurement problems, intraregional traffic (i.e. i = j) is left out of consideration. Though the simplicity of this method is appealing, an obvious concern is the necessary reduction in the amount of training data. In deciding how to partition the data, a compromise has been made between creating a test set large enough to fully test the fitted model while still retaining a sufficient amount of training and internal validation data. If the test set is too small then the variance of the prediction error estimate will be high due to the small sample size. Though random splits are commonly used and appear to work reasonably well in the case of unconstrained spatial interaction, a more systematic splitting method had to be used in the case of constrained spatial interaction. As can be seen from this table there are no large differences between the training, validation and test sets. There are, nevertheless, differences, especially in ij t , which will present some challenge to the estimation procedure used.
Model Estimation and the Overfitting Problem
Deciding on an appropriate number, H, of product units and on the value for the Alopex-parameters d (the step size) is somewhat discretionary, involving the familiar trade-off between speed and accuracy. The approach adopted for this evaluation was stopped (cross-validation) training. The Alopex-parameters T and N were set to 1,000
and 10, respectively.
It is worth emphasising that the training process is sensitive to its starting point. Despite recent progress in finding the most appropriate parameter initialisation that would help Alopex to find near optimal solutions, the most widely adopted approach still uses random weight initialisation in order to reduce fluctuation in evaluation. Each experiment employed to determine H and d was repeated 60 times, the model being initialised with a different set of random weights before each trial. Random numbers were generated from [-0.3, 0.3] using the rand_uni function from Press et al. (1992) .
The order of the input data presentation was kept constant for each run to eliminate its effect on the result. The training process was stopped when 40, 000 k = consecutive iterations were unsuccessful.
Extensive computational experiments with different combinations of H-and d -values
have been performed on a DEC Alpha 375 Mhz. Table 2 Typically, at the beginning of the training process, the validation error oscillates rapidly. Later, around 5,000 iterations the training process stabilises and the changes in the validation error become smaller. Instead of a clear increasing trend in the validation error that characterises overfitting, it starts around 12,500 to wander around some constant value. These undulations are caused by an increase of T in order to escape from shallow, local minima of the error surface (see Figure 3(d) ). Later, the training process stabilises and the changes in validation error become smaller. According to our termination criterion, training is stopped after 18,841 iterations. At this stopping point, P, the model is used for testing (prediction). 
The Benchmark Models
The first benchmark model is the standard origin constrained gravity model, a special case of the generic interaction model of the gravity type (see Equation (5)) 13 :
with ( We utilised the Alopex procedure for ML-estimation 14 with T = 1,000; N = 10, d =0.0075 and the termination criterion 40, 000 k = iterations.
The two-stage neural network modelling approach serves as second benchmark model.
In the first stage the classical unconstrained neural spatial interaction model, L W (see Equation (7) used to obtain origin constrained flows
x w x w x w (36) we implemented a rather time consuming termination criterion (k = 40,000) to stop the training process. Second, all three models show a tendency to overpredict smaller flows. This is evidenced in the smallest decile by 23 overpredictions in the smallest decile, obtained by the modular product unit network, compared to 24 overpredictions of the benchmark models.
Performance Tests and Results
Third, the modular product unit neural network model and the benchmark models show a relatively similar pattern of residuals. Despite this similarity the modular model tends to produce slightly more accurate predictions in the case of larger flows, but slightly less accurate ones in the case of smaller flows.
In summary, the analysis unequivocally shows that the modular product unit network outperforms the benchmark models in terms of both the ARV(M 3 ) and SRMSE (M 3 ) prediction performance, as well as the prediction accuracy, but the latter to a lesser degree than previously expected. One reason for this might be that the method of stopped training did not indicate unequivocally the stopping point, and thus, the determination of H and d . This is an issue for further research. by Openshaw (1998) and implemented by Mozolin, Thill and Usery (2000) , illustrate the superiority of the product unit neural network model, measured in terms of both the ARV-and the SRMSE-performance over 60 simulations. analysing the prediction quality of the function approximator in other spatial interaction contexts.
1 Alternative models based on additive adjustment formulations were introduced by Tobler (1983) . 2 Sigmoid transfer functions are somewhat better behaved than many other functions with respect to the smoothness of the error surface. They are well behaved outside of their local region in that they saturate and are constant at zero or one outside the training region. Sigmoidal units are roughly linear for small weights [net input near zero] and get increasingly non-linear in their response as they approach their points of maximum curvature on either side of the midpoint. 3 In addition one property is being lost in comparison to summation units, namely that product units are vulnerable to translation and rotation of the input space, in the sense that a learnable problem may no longer be learnable after translation. Rotational and translational vulnerability of single product units is in part compensated for, if a number of them are being used in parallel. 4 In the production constrained case the conservation principle is enforced from the viewpoint of origins of spatial interactions, and in the attraction constrained case from the viewpoint of destinations only (see Ledent 1985) . 5 Bishop (1995) has shown that the least square error function can be derived from the principle of maximum likelihood on the assumption of Gaussian distributed target data. Of course, the use of the error function does not require the target data to have a Gaussian distribution. 6 Alopex is an acronym for algorithm for pattern extraction. 7 For the first two iterations, the weights are chosen randomly. 8 ARV-values greater than one arise whenever the average error is greater than the mean. 9 SRMSE-values greater the one arise whenever the average error is greater than the mean. 10 except for the standard origin constrained model 11 Flows are discrete counts, but note that flows are measured here in terms of erlang, a metric variable. 12 This static approach for evaluating the performance of a neural model has been used for many years in the connectionist community in general and in neural spatial interaction modelling in particular (see Fischer and Gopal 1994) . Recent experience has found this approach to be rather sensitive to the specific splitting of the data. Thus, usual tests of forecast reliability may appear over-optimistic in general. Fischer and Reismann (2000) suggest an approach that combines the purity of splitting the data into three disjoint sets with the power of bootstrapping to get a better statistical picture of forecast variability, including the ability to estimate the effect of the randomness of the splits of the data. 13 There is virtual unanimity of opinion that site specific variables, such as s j in this case, are generally best represented as power functions. The specification of f ij is consistent with general consensus that the power function is more appropriate for analyzing longer distance interactions (Fotheringham and O'Kelly 1989 
