The ability of a graph neural network (GNN) to leverage both the graph topology and graph labels is fundamental to building discriminative node and graph embeddings. Building on previous work, we theoretically show that edGNN, our model for directed labeled graphs, is as powerful as the Weisfeiler-Lehman algorithm for graph isomorphism. Our experiments support our theoretical findings, confirming that graph neural networks can be used effectively for inference problems on directed graphs with both node and edge labels. Code available at https://github.com/guillaumejaume/edGNN.
INTRODUCTION
In recent years, much work has been devoted to extending deep-learning models to graphs, e.g., Scarselli et al. (2009) ; Bruna et al. (2014) ; Li et al. (2016) ; Defferrard et al. (2016) ; Kipf & Welling (2017) ; Hamilton et al. (2017a; b) ; Veličković et al. (2017) ; Ying et al. (2018) . Gilmer et al. (2017) formulated numerous such models within their proposed Message Passing Neural Network (MPNN) framework. In this model, the state of a vertex is represented by a feature vector. The state is then updated iteratively via a two-step strategy: For each vertex (i) in the aggregation step, the feature vectors of the neighboring vertices are combined into a single vector via a differentiable operator, e.g., a sum. Then, (ii) in the update step, a new state is computed by applying another differentiable operator, e.g., a one-layer perceptron, to the current state of the vertex and to the aggregate vector from the previous step.
In two recent works, Xu et al. (2019) and Morris et al. (2018) , independently proved that certain formulations of MPNNs are as powerful as the Weisfeiler-Lehman (WL) algorithm for graph isomorphism (Weisfeiler & Leman (1968) ). In practice, this means that there exist MPNNs able to learn unique representations for (almost) all undirected node-labeled graphs, which is desirable for such tasks as node or graph classification. Note that previous work has drawn a parallel between the WL test and the MPNN, e.g., Hamilton et al. (2017a) ; ; Lei et al. (2017) .
In this paper, we extend the above-mentioned results to directed graphs with labels for both nodes and edges. In particular, by extending the theoretical framework provided by Morris et al. (2018) , we show that there exist MPNNs as powerful as the (one-dimensional) WL algorithm for directed labeled graphs. Although this problem has already been addressed, e.g., Li et al. (2016) ; Niepert et al. (2016) ; Simonovsky & Komodakis (2017); Beck et al. (2018); Schlichtkrull et al. (2018) , we present a theoretically-grounded GNN formulation for directed labeled graphs. We experimentally corroborate our theoretical results by comparing our model, edGNN, against state-ofthe-art models for node and graph classification.
THEORETICAL FRAMEWORK

NOTATION AND SETUP
As our work is an extension of Morris et al. (2018) , we maintain a notation consistent to theirs in order to more easily reference their results.
A graph G is a pair (V, E), where V is the set of vertices, E is the set of edges and the directed edge (u, v) ∈ E for u, v ∈ V is an edge starting in u and ending in v. We will denote the vertex and the edge sets of G as V G and E G , respectively.
We are interested in graphs with both node and edge labels. We therefore assume that, given a graph G, there exists a vertex-labeling function l V : V G → X and an edge-labeling function l E : E G → Z that assign to each vertex and edge of G a label from countable sets X and Z. For the rest of this paper, we will refer to graphs with node and edge labels simply as labeled graphs.
For each vertex v ∈ V , we can define the neighborhood
As we are dealing with directed graphs, we distinguish between incoming neighbors
| of the neighborhoods are referred to as the degree, the in-degree and the out-degree of vertex v, respectively. Definition 2.1. Two labeled directed graphs G and H are isomorphic if there exists a bijection f :
THE WEISFEILER-LEHMAN ALGORITHM
The Weisfeiler-Lehman (WL) test (Weisfeiler & Leman (1968) ) is an algorithm to distinguish whether two graphs are non-isomorphic. We present the test in its one-dimensional variant, also known as the naive vertex refinement. We will start by presenting the WL test on node-labeled graphs, and later discuss its extension to directed labeled graphs.
At initialization, the vertices are labeled consistently with the vertex-labeling function l V . We call this the initial coloring of the graph and we denote it as c
The algorithm then proceeds in a recursive fashion. At iteration t, new labels are computed for each vertex from the current labels of the vertex itself and its neighbors, i.e.,
where g is an injective hashing function, and · denotes a multiset, i.e., a generalization of a set that allows elements to be repeated. Each iteration is performed in parallel for the two graphs to be tested, G and H. If at some iteration t, the number of vertices assigned to a label l ∈ X differs for the two graphs, then the algorithm stops, concluding that the two graphs are not isomorphic. Otherwise, the algorithm will stop whenever a stable coloring is achieved, i.e., whenever c
. This is guaranteed to happen at most after T = max{|V G |, |V H |} iterations. In this case, G and H are considered isomorphic.
Despite a few corner cases, the WL test is able to distinguish a wide class of graphs (Cai et al. (1992) ). Moreover, the most efficient implementation of the algorithm has a runtime complexity which is quasi-linear in the number of vertices (Grohe et al. (2017) ).
The extension of the WL test to a directed graph with edge labels is straightforward (Grohe et al. (2017) ; Orsini et al. (2016)). During the recursive step, for each vertex v, we need to include the in-degrees and out-degrees of v separately in the hashing function with respect to each edge label.
Let us denote an edge label as e ∈ Z. For each vertex v, we then define n 
(2) 2.2 GRAPH NEURAL NETWORKS Graph neural networks architectures implement a neighborhood aggregation strategy. Similar to Morris et al. (2018) , our work focuses on the GNN model presented by Hamilton et al. (2017a) , which implements this strategy with the node update function
where
-dimensional node representation, or node embedding, at time step t of the vertex v, and W Morris et al. (2018) showed that there exists a sequence (W
2 ) such that the GNN model in Eq. (3) is as powerful as the WL test.
EXTENSION TO DIRECTED LABELED GRAPHS
The extension of Eq. (3) to directed labeled graphs follows the WL test extension. We simply need to augment the equation with embeddings for the labeled edges with incoming and outgoing edges considered separately, i.e.,
The same should hold for outgoing edges. For practical applications, this can be achieved by using one-hot encodings of the edge labels. We can now directly extend the theorems presented in Morris et al. (2018) . Theorem 2.1 (Theorem 1 in Morris et al. (2018) ). Let G be a directed labeled graph. Then for all t ≥ 0 and for all choices of initial colorings f (0) consistent with l V and of edge embeddings f E consistent with l E , and weights W
with c (t) l and f (t) defined in Eqs. (2) and (4), respectively. et al. (2018) prove this theorem by induction. The proof is essentially the same for our extended case. In fact, as neither the labels l E nor the embeddings f E change over the iterations, there is no need to include them in the induction step. Theorem 2.2 (Theorem 2 in Morris et al. (2018) ). Let G be a directed labeled graph with finite vertex degree. Then there exists a sequence (W
Morris
1 , W
2 , W
3 , W
4 ) with t ≥ 0 such that c
The proof is provided in the supplemental material. Note that we specifically require the graph to have finite vertex degree. However, this is not a strong assumption in real-world applications.
GRAPH CLASSIFICATION
For graph classification tasks, we need a representation f G of the graph. We build it from the node representations f (t) (v) following the formulation of Xu et al. (2019):
Note that, although T should theoretically be at least |V G | (Section 2.1.1), only a few layers (i.e., iterations) are used in practice to update the node representations. Finally, a linear classifier is applied to the graph representation to perform the classification.
EXPERIMENTS 3.1 DATASETS AND BASELINES
We benchmark our algorithm edGNN on graph and node classification tasks. For graph classification tasks, we benchmark our model against the Subgraph Matching Kernel (CSM) (Kriege & Mutzel (2012) 
RESULTS AND DISCUSSION
The left-hand table in Table 1 reports results for the graph classification tasks. Our provably powerful model, edGNN, reaches state-of-the-art performance on each dataset showing its discriminative power over other approaches. In the case of graph-kernel-based methods, we conjecture that the lower performances are due to the use of less powerful models, which could lead to their underfitting. Both CSM and WLSP focus on specific subgraph features (e.g., shortest paths), which may not be sufficient to fully characterize a graph in the datasets we analyzed. However, as we have no information about the training accuracies for these models, we cannot confirm this hypothesis. In the case of R-GCNs, as there is no theoretical result proving that they can or cannot be equivalent to the WL test, the consistently low performance might merely be because the R-GCN formulation is not appropriate for the particular learning setting of our experiments (e.g., relatively small datasets). For node classification (right-hand table in Table 1 ), edGNN achieves comparable performance with the state-of-the-art without outperforming it. This does not contradict our theoretical findings. In fact, the power of a learnable model does not guarantee its generalization nor that the best model can be learned. However, it is true that, in the best-case scenario, a more powerful model should perform better than a less powerful one, as shown by the results regarding the best-learned edGNN model. An interesting future research direction would be the study of all the proposed models fitting the MPNN framework in order to understand whether they can be as powerful as the WL test or whether, instead, they introduce a particular bias. For a given vertex v, we define E 
For all vertices v, we can construct a function
Note that, as we are considering graphs with finite vertex degree, |N I (v)| and |N O (v)| (and, con-
| is a countable set because the finite Cartesian product of countable sets is itself countable. Thus, as we built the function h v to be bijective, the sets Y v , and their countable union Y := v∈V Y v , are also countable (for results on countable sets, refer for example to Patterson & Warner (1967) ).
We ran our graph classification experiments with a batch size of 32 and a learning rate of 10 −3 with a weight decay of 5×10 −4 . We then performed a parameter search over the number of layers and node embedding size. The best performance was reached by using 3 layers and 64 hidden units. When the system was trained with learned embeddings, the initial embedding size was set to the number of hidden units (i.e., 64). We used a ReLu activation at each layer without dropout. The system was trained for at most 40 epochs with early stopping with respect to the validation set cross-entropy loss.
R-GCN for graph classification was also trained with a batch size of 32, a learning rate of 10 −3 with a weight decay of 5 × 10 −4 . We used 3 layers and 64 hidden units with learned initial embeddings for the nodes (instead of a one-hot encoding for edGNN). We used a basis decomposition with the number of basis set to the number of relations. Results for CSM (Kriege & Mutzel (2012) ) and WLSP (Shervashidze et al. (2011) ) are based on the re-implementation of Kriege & Mutzel (2012) . All our experiments were performed with 10-fold cross validation as in Kriege & Mutzel (2012) .
Dataset statistics for the graph classification tasks are shown in Table 2, whereas Table 3 shows the accuracy results together with the standard deviation. Table 2 : Graph classification dataset statistics with the number of graphs (Graphs), the number of classes (Classes), the average number of nodes per graph (Avg nodes), the average number of edges per graph (Avg edges), the number of node labels (Node labels) and the number of edge labels (Edge labels).
Dataset
Graphs 94.7 ± 0.7 82.0 ± 2.2 86.9 ± 1.7 85.4 ± 2.6 84.9 ± 1.7 edGNN (avg) 98.9 ± 0.4 86.0 ± 0.9 87.7 ± 0.9 86.2 ± 1.0 85.7 ± 1.2 edGNN (max) 99.4 87.6 88.8 87.9 87.6 edGNN (emb) 90.8 ± 1.8 70.8 ± 2.7 77.7 ± 1.5 76.2 ± 3.5 72.2 ± 2.7
NODE CLASSIFICATION
The node classification experiments were run with a learning rate of 5 × 10 −3 without weight decay. We used dropout 0.5 on each layer with a ReLu activation. The best performance was achieved by using 2 layers and 64 hidden units. The maximum number of epochs was set to 400 with early stopping with respect to the validation set cross-entropy loss. Results with R-GCN (Schlichtkrull et al. (2018) ), RDF2Vec (Ristoski & Paulheim (2016) ) and WL (Shervashidze et al. (2011) ) are based on the re-implementation of Schlichtkrull et al. (2018) . Table 4 : Node classification dataset statistics with the number of classes (Classes), the total number of nodes (Nodes), the total number of edges (Edges) and the number of edge labels (Edge labels).
Dataset
Classes (2015)), RDF2Vec (Ristoski & Paulheim (2016) ) and R-GCN (Schlichtkrull et al. (2018) 89.4 ± 1.7 80.4 ± 3.4
