Abstract. The statistical characterization of clock noise is important for understanding how well a clock can perform in applications where timekeeping is important. The usual frequency domain characterization of clock noise is the power spectrum. We present a primer on how to estimate the power spectrum of clock noise given a finite sequence of measurements of time (or phase) differences between two clocks. The simplest estimator of the spectrum is the periodogram.
Introduction
Spectral analysis is one of the most commonly used techniques for studying measurements collected at regularly spaced intervals of time. Its use is ubiquitous in, e.g., atmospheric science, oceanography, geophysics, astronomy, physics and engineering. The subject has been covered in a number of textbooks over the last fifty years [4, 6, 7, 8, 9, 13, 15, 18, 19, 23, 25, 26, 27, 35, 37 
into components that can be associated with various Fourier frequencies f . The decomposition is expressed as an empirical power (or variance) spectrumŜ X (·), which is a nonnegative function of Fourier frequency. If we let ∆t be the amount of time that elapses between observing X t and X t+1 , then we have the basic constraint that
where f N = 1/(2 ∆t) is known as the Nyquist frequency. The first equality above follows because, by construction,Ŝ X (−f ) =Ŝ X (f ). The physically meaningful frequencies are those in the interval [0, f N ] (a 'two-sided' spectrum with negative frequencies is introduced to simplify mathematical developments and to allow generalization to complex-valued time series). The interpretation of equation (2) follows from a consideration of the Fourier representation for X t , which reexpresses a time series as a sum of sines and cosines (collectively we refer to these as sinusoids). The Fourier representation essentially takes the form
whereŜ X (f ) is associated with A 2 (f ) + B 2 (f ) (the expression above ignores the exact form of the summation so that we can focus our discussion on the ideas rather than the mathematical details). Thus, whenŜ X (f ) is large, the amplitudes associated with the sinusoids of frequency f are important contributors to the Fourier representation for X t . Studying the spectrumŜ X (f ) can give us insight into how a time series is structured and how it compares to other time series.
Given the prominent role that the spectrum plays in the physical sciences and engineering, it comes as no surprise that it is one of the major characterizations
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of clock noise. In this context the difference in time as kept by two clocks (or, equivalently, the phase difference between the oscillators that are driving the clocks) is measured, and X t represents the tth such measured time difference.
Measurements are commonly taken at regularly spaced intervals, in part because this sampling design greatly simplifies the estimation of spectra and of other measures of clock performance (in practice, instrumentation problems can result in missing measurements, but the proportion of missing data in metrology is usually small, and lost data can be filled in using a variety of interpolation schemes).
Examples of measured time differences are shown in figure 1. If both clocks being compared were perfect timekeepers, then X t would be identically zero at all measured times, its sample variance would be zero, and its spectrum would be zero at all frequencies. In practice X t measures imperfections (hence justifying the pejorative name 'clock noise'), and the spectrum gives insight into the nature of the imperfections and what impact these might have when a particular clock is used in a particular application. As one example, if the spectrum for one clock has a lower level over a certain band of Fourier frequencies as compared to a second clock, the first clock will be more suitable for applications in which good timekeeping is required over time spans related to the inverses of the Fourier frequencies (i.e., periods). As a second example, a sharp peak in a spectrum implies that there is some structure in the clock noise that needs to be investigated and possibly exploited to improve the performance of the clock. Finally, one approach for forming a time scale from an ensemble of clocks is to weight each clock according to how predictable its clock noise is. The best linear predictor for clock noise can be deduced once its spectrum is known.
The goal of this article is to provide a self-contained primer on spectral analysis for clock noise measurements. The primer starts with a review of the definition of the spectrum S X (f ) for intrinsically stationary stochastic processes (section 2.).
Donald B Percival
This class of processes provides realistic models for detrended clock noise. Given a set of clock noise measurements that can be regarded as a realization of a portion X 0 , X 1 , . . . , X N −1 of an intrinsically stationary process, our task is to estimate S X (f ). The spectrum estimation problem in general is quite complicated. In the case of clock noise, the simplest estimator (the periodogram) is often inadequate (section 3.1.), but, in its place, we can recommend either a sinusoidal multitaper estimator (section 3.2.), Welch's overlapped segment averaging estimator (3.3.) or Burg's autoregressive spectral estimator (3.4.). We provide all the formulae needed to compute these estimators. We compare these spectral estimates on the two examples of clock noise shown in figure 1 and find that the estimates are consistent with one another (3.6.). We then describe some of the many uses for the spectrum in characterizing clock noise (4.). We conclude with a brief summary in section 5.
Power Spectra for Intrinsically Stationary Processes
Once any sort of deterministic pattern in the time differences between two clocks has been removed (e.g., subtraction of a systematic linear drift between the time kept by the clocks), the resulting clock noise series is inherently stochastic in nature. Accordingly we regard clock noise as a realization of a stochastic process X t , i.e., a collection of random variables indexed by a time index t. In metrology great care is taken to maintain a stable environment for high precision clocks. As a result, an appropriate class of stochastic processes for modeling clock noise is the class of intrinsically stationary processes. The notion of stationarity posits that certain statistical properties of a process are invariant with regard to shifts in time. Basically, stationarity just requires that the underlying stochastic nature of the process not be changing over time. Even though individual realizations from an intrinsically stationary process certainly vary over time and differ from each
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other in their specific patterns, their variations are similar in that they have the same 'look and feel' with the passage of time.
The class of intrinsically stationary processes is a generalization of the class of stationary processes. The latter admits a spectral representation of the form
where µ is a constant representing the expected value of X t ; as before, f N is the Nyquist frequency, which is dictated by the sampling interval ∆t; e i2πf t ∆t = cos(2πf t ∆t) + i sin(2πf t ∆t), with i = √ −1; and Z(f ) is a complex-valued stochastic process (indexed by the Fourier frequency f ) with the very special property of having orthogonal increments. At first glance the above representation looks formidable, but the basic idea is that X t is a linear combination of sinusoids over a continuum of frequencies. The amplitude that is assigned to the cosine and sine with frequency f is generated by the increment dZ(f ) = Z(f +df )−Z(f ) from the stochastic process Z(f ). Because dZ(f ) is stochastic, different realizations will have different amplitudes assigned to the sinusoids with frequency f . The spectrum tells us how large these amplitudes are likely to be. Formally, for the stationary processes of interest in modeling clock noise, the expected squared magnitude of dZ(f ) is given by S X (f ) df , where S X (f ) is called the spectrum (or spectral density function). The fact that the increments of dZ(f ) are orthogonal (in the sense that the correlation between dZ(f ) and dZ(f ) is zero when f = f ) leads to the basic result that
where σ 2 X is the variance of the stationary process (one of the consequences of stationarity is that the variance of X t does not depend upon t). The above can be regarded as the theoretical analog of equation (2), which involves quantities that can be computed from actual measurements. In words, the spectrum breaks up 
is also a stationary process, and its spectrum is given by
If we take the first-order backward difference of X
t , we obtain the second-order backward difference of X t , namely, X
is stationary with spectrum
The obvious generalization to the dth order backward difference of X t says that the spectrum for X
is given by
The class of intrinsically stationary process is constructed by considering what can be regarded as the inverse operation to differencing, namely, cumulative summation. For example, suppose we define
C, t = 0 and
where C is random variable with variance σ 
More generally, if W t is any nonstationary process whose dth order backward differences form a stationary process X t with spectrum S X (f ), then the spectrum for W t is defined to be
In this case the process W t is said to be a dth order intrinsically stationary process (stationary processes can be considered to be intrinsically stationary with order zero). Formally we have
which, when compared to equation (5) , suggests that we assign an infinite variance to a nonstationary process with stationary backward differences (this viewpoint is consistent with the construction given in equation (9) 
Estimation of Clock Noise Spectra
In the subsections that follow, we briefly describe some well-known estimators of the spectrum and state all the formulae that are needed to compute them (sections 3.1. to 3.5.), after which we comment upon how they perform on the clock noise series shown in figure 1 (section 3.6.). All the estimators are intended to be used on a time series X t after it has been centered by subtracting off its sample mean.
We denote the centered series by 
where ∆t is the sampling interval for W t . The jth element of the DFT is associated with the Fourier frequency f j = j/(N ∆t). The DFT can be efficiently computed using a fast Fourier transform (FFT) algorithm, for which ∆t is often standardized to be either unity or 1/N . The most common form of this algorithm presumes that N is a power of two; i.e., N = 2 J for some positive integer J. In the formulae that we give in the following subsections, we will not assume that the sample size N is a power of two, but we will restrict ourselves to using a 'power of two' FFT algorithm. We accomplish this by 'zero padding' the centered series X t . Accordingly, let
In what follows, if N is not a power of two, we let N be any power of two such that N > N; if N is a power of two, we can take N to be the same as N . When
A Naive Estimator: The Periodogram
A basic estimator of the spectrum is the periodogram, which is defined aŝ
The above can be computed usinĝ
where the right-hand side involves the first elsewhere. In addition, the periodogram is inherently quite noisy looking, making it necessary to smooth it somehow so that we can see what it might be telling us.
As examples, the left-hand column of figure 2 shows periodograms for the clock noise series X 1,t (upper plot) and X 2,t (lower). Since N = 4000 for both series, we set N = 4096 and plotŜ
log/log scales (we cannot displayŜ (thick smoother curves), which are described in more detail in section 3.4.. Note that the smoothed periodograms are elevated systematically above Burg's estimate over certain frequencies. For X 1,t , the elevation is confined to frequencies close to the Nyquist frequency f N = 0.5 Hz, but, for for X 2,t , it is spread out over a wider range of frequencies. The systematic elevation is greater than an order of magnitude at some frequencies. These discrepancies can be attributed to leakage in the periodogram; i.e., whereas Burg's estimate can be considered to be largely free of bias, the periodogram appears to be badly biased at certain frequencies.
The next two subsections consider two other estimators that, like the Burg estimator, can get around the limitations of the periodogram.
Multitaper Spectral Estimation
As we noted in the previous section, one problem with the periodogram is that it can suffer from leakage. One way to alleviate leakage is to use a data taper. figure 3 shows the Hanning data taper
along with an example of a tapered series h N,t X 1,t using the centered clock noise series X 1,t shown in the top of figure 1. Tapering essentially forces the beginning
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and end of a time series to damp down smoothly to zero, thus forcing the extremes of the series to match up with each other. To obtain an estimator of the spectrum that does not suffer from leakage to the degree that the periodogram does, we
and use h N,t X t in place of X t in equation (17), with ∆t/N replaced by just ∆t (the division by N has been eliminated because of the manner in which h N,t is normalized).
Why tapering helps alleviate leakage is based upon the following chain of thought. First, the periodogram for a time series is proportional to the squared amplitudes of its Fourier representation. Second, the Fourier extrapolation of a time series outside of its measured values is periodic with a period of N so that, e.g., X −1 and X N are extrapolated to be, respectively, X N −1 and X 0 .
Third, a discontinuity either in the time series or in its extrapolation can disrupt the amplitudes of its Fourier representation over a range of frequencies. This disruption is one explanation for leakage. Tapering essentially helps to eliminate discontinuities between a time series and its periodic extrapolation by forcing both ends of the centered series towards zero. Both clock noise series shown in figure 1 are such that X 0 and X N −1 are not reasonable extrapolations for X N and X −1 .
While tapering helps eliminate leakage, it arguably does so by reducing the sample size of the time series (compare the top plot of figure 1 with the bottom plot of figure 3 ). The information that is lost by using a single taper can be recovered by using more than one taper, leading to a multitaper spectral estimator [44, 35, 38] .
The idea behind multitapering is to use a set of K orthonormal data tapers
where the orthonormality stipulation means that
With h k,N,t defined in terms of h k,N,t as per equation (19), the multitaper spectral estimator is given bŷ
Note that the summation within the absolute value involves the first N 2
+ 1 values
in the DFT of the centered, tapered and zero padded series h k,N,t X t .
A convenient set of multitapers to use is the family of sinusoidal tapers. These tapers are easily computed since they are given by
The left-hand column of figure 4 shows these tapers for k = 0, 1, . . . , 5. The right-hand column shows the product of h k,N,t and the clock noise series X 1,t . The left-hand column of figure 5 shows the K = 6 sinusoidal multitaper estimates for X 1,t (upper plot) and X 2,t (lower).
Statistical theory suggests that a 95% confidence interval for the unknown
where here ν = 2K, and Q ν (p) is the percentage point such that the probability of a chi-square random variable with ν degrees of freedom being less than Q ν (p)
is p (when K = 6 so that ν = 2K = 12, we have Q 12 (0.025) . = 4.404 and
The width of such a confidence interval on a log/log plot is independent of the actual value ofŜ figure 5 and can be used to roughly gauge the variability we can expect the multitaper estimator to have. In addition, for 0 < f j < f j < f N , we can expect the estimatorsŜ
X (f j ) to be approximately uncorrelated as long as the separation between frequencies f j − f j is at least as large as the bandwidth of the multitaper estimator, which is given by
Equation (21) says that more averaging is used to form the estimator, which results in a decrease in the variance ofŜ (mt) X (f ) and in a tighter confidence interval for the unknown S X (f ). Since the variance ofŜ
is a rapid drop in variability as we initially increase K beyond unity. Setting K to be in the range of 5 to 10 yields an estimator with a reduction in variance that is a clear improvement over the variability inherent in the periodogram (compare the left-hand plots in figures 2 and 5). As K increases, the bandwidth of the estimator also increases, which unfortunately can offset some of the advantages of decreased variability. In particular, if the true spectrum has a sharp peak, increasing the bandwidth will broaden the peak in the estimated spectrum, thus increasing uncertainty in its location. If the bandwidth is too large, two peaks that are separated by less than the bandwidth can be smeared together by the estimator. Restricting K to be in the range of 5 to 10 has the additional benefit of keeping the bandwidth small enough so that the estimated spectrum reliably preserves sharp features in most applications.
Welch's Overlapped Segment Averaging Spectral Estimation
While multitapering is one strategy for obtaining a spectral estimator with better properties than the periodogram, another commonly used approach is Welch's overlapped segment averaging (WOSA) spectral estimator [47] . The idea is to break the centered time series X t up into overlapping subseries of equal length, to apply a common data taper to each subseries and then to form an estimator based upon averaging the squared magnitudes of the DFTs of each tapered subseries.
Let N S represent the length of each subseries, and let K be the number of subseries, with the individual subseries being indexed by k = 0, 1, . . . , K − 1. Figure 6 illustrates the tapering of K = 6 subseries from X 1,t , each of length N S = 1024. Here we take the common taper to be the Hanning data taper h N S ,t of equation (18) . The kth subseries consists of X 1,t k , X 1,t k +1 , . . . , X 1,t k +N S −1 , where the starting indices are given by
(in the above, x is the greatest integer that is less than or equal to x). = 41.9%.
Since we can select the subseries length N S to be a power of two, it is easy to formulate the WOSA estimator to take advantage of an FFT algorithm that requires a power of two. For a bit more generality, we formulate the estimator in terms of N , which we take to be any power of two satisfying N ≥ N S . With h N S ,t defined in terms of h N S ,t as per equation (19), the WOSA spectral estimator is given bŷ
If N is set to the same power of two in the above and in equation (21), the WOSA and multitaper estimates are computed over the same grid of frequencies.
The middle column of figure 5 shows the WOSA spectral estimates for the clock noise series X 1,t (top plot) and X 2,t (bottom). To get an idea of how much sampling variability there is in the WOSA estimator, the upper plot also shows a 95% confidence interval for the true spectrum at f = 0.1 based upon a fictitious estimate ofŜ 1 + 2
For the present example, this yields ν . = 11.9, which is virtually the same as for the multitaper estimates (ν = 12). If the degree of overlap between adjacent subseries is close to 50% (as is the case in our example), then, to a good approximation, the above becomes
The second approximation above yields ν . = 11.5. Finally, we note that the bandwidth for the Hanning-based WOSA estimator is approximately
to a reasonable approximation as along as f j − f j is at least as large as this bandwidth.
Autoregressive Spectral Estimation
The spectral estimators that we have discussed in the previous three subsections are formed based upon one or more DFTs of either part or all of a time series (after centering and possibly tapering). An alternative approach that is quite effective for typical clock noise is to use an autoregressive (AR) process to model X t . Under this model, we presume that
where µ is a constant representing the expected value of X t ; p is the order of the AR model; φ p,1 , φ p,2 , . . . , φ p,p are constants known as the AR coefficients; and t is a set of uncorrelated random variables with mean zero and variance σ is white noise). An AR process has an associated theoretical spectrum given by
The scheme is to plug estimatesφ X (f ). Note that we can use the DFT to evaluate this estimator over the same grid of frequencies f k as before.
To do so, defineφ
There are many estimators in the literature for the AR parameters. 
(the last three equations can be skipped when l = p). The desired estimators of the p + 1 AR parameters are available as output at the end of the pth recursion.
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Equation (34) 
versus l = 1, . . . , p and then setting p to the value of l for which FPE(l) is the smallest. The AIC approach is similar in spirit, with FPE(l) being replaced by AIC(l) = log (σ 
(for the AIC and BIC, 'log' should interpreted as 'log base e'). In practice, caution must be exercised in using these criteria since they do not always yield satisfactory choices for p, but they are often good starting points.
The right-hand column of figure 5 shows the Burg AR spectral estimates for the two clock noise series. With p set to 100, we used the FPE criterion to set p = 5 and 25 for, respectively, X 1,t and X 2,t . While the two estimated AR spectra are much smoother looking than either the multitaper or WOSA estimates, it is not easy to assess the effect of sampling variability, and hence we cannot display a 95% confidence interval here as we could in the left-hand and middle columns.
It is also not easy to give a measure of the bandwidth ofŜ 
Prewhitening and Postcoloring
A technique that can potentially improve the spectral estimators we have discussed so far is prewhitening. The basic idea is to filter a time series so that the output from the filter is closer to white noise than the unfiltered series. We then perform a spectral analysis on the filtered series and estimate the spectrum for the original (unfiltered) series using the estimate based on the filtered series after it has been adjusted for the effect of the prewhitening filter. The rationale for this scheme is that the spectrum for white noise is much easier to estimate for any other process since it is just a constant proportional to the variance of the process. When presented with white noise, all of the estimators we have considered so far are unbiased estimators of the true spectrum. In practice, prewhitening often works well even if the spectrum for the filtered series is still markedly different from white noise.
For processes whose spectra are dominated by low frequency components, a commonly used prewhitening filter is a first-order backward difference. Such a filter damps down low frequency components considerably and is useful for intrinsically stationary processes as long as the spectrum for the differenced process does not damp down to zero too fast as f → 0. In the context of clock noise, the first-order backward difference X
(1) t = X t − X t−1 is proportional to the fractional frequency deviation Y t = (X t − X t−1 )/∆t, so we will consider the latter instead of X (1) t . The spectra for Y t and X t are related by
Once we have estimated S Y (f ) using, say,Ŝ Y (f ), we can estimate S X (f ) usinĝ
(43) Figure 7 shows multitaper, WOSA and AR spectral estimates based upon Y t for the two clock noise series X 1,t and X 2,t (the plots are arranged in the same manner as for figure 5 ). These estimates were obtained by using Y t (after centering and possible zero padding) in place of X t or X t in all the equations stated previously in this section. For the AR estimates, the FPE criterion picked out p = 4 and 24 for the two fractional frequency series, in contrast to 5 and 25 for X 1,t and X 2,t . Whereas the spectra in figure 5 have variations ranging over 7 or 8 decades, the ones in figure 7 range only over about 2 decades, so the first-order backward difference filter has indeed had a whitening effect. There is, however, some concern with the AR estimate corresponding to X 1,t (upper right-hand plot). The corresponding multitaper and WOSA estimates show the spectra to be decreasing as f → 0, whereas the AR estimate flattens out. This points out a potential problem with AR spectral estimates, namely that, whereas they have been demonstrated to work well with processes whose spectra increase as f → 0, they are also known to perform poorly in comparison to multitaper and WOSA estimators for processes whose spectra decrease rapidly as f → 0. (In fact, prewhitening is rarely used with AR spectral estimation, but, rather, low-order AR models are often fit to a time series to identify a potential prewhitening filter;
for more details, see, e.g., [35], section 9.10). The agreement amongst the three spectra is quite good, with the exception that the AR estimate for X 1,t (upper right-hand plot) is elevated about half an order of magnitude above the multitaper and WOSA estimates at the very lowest frequency. This discrepancy can be attributed to the deficiency in AR spectral estimation that we just pointed out. If we compare the multitaper and WOSA spectra in figures 8 with those in figure 5 , again the agreement is quite good except at the very lowest frequencies. The ones in figure 5 tend to flatten out, whereas those in figure 8 do not. The tendency of the estimates in figure 5 to flatten out can be attributed to the bandwidth of these estimates, which begin to trap the value f = 0 at the very lowest frequencies. Because of the need to center the time series, the estimated spectra are biased toward zero at frequencies that are less than a bandwidth away from f = 0. The prewhitening scheme has evidently removed some of this bias, so the multitaper and WOSA spectra in figures 8 are to be preferred over those in figure 5.
Comparison of Spectral Estimators
Let us now take a closer look at the multitaper and WOSA spectral estimates of Visually the multitaper, WOSA and AR spectral estimates follow the same
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overall patterns as functions of frequency. For a more sensitive comparison, the top row of plots in figure 9 shows, from left to right, the ratiosŜ
X (f ) for X 1,t , while the bottom row is for X 2,t .
Despite the inherently bumpy nature of the multitaper and WOSA estimates, the left-hand column of plots show that, except at a very few isolated frequencies, they differ by no more than a factor of two. The general conclusion that we can draw from figure 9 is that, although the three estimators we have discussed have quite different theoretical foundations, they are all telling us the same story about the spectra of X 1,t and X 2,t .
Uses for the Spectrum in Assessing Clock Noise
In this section we briefly mention some of the uses for the spectrum S X (f ) and its estimatesŜ X (f ) in assessing the performance of clocks. Since X t involves a comparison between two clocks, the estimated spectrum reflects the performance of both. If one of the clocks in the comparison is regarded as an approximation to a 'noise free' standard, then the spectrum will largely reflect the performance of a clock under test. A direct comparison of the levels of the estimated spectra for two clocks under test can reveal ranges of Fourier frequencies over which one clock is superior. While such comparisons are the most obvious use for estimated spectra, in fact spectra can contribute to the characterization of clock noise in several other ways. (In passing, we note that, when intercomparing three or more clocks, none of which can be regarded as a 'noise free' standard, it is in theory possible to obtain an estimate of the spectrum for an individual clock by examining the cross-spectrum between contemporaneous measurements of X 1,t and X 2,t , both of which involve the individual clock of interest. To make this work, there is a critical assumption, namely, that all three clocks involved in the two sets of measurements are uncorrelated with one another.)
First, estimated spectra can be used to provide a nonparametric method for assessing the variability in time-domain measures of clock instability. A well-known such measure is the Allan variance [3, 5] . For moderate sample sizes N , the distribution of the maximal-overlap estimator of the Allan variance is, to a good approximation, normally distributed with a mean given by the population Allan variance and with a variance that is proportional to
where A τ (f ) can be computed based upon knowledge of the filter whose squared output forms the basis for the maximal-overlap estimator at averaging time τ [33, 36] . A nonparametric method for assessing the variability in the estimated Allan variance is to useŜ X (f ) in place of S X (f ) in the above. The current procedure for assessing variability is parametric and involves associating X t with a canonical power-law process [17] . This nonparametric approach is simpler, is asymptotically correct, and avoids the canonical power-law assumptions behind the parametric approach. (The above remarks hold for time-domain characterizations of clock noise other than the Allan variance.)
Second, the estimated spectra can be used to assess the power-law assumption underlying the statistical assessment of most time-domain characterizations of clock noise. A glance at the estimated spectra for the two examples we have examined shows that, while the spectrum for X 1,t might be well-modeled as a piece-wise power-law process, the spectrum for X 2,t is not, particularly, for frequencies between f N /2 and f N .
Third, estimates of the spectrum can be used to assess the validity of the hypothesis that one of the canonical power-law spectra (i.e., S X (f ) = |f | α , with 
Summary
We have demonstrated that three different spectral estimators (multitaper, WOSA and autoregressive) yield basically the same results when applied to two representative clock noise series. Clock noise spectra can thus be successfully tackled using any of these estimators, even though the estimation of power spectra is in general 
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