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In this paper, we study the symmetry properties of the solutions of the semilinear
elliptic problem
Du ¼ f ðx; uÞ in O;
u ¼ gðxÞ on @O;
(
where O is a bounded symmetric domain in RN , N52, and f : O R! R is a
continuous function of class C1 in the second variable, g is continuous and f and g
are somehow symmetric in x. Our main result is to show that all solutions of the
above problem of index one are axially symmetric when O is an annulus or a ball,
g  0 and f is strictly convex in the second variable. To do this, we prove that the
nonnegativity of the ﬁrst eigenvalue of the linearized operator in the caps determined
by the symmetry of O is a sufﬁcient condition for the symmetry of the solution, when
f is a convex function. # 2002 Elsevier Science (USA)1. INTRODUCTION
In this paper, we investigate the symmetry properties of classical
C2ðOÞ \ Cð %OÞ solutions of elliptic problems of the type
Du ¼ f ðx; uÞ in O;
u ¼ gðxÞ on @O;
(
ð1:1Þ
where O is a bounded, somehow symmetric domain in RN , N52,
f : O R! R is a continuous function of class C1 with respect to the
second variable, g is continuous and both f and g have some symmetry in x.
It is well known that a classical tool to study this question is the moving
planes method which goes back to Alexandrov and Serrin [8]. Since it is1Research supported by MURST, Project ‘‘Metodi Variazionali ed Equazioni Differenziali
on lineari.’’
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FILOMENA PACELLA272essentially a monotonicity method it, usually, works very well when g 
0; u > 0 in O and f has some monotonicity in x. In fact, under these
hypotheses the moving planes method was successfully used by Gidas, Ni
and Niremberg to prove, in the famous paper [6], the symmetry of the
solutions of (1.1) when the domain O is symmetric with respect to a
hyperplane T0 and convex in the direction n0 orthogonal to T0.
However, when the domain is not convex in the direction n0 or some of
the other hypotheses do not hold, in particular, if f does not have the right
monotonicity in x, the moving plane method cannot be applied to get the
symmetry of the solutions. Indeed if some of these conditions fail there are
examples of nonlinearities which give raise to nonsymmetric solutions of
(1.1), such as in the case of an annulus and almost critical nonlinearities (see
[2]) or when O is a ball and f ðx; uÞ ¼ jxjaup; a > 0; p > 1 (see [9]).
Nevertheless in some situations, or for a certain class of solutions, it is
natural to expect that the solution inherits some or all symmetries of the
domain, even if O is not convex in any direction, u changes sign and f may
not have the right monotonicity in x. This is, for example, the case of ground
states solutions in annuli or balls as we will show later.
In this paper, we use a new simple idea to study the symmetry of the
solutions of (1.1) which works efﬁciently when f ðx; sÞ is convex in the
s-variable.
To be more precise, we need some notations.
Let us assume that O contains the origin and is symmetric with respect to
the hyperplane
T0 ¼ fx ¼ ðx1; . . . ; xN Þ 2 R
N ; x1 ¼ 0g
and denote by O and Oþ the caps to the left and right of T0, i.e.
O ¼ fx 2 O; x150g; Oþ ¼ fx 2 O; x1 > 0g:
Let u be a solution of (1.1) and let us consider the linearized operator at u,
that is
L ¼ D f 0ðx; uÞ;
where f 0 denotes the derivative of f ðx; sÞ with respect to s.
We denote by l1ðL;DÞ the ﬁrst eigenvalue of L in a subdomain D  O with
zero Dirichlet boundary conditions.
Our symmetry results are based on the following proposition whose
simple proof will be given in the next section.
Proposition 1.1. If f ðx; sÞ and gðxÞ are even in x1, f is strictly convex in s
and both l1ðL;OÞ and l1ðL;OþÞ are nonnegative, then u is symmetric with
respect to the x1-variable, i.e. uðx1; . . . ; xN Þ ¼ uðx1; x2; . . . ; xN Þ.
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both positive.
Remark 1.1. When f is convex but not strictly convex the previous
result cannot be improved, i.e. the nonnegativity of the ﬁrst eigenvalues in
O and Oþ is not sufﬁcient for the symmetry of the solution. This will be
shown in Section 2 with an easy example in the case when f ðx; sÞ is linear
with respect to s.
Remark 1.2. A statement analogous to that of Proposition 1.1 holds
also for semilinear problems with symmetric Neumann conditions on @O. In
this case, the relevant eigenvalues to get the symmetry of the solutions are
m1ðL;O
Þ and m1ðL;O
þÞ which denote the ﬁrst eigenvalue of L in O (or Oþ)
with mixed boundary conditions, namely the normal derivative zero on
@O\ @O (or @O\ @Oþ) and a zero-Dirichlet boundary condition on
T0 \ @O (or T0 \ @OþÞ.
This will be the subject of a further investigation.
Having Proposition 1.1 in mind, now the question is how to prove the
nonnegativity of the ﬁrst eigenvalues of L in O and Oþ in order to get the
symmetry result.
A few easy cases will be considered in Section 2, while in Section 3 we
apply Proposition 1.1 to get the main result of this paper which consists in
proving the axial symmetry of solutions of index one.
More precisely, we will assume O to be either an annulus or a ball in
RN , N52 and u a solution of (1.1), with gðxÞ ¼ 0, with index one, i.e.
such that the linearized operator L has only one negative eigenvalue in O
(with homogeneous Dirichlet boundary conditions). This kind of solutions
always exist for a large class of superlinear convex nonlinearities, as we can
consider the so-called least energy solutions or the ones of ‘‘mountain-pass’’
type.
In this case, we can prove that if f ðx; sÞ is strictly convex in s and radially
symmetric in x then u is axially symmetric with respect to the axis passing
through a maximum point. Moreover, we are able to show that, if the
solution u is not radial, all the critical points of u are located on the
symmetry axis and we also describe some other qualitative properties of the
solutions.
For more general domains, symmetric with respect to the hyperplane
T0 ¼ fx 2 R
N ; x1 ¼ 0g we can prove the symmetry, with respect to x1, of
every solution of index one as soon as f ðx; sÞ is even in x1 and a maximum
(or a minimum) point of u belongs to the hyperplane T0. However, let us
remark immediately that this is not always the case as it can be shown with
some counterexamples.
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Finally, let us note that even in nonsymmetric situations it is important
to ﬁnd out that l1ðL;DÞ is positive for some caps D O. In fact, if
f is convex and D has the property that the reﬂected function v (with respect
to some hyperplane) is well deﬁned, then, arguing as in the proof
of Proposition 1.1 or 2.1 (see Section 2), it is possible to show that
u5v in D and this gives some information about the location of the
maximum points of u.
We feel that all this can help to understand the qualitative properties of
the solutions of (1.1).
2. PROOFS OF PROPOSITION 1.1 AND APPLICATIONS
We start with the proof of Proposition 1.1.
Proof of Proposition 1.1. Let us denote by v and vþ the reﬂected
functions of u in the domains O and Oþ, respectively,
vðxÞ ¼ uðx1; x2; . . . ; xN Þ; x 2 O;
vþðxÞ ¼ uðx1; x2; . . . ; xN Þ; x 2 Oþ:
We ﬁrst assume f strictly convex. In this case, we have
f ðx; vðxÞÞ  f ðx; uðxÞÞ5f 0ðx; uðxÞÞðvðxÞ  uðxÞÞ in O;
f ðx; vþðxÞÞ  f ðx; uðxÞÞ5f 0ðx; uðxÞÞðvþðxÞ  uðxÞÞ in Oþ
and the strict inequality holds whenever vðxÞ=uðxÞ (resp. vþðxÞ=uðxÞÞ.
Hence by (1.1), using the symmetry of f and g in the x1-variable and
considering the functions w ¼ v  u and wþ ¼ vþ  u, we have
Dw  f 0ðx; uÞw50 in O; ð2:1Þ
Dwþ  f 0ðx; uÞwþ50 in Oþ ð2:2Þ
with the strict inequality whenever wðxÞ=0 or wþðxÞ=0 and
w ¼ 0 ðresp: wþ ¼ 0Þ on @O ðresp: @OþÞ: ð2:3Þ
If w and wþ are both nonnegative in the respective domains O and Oþ
then w  wþ  0, by the very deﬁnition, and hence u is symmetric with
respect to x1.
Therefore, arguing by contradiction, we can assume that one among the
two functions, say wþ, is negative somewhere in Oþ. Then, considering a
SYMMETRY RESULTS FOR ELLIPTIC EQUATIONS 275connected component D in Oþ of the set where wþ50, multiplying (2.2) by
wþ, integrating and using (2.3) and the strict convexity of f , we getZ
D
jrwþj2 
Z
D
f 0ðx; uÞðwþÞ250; ð2:4Þ
which implies that l1ðL;OþÞ50 against the hypothesis. Hence u is
symmetric.
Now we assume that f is only convex but l1ðL;OÞ > 0 and l1ðL;OþÞ > 0.
Then the maximum principle holds both in O and Oþ. Therefore, by (2.1)–
(2.3) we get immediately w50 and wþ50 which imply the symmetry of u. ]
In particular, if f is linear in u we get
Corollary 2.1. Let A be a linear operator of the type A ¼ D cðxÞ,
with cðxÞ 2 Cð %OÞ, O as in the previous theorem and cðxÞ even in the x1-variable.
Then if l1ðA;OÞ50, any eigenfunction of A in O with homogeneous Dirichlet
boundary conditions, corresponding to a negative eigenvalue mj of A is even in
x1. The same statement holds if we assume l1ðA;OÞ > 0 and mj40.
Proof. If we consider an eigenfunction j relative to an eigenvalue mj, it
solves the equation
Dj ¼ f ðx;jÞ ¼ cðxÞjþ mjj
and the linearized operator at j is
L ¼ D cðxÞ  mj:
In both hypotheses, we have that l1ðL;OÞ > 0 and, since cðxÞ is even in x1,
also l1ðL;OþÞ > 0.
Hence, by Proposition 1.1, we get the symmetry of j. ]
Next, we show with an example that if f is only convex, but not strictly
convex, and l1ðL;OÞ, l1ðL;OþÞ are both zero then the solution u of (1.1) may
not be symmetric. Let O be as in Proposition 1.1 and denote by m1 the ﬁrst
eigenvalue of the Laplace operator in O with homogeneous Dirichlet
boundary conditions and by j1 the corresponding eigenfunction.
By reﬂecting j1 in an odd way with respect to T0, we get that the extended
function *j1 solves
D *j1 ¼ m

1 *j1 in O; *j1 ¼ 0 on @O:
Obviously, the ﬁrst eigenvalue of the linearized operator at *j1 is zero in O

or Oþ, while *j1 is not even in x1.
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nonnegativity of the eigenvalues l1ðL;OÞ and l1ðL;OþÞ, so as to get the
symmetry of the solution.
A ﬁrst trivial case is when the solution u of (1.1) is semistable, i.e.
l1ðL;OÞ50. Then, obviously l1ðL;OÞ > 0 and l1ðL;OþÞ > 0; therefore, if f
is convex we have that u is symmetric, in particular, it is radial if O is an
annulus or a ball. However, when f is strictly convex, it can be shown that
the semistable solution is unique and from this, the symmetry follows easily.
Another easy application of Proposition 1.1 is obtained by considering
domains O which are also convex in the x1-direction and assuming g ¼ 0,
u positive and f increasing in the x1-variable in O. Under these hypotheses
and keeping the same notations as in Proposition 1.1 we have
Proposition 2.1. If f ðx; sÞ is convex in s and u is a positive solution of
(1.1) then l1ðL;OÞ and l1ðL;OþÞ are both nonnegative.
Proof. Let us prove that l1ðL;OÞ is nonnegative. Arguing by contra-
diction, we assume that l1ðL;OÞ50. Then, by the continuity of the
eigenvalues with respect to the domain, we have that for some m50 in the
cap Om ¼ fx 2 O; x15mg the ﬁrst eigenvalue l1ðL;O

m Þ must be zero, because
we know that when the measure of any cap is sufﬁciently small the ﬁrst
eigenvalue becomes positive.
Since O is convex in the x1-direction, we can consider the function
wm ¼ uð2m x1; x2; . . . ; xN Þ  uðxÞ in O

m :
We have
wm ¼ 0 on @O

m =@O; w

m > 0 on @O

m \ @O ð2:5Þ
because m50, u > 0 in O and u ¼ 0 on @O.
By the convexity of f with respect to u and the monotonicity of f in x1,
we get (as in (2.1))
Dwm  f
0ðx; uÞwm 50 in O

m : ð2:6Þ
Therefore, if wm 50 in O

m , by the strong maximum principle and (2.5) we
deduce wm > 0 in O

m and this, together with (2.5) and (2.6) implies that
l1ðL;Om Þ > 0 (see [4]) which gives a contradiction.
Hence the function wm is negative somewhere in O

m . Thus, considering a
connected component D in Om where w

m50, multiplying (2.6) by w

m and
integrating, we get Z
D
jrwm j
2 
Z
D
f 0ðuÞðwm Þ
240; ð2:7Þ
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get l1ðL;Om Þ50 against what we assumed. In the same way, it can be proved
that also l1ðL;OþÞ is nonnegative. ]
Remark 2.1. From Propositions 1.1 and 2.1, we deduce the symmetry of
the solutions of (1.1) (under the hypotheses of Proposition 2.1) with an
approach slightly different from that used by Gidas, Ni and Nirenberg and
later simpliﬁed by Berestycki and Niremberg [3]. This is because we focus
our attention on the ﬁrst eigenvalue of the linearized operator rather than
on the equation satisﬁed by the difference between u and its reﬂection. Of
course, this is possible because f is convex, therefore the symmetry result
deduced by Proposition 2.1 is much weaker than that of [6].
Remark 2.2. In the classical paper [6], using the moving plane method, it
is proved that @u=@x1 > 0 in O. Moreover, if @O is smooth and f ð0Þ50
@u=@x1 is also positive on @O \ @O, by Hopf’s lemma. Then, if f does not
depend on u, since the function @u=@x1 is a solution of the linearized
equation, i.e.
L
@u
@x1
 
¼ 0 in O
it follows that l1ðL;OÞ > 0 and the same holds for l1ðL;OþÞ. Therefore,
Proposition 1.1 can be seen as a generalization of this result when @O is not
smooth or f ð0Þ is not positive. It is also interesting to note that the
nonnegativity of the ﬁrst eigenvalue in O or Oþ can be deduced without
knowing a priori that the solution is strictly monotone in the x1-direction.
Finally we recall that, using the sign of the eigenvalues
l1ðL;OÞ; l1ðL;OþÞ, in the paper [4] it is shown that every solution of the
linearized equation in O is symmetric when f ð0Þ50 and @O is smooth. Let
us observe that this result is a particular case of Corollary 2.1 (see Theorem
2.1 and Remark 2.1 in [4]).
3. AXIAL SYMMETRY OF SOLUTIONS OF INDEX ONE
Let us consider the semilinear problem
Du ¼ f ðjxj; uÞ in A;
u ¼ 0 on @A;
(
ð3:1Þ
where A is either an annulus or a ball centered in the origin O of RN , N52
and f has the same regularity as in (1.1).
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let P be a maximum point of u which lies in the interior of A, because of the
boundary condition.
We denote by rP the axis
!
OP passing through the origin and P , by T any
ðn 1Þ-dimensional hyperplane passing through the origin and by nT the
normal to T , directed towards the half-space containing P , in case T does
not pass through the axis rP .
Our main result is the following.
Theorem 3.1. Let f ðjxj; sÞ be strictly convex in s and u a solution of (3.1)
of index one. Then,
(i) u is axially symmetric with respect to the axis rP ;
(ii) if A is a ball and P is the origin then u is radially symmetric;
(iii) if u is not radially symmetric then it is never symmetric with respect
to any hyperplane T not passing through rP ;
(iv) if u is not radially symmetric then all the critical points of u belong to
the symmetry axis rP ; in particular, all the maximum points lie on the semiaxis
to which P belongs and
@u
@nT
ðxÞ > 0 8x 2 T \ A ð3:2Þ
for every hyperplane T not passing through rP .
Proof. (i) Let us denote by TP any hyperplane passing through rP .
Obviously, T divides A into two open regions AP and A
þ
P , i.e.
AP [ A
þ
P [ ðTP \ AÞ ¼ A. To show the symmetry of u with respect to TP ,
we use Proposition 1.1; so we need to prove that l1ðL;AP Þ and l1ðL;A
þ
P Þ are
both nonnegative, denoting, as in Section 1, by l1ðL;AP Þ and l1ðL;A
þ
P Þ the
ﬁrst eigenvalues of the linearized operator at u in AP and A
þ
P , respectively,
with homogeneous Dirichlet boundary conditions.
Arguing by contradiction, we can assume that one of these two numbers,
say l1ðL;AP Þ, is negative. Since the solution is of index one, l2ðL;AÞ50 and
hence, by the variational characterization of the second eigenvalue, we have
that l1ðL;AþP Þ > 0. So in A
þ
P , the maximum principle holds for the operator
L ¼ D f 0ðjxj; uÞ. Then, considering in AþP the function w
þ
P ¼ v
þ
P  u,
where vþP is the reﬂection of u with respect to TP and using the convexity of
f , we have, as in (2.2),
DwþP  f
0ðjxj; uÞwþP50 in A
þ
P : ð3:3Þ
Since wþP  0 on @A
þ
P , from (3.3) we get, by the maximum principle, that
wþP50 in A
þ
P . Thus, by the strong maximum principle either w
þ
P  0 or
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þ
P . The ﬁrst case is not possible because it would imply that u is
symmetric with respect to TP and hence the two eigenvalues l1ðL;AP Þ and
l1ðL;AþP Þ should be equal while they have different sign. So, the only
possibility is wþP > 0 in A
þ
P . Then, by Hopf’s lemma we derive that
@wþP =@n50 on TP \ A, where n is the outer normal to @A
þ
P and consequently,
@u
@n
¼ 
1
2
@wþP
@n
> 0 on TP \ A;
which is impossible because the maximum point P belongs to TP \ A.
This contradiction shows that l1ðL;AP Þ50 and the same happens for
l1ðL;AþP Þ.
(ii) It follows immediately from (i) since the origin belongs to any
symmetry hyperplane.
(iii) Arguing again by contradiction let us assume that u is symmetric
with respect to a certain hyperplane T1 not passing through rP .
Since u is not radial, by (ii) P is not the origin and hence P =2 T1, so that,
using the same notations as in (i), P will belong to one of the two caps
A1 ;A
þ
1 , created by T1, say P 2 A

1 .
Then, by symmetry, there exists P 0 2 Aþ1 such that uðP
0Þ ¼ uðP Þ ¼ max %A u.
Now, let us consider any hyperplane *T ‘‘close’’ to T1, i.e. denoting by n1
the unit normal to T1, pointing towards the half-space containing P , we
consider, on the unit sphere, a neighborhood Iðn1Þ of n1 and, for any *n 2 Iðn1Þ
the hyperplane orthogonal to *n, passing through the origin.
If the size of Iðn1Þ is sufﬁciently small, we still have that P and P 0 are on
different caps, with respect to *T : P 2 *A

and P 0 2 *A
þ
, for any *n 2 Iðn1Þ.
We claim that u is symmetric with respect to *T . To prove this, we use
again Proposition 1.1 so that we need to show that l1ðL; *A

Þ and l1ðL; *A
þ
Þ
are both nonnegative.
If l1ðL; *A

Þ50, then, since the solution u has index 1, we deduce that
l1ðL; *A
þ
Þ > 0. Then, arguing exactly as in the proof of (i) we have that the
function *wþ ¼ *vþ  u, where *vþ is the reﬂected function of u in *A
þ
, is
positive in *A
þ
. This means that u5*vþ in *A
þ
, in particular, uðP 0Þ5*vþðP 0Þ
which is not possible since uðP 0Þ is the maximum of u.
This contradiction proves that l1ðL; *A

Þ50 and the same holds for
l1ðL; *A
þ
Þ.
Hence u is symmetric with respect to the hyperplane *T orthogonal to *n,
for any direction *n in a suitable neighborhood of n1.
Now we can think, without loss of generality, that all possible symmetry
hyperplanes of A (i.e. all hyperplanes passing through the origin) correspond
to unit vectors belonging to an hemisphere in RN (i.e. to half of the unit
sphere), having as boundary the vectors nP orthogonal to the hyperplanes
TP , passing through the axis rP .
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connected set M of directions in RN .
What we just proved is that the set S of directions n which are orthogonal
to hyperplanes of symmetry for the solution u is an open set in M . Since S is
also, obviously, a closed subset of M we deduce that S ¼ M and hence u is
symmetric with respect to any hyperplane passing through the origin, i.e. u is
a radial function.
(iv) Suppose that u is not radially symmetric and consider any
hyperplane T not passing through rP . As usual, we denote by A and Aþ the
caps created by T and we assume that P belongs to A. Then, by (iii) u is not
symmetric with respect to T and hence, by Proposition 1.1, one among
l1ðL;AÞ and l1ðL;AþÞ must be negative. Since P 2 A it is easy to see,
arguing as in (i) or (iii), that l1ðL;AÞ50 and l1ðL;AþÞ > 0.
Thus in Oþ the maximum principle holds for the operator L and this
implies that the function wþ ¼ vþ  u (same notations as before) satisfying
 Dwþ  f 0ðjxj; uÞwþ50 in Aþ;
wþ ¼ 0 on @A ð3:4Þ
is nonnegative in Aþ and, actually, wþ > 0, by the strong maximum
principle. This means that u5vþ in Aþ and hence u cannot have any
maximum point in Aþ. Letting T vary and, in particular, taking T as the
hyperplane orthogonal to rP we deduce that all maximum points belong to
the radius joining the origin with P . Moreover, applying, as before, Hopf’s
lemma to the function wþ in Aþ we get (3.2) which implies that all critical
points of u belong to the symmetry axis rP . ]
Remark 3.1. The previous theorem gives the precise location of all
maximum points of the solution. However, it is natural to expect that
solutions of index one, in particular least energy solutions, have only one
maximum point, at least for a large class of nonlinearities f independent of
x. This can be proved for solutions of index one of some asymptotic
nonlinear problems, using a blow up argument, in a more general context
(see [7]).
Theorem 3.1 applies to a very large class of nonlinear problems since we
only require f ðx; sÞ to be radial in x and strictly convex in s. Also, the
existence of solutions of (3.1) of index one is well known in many cases, at
least for positive solutions.
Although changing sign solutions of index one exist, they do not occur
frequently since the nonlinearity f must satisfy some peculiar hypotheses
(see [1]). Hence, we do not think that Theorem 3.1 is easily applicable to
solutions which change sign.
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of Theorem 3.1. We would like to single out two of them.
(I) Let f ðx; uÞ ¼ f ðuÞ ¼ up þ lu; 15p51 if N ¼ 2, 15p5Nþ2N2 if N53,
l5l1ðAÞ, where l1ðAÞ is the ﬁrst eigenvalue of the Laplace operator
in A with zero Dirichlet boundary conditions. If l > 0 we can also take
p ¼ Nþ2N2.
In this case, a positive solution of (3.1) of index one can be either found
using the famous ‘‘mountain-pass’’ lemma or by a constrained minimization
procedure.
If A is an annulus it can be proved that this positive solution is, in general,
not radial (see [2]); in fact, the Gidas–Ni–Nirenberg symmetry result does
not apply since A is not convex in any direction.
(II) Let f ðx; uÞ ¼ f ðjxj; uÞ ¼ jxjaup, where a > 0, 15p51 if N ¼ 2, 15p
5Nþ2N2 if N53.
The corresponding equation is called the H!enon equation. In this case, the
symmetry result of Theorem 3.1 is interesting both in the annulus and in the
ball, since there are results which assert that ground states solutions of (3.1)
are not always radially symmetric if A is a ball (see [9]). We recall that also
for this nonlinearity the Gidas–Ni–Nirenberg theorem does not apply since
f is not decreasing with respect to jxj.
Finally, consider a general domain O  RN , N52 containing the origin
and symmetric with respect to the hyperplane T ¼ fx 2 RN ; x1 ¼ 0g.
In O, we deﬁne the usual problem
Du ¼ f ðx; uÞ in O;
u ¼ 0 on @O; ð3:5Þ
where f has the usual regularity and f is even in x1.
We have the following result.
Theorem 3.2. Let f be strictly convex in the second variable and u a
solution of (3.5) with index one. If a maximum point P of u belongs to the
symmetry hyperplane T , then u is even in x1.
Proof. It is the same as for (i) of Theorem 3.1. ]
In view of Theorem 3.2 a natural question is whether a maximum point
of a solution (in particular of index one) belongs to the symmetry
hyperplane T0. The answer is that this is not, in general, true since it
is possible to ﬁnd some counterexamples. One of these could be constructed
by taking O as a dumbbell and f ðuÞ ¼ up. Then in paper [5] of Dancer it is
shown that there exists a positive solution of (3.5) which has only one
maximum point near the center of one of the two kinds of balls which form
the dumbbell.
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