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Abstract
This thesis presents an efficient way to analyse and design linear-to-circular polar-
ising reflector antennas comprising doubly periodic metallodielectric arrays. These
type of structures, used in conjunction with subreflectors, has risen as a promising
solution to reduce the number of reflectors in multi-beam antennas in single-feed-per-
beam architectures while providing circular polarisation for the downlink/uplink.
The first part of the thesis is concerned with the analysis of single reflector anten-
nas, focusing on their depolarisation properties. MATLAB® codes are developed
to obtain the far-field from the reflector and are successfully compared against the
preferred tool in the market for the analysis and design of reflector antennas, i.e.,
TICRA’s GRASP.
This analysis tool is used in conjunction with a Floquet analysis of periodic struc-
tures to obtain the far-field from doubly periodic metallodielectric arrays. An ef-
ficient way to extract the fundamental modes from the near-field of the feed is
introduced for cases where the the reflector is placed at the near-field of the feed.
A design procedure to reduce the cross-polarisation of the polarising reflector far-
field is included. This procedure is based on physical insight rather than brute-force
optimisation, leading to computational efficiencies. Design examples are shown are
compared against the original uniform unit-cell array design. Improvements up to
16 dB in the cross-polarisation levels across a wide bandwidth are achieved. The
procedure is validated experimentally. The design procedure is also applied to a
multi-beam case where three ideal sources are used to feed the reflector. Compared
with the uniform unit-cell array, improvements up to 10 dB are obtained in the
cross-polarisation performance for the whole bandwidth and the three feeds at the
same time.
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Chapter 1
Introduction
1.1 Motivation
The requirements of telecommunication systems for satellite communications have
exponentially grown in the last decades due to the introduction of new and diverse
services such as direct broadcast, mobile communications, and high-capacity per-
sonal communications [1]. Some of them are summarized in Fig. 1.1, extracted
from [2]. Reflector antennas have been traditionally one of the preferred ways to
provide such services since they provide high gain and wide bandwidth, and low
cross-polarisation and sidelobe levels [3].
Frequency and polarisation reuse has become a basic feature for many of these high
demanding applications in order to improve their efficiency and reduce their weight
and cost [1]. Therefore, the complete knowledge of the depolarisation properties
of reflector antennas is a keystone. For this reason, the study of the depolarisation
properties of font-fed and offset reflector antennas received a lot of attention specially
during the 1970s and 1980s [4–8]. Since then, the basic theory related to reflector
antennas and their depolarisation properties has been assumed to be known for many
other authors. The differences in the way of explaining and in the terminology
have been the motivation to present a unified and self-contained explanation of
depolarisation properties of single reflector antennas, along with new information to
give more physical insight.
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Figure 1.1: Different services provided by satellite communications. (From [2] ©
2015 IEEE.)
A common trend in modern applications for satellite communications is to pro-
vide high-capacity personal communications services [1]. These broadband services
demand higher capacities for the antenna system, which in turn imposes high re-
quirements for the antenna spectral efficiency. These high requirements can be met
with multi-beam antennas (MBA), where several reflectors fed by an array of feeds
are used to provide a large number of spot beams to cover a specific geographic
area [1]. In order to cope with these new services, other tecnologies as well as the
use of circular polarisation for uplink/downlink have been included in MBAs [9].
Some of these technologies are gridded subreflectors (strips of metal to filter out
the polarisation orthogonal to the strips) [10], frequency selective surfaces (arrays
of uniform unit-cells to perform some change to the incoming field within a specific
frequency band) [11] and reflectarrays (flat arrays of unit-cells to mimic the high
gains of parabolic reflectors within a specific frequency band) [12].
Linear-to-circular polarising composite main reflectors have been identified as a
promising way in MBAs to provide circular polarisation while maintaining the con-
figuration subsystem (feeds and subreflectors) in linear polarisation [9]. The optics
in these structures are performed in linear polarisation (for which the technologies
are more mature) up to the main reflector surface, where the conversion to circular
polarisation takes place. The cross-polarisation performance of such large surfaces
can be identified as their main drawback. Therefore, optimisation procedures to
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improve the cross-polarisation performance of linear-to-circular polarising surfaces
have been the second motivation for the present thesis.
To perform the design/analysis/synthesis of reflector antennas it is common to use
the software GRASP from TICRA [13]. This software is mainly based on quasi-
optical approaches to obtain the far-field from the reflector, but it also includes an
integral equation solver based on the method of moments (MoM) [14]. However,
to get the complete knowledge around the depolarisation properties of reflectors, it
was chosen to develop in-house tools programmed in MATLAB® [15] to compute
the fields at any stage (feed, reflector aperture, surface currents, far-field).
For the analysis of FSSs it is possible to use any software based on MoM for the
analysis of periodic surfaces. It is also possible to use in-house tools. This analysis
will give as output the value of S-parameters for a specific angle of incidence. There-
fore, a reflector antenna analysis tool is needed to obtain the far-field from the FSS
(or reflectarray) where the S-parameters of the periodic surface for each unit-cell are
used to obtain the local reflected field. Since this tool is not available in the market
(only in possession of other research groups), it has been developed for this thesis,
where the S-parameters from the unit-cells will be obtained using CST Microwave
Studio® [16].
1.2 Background
Reflector antennas have been used for decades in almost any telecommunication
application where high gain is a priority, such as satellite communications, Earth
observation, remote sensing or astronomy [3]. They also provide wide bandwidth
and reasonable levels of sidelobes and cross-polarisation at relatively low cost [17].
A reflector antenna consists on a feed (usually a circular horn) or array of feeds
radiating over a reflector (usually parabolic) or a sub-reflector. The field radiated
from the feed to the reflector is denoted as primary field, whereas the field radiated
from the reflector is denoted as secondary field. Reflector antennas can be classified
by their geometry (following the different conic sections: plane, hyperbola, parabola,
ellipse and sphere), the number of reflectors, the planes of curvature (single or double
curved) or the feeding strategy (front-fed or offset). The frequency range of operation
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imposes the size range of the aperture. For example, Fig. 1.2 shows the largest radio
telescope in the world (China), which consists on a main dish of 500 m of diameter
for frequencies between 70 MHz and 3 GHz. However, the aperture size also depends
on the desired gain: the bigger the aperture, the higher the gain. Typical sizes can
vary between 20λ and 1000λ [17].
Figure 1.2: Largest reflector in the world (China): Five hundred meter Aperture
Spherical Telescope (FAST). Image credit & Copyright: Jeff Dai (TWAN).
A brief background of the different aspects of reflector antennas is provided in this
section. First, a brief history of reflectors and their early applications for space
communications will be held in Section 1.2.1. For these stringent applications, the
complete knowledge of the depolarisation properties of reflector antennas and their
correct estimation is of utter importance. Therefore, a brief review of the depolar-
isation properties for single reflector antennas will be held in Section 1.2.2. More
recently, there has been an important growth in the use of multi-beam reflector an-
tennas to provide cell-type coverages. The state of the art of this technology will be
briefly reviewed in Section 1.2.3.
1.2.1 Brief history of reflector antennas and early applica-
tions for space communications
The focusing properties of reflector antennas have been known for centuries. If the
legend is true, Archimedes would have been the first person in history to use a
parabolic reflector (in offset configuration) to focus the Sun’s heat on the enemy’s
ships to set them on fire [18]. Nevertheless, their official practical introduction would
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occur during the Renaissance, with the renewed interest in visible-light optics for
astronomic applications. It would be in the XVII century when a Scotsman named
James Gregory, a Frenchman named Sieur Cassegrain and an Englishman named
Isaac Newton presented their famous double reflector designs known as Gregorian,
Cassegrain and Newtonian configurations, respectively. With the rapid expansion of
missiles and microwave technologies after the Second World War, reflector antennas
experienced their final consolidation [19].
Since NASA’s Project Echo first introduced reflector antennas for space communi-
cations in the 1960s [20], new and smart ways to improve reflector antennas per-
formance and expand their applications have appeared. For example, in order to
achieve frequency reuse capabilities while not increasing the size of the whole struc-
ture, dual-gridded reflectors working with orthogonal linear polarisations were in-
troduced in the 1970s [21]. Shaped or contoured beam reflector antennas to provide
specific shaped coverages were introduced in the 1970s [22], and consolidated in the
80s [23]. On the mechanical side, mesh reflectors were introduced in the late 1980s
to allow their folding during launch, saving a lot of storage space on board of the
spacecraft [24].
The development of low-profile printed antennas in the late 1980s made possible
the introduction of reflectarrays [12]. Reflectarrays combine advantages of reflector
antennas and phased arrays since they provide collimated beams in a specific direc-
tion by the individual tuning of the unit-cells printed on a planar surface [25]. They
have also demonstrated their capabilities to produce contoured beams [26]. Their
main disadvantage lays in their narrow-bandwidth behaviour. This limitation can
be overcome with multilayer unit-cells [12], at the expense of extra manufacturing
complexities.
Frequency selective surfaces (FSS) have also found some applications in reflector
antennas. The general principle of FSS has been known since the early XX century,
but it was in the 1960s when they started to be used for military applications [11,27].
They consist on periodic surfaces comprising a uniform distribution of unit-cells.
Since they originally do not posses any focusing properties, they started to be used in
the 1980s as subreflectors. The FSS could be carefully designed so that it was totally
reflecting for the operating frequency band of one feed, while nearly transparent for
the band of another feed. This allowed the reduction in the complexity of the
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configuration since two feeds would share the same subreflector [28].
1.2.2 Depolarisation properties of single parabolic reflector
antennas
The eccentricity of the conic sections shown in Fig. 1.3 determines their focusing
properties. For the parabola, a ray emanating from one focus, will be reflected on
the surface and directed towards the second focus, which is placed at infinity. This
simple property is the key feature that allows parabolic reflectors to achieve high
gains, since it allows the parabola to convert a spherical wave emanating from the
feed (placed at the focus) into a plane wave. Moreover, due to this simple geometrical
principle to achieve high gains, parabolic reflector antennas also maintain reasonable
sidelobe and cross-polarisation levels [29].
straight line
hyperbola
parabola
ellipse
circle
Figure 1.3: Conic sections and their eccentricities.
The simplest parabolic reflector is the single front-fed reflector, shown in Fig. 1.4a.
Cutler [30], Silver [4], Jones [5] and Koffman [6] introduced in the 1940s, 1950s and
1960s the first studies that can be found in the literature about the depolarisation
properties of this configuration. They used quasi-optical approximations [31] to
follow the rays from the ideal point source to the reflector surface and the field upon
reflection. Initially they used electric and magnetic dipoles to feed the reflector,
which created cross-polarised reflected field and surface currents. By exploiting the
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symmetries of the cross-polarised components, they introduced a combination of
orthogonal electric and magnetic dipoles (with the proper ratio) to suppress the
cross-polarised field. The source that generate such fields is known as Huygens
source and it follows the Ludwig-III definition of polarisation [32]. The analysis
was focused on the aperture plane of the reflector probably due to the computation
limitations to perform the far-field integrals. Only approximations for specific cases
were provided for the far-fields.
(a) (b)
Figure 1.4: Parabolic reflector antenna: (a) front-fed and (b) offset configurations.
Following these analyses, it can be asserted that the front-fed configuration does
not give rise to cross-polarised reflected field if a source free of cross-polarisation
is used as feed. However, the feed and its supporting struts interfere with the
energy path. This aperture blocking leads to scattering radiation which results in a
degradation of the antenna performance [33]. This degradation comes in the form of
cross-polarisation, higher sidelobes or gain loss. Dual reflector configurations, such
as Cassegrain or Gregorian, can be introduced to increase the focal distance, and to
allow the possibility to keep the feed electronics behind the dish [17].
In order to avoid the aperture blocking of front-fed configurations, offset configura-
tions were introduced [7]. A basic example can be seen in Fig. 1.4b. They can be
understood as the offset illuminated portion of a imaginary reflector with the feed
placed at the focus. Therefore, the collimation properties are still maintained but
the blocking is avoided.
However, the offset configuration gives rise to cross-polarised reflected field due to
the introduced asymmetry. Consecuently, the study and accurate estimation of
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this cross-polarisation is of high importance. A simple method to estimate the
cross-polarised components in the aperture fields (reflected field) by stereographic
mapping of the feed polarisation was presented in [34]. By using geometrical optics
(GO), more detailed analysis to estimate the aperture fields and its transformation
to far-field was presented in subsequent years [7,33,35,36]. The calculation of the far-
field was performed by the integration of the aperture fields, a method usually known
as aperture distribution or GO. This method has been known to give an incorrect
description of the sidelobe levels and null positions [8]. Another method based
on surface currents integration, usually known as current distribution or Physical
Optics (PO), has demonstrated to give more accurate results [37]. In the case of
circularly polarised feeds, offset reflector antennas are known to produce a beam
squint in the far-field [7]. Closed and simple equations to predict it can be easily
found [38,39].
It has been demonstrated that the cross-polarisation in offset configurations can
be reduced with large f/d ratios, where f represents the focal distance and d the
reflector diameter [33]. Moreover, the more flexible designs that can be achieved
by dual offset configurations can even suppress the cross-polarisation [33]. Matched
feeds were also shown to be able to compensate the cross-polarisation of single offset
reflectors [40].
1.2.3 Multi-beam reflector antennas
Even though some studies around reflectors fed by several feeds can be found in the
literature from the 1970s [41, 42], the emergence in the 1990s of mobile and per-
sonal communication applications, Internet and direct-broadcast satellites produced
a huge growth in the use of multi-beam reflector antennas [43]. Their high gain
per beam and frequency re-use capabilities made them very convenient solutions to
satisfy the demands on data-rate and capacity [24]. Multi-beam reflector antennas
can be classified into two groups, depending on the feeding strategy: single-feed-
per-beam (SFB) and multi-feed-per-beam (MFB) [1]. SFB advantages include the
simplicity of the feeding system and improved performance [9]. However, several re-
flectors are needed to provide typical beam coverages since adjacent beams must be
generated by different reflectors [24]. For example, four reflectors would be needed
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to provide a four-colour frequency and polarisation reuse scheme [43]. MFB archi-
tectures are used to reduce the number of reflectors while providing the same beam
coverage [1]. However, this reduction in the number of reflectors comes with the price
of increased complexity in the feeding system due to the necessity of complex beam
forming networks (BFN) to generate adjacent beams by a single reflector [44]. This
complexity in the BFN and some radio-frequency (RF) performance degradation
present serious disadvantages for MFB architectures [45–47].
The reduction in the number of reflectors while maintaining simplicity and good
performance still remains a desired improvement for satellites communications [9].
The dual-gridded concept firstly introduced in the 1970s has received some attention
to enable reflector reuse in SFB architectures, e.g. [10,48]. However, the polarisation
selective properties of this technology are limited to operate in linear polarisation
(LP). This presents a serious limitation as the current trend in satellite communi-
cations is to operate in circular polarisation (CP) [49]. Consequently, recent studies
have focused on the development of FSSs in CP [50,51] or circular polarisation selec-
tive surfaces (CPSS) [52–55]. Nevertheless, these structures are still not sufficiently
mature and are still limited in terms of RF performance as well as some mechanical
complexities.
Recently a concept that hybridises optics in LP with reflection LP to CP polarisers
has been proposed [9, 49, 56, 57]. Simulated and experimental results of antennas
exploiting these polarisers have demonstrated promising performances [58]. How-
ever, the cross-polarised signal remains too high for practical applications, even if
a unit-cell with good angular stability is used [58]. This is attributed to the use of
uniform (fully periodic) array geometries, which do not account for the broad range
of angles of incidence experienced by each unit-cell locally. Brute-force optimisa-
tion routines extensively used in reflectarray designs could be used to reduce the
cross-polarisation [59, 60]. Nevertheless, these methods are computationally costly
and may not provide the best results due to the large number of unknowns. Con-
sequently, a reflection polariser optimised for cross-polarisation performance in a
specific antenna architecture has yet to appear in the literature.
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1.3 Scope of the thesis and survey of its contents
This thesis can be summarized in two scopes:
 Understanding the depolarisation properties of single reflector antennas.
 Methods for cross-polarisation reduction in linear-to-circular polarising offset
reflectors with applications in multi-beam reflector antennas.
A brief literature review of the first scope can be found in Section 1.2.2. Some extra
comments about depolarisation properties of reflector antennas can be found in very
good books (or sections of them) [3,61–66]. However, as it was mentioned in Section
1.1, different authors used different notations and different ways of explaining the
same concepts. Furthermore, not all the needed theory to have the complete grasp
is available in each reference, since depending on the focus, each author preferred
to review or not different parts of the theory. For this reason, Chapter 2 reviews
the basic theory needed for the proper analysis of reflector antennas, starting with
a review of the quasi-optical approximations to analyse the reflection properties
of such large structures. These set of quasi-optical approximations are known as
Geometrical Optics. The radiation characteristics of point sources (ideal feeds) and
non-point sources (reflector) will be reviewed as well. Finally, the needed theory
to analyse periodic structures (FSS and reflectarrays) using Floquet’s Theorem will
also be reviewed. Then, the depolarisation properties of single reflector antennas
will be reviewed in Chapter 3, starting with the geometrical properties of parabolic
reflectors, and the ideal sources commonly used to feed them. The depolarisation
properties of single front-fed and offset reflectors will be studied for linearly and
circularly polarised feeds both in terms of the aperture field and the far-field. These
two chapters together have the aim of presenting the needed theory to understand
and analyse the radiation and depolarisation properties of single reflector antennas,
in a self-contained way.
Linear-to-circular polarising main reflectors were identified in Section 1.2.3 as a
promising approach to maintain simple linearly polarised subsystems, i.e. single-
feed-per-beam architectures and gridded subreflectors, in multi-beam antennas. Their
main drawback lies in their cross-polarisation performance. Therefore, Chapter 4
presents an optimisation procedure to reduce the cross-polarisation of single offset
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polarising reflectors fed by ideal (point) and practical (non-point) primary feeds.
Similar optimisation procedures are applied to reflectarrays based on brute-force
optimisation routines. However, the high number of unknowns in the optimisation
process may not guaranty the best solution. Therefore, the optimisation procedure
presented here is based on the theoretical insights gained by the previous chapters
and exploits geometrical unit-cell optimisation and unit-cell rotation. Then, as a
follow up, Chapter 5 presents an optimisation procedure based on unit-cell rotation
to reduce the cross-polarisation of the same type of surface for multiple ideal feeds.
Finally, in Chapter 6 some conclusions of the work presented in this thesis will be
summarised, as well as the possible future work that arises from it.
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Electromagnetic theory
2.1 Introduction
Analysing reflector antennas is a complex task that encompasses several sub-fields
of applied electrodynamics. As it was mentioned in Chapter 1, a source whose fields
are known is placed at the focus of the reflector. The most basic type of sources
to feed reflectors are point sources, where far-field approximations are usually taken
into account. Therefore, common antenna theory is needed for the modelling of
these sources [1, 2].
Since the dimensions of common reflectors are far greater than the wavelength,
optical approximations, known as Geometrical Optics, can be applied to analyse
how the reflector affects the incident field [3, 4]. This method discretises the field
emanating from the feed and, by ray tracing techniques, follows it up to the reflector
surface where the reflected field or the surface currents can be easily computed.
Diffraction effects can also be included at the rims of the reflector or at the struts
[5–7]. The reflector itself can be seen as a non-point (distributed) source. Therefore,
common antenna theory can be used to obtain the far-field of the whole reflector
antenna.
Furthermore, the performance of the reflector can be engineered by replacing the
metallic reflector by a Frequency Selective Surface (FSS) [8]. The curvature of the
reflector can also be suppressed while maintaining the gain by the proper design of
each unit-cell of a planar FSS, giving rise to a reflectarray [9]. Floquet’s Theorem
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is the most common way to analyse the unit-cells of these structures. Also, local
or global optimisation routines are needed for the proper design and tuning of each
unit-cell [10, 11].
In this chapter the aforementioned electromagnetic theory will be reviewed to pro-
vide the background needed for the analysis and design of reflector antennas and
FSSs. Maxwell’s Equations and the wave equation are the starting point, reviewed
in Section 2.2. Following on from these, the three theoretical pillars of this thesis
will be reviewed: Geometrical Optics in Section 2.3, radiation characteristics of an-
tennas using vector potential functions in Section 2.4, and analysis of 2D periodic
structures using Floquet’s Theorem in Section 2.5.
2.2 Maxwell’s equations and the wave equation
Maxwell’s equations are a set of four equations describing the relations and variations
of electric and magnetic fields, given a set of known sources (charges and currents).
These relations can be known over a region of space (integral form) or at a specific
point in space at any time (differential form). Throughout this thesis only the fields
at a specific point are of interest. Therefore only the differential form will be used,
supposing that the field vectors are continuous functions and their derivatives are
also continuous.
2.2.1 Time-varying electromagnetic fields
Maxwell’s equations may be written in their differential form as1
∇× ~H = ~J + ∂
~D
∂t
Ampe`re′sLaw (2.2.1a)
∇× ~E = −∂
~B
∂t
Faraday′sLaw (2.2.1b)
∇ · ~B = 0 Gauss′ Law formagnetic fields (2.2.1c)
1The Ampe`re’s Law presented here is the one with Maxwell’s correction, the original being
∇× ~H = ~J
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∇ · ~D = ρe Gauss′ Law for electric fields (2.2.1d)
where ~D =  ~E and ~B = µ ~H , and where the different vectors and scalars are
 ~H : magnetic field intensity vector (A/m)
 ~E : electric field intensity vector (V/m)
 ~J : electric current density vector (A/m2)
 ~D : electric flux density vector (C/m2)
 ~B: magnetic flux density vector (Wb/m2)
 ρe: electric charge density (C/m3)
 : permittivity of the material (F/m)
 µ: permeability of the material (H/m)
In the absence of currents and charges, ~J = 0 and ρe = 0. The parameters  and µ
are scalar functions since an isotropic inhomogeneous medium is initially considered.
With these assumptions, the curl of Eq.2.2.1b and the time derivative of Eq.2.2.1a
can be taken
∇×
(
1
µ
∇× ~E
)
= −∇× ∂
~H
∂t
(2.2.2a)
∂
∂t
(∇× ~H ) = ∂
2 ~E
∂t2
(2.2.2b)
Combining Eq.2.2.2a and 2.2.2b yields
∇×
(
1
µ
∇× ~E
)
+ 
∂2 ~E
∂t2
= 0 (2.2.3)
It is possible to expand the curl using the relations A.0.4 and A.0.3 described in
Appendix A 2
∇2 ~E −∇(∇ · ~E ) +∇ lnµ× (∇× ~E )− µ∂
2 ~E
∂t2
= 0 (2.2.4)
2The next relation has been used: −f∇ 1f = ∇ff = ∇ ln f
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Relation A.0.5 can be applied to Eq.2.2.1d (with ρe = 0) as
∇ ~E = − ~E · ∇ (2.2.5)
If this Eq.2.2.5 is substituted into Eq.2.2.4 and the same analysis is applied to the
magnetic field, one reaches
∇2 ~E − µ∂
2 ~E
∂t2
+∇ lnµ× (∇× ~E ) +∇( ~E · ∇ ln ) = 0 (2.2.6a)
∇2 ~H − µ∂
2 ~H
∂t2
+∇ ln × (∇× ~H ) +∇( ~H · ∇ lnµ) = 0 (2.2.6b)
Eq.2.2.6a and Eq.2.2.6b are known as the wave equation for electric and magnetic
fields in inhomogeneous media for the electric and magnetic fields, respectively. They
are differential equations which both electric and magnetic field intensity vectors
must fulfil. If the medium is homogeneous,  and µ are constants, and Eq.2.2.6a
and Eq.2.2.6b are reduced to
∇2 ~E − µ∂
2 ~E
∂t2
= 0 (2.2.7a)
∇2 ~H − µ∂
2 ~H
∂t2
= 0 (2.2.7b)
Eq.2.2.7a and Eq.2.2.7b are thus known as the wave equation for the electric or the
magnetic fields in homogeneous media.
2.2.2 Time-harmonic electromagnetic fields
In many electromagnetic applications is common to assume a harmonic time depen-
dence of the electric and magnetic field intensities ~E and ~H , in the form
~E (~r, t) = Re{ ~E(~r)e±jωt} (2.2.8a)
~H (~r, t) = Re{ ~H(~r)e±jωt} (2.2.8b)
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where ~E is a complex vector function of the position vector ~r and ω = 2pif0 is the
angular frequency. These time-harmonic relations can be introduced into Maxwell’s
equations, assuming a region free of currents and charges, yielding
∇× ~H = jω ~E (2.2.9a)
∇× ~E = −jωµ ~H (2.2.9b)
∇ ·  ~E = 0 (2.2.9c)
∇ · µ ~H = 0 (2.2.9d)
which are known as Maxwell’s equations for time-harmonic fields. The term ejωt was
used instead of e−jωt, and it has been omitted for clarity. Eq.2.2.8a and Eq.2.2.8b
can be also introduced into the wave equation for inhomogeneous media (Eq.2.2.6a
and Eq.2.2.6b), yielding
∇2 ~E + k2n2 ~E +∇ lnµ× (∇× ~E) +∇( ~E · ∇ ln ) = 0 (2.2.10a)
∇2 ~H + k2n2 ~H +∇ ln × (∇× ~H) +∇( ~H · ∇ lnµ) = 0 (2.2.10b)
where the following relation has been used
ω2µ = k2n2
and where k = ω/c = 2pi/λ0 is the wavenumber, λ0 is the vacuum wavelength and
n(~r) =
√
µ(~r)(~r)
µ00
(2.2.11)
In Eq.2.2.11 n represents the refractive index, and µ0 and 0 represent the vacuum
permeability and vacuum permittivity, respectively.
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As before, if the medium is supposed homogeneous Eq.2.2.10a and Eq.2.2.10b can
be simplified to
∇2 ~E + k2n2 ~E = 0 (2.2.12a)
∇2 ~H + k2n2 ~H = 0 (2.2.12b)
If waves propagate through vacuum, where n = 1, then
∇2 ~E + k2 ~E = 0 (2.2.13a)
∇2 ~H + k2 ~H = 0 (2.2.13b)
2.3 Geometrical Optics
As mentioned in the introduction to the chapter, it is common to use optical ap-
proximation techniques such as Geometrical Optics or GO for the analysis of re-
flector antennas. The dimensions of common reflectors are far greater than the
wavelength [4], which makes possible to neglect the wavelength in the equations.
With this approximation, waves can be viewed as rays and optical geometry can be
applied [3].
In order to obtain a more precise analysis it is also possible to add diffraction
analysis (geometrical and physical theories of diffraction) for the rims of the reflectors
and other possible edges or corners from the mounting struts of the feed [6, 12].
However it is noted that the truncation of the radiation integrals at the rims of
the reflector often leads to reasonably accurate results even without considering
the edge diffraction. It is further noted that, particularly for antenna architectures
where blockage from the feed and the struts is low, these effects can be neglected
in the first design and only considered in the final tuning simulations. This applies
e.g. for offset antenna architectures, both in single or double configurations.
GO was fully detailed in 1959 by Max Born and Emil Wolf in their book ”Prin-
ciples of Optics” [3]. In it, they start the analysis with Maxwell’s equations in
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inhomogeneous media for optic frequencies by neglecting the wavelength. From this
assumption they obtain the Eikonal equation, a partial differential equation that
provides information about the medium and how the energy propagates. It follows
from this analysis that energy propagation can be approximated by rays, whose di-
rection of propagation is orthogonal to the electric and magnetic fields since they are
transverse electromagnetic (TEM) waves [13]. Following Fermat’s principle [14], it
is deduced that a ray’s trajectory is the shortest among other possible trajectories.
For a homogeneous medium, the ray’s trajectory will therefore be a straight line.
In the analysis of reflector antennas, GO is commonly used to trace the rays from
the feed to the reflector surface. It also predicts how the rays are reflected onto the
surface, and follows their trajectories to the aperture plane. The aperture plane is
an imaginary plane usually placed at the same distance from the reflector as the
feed. This aperture is assumed to be an aperture antenna with associated electric
and magnetic currents following Love’s Principle of equivalence [2]. By performing
an inverse Fourier transform of the fields at this aperture, the fields at the far-field
of the reflector antenna are obtained. This way to obtain the far-field of a reflector
antenna is known as the aperture distribution method.
GO is suitable when the wavelength is small compared with the interacting struc-
ture’s size, but it does not takes into account diffraction effects or interference.
Diffraction was introduced as a complement of GO in 1962 by Joseph B. Keller in
his paper ”Geometrical Theory of Diffraction” [6] or GTD. GTD describes more
accurately the electromagnetic phenomena associated with a ray hitting a surface
edge, corner or vertice of boundary surfaces. The complete fields can then be ob-
tained considering interference of waves associated with edge diffraction and surface
reflection according to the Huygens-Fresnel principle. GTD was extend in 1974 by
Robert G. Kouyoumjian and Prabhakar H. Pathak in ”A Uniform Geometrical The-
ory of Diffraction for an Edge in a Perfectly Conducting Surface” [7], also known as
UTD. GTD mainly affects the secondary lobes of the secondary radiation pattern
and its effects become less important with the increase of the electrical dimensions
of the reflector.
Since the reflector is supposed a perfect electric conductor, the electric surface cur-
rents can be easily obtained from the magnetic field incident to or reflected from
the surface [15]. These surface currents can be integrated over the reflector surface
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to obtain the far-field of the reflector antenna. This way of obtaining the far-field
is known as the current distribution method [16]. Diffraction effects were also in-
cluded to the current distribution method in the Physical Theory of Diffraction or
PTD [12].
The aperture distribution method performs a surface integral over the reflector 2D
aperture, while the current distribution method performs a surface integral over the
reflector 3D surface. Therefore, it can be deduced that the latter is more accurate
but more computationally expensive than the former since it performs a 3D integral,
or, as Victor Galindo-Israel and Raj Mittra proved in [17], a summation of Fourier
transforms.
In this section, a review of Geometrical Optics is provided, starting with the deriva-
tion of its most important equation: the Eikonal equation. The properties of the
field under this approximation will then be stated, along with the relations for am-
plitude, phase and polarisation.
2.3.1 The Eikonal Equation
For large distances with respect to the wavelength, it is common to introduce a
constant-phase surface to the field intensities [3]
~E(~r) = ~E0(~r)e
−jkψ(~r) (2.3.1a)
~H(~r) = ~H0(~r)e
−jkψ(~r) (2.3.1b)
where ~E0 and ~H0 are vectors function of the position vector. They can be complex
if the field is circularly polarised. The real scalar ψ function of the position vector
represents the optical path or phase. This scalar defines the equiphase surfaces [4],
which depending on the coordinate system can represent the planes, spheres or
cylinders with the same phase. It is expressed in units of distance.
If Eq.2.3.1a and Eq.2.3.1b are introduced into Eq.2.2.9a-2.2.9d, after some algebraic
operations and assuming 1/k ' 0 (only if the multiplicand is not very large [4]) it
25
CHAPTER 2
is possible to yield to
∇ψ × ~H0 + ω
k
~E0 = 0 (2.3.2a)
∇ψ × ~E0 − ωµ
k
~H0 = 0 (2.3.2b)
~H0 · ∇ψ = 0 (2.3.2c)
~E0 · ∇ψ = 0 (2.3.2d)
Substituting Eq.2.3.2b into Eq.2.3.2a or vice versa gives
∇ψ × (∇ψ × ~E0) + n2 ~E0 = 0 (2.3.3a)
∇ψ × (∇ψ × ~H0) + n2 ~H0 = 0 (2.3.3b)
Expanding (using relation A.0.6 from Appendix A) either Eq.2.3.3a or Eq.2.3.3b
and substituting Eq.2.3.2c and Eq.2.3.2d yields
− |∇ψ|2 ~E0 + n2 ~E0 = 0 (2.3.4)
From this last equation, it follows
|∇ψ|2 =
(
∂ψ
∂x
)2
+
(
∂ψ
∂y
)2
+
(
∂ψ
∂z
)2
= n2(x, y, z) (2.3.5)
if a Cartesian coordinate system is chosen. This is the basic equation of GO and is
known as the eikonal equation, where ψ is usually referred as the eikonal function.
For a homogeneous medium with a constant n, the right hand side of the eikonal
equation is constant and therefore at a fixed distance from the origin r0 all rays
share the same wavefront surface ψ0, as Fig.2.1 shows.
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Eikonal
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Figure 2.1: Eikonal surfaces.
Considering the definition of the gradient, it can be asserted that ∇ψ expresses the
increment with respect to the space coordinates experienced by the ray (in a vector
form), i.e., ∇ψ points to the direction of propagation of the ray, with unit vector
sˆ =
∇ψ
|∇ψ| =
∇ψ
n
(2.3.6)
The eikonal function therefore defines an equiphase surface and is also known as
eikonal surface or geometrical wavefront, which is always normal to the direction of
propagation regardless of the wave definition, whether it be a plane, cylindrical or
spherical wave. The eikonal equation can also be derived from the wave equation
for inhomogeneous media. Substituting Eq.2.3.1a or Eq.2.3.1b into Eq.2.2.10a or
Eq.2.2.10b respectively, yields
~K( ~E0, ψ, n) +
1
jk
~L( ~E0, ψ, n, µ) +
1
(jk)2
~M( ~E0, , µ) = 0 (2.3.7a)
~K( ~H0, ψ, n) +
1
jk
~L( ~H0, ψ, n, ) +
1
(jk)2
~M( ~H0, µ, ) = 0 (2.3.7b)
where for the electric field
~K( ~E0, ψ, n) = (|∇ψ|2 − n2) ~E0 (2.3.8a)
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~L( ~E0, ψ, n, µ) =(∇ψ · ∇ lnµ−∇2ψ) ~E0 − 2( ~E0 · ∇ lnn)∇ψ
− 2(∇ψ · ∇) ~E0
(2.3.8b)
~M( ~E0, , µ) = −(∇× ~E0)×∇ lnµ+∇2 ~E0 +∇( ~E0 · ∇ ln ) (2.3.8c)
and for the magnetic field
~K( ~H0, ψ, n) = (|∇ψ|2 − n2) ~H0 (2.3.9a)
~L( ~H0, ψ, n, ) =(∇ψ · ∇ ln −∇2ψ) ~H0 − 2( ~H0 · ∇ lnn)∇ψ
− 2(∇ψ · ∇) ~H0
(2.3.9b)
~M( ~H0, µ, ) = −(∇× ~H0)×∇ ln +∇2 ~H0 +∇( ~H0 · ∇ lnµ) (2.3.9c)
For large k, as it is supposed in the geometrical optics analysis, ~L and ~M can be
neglected and the eikonal equation is obtained from the remaining ~K = 0.
2.3.2 Properties of the geometric field
From the eikonal equation and the relations described by Eq.2.3.2a, Eq.2.3.2b,
Eq.2.3.2c and Eq.2.3.2d, it is possible to deduce some important properties [3, 4]:
1) The electric and magnetic fields lie in the same plane that the eikonal
surface. The electric and magnetic fields are therefore transversal to the
direction of propagation (TEM).
The gradient of the eikonal function ∇ψ is perpendicular to ~E0 and ~H0, as shown
in Eq. 2.3.2c and 2.3.2d, and they are also perpendicular to each other. Therefore,
~E0 and ~H0 lie on the equiphase surface plane, with the eikonal surface ψ being a
constant, as Fig. 2.1 shows.
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2) The time-average electric and magnetic energy densities are equal.
Using the scalar triple product identity A.0.7 from Appendix A,
We =

4
~E0 · ~E∗0 =
1
4c
~E0 · (−∇ψ × ~H∗0 ) =
1
4c
~E0 · ( ~H∗0 ×∇ψ) (2.3.10a)
Wm =
µ
4
~H0 · ~H∗0 =
1
4c
~H∗0 · (∇ψ × ~E0) =
1
4c
( ~H∗0 ×∇ψ) · ~E0 (2.3.10b)
where c = 1/
√
µ00 represents the speed of light in the vacuum, and where Eq. 2.3.2a
and 2.3.2b have been applied. Therefore they are equal and Wt = 2We = 2Wm, since
Wt = We +Wm.
3) The time-average Poynting vector is normal to the wavefront, and its
magnitude is equal to the product of the time-average energy density
with the propagation velocity.
Using the vector triple product identity A.0.6 from Appendix A and Eq.2.3.10a
or Eq.2.3.10b it is possible to yield
P =
1
2
Re{ ~E0 × ~H∗0} =
1
2cµ
Re{ ~E0 × (∇ψ × ~E∗0)} =
1
2cµ
( ~E0 · ~E∗0)∇ψ
=
1
2c2µ
~E0 · ( ~H∗0 ×∇ψ)∇ψ =
2c
n2
We∇ψ = c
n2
Wt∇ψ
(2.3.11)
Introducing the unit vector from Eq.2.3.6 into Eq.2.3.11 yields
P =
c
n
Wtsˆ = vpWtsˆ (2.3.12)
where vp = c/n is the propagation velocity of the wave. An interpretation of this
equation is that the time-average energy of the GO field is transported with velocity
vp = c/n in the direction of sˆ (direction of propagation), perpendicular to the wave
fronts [18].
4) The geometrical rays are the family of curves perpendicular to the
wavefronts ψ = constants. If n = constant (homogeneous medium), the
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rays are straight lines.
The position vector of a point P on a ray is given by ~r(s), with s being the
distance along the ray. Therefore, d~r(s)/ds = sˆ and using Eq.2.3.6, the equation of
a ray can be expressed as
n(s)
d~r(s)
ds
= ∇ψ(s) (2.3.13)
Taking the derivative with respect to s at both sides, knowing that d
ds
= d~r(s)
ds
· ∇ 3
yields
d
ds
n(s)
(
d~r(s)
ds
)
=
d
ds
∇ψ(s) =
(
d~r(s)
ds
· ∇
)
∇ψ(s)
=
1
n
(∇ψ(s) · ∇)∇ψ(s) = 1
2n
∇|∇ψ(s)|2 = 1
2n
∇n2(s)
(2.3.14)
Knowing that ∇n2 = 2n∇n, the last equation reduces to
d
ds
(
n(s)
d~r(s)
ds
)
= ∇(n(s)) (2.3.15)
Eq.2.3.15 is particularly useful since it presents the differential equation that defines
a ray involving only the refractive index. If the medium is homogeneous, ∇(n(s)) =
0. To fulfil this condition the term d~r(s)
ds
in the left side must be a constant. Therefore
the second derivative of ~r(s) is 0. In conclusion, for a homogeneous medium ~r(s) is
a straight line, i.e., for a homogeneous medium all rays are straight lines.
An increase in the wavefront with respect to the distance along the ray can be
viewed as an increase in the position along the ray multiplied by the gradient of the
wavefront, which must be equal to the refractive index on that point
dψ(s)
ds
=
d~r(s)
ds
· ∇ψ(s) = n(s) (2.3.16)
It can be seen from Eq.2.3.16 that the infinitesimal displacement ds is inversely
proportional to n, and therefore directly proportional to the propagation velocity
vp.
3For ∇( ~A · ~B), a special case arises when ~A = ~B → ∇( ~A · ~A) = 2( ~A · ∇) ~A+ 2 ~A× (∇× ~A). If
~A = ∇ψ the second term at the right is 0 so ( ~A · ∇) ~A = 12∇( ~A · ~A).
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5) The optical length of a ray τ that joins two points P1 and P2 is equal
to the product of c and the time required for light to travel from P1 to
P2, fulfilling Fermat’s principle of least time.
The Fermat’s principle or principle of least time states that the path taken for
the energy to travel between two points P1 and P2, termed the optical length, is the
one that can be traversed in the least time, i.e., the one that gives the minimum
value for the integral 4
τ =
P2∫
P1
n(s)ds =
P2∫
P1
dψ(s)
ds
ds = ψ(P2)− ψ(P1) (2.3.18)
with τ being the optical length. Since the time-average energy densities travel
at the propagation velocity vp(s) = c/n(s) it is possible to relate vp with the in-
finitesimal displacements ds and the infinitesimal time to travel it, dt, as vp(s) =
ds/dt.Therefore
n(s)ds =
c
vp(s)
ds = cdt
And finally
τ = c
P2∫
P1
dt (2.3.19)
Another consequence of Fermat’s principle is Snell’s law of reflection (also refrac-
tion), illustrated in Fig.2.2, where two possible paths to go from P to Q are drawn.
The first one has already been discussed for a homogeneous medium: the straight
line. The second includes a reflection in a perfect electric conductor (PEC) wall. By
Fermat’s principle, the correct path would be the shorter one. This is obtained by
4This statement is not general. In modern physics, the principle states that “light takes a path
such that there are many other paths nearby which take almost exactly the same time” [14]. The
energy (light) will take the path that fulfil
δ
P2∫
P1
n(s)ds = 0 (2.3.17)
which means that the time to travel from one point to the other is stationary with respect to
small deformations in the path, implying a minimum. Hence, the shortest path.
31
CHAPTER 2
equating the derivative of the total path (after and before reflection) to 0, yielding
sin θi = sin θr, i.e., θi = θr.
Figure 2.2: Fermat’s principle for a homogeneous medium.
Since the wavelength tends to 0 in accordance with the GO approximation, for the
incoming wave, the radii of curvature is close to infinite. Thus, even if the reflector
is curved, it can be supposed to be locally planar and Snell’s law is again valid.
6) The phase delay along a ray from a point P1 to a point P2 can be
expressed as the optical length multiplied by the wavenumber.
By definition, the phase delay is
Φ = ωT (2.3.20)
where ω = kc. Expanding T as
T =
∫
dt =
P2∫
P1
ds
vp(s)
=
P2∫
P1
n(s)ds
c
=
τ
c
(2.3.21)
where τ represents the optical length and was defined in Eq. 2.3.19. Finally, sub-
stituting Eq.2.3.21 into Eq.2.3.20 yields
Φ = kτ (2.3.22)
7) The intensity law of Geometrical Optics states that in a lossless me-
dia, the radiation density at the different transverse cross-sectional areas
associated with the same solid angle along a tube of rays must remain
constant.
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The radiation density at the transverse cross-sectional area of a specific point
along the tube of rays has to be the same as the radiation density at the trans-
verse cross-sectional area of another point, as Fig. 2.3 from [5] shows, fulfilling the
conservation of energy
W 0raddA0 = WraddA (2.3.23)
where W irad is the radiation density and dAi the differential surface area at a specific
point i.
Figure 2.3: Tube of rays for a spherical wave [5].
Amplitude relation
From property 7) of Section 2.3.2 it is possible to obtain information about the
amplitude of the wave [5]. The radiation density is related with the far-field electric
field by [1]
Wrad =
1
2η
| ~E(ρ, θ, φ)|2 = 1
2η
(|Eθ(θ, φ)|2 + |Eφ(θ, φ)|2) (2.3.24)
where η =
√
µ/ is the intrinsic impedance of the medium. Another way to express
Eq.2.3.23 with respect to Fig. 2.3 is
Wrad(s)
W 0rad(0)
=
dA0
dA
(2.3.25)
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It is possible to write the differential surface areas dA0 and dA in terms of their
radii using the area of the sphere and Fig. 2.3
dA0 =4pi
R20
C0
=
4pi
C0
ρ20 (2.3.26a)
dA =4pi
R21
C0
=
4pi
C0
(ρ0 + s)
2 (2.3.26b)
where C0 is a proportionality constant to include only the portion of interest. If
Eq.2.3.24 as function of the radii is introduced into Eq.2.3.25 then the relation
between the amplitudes and the radii is obtained
| ~E(s)|
| ~E(0)| =
R0
R1
=
ρ0
ρ0 + s
(2.3.27)
being ~E(s) the electric field at s and ~E(0) the electric field at s = 0. This relation was
obtained for spherical waves. However, a more general expression can be obtained
from Fig.2.4.
Caustic
lines
Wave front
(eikonal)
surface
Figure 2.4: Astigmatic tube of rays: eikonal surfaces and caustic lines.
The lines QQ′ and PP ′ in Fig.2.4 are caustic lines 5. The following relation can be
established between the segments that define the eikonal surface and the radii of
5 Where the definition of caustic was taken from [5]: “point, line or surface through which all
the rays of a wave pass”. Astigmatic lines are lines which do not meet in a single point.
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curvature
A1B1 = ρ1dθ
B1C1 = ρ2dφ
From these relations, the differential surface areas can be expressed as
dA0 =A1B1 ·B1C1 = ρ1ρ2dθdφ (2.3.29a)
dA =A2B2 ·B2C2 = (ρ1 + s)(ρ2 + s)dθdφ (2.3.29b)
Entering Eq.2.3.29a and Eq.2.3.29b into Eq.2.3.25 function of the electric field am-
plitudes yields
| ~E(s)|
| ~E0|
=
√
dA0
dA
=
√
ρ1ρ2
(ρ1 + s)(ρ2 + s)
(2.3.30)
The general relation Eq.2.3.30 relates the electric field magnitudes of two wavefront
surfaces, and from it, different relations can be obtained for different wavefront-
types:
 Spherical wavefront: ρ1 = ρ2 = ρ0 (Eq.2.3.27)
| ~E(s)|
| ~E0|
=
ρ0
ρ0 + s
 Cylindrical wavefront: ρ1 =∞,ρ2 = ρ0 or ρ2 =∞,ρ1 = ρ0
| ~E|(s)
| ~E0|
=
√
ρ0
ρ0 + s
 Planar wavefront: ρ1 = ρ2 =∞
| ~E(s)|
| ~E0|
= 1
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These expressions are only sufficiently accurate for large frequencies and they are
only referred to the amplitude information. It is desirable to introduce polarization
and phase information as well.
Polarization and phase information
Eq.2.3.30 only gives information about the amplitude relation between the electric
fields at two wavefronts. The modulus can be removed, moving ~E0 to the other side
of the equality (polarization information), and introducing the exponential for the
phase information
~E(s) ' ~E0e−jkψ(s)
√
ρ1ρ2
(ρ1 + s)(ρ2 + s)
(2.3.31)
From the integration of Eq.2.3.16,
∫
dψ(s) = n
∫
ds, it is possible to obtain the
following relation
ψ(s) = ψ(0) + ns (2.3.32)
Entering Eq.2.3.32 into Eq.2.3.31 yields
~E(s) ' ~E0e−jkψ(0)
√
ρ1ρ2
(ρ1 + s)(ρ2 + s)
e−jkns (2.3.33)
where the the field at the reference point is ~E0e
−jkψ(0); the third term is the spatial
attenuation; and the term e−jkns is the phase factor. A more rigorous way to obtain
Eq.2.3.33 is to integrate the transport equation along s, as shown in [5] or [19].
2.3.3 Reflection from surfaces
Polarization relation
As it was stated in property 5) of Section 2.3.2, the reflectors can be considered
locally planar. Therefore, evaluating how a perfect planar conductor affects the
polarization of the wave is straightforward [20,21]. If a point on the reflector surface
defines the origin of a local coordinate system, the direction of a ray incident to this
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coordinate system defines the plane of incidence. Taking this plane of incidence as
reference, it is possible to define two states of polarization:
 TE (Transverse-Electric): polarization in which the electric field is always
transversal to the plane of incidence.
 TM (Transverse-Magnetic): polarization in which the magnetic field is always
transversal to the plane of incidence.
Fig. 2.5, shows TE and TM polarizations, respectively, where Snell’s law of reflection
is fulfilled. The magnetic field is orthogonal to the electric field and to the direction
of propagation, so it can be defined as
~H =
1
η
(kˆ × ~E) (2.3.34)
where η is the intrinsic impedance of the medium. The incident field is the field at
reference point QR, ~Ei(QR). For a TE incidence (Fig. 2.5 a)), the electric vector
is always parallel to the surface, i.e., orthogonal to the unit vector normal to the
surface, nˆ = −zˆ. Therefore, the reflected electric vector is ~Er = − ~Ei.
PEC
z
y
x
(a) TE polarization
PEC
z
y
x
(b) TM polarization
Figure 2.5: Reflection on a PEC planar surface for an incident wave with: a) TE
polarization and b) TM polarization
For a TM incidence (Fig. 2.5 b)), the electric vector is not transverse to the direction
of propagation, therefore the incidence and reflected electric vectors can be expressed
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respectively as
~Ei = −Eiz zˆ + Eiyyˆ (2.3.35a)
~Er = −Eiz zˆ − Eiyyˆ (2.3.35b)
After some basic operations the equation that gives the reflected electric vector
function of the incidence electric vector is obtained:
~Er = −Eiz zˆ − Eiyyˆ = Eiz zˆ − Eiyyˆ − 2Eiz zˆ
= − ~Ei − 2zˆ(− ~Eizˆ) = −2zˆ(− ~Eizˆ)− ~Ei
(2.3.36)
Knowing that the unit vector normal to the surface is in this case nˆ = −zˆ, Eq. 2.3.36
can be rewritten as
~Er = 2nˆ(nˆ · ~Ei)− ~Ei (2.3.37)
The same analysis applies to the magnetic field, yielding
~Hr = ~Hi − 2nˆ(nˆ · ~Hi) (2.3.38)
And also to the propagation vectors ~ki and ~kr
~kr = ~ki − 2nˆ(nˆ · ~ki) (2.3.39)
Phase relation
For the reflected field, a different astigmatic tube of rays for the wavefronts must be
considered. The reflecting surface can be curved along two principal and orthogonal
planes. Therefore it has two focal distances, f1 and f2. The expression of the re-
flected field is then very similar to Eq.2.3.33 but with the parameters of the reflected
astigmatic tube of rays
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~Er(s) = (2nˆ(nˆ · ~Ei(QR))− ~Ei(QR))
√
ρr1ρ
r
2
(ρr1 + s)(ρ
r
2 + s)
e−jkns (2.3.40)
where ρr1 and ρ
r
2 are the principal radii of curvature of the reflected wavefront at the
reflection point. It is possible to obtain the next two relations [5] [22] (Appendix
II) between ρr1 and ρ
r
2 and the principal radii of curvature of the of the incident
wavefront, ρi1 and ρ
i
2
1
ρr1
=
1
2
(
1
ρi1
+
1
ρi2
)
+
1
f1
(2.3.41a)
1
ρr2
=
1
2
(
1
ρi1
+
1
ρi2
)
+
1
f2
(2.3.41b)
Since only reflection at the reflector surface is considered here, the supposition of
planar surface is valid, and therefore f1 = f2 = ∞. Eq.2.3.41a and Eq.2.3.41b are
equal since ρr1 = ρ
r
2 = ρr. This reduces both expressions to
1
ρr0
=
1
2
(
1
ρi1
+
1
ρi2
)
(2.3.42)
If the incident wavefronts are spherical, ρr0 = ρi. If s = ρr, the case of Fig.2.6
is considered, where the image of the incident wave is shown using the method of
images [21]. Therefore, the path travelled by the reflected wave at a distance from
the reflector is the sum of the path travelled by the incoming wave and the path
travelled by the reflected wave, i.e., ρi + ρr.
PEC
z
y
x
Figure 2.6: Paths taken for the incoming and reflected waves.
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The field at the reference point QR for spherical waves, with polarization ~E0, am-
plitude and phase information can be expressed as
~Ei(QR) = ~E0
e−jknρi
ρi
(2.3.43)
If the suppositions made in Fig.2.6 and Eq.2.3.43 are introduced into Eq.2.3.40, this
yields
~Er(ρr) =
ρi
ρi + ρr
(2nˆ(nˆ · ~E0)− ~E0)e
−jknρi
ρi
e−jknρr (2.3.44)
Therefore, the reflected wave from the reflector for an incoming spherical wave is
~Er(ρr) = (2nˆ(nˆ · ~E0)− ~E0)e
−jknρ
ρ
(2.3.45)
where ρ = ρi + ρr.
2.4 Radiation characteristics using vector poten-
tial functions
To simplify the calculus of the fields from Maxwell’s equations it is common to use
some auxiliary functions known as vector potentials [1]. Since in general the curl
of the electric and magnetic fields is non-zero (see Eq. 2.2.1a and 2.2.1b), it is not
possible to uniquely obtain these fields from scalar potentials. However, as it will
be shown, it is possible to uniquely associate the electric and magnetic fields with
vector potentials. This method will be used to obtain the far-field expressions of
point sources (reflector’s feed) and distributed sources (reflector itself).
First, the electric and magnetic field intensities ~E and ~H will be obtained as func-
tions of the magnetic vector potential ~A and the electric vector potential ~F . Then,
these two vector potentials ~A and ~F will be obtained from the electric and magnetic
currents of a generic source ~J and ~M , respectively. It should be noted that magnetic
currents, which are formed by fictitious moving magnetic monopoles, have not been
found in nature and are only mathematical entities.
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The starting point is rewriting Maxwell’s equations in their complex vector form
(Eq.2.2.9a-2.2.9d), supposing a region with currents and charges,
∇× ~H = ~J + jω ~E (2.4.1a)
∇× ~E = −jωµ ~H (2.4.1b)
∇ · ~E = ρe

(2.4.1c)
∇ · ~H = 0 (2.4.1d)
The electric and magnetic fields can be expressed as their contributions from the
vector potentials
~E = ~EA + ~EF (2.4.2a)
~H = ~HA + ~HF (2.4.2b)
In the following subsections, these contributions will be obtained as function of the
electric and magnetic currents.
2.4.1 E and H as functions of A
Since the divergence of the curl of any vector field is always zero (see A.0.1 in
Appendix A), i.e. the flux of a curl of any vector is zero, ~B in Eq. 2.2.1c can be
substituted by the curl of the magnetic vector potential: ~B = ∇× ~A, or in terms of
the magnetic field as
~HA =
1
µ
∇× ~A (2.4.3)
Eq. 2.4.3 can be then introduced into Eq. 2.4.1b. If ~A is moved to the other side of
the equation, and knowing that the curl of the gradient of any scalar field is always
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0 (see A.0.2 in Appendix A), ~EA + jω ~A = −∇φJ can be defined. Therefore ~EA can
be express as
~EA = −∇φJ − jω ~A (2.4.4)
where φJ is an arbitrary electric scalar potential. Using relation A.0.3 from Appendix
A and Eq. 2.4.1a yields
µ~J −∇(jωµφJ) + k2 ~A = ∇(∇ · ~A)−∇2 ~A (2.4.5)
where k = ω
√
µ is the wave-number. Since the divergence is a linear operator, the
two divergences of Eq. 2.4.5 can be expressed as ∇(jωµφJ + ∇ · ~A). In order to
simplify Eq. 2.4.5, the term ∇(jωµφJ +∇ · ~A) can be made zero by
φJ =
j
ωµ
∇ · ~A (2.4.6)
Eq. 2.4.6 is known as the Lorentz condition. Applying this condition to Eq. 2.4.5
and Eq. 2.4.4 reduces them to
∇2 ~A+ k2 ~A = −µ~J (2.4.7)
~EA = −jω ~A− j 1
ωµ
∇(∇ · ~A) (2.4.8)
It is now possible to obtain the contributions ~EA (Eq. 2.4.8) and ~HA (Eq. 2.4.3)
from the magnetic vector potential ~A.
2.4.2 E and H as functions of F
A harmonic current in a homogeneous medium should generate fields with ~J = 0
and ~M 6= 0 and satisfy ∇ · ~D = 0. Hence, taking again the divergence of the curl
for an electric vector potential ∇ · (−∇× ~F ) = 0 and using ~D =  ~EF
~EF = −1

∇× ~F (2.4.9)
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Eq. 2.4.9 can be substituted into Eq. 2.4.1a with ~J = 0. Moving ~F to the left hand
side of the equation, and taking ~HF + jω ~F = −∇φM , leads to
~HF = −∇φM − jω ~F (2.4.10)
where φM is an arbitrary magnetic scalar potential. Following the same steps that
in Section 2.4.1 it is possible to obtain the next three equations
φM =
j
ωµ
∇ · ~F (2.4.11)
∇2 ~F + k2 ~F = − ~M (2.4.12)
~H = −jω ~F − j 1
ωµ
∇(∇ · ~F ) (2.4.13)
As in the previous subsection, it is possible to obtain the contributions ~EF (Eq. 2.4.26c)
and ~HF (Eq. 2.4.13) from the electric vector potential ~F .
2.4.3 A and F as functions of J and M
With ~E and ~H expressed as functions of ~A and ~F , the final step is to obtain ~A and
~F as functions of the electric and magnetic currents densities ~J and ~M , respectively.
To do so, Eq. 2.4.7 and Eq. 2.4.12 must be solved. The next general equation can
be defined
∇2Qi + k2Qi = −qSi (2.4.14)
Eq. 2.4.14 is a general Helmholtz equation where ~Q is either ~A or ~F , ~S is either ~J or
~M and i is one of the three Cartesian coordinates (x, y, z). For instance, Jz would
represent an infinitesimal source with electric current density directed along the z-
axis. q represents the permeability of the medium µ for ~A, and the permittivity of
the medium  for ~F . The source of electric or magnetic currents is placed at the
origin (0, 0, 0). Outside that source, there is no current, hence
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∇2Qi + k2Qi = 0 (2.4.15)
Assuming a spherical coordinate system, there is no dependence with θ and φ since
the source is considered a point source. Therefore Qi = Qi(ρ). Using the Laplacian
operator (see Appendix B), Eq. 2.4.15 reduces to
d2Qi(ρ)
dρ2
+
2
ρ
dQi(ρ)
dρ
+ k2Qi = 0 (2.4.16)
This differential equation has two possible solutions. These two solutions represent
two travelling waves, one being an outward wave and the other an inward wave.
Since a source placed at the origin with waves travelling away from it is presumed,
the first solution is chosen. Therefore the solution for the general function Qi is
Qi(ρ) = C1
e−jkρ
ρ
(2.4.17)
On the other hand, for the static case, in which k = 0, Eq. 2.4.14 reduces to
∇2Qi = −qSi, which in electrostatics is known as the Poisson’s equation
∇2φp =− ρe

(2.4.18a)
φp =
1
4pi
y ρe
ρ
dv (2.4.18b)
where Eq. 2.4.18b is the solution for Eq. 2.4.18a, i.e., the Poisson’s equation that
relates the scalar electric potential φp with the electric charge density ρe, being ρ
the distance from any point on the charge density to the observation point. Taking
Eq. 2.4.18b, it is possible to express Eq. 2.4.17 as
Qi =
q
4pi
y Si
ρ
dv (2.4.19)
Taking into account the general case (electrodynamics), with the form of Eq. 2.4.17,
and substituting for every axis and for both vector potentials yields
~A(x, y, z) =
µ
4pi
y
~J(x′, y′, z′)
e−jkr
r
dv (2.4.20)
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~F (x, y, z) =

4pi
y
~M(x′, y′, z′)
e−jkr
r
dv (2.4.21)
where the source has been placed at a position (x′, y′, z′) from the origin, and r =√
(x− x′)2 + (y − y′)2 + (z − z′)2. For given electric and magnetic surface currents
~Js and ~Ms
~A(x, y, z) =
µ
4pi
x
~Js(x
′, y′, z′)
e−jkr
r
ds (2.4.22)
~F (x, y, z) =

4pi
x
~Ms(x
′, y′, z′)
e−jkr
r
ds (2.4.23)
Finally, for given electric and magnetic currents ~Ie and ~Im
~A(x, y, z) =
µ
4pi
∫
~Ie(x
′, y′, z′)
e−jkr
r
dl (2.4.24)
~F (x, y, z) =

4pi
∫
~Im(x
′, y′, z′)
e−jkr
r
dl (2.4.25)
Eq. 2.4.20 and Eq. 2.4.21 make it possible to obtain the magnetic and electric vector
potentials ~A and ~F as functions of the electric and magnetic currents densities ~J
and ~M , respectively. On the other hand, Eq. 2.4.22 and Eq. 2.4.23 make it possible
to obtain the magnetic and electric vector potentials ~A and ~F as functions of the
electric and magnetic surface currents ~Js and ~Ms, respectively. Finally, Eq. 2.4.24
and Eq. 2.4.25 can be used to define ~A and ~F as functions of the electric and magnetic
currents ~Ie and ~Im, respectively. Also, using Eq. 2.4.3 and Eq. 2.4.8, or Eq. 2.4.9
and Eq. 2.4.13 it is possible to obtain the electric and magnetic field intensities ~E
and ~H as function of these vector potentials.
The final relations between ~E and ~H, and ~A and ~F as obtain above are summarised
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below:
~EA = −jω ~A− j 1
ωµ
∇(∇ · ~A) (2.4.26a)
~HA =
1
µ
∇× ~A (2.4.26b)
~EF = −1

∇× ~F (2.4.26c)
~HF = −jω ~F − j 1
ωµ
∇(∇ · ~F ) (2.4.26d)
Throughout this thesis, two types of antennas are used: point sources and distributed
sources. The first type refers to the ideal sources that will be used to feed the
reflector, and the second refers to the radiative aperture of the reflector.
Vector potentials for point sources
For point sources, where x′ = y′ = z′ = 0, the distance r is simplified to r =
√
x2 + y2 + z2 = P . The term e−jkr/r in Eq.2.4.24 and Eq.2.4.25 can therefore be
moved outside the integral. Point sources antennas will be examined in Section 3.4.
Vector potentials for distributed sources
For distributed sources, even if they are placed at the origin, contributions from
outside the origin can arise. A typical example would be a circular aperture as the
one shown in Fig. 2.7. The theory reviewed here is applied to aperture antennas [1].
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Figure 2.7: Circular aperture.
The far-field (also known as the Fraunhoffer region) is the region of the space where
kρ 1 for point sources and 2D2/λ for distributed sources [1]. In this region, it is
common to simplify the amplitude variations by R ' P , and by simple trigonometry,
the phase variations by R ' P −R′ cosψ. The potentials ~A and ~F can therefore be
expressed as
~A =
µe−jkP
4piP
~N (2.4.27a)
~F =
e−jkP
4piP
~L (2.4.27b)
where the spherical coordinate system (P ,Θ,Φ) refers to the radiating field, and
(ρ,θ,φ) to the source. From Eq.2.4.20-2.4.21, the radiation integrals are
~N =
x
~Jse
jkR′ cosψds (2.4.28a)
~L =
x
~Mse
jkR′ cosψds (2.4.28b)
where the electric surface current can be obtained from the magnetic field across
the aperture using Eq.C.0.6 from Appendix C. These radiation integrals can be seen
as 3D Fourier Transforms. The magnetic surface current can be obtained from the
electric field across the aperture if boundary conditions for a magnetic surface are
applied
47
CHAPTER 2
~Ms = ~E × nˆ (2.4.29)
The spherical components of ~N and ~L can be written as
NP =
x
(Jsx sin Θ cos Φ + J
s
y sin Θ sin Φ + J
s
z cos Θ)e
jkR′ cosψds (2.4.30a)
NΘ =
x
(Jsx cos Θ cos Φ + J
s
y cos Θ sin Φ− Jsz sin Θ)ejkR
′ cosψds (2.4.30b)
NΦ =
x
(−Jsx sin Φ + Jsy cos Φ)ejkR
′ cosψds (2.4.30c)
LP =
x
(M sx sin Θ cos Φ +M
s
y sin Θ sin Φ +M
s
z cos Θ)e
jkR′ cosψds (2.4.30d)
LΘ =
x
(M sx cos Θ cos Φ +M
s
y cos Θ sin Φ−M sz sin Θ)ejkR
′ cosψds (2.4.30e)
LΦ =
x
(−M sx sin Φ +M sy cos Φ)ejkR
′ cosψds (2.4.30f)
In order to reduce Eq.2.4.26a-2.4.26d, it can be supposed that in the far-field 1/ρn =
0 for n = 2, 3, ... [1]. ∇ · ~A and ∇ · ~F can therefore be reduced to
∇ · ~A ' ∂(AP )
∂P
(2.4.31a)
∇ · ~F ' ∂(FP )
∂P
(2.4.31b)
The same procedure for ∇(∇ · ~A) and ∇(∇ · ~F ) yields
∇(∇ · ~A) ' ρˆ∂
2AP
∂P 2
(2.4.32a)
∇(∇ · ~F ) ' ρˆ∂
2FP
∂P 2
(2.4.32b)
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The curls of Eq. 2.4.26a-2.4.26d can also be reduced to
∇× ~A ' −θˆ ∂AΦ
∂P
+ φˆ
∂AΘ
∂P
(2.4.33a)
∇× ~F ' −θˆ ∂FΦ
∂P
+ φˆ
∂FΘ
∂P
(2.4.33b)
On the other hand, the derivatives and second derivatives of the different spherical
components of ~A and ~F with respect to P (Eq. 2.4.31a-2.4.33b) only affect the
terms outside the integral GA and GF
GA =
µe−jkP
4piP
(2.4.34a)
GF =
e−jkP
4piP
(2.4.34b)
Therefore,
∂GA
∂P
= − µ
4pi
(−jkP + 1)e−jkP
P 2
= −jkGA − GA
P
(2.4.35a)
∂GF
∂P
= − 
4pi
(−jkP + 1)e−jkP
P 2
= −jkGF − GF
P
(2.4.35b)
∂2GA
∂P 2
=
µ
4pi
(2jkP + 2− k2P 2)e−jkP
P 3
= 2jk
GA
P
+ 2
GA
P 2
− k2GA (2.4.36a)
∂2GF
∂P 2
=

4pi
(2jkP + 2− k2P 2)e−jkP
P 3
= 2jk
GF
P
+ 2
GF
P 2
− k2GF (2.4.36b)
By applying the far-field approximation, Eq. 2.4.35a-2.4.36b become
∂GA
∂P
' −jkµe
−jkP
4piP
(2.4.37a)
∂GF
∂P
' −jke
−jkP
4piP
(2.4.37b)
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∂2GA
∂P 2
' −k2µe
−jkP
4piP
(2.4.37c)
∂2GF
∂P 2
' −k2e
−jkP
4piP
(2.4.37d)
With the inclusion of these approximations forGA andGF , Eq.2.4.32a and Eq.2.4.32b,
and Eq.2.4.33a and Eq.2.4.33b can be expressed as
∇(∇ · ~A) ' −k2(ρˆ · ~A)ρˆ (2.4.38a)
∇(∇ · ~F ) ' −k2(ρˆ · ~F )ρˆ (2.4.38b)
∇× ~A ' −jk(ρˆ× ~A) (2.4.38c)
∇× ~F ' −jk(ρˆ× ~F ) (2.4.38d)
The electric and magnetic far-field due to the potentials can be approximately ob-
tained using the previous approximations as
~EA ' jωρˆ× (ρˆ× ~A) (2.4.39a)
~HA ' −j k
µ
(ρˆ× ~A) (2.4.39b)
~EF ' j k

(ρˆ× ~F ) (2.4.39c)
~HF ' jωρˆ× (ρˆ× ~F ) (2.4.39d)
Finally, using Eq.2.4.2a and Eq.2.4.2b, the spherical components of the electric and
magnetic far-field can be approximately expressed as
EP ' 0 (2.4.40a)
EΘ ' −(ηNΘ + LΦ)jke
−jkP
4piP
(2.4.40b)
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EΦ ' (−ηNΦ + LΘ)jke
−jkP
4piP
(2.4.40c)
HP ' 0 (2.4.40d)
HΘ ' (NΦ − LΘ
η
)
jke−jkP
4piP
(2.4.40e)
HΦ ' −(NΘ + LΦ
η
)
jke−jkP
4piP
(2.4.40f)
This section has aimed to describe the methodology to obtain the far-field com-
ponents radiated from point (ideal) and distributed (reflector) sources using the
vector potentials. The vector potentials, summarised in Eq. 2.4.27a, 2.4.27b and
Eq. 2.4.30a-2.4.30f are obtained from the surface currents. Therefore, knowing the
source surface currents, the far-field components can be easily obtained using Eq.
2.4.40a-2.4.40f.
2.5 Analysis of 2D periodic structures using Flo-
quet’s Theorem
As discussed in the introduction to the present chapter, both FSSs and reflectar-
rays consist of doubly periodic arrays of passive unit-cells that perform a specific
change to the incident wave. One of the most common examples of FSS is a re-
flection/transmission FSS that works as a metallic reflector for one frequency band
and as an invisible surface for another frequency band. Another example is a re-
flection/transmission polariser where the FSS transforms the incident LP wave into
reflected/transmitted orthogonal LP or CP wave. On the other hand, the basic
principle of reflectarrays is to tune the magnitude and phases of each unit-cell of the
flat array to mimic the focusing properties of a parabolic reflector. Theoretically,
the reflected focused beam can point to any desired direction.
Every unit-cell’s geometry is assumed to be equal to the next. In order to simplify
the analysis, this assumption is still maintained for non-uniform FSS or reflectarrays,
where the changes between adjacent unit-cells are smooth. As mentioned in Section
2.3.2, reflectors are large enough compared to the wavelength to be supposed as
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infinite. Taking into account these suppositions, the most common way to analyse
the unit-cells in such structures is Floquet’s Theorem.
In this section, an illustration of the Floquet spectral domain analysis for the case
of a single periodic array consisting of isolated metal elements at a certain distance
from an infinite and fully conducting ground plane is held. Next, in the following
subsections the incident and reflected field from a generic unit-cell of this type will
be presented.
2.5.1 General solutions for transversal TE/TM waves
As in the canonical PEC reflection problem (see Section 2.3.3), with FSSs it is
common to decompose the incoming field into TE and TM components. However,
only the transversal components are taken into account in the formulation, since they
are the ones supported by the 2D periodic structure. The direction of propagation
for these fields is supposed to be ∓z. As in the methodology used by Pozar [13],
the starting point is to substitute Eq.2.2.9a into Eq.2.2.9b to obtain the Cartesian
components of ~H and vice versa to obtain the Cartesian components of ~E. Since
±z is the direction of propagation, the partial derivative of ~E or ~H with respect to
z is given by:
∂Qi
∂z
= ±jβQi (2.5.1)
where β is the propagation constant, Q stands for E or H and i for x or y. After
some algebra the Cartesian components of the tangential field can be expressed as
Ex = − j
k2c
(
∓β∂Ez
∂x
+ ωµ
∂Hz
∂y
)
(2.5.2a)
Ey =
j
k2c
(
±β∂Ez
∂y
+ ωµ
∂Hz
∂x
)
(2.5.2b)
Hx =
j
k2c
(
ω
∂Ez
∂y
± β∂Hz
∂x
)
(2.5.2c)
Hy = − j
k2c
(
ω
∂Ez
∂x
∓ β∂Hz
∂y
)
(2.5.2d)
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where kc = ω
2µ− β2 is the cut-off wave number.
Transversal TM components
As defined in Section 2.3.3, TM waves have their magnetic field transversal to the
plane of incidence, which makes Hz = 0. Using this simplification in Eq.2.5.2a-
2.5.2d, and expressing the field in vector form yields
~Et = ±j β
k2c
∇tEz (2.5.3a)
~Ht = −j ω
k2c
zˆ ×∇tEz (2.5.3b)
Transversal TE components
As also discussed in Section 2.3.3, TE waves have their electric field transversal to the
plane of incidence, which makes Ez = 0. And once again, using this simplification
in Eq.2.5.2a-2.5.2d, and expressing the field in vector form yields
~Et = j
ωµ
k2c
zˆ ×∇tHz (2.5.4a)
~Ht = ±j β
k2c
∇tHz (2.5.4b)
2.5.2 Floquet modes
Floquet’s Theorem states that in a periodic structure, the field at any point of a unit-
cell is the same at a similar point of any other unit-cell except from a propagation
factor multiplying the field, known as Floquet’s phasor [23]. This field is then
expressed as a periodic function. As with any periodic function, it can be expanded
as an infinite Fourier series, where the terms are known as space harmonics. Each
space harmonic has a different wavenumber and phase velocity. The terms of the
series, or modes, are usually denoted as p, q, which can take values from 0 to ±1,
±2, ... Since the field is supposed to be constant accross the unit-cell, the modal
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field solution Ξpq of the wave equation (see Eq. 2.2.13a) can be easily obtained from
the phase component by applying separation of variables [23]:
Ξpq(~r, z) = e
−j(kxpqx+kypqy)e±jβpqz = ψpq(~r)e±jβpqz (2.5.5)
where ψpq is Floquet’s phasor and ~r = xxˆ+ yyˆ.
TM case
One possible solution for the z component of the electric field is [23]
Ezpq(~r) =
ktpq
βpq
ψpq(~r) (2.5.6)
Now Eq.2.5.6 can be introduced into the transversal TM components in Eq.2.5.3a
and Eq.2.5.3b. Performing the partial derivatives and arranging components yields
~Etpq = ~κ1pqψpq(~r) (2.5.7a)
~H tpq = ∓Y1pqzˆ × ~κ1pqψpq(~r) (2.5.7b)
where ~κ1pq = ±(xˆkxpq + yˆkypq)/ktpq is the unit vector of the tangential TM compo-
nents and Y1pq = ω/βpq is the tangential TM modal admittance associated with the
pq Floquet space harmonic.
TE case
One possible solution for the z component of the magnetic field is [23]
Hzpq(~r) = Y
ktpq
k
ψpq(~r) (2.5.8)
Now Eq.2.5.8 can be introduced into the tangential TE components in Eq.2.5.4a
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and Eq.2.5.4b. Performing the partial derivatives and arranging components yields
~Etpq = ~κ2pqψpq(~r) (2.5.9a)
~H tpq = ∓Y2pqzˆ × ~κ2pqψpq(~r) (2.5.9b)
where ~κ2pq = (−xˆkypq + yˆkxpq)/ktpq is the unit vector of tangential TE components
and Y2pq = ηβpq/k is the tangential TE modal admittance.
2.5.3 Incident tangential field and wavenumber
The total tangential field for each mode will be the direct summation of the tangen-
tial TE and TM components, i.e., adding Eq.2.5.7a and Eq.2.5.9a for the electric
field, and Eq.2.5.7b and Eq.2.5.9b for the magnetic field:
~Etpq(~r) = (~κ1pq + ~κ2pq)ψpq(~r) (2.5.10a)
~H tpq(~r) = ∓ (Y1pqzˆ × ~κ1pq + Y2pqzˆ × ~κ2pq)ψpq(~r) (2.5.10b)
The tangential field incident to the FSS, based on the tangential TM/TE modes
decomposition, can be expressed as
~Eti =
2∑
m=1
T 1m00ψ00(~r)~κm00e
±jβ100z (2.5.11a)
~H ti = ∓
2∑
m=1
Y 1m00T
1
m00ψ00(~r)zˆ × ~κm00e±jβ
1
00z (2.5.11b)
where m = 1 stands for the tangential TM components and m = 2 for the tangential
TE components, p = 0, q = 0 represents the fundamental Floquet mode, T 1m00
is the amplitude of the incident field, and β100 is the propagation constant of the
fundamental mode. The unitary vectors of the tangential fundamental TM/TE
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mode are reduced to
~κ100 = ±xˆ cosφi ± yˆ sinφi (2.5.12a)
~κ200 = −xˆ sinφi + yˆ cosφi (2.5.12b)
From now on, only incidence in −z will be considered, which corresponds to the
upper sign in the previous equations. In order to generalise the directions in which
the periodic cells are repeated, it is common to express the lattice in a set of two
general axes denoted as (l, w) [23], as shown in Fig. 2.8.
Figure 2.8: Arbitrary lw lattice.
The relation of these vectors with (x, y) is
~Dl = Dl lˆ = Dl (xˆ cosα1 + yˆ sinα1) (2.5.13a)
~Dw = Dwwˆ = Dw (xˆ cosα2 + yˆ sinα2) (2.5.13b)
where α2 = α + α1, and A = | ~Dl × ~Dw| = DlDw sinα. Therefore, the phase
displacement along the lattice directions lw in Cartesian is
~k1 = −2pi
A
zˆ × ~Dw = 2pi
A
Dw (xˆ sinα2 − yˆ cosα2) (2.5.14a)
~k2 =
2pi
A
zˆ × ~Dl = 2pi
A
Dl (−xˆ sinα1 + yˆ cosα1) (2.5.14b)
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The tangential wavenumber for each harmonic has contributions from the funda-
mental mode and from the periodicity, i.e., ~ktpq =
~kt00 + p
~k1 + q~k2. Therefore, using
Eq.2.5.14a and Eq.2.5.14b, they can be expanded as
kxpq = k0 sin θi cosφi +
2pi
A
(pDw sinα2 − qDl sinα1) (2.5.15a)
kypq = k0 sin θi sinφi +
2pi
A
(−pDw cosα2 + qDl cosα1) (2.5.15b)
2.5.4 Boundary conditions for a grounded one layer FSS
A general representation of the problem is shown in Fig.2.9. As it was mentioned in
the introduction, the periodic arrays treated in this thesis consist of isolated metal
elements. This problem is usually treated by expressing all unknowns in terms of
the electric currents on the metallic elements, which can be obtained by applying
the Method of Moments (MoM). The dual problem of an inductive array can be
solved in a similar fashion expressing all unknowns in terms of magnetic currents
in the apertures. For the case under consideration, the FSS space is split in three
regions:
 Region 1: incident field on the FSS. A portion of the field will be reflected by
the FSS and a portion will be transmitted into region 2. The medium in this
region is supposed to be vacuum.
 Region 2: substrate of the FSS. All the field in this region will be reflected by
the ground plane. The medium will be described by a relative permittivity r
and a loss tangent tan δ.
 Region 3: due to the ground plane, no field will be transmitted to this region.
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grounded
plane
Region 2Region 1
Region 3
Figure 2.9: Plane of incidence on the FSS.
The tangential field in region 1 can be expressed as
~Et1 = ~E
t
i +
∑
mpq
R1mpqψpq(~r)~κmpqe
−jβ1pqz (2.5.16a)
~H t1 = ~H
t
i +
∑
mpq
Y 1mpqR
1
mpqψpq(~r)zˆ × ~κmpqe−jβ
1
pqz (2.5.16b)
And in region 2 as
~Et2 =
∑
mpq
(
T 2mpqe
jβ1pqz +R2mpqe
−jβ2pqz
)
ψpq(~r)~κmpq (2.5.17a)
~H t2 =
∑
mpq
Y 2mpq
(
−T 2mpqejβ
2
pqz +R2mpqe
−jβ2pqz
)
ψpq(~r)zˆ × ~κmpq (2.5.17b)
At the boundary between region 2 and 3 a PEC is placed (z = −S1). Therefore, the
boundary conditions from Appendix C apply, i.e., ~Et2(~r,−S1) = 0. Eq. 2.5.17a can
be multiplied by ψ∗ln~κmln and integrated over the unit-cell
x ∑
mpq
(
T 2mpqe
jβ2pqz +R2mpqe
−jβ2pqz
)
ψpqψ
∗
ln~κmpq~κmlndxdy (2.5.18)
The orthogonality between modes can be expressed in an inner product notation
as [24]
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< ψpq, ψ
∗
ln >A=
x
ψpqψ
∗
lndxdy = Aδplδqn

A, p = l q = n
0, otherwise
(2.5.19)
which reduces Eq.2.5.18 to
T 2mpqe
jβ2pqz +R2mpqe
−jβ2pqz = 0 (2.5.20)
From this the reflection coefficient at the interface between region 2 and 3 can be
expressed as
ρ2mpq = −e−2jβ
2
pqS1 (2.5.21)
At the boundary between regions 1 and 2 (z = 0), ~Et1(~r, 0) = ~E
t
2(~r, 0). Also, an
electric current is created on that surface ~J(~r, 0) = nˆ×( ~H t1(~r, 0)− ~H t2(~r, 0)). ~H t1(~r, 0)
can therefore be expressed as
~H t1(~r, 0) = ~H
t
2(~r, 0)− zˆ × ~J(~r, 0) (2.5.22)
Eq.2.5.22 can be expanded using Eq.2.5.11b, Eq.2.5.16b and Eq.2.5.17b. Rearraign-
ing the components, it is possible to arrive at
−zˆ ×
(
2∑
m=1
Y 1m00T
1
m00ψpq(~r)~κm00 −
∑
mpq
Y 1mpqR
1
mpqψpq(~r)~κmpq
)
=
−zˆ ×
(∑
mpq
Y 2mpq(T
2
mpq −R2mpq)ψpq(~r)~κmpq + ~J(~r, 0)
) (2.5.23)
Since the components in Eq.2.5.23 refer to the tangential field, it is correct to as-
sume that the equality also holds for what is within the parenthesis on both sides.
Therefore, it is possible to multiply both sides again by ψ∗ln~κmln and integrate over
the unit-cell. However, since the surface currents also depend on the unit-cell posi-
tion, some comments should be made before continuing. The surface currents can
be expanded as a sum of basis functions as
~J(~r, 0) = xˆ
∞∑
s=1
csh
s
x(~r) + yˆ
∞∑
t=1
cth
t
y(~r) (2.5.24)
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Therefore the integration over the unit-cell of the currents multiplied by ψ∗ln~κmln
leads to
J˜mpq = J˜xpqκxmpq + J˜ypqκympq =
∞∑
s
cs
x
hsx(~r)ψ
∗
ln(~r)dxdyκxmln +
∞∑
t
ct
x
hty(~r)ψ
∗
ln(~r)dxdyκymln
(2.5.25)
Applying inner products and considering the orthogonality of Floquet phasors as in
Eq. 2.5.25, Eq.2.5.23 can be reduced to
Y 1m00T
1
m00δp0δq0 − Y 1mpqR1mpq = Y 2mpqT 2mpq(1− ρ2mpq) +
J˜mpq
A
(2.5.26)
Applying a similar procedure to the condition at the boundary for the electric field
~Et1(~r, 0)− ~Et2(~r, 0) = 0 yields
T 1m00δp0δq0 +R
1
mpq = T
2
mpq(1 + ρ
2
mpq) (2.5.27)
Then, dividing Eq.2.5.26 (with the currents at the left hand side of the equation)
over Eq.2.5.27 yields the coefficient ζ2mpq
ζ2mpq =
1− ρ2mpq
1 + ρ2mpq
(2.5.28)
The same procedure also yields to the reflected field amplitude relationship R1mpq
R1mpq = ρ
1
m00T
1
m00δp0δq0 −
J˜mpq
A(Y 1mpq + Y
2
mpqζ
1
mpq)
(2.5.29)
where
ρ1m00 =
Y 1m00 − Y 2m00ζ2m00
Y 1m00 + Y
2
m00ζ
2
m00
(2.5.30)
Finally, it can be observed that the electric field is zero on the metallic elements of the
FSS (boundary between region 1 and 2). From this condition applied to Eq.2.5.16a,
and using Eq.2.5.28-2.5.30, it is possible to derive the electric field integral equation
(EFIE)
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2∑
m=1
(1 + ρ1m00)T
1
m00ψ00(~r)~κm00 =
∑
mpq
J˜mpq
A(Y 1mpq + Y
2
mpqζ
1
mpq)
ψpq(~r)~κmpq (2.5.31)
The next step would be to apply the Method of Moments (MoM) [24] to obtain
the coefficients of the currents. For example, Galerkin MoM expresses the Electric
Field Integral Equation (EFIE) in matrix form as [Zin][cn] = [E˜
t
i ]. However, some
basis functions should be chosen to solve the problem. The efficiency in applying
the method and its accuracy will depend on the chosen basis functions. Sub-domain
basis functions involve discretising the element and expressing the current in each
fragment of the cell with a function [25]. Some examples of sub-domain basis func-
tions are the roof-top [26] and the Rao-Wilton-Glisson (RWG) [27]. However, for
simple element geometries, where the current closely resembles zero-ended sinusoidal
and cosinusoidal terms, it is computationally more efficient to use entire-domain ba-
sis functions [25]. These functions allow a manageable matrix size, but they limit
the element shape that can be simulated [25].
More recently, non-singular higher-order hierarchical Legendre basis functions have
been presented [28] to be applied to any arbitrary shape while attempting to min-
imize the increase in the number of basis functions and Floquet harmonics. These
types of basis functions have been applied to the design and optimisation of reflec-
tarrays [29], where each unit-cell has to be locally optimised to meet certain specific
phase and amplitude requirements.
At it was mentioned in Chapter 1, there are already several software packages to
analyse a general unit-cell under periodic conditions where an integral equation
solver (or similar) is used to accurately compute the currents. For the present work,
the preferred software has been CST Studio Suite [30]. Therefore, the remaining
task is to use the scattering parameters provided by CST to obtain the field reflected
from the FSS.
2.5.5 Scattering parameters
The scattering parameters (S-parameters) are the most usual way to describe the
relationship between incident and reflected fields. Since the incident (and reflected)
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wave is decomposed into TM and TE components, the scattering matrix will have
four entries, as can be seen in Eq.2.5.32 [31].
S =
 TErTEi |TMi=0 TErTMi |TEi=0
TMr
TEi
|TMi=0 TMrTMi |TEi=0
 (2.5.32)
The component TEr
TEi
|TMi=0 in Eq. 2.5.32 refers to the reflected TE component when
only TE incidence is supposed. The component TEr
TMi
|TEi=0 refers to the reflected TE
component when only TM incidence is supposed and so on. In order to simplify
the notation, the components will be renamed as TEr
TEi
|TMi=0 = s11, TErTMi |TEi=0 = s12,
TMr
TEi
|TMi=0 = s21 and TMrTMi |TEi=0 = s22.
Eq. 2.5.32 refers only to propagating modes, i.e., fundamental incident and reflected
TM/TE modes. Other non-propagating modes could appear, but they are excluded
in the present work.
In order to represent physically realizable elements, the scattering matrix has to
fulfil the energy conservation rule as presented in [31]. The relationship between
incident and reflected field using the S-parameters can be expressed as
ErTE
ErTM
 =
s11 s12
s21 s22

EiTE
EiTM
 (2.5.33)
The TM/TE components of the electric field are defined with respect to the plane of
incidence, as previously stated in Section 2.3.3, and since they are TEM waves, there
is orthogonality between them and to the direction of propagation. These orthogo-
nality properties must apply as well to the TM/TE components of the magnetic field
and between the electric and magnetic fields. Taking all of this into consideration,
the most suitable definition for the TM and TE components is
ETM = Eθ (2.5.34a)
ETE = Eφ (2.5.34b)
HTM = Hφ = ±Eθ
η0
= ±ETM
η0
(2.5.34c)
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HTE = Hθ = ∓Eφ
η0
= ∓ETE
η0
(2.5.34d)
where η0 = 120pi is the impedance of free space, and where the signs in Eq.2.5.34c
and Eq.2.5.34d depend on the direction of propagation, choosing the upper sign for
propagation in ρ (reflected field) and the lower sign for propagation in −ρ (inci-
dent field). If the TM/TE components of the magnetic field from Eq.2.5.34c and
Eq.2.5.34d are introduced into Eq.2.5.33 (using the proper sign for reflected and
incident fields), the relation between incident and reflected magnetic fields using the
S-parameters is obtained:
HrTE
HrTM
 =
−s11 s12
s21 −s22

H iTE
H iTM
 (2.5.35)
These scattering matrices are referred to the total incident/reflected field. However,
in FSS analysis, it is common to work only with the field tangential to the surface.
Therefore, a new 2D (u, v) coordinate system is presented in Fig. 2.10. This coor-
dinate system is based on a very similar one provided by Daniele Bresciani from the
Research and Technology Department of Thales Alenia Space. They are defined by
the incidence angles, where uˆ = φˆ and vˆ = uˆ× zˆ = xˆ cosφi + yˆ sinφi. Therefore, the
rotation matrix from xy to uv is
vˆ
uˆ
 =
 cosφi sinφi
− sinφi cosφi

xˆ
yˆ
 (2.5.36)
Figure 2.10: Relation between uv and xy coordinate systems.
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The relation between the electric field components is therefore
Ev = ETM cos θi (2.5.37a)
Eu = ETE (2.5.37b)
And for the magnetic field:
Hv = HTE cos θi (2.5.38a)
Hu = HTM (2.5.38b)
2.6 Summary
This chapter has aimed to describe the basic theory of the three pillars of this thesis:
reflection on surfaces much bigger than the wavelength using optical approaches, the
analysis of electromagnetic sources using vector potentials and the analysis of 2D
periodic structures using Floquet’s Theorem.
Since these three pillars have Maxwell’s Equations as a common source, their review
in Section 2.2 has been the starting point. Then in Section 2.3 Geometrical Optics
has been reviewed in order to describe how rays propagate in a medium and how
they reflect on a surface whose dimensions are much larger than the wavelength.
Section 2.4 has reviewed the needed theory to model the ideal sources that will be
used as feeds for the reflectors, and how to obtain the far-field from the reflector’s
aperture and surface. Finally, Section 2.5 has focused on the analysis of periodic 2D
structures by Floquet’s theorem and how the S-parameters can be used to obtain
the reflected field from these surfaces.
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Depolarisation properties of single
reflector antennas
3.1 Introduction
In order to study the depolarisation properties of single reflector antennas, the fol-
lowing information is required:
 Geometry of the reflector and reflection properties at its surface.
 Position of the feed and its fields at the reflector surface.
 Clear definition of polarisation used both by the feed and by the reflector.
 Numerical tools to obtain the far-field as an inverse Fourier Transform of the
aperture fields or surface currents.
This chapter will start with the definition of the different coordinate systems used
throught the whole thesis and how to change from one to another. Then a review
of the two main configurations: single front-fed and single offset reflectors. In the
literature, several kinds of geometries have been used for the reflector surface, fol-
lowing the different conic sections [1]: planar, spherical, ellipsoidal, hyperboloidal
or paraboloidal. The focus will be on the paraboloidal reflectors, due to their high
gain capabilities, being the most prevalent in space communications [2].
The different types of ideal feeds and their polarisation definition will also be re-
viewed: electric and magnetic dipoles, Huygens source, Gaussian beam and cir-
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cularly polarised source. As it will be demonstrated, the electric and magnetic
dipoles give rise to cross-polarised field after reflection on the surface of a front-fed
parabolic reflector [3]. Due to symmetries between the cross-polarised components
of the electric and magnetic dipoles, they can be combined (with the proper ratio
between them) to suppress the cross-polarisation [4]. This combination is known
as Huygens source. The Gaussian beam source is a special type of Huygens source
with some additional control on its directivity [5]. The circularly polarised source
introduced here is a combination of two Gaussian beams with the proper phase and
magnitude relations. The depolarisation properties of these sources when feeding a
front-fed reflector will be analysed at the reflector aperture. General equations will
be provided.
The aperture blocking of the struts and feed in front-fed configurations introduce
losses and scattering effects that deteriorate the directivity and sidelobe levels, and
ultimately depolarisation of the signal [6]. Offset configurations can be employed
to reduce the interference from the struts and the feed itself. However, as it will
be described, offset configurations introduce cross-polarisation even when fed by
the Huygens source. The origin and properties of this cross-polarisation will be
discussed with the aid of closed equations and graphs.
Two methods to obtain the far-field of reflector antennas by quasi-optical approaches
can be found in the literature: the aperture distribution method (commonly known
as GO) and the current distribution method (commonly known as PO) [7]. The
accuracy of these methods to obtain the far-field will be discussed and compared by
simulations and closed equations. The far-field beam squint [6] in offset reflectors
fed by circularly polarised sources will be reviewed. An explanation on its origin will
be provided. Finally, a comparison between two numerical methods to implement
the integrals to obtain the far-field will be held.
To validate all this theory, a tool written in MATLAB [8] has been developed. As
it will be shown, the tool matches with the results obtained by the preferred tool
in the market for reflector antenna analysis and design (also based on quasi-optical
approaches), GRASP from TICRA [5].
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3.2 Coordinate System defitions and transforma-
tions
In order to analyse the depolarisation properties and far-field characteristics of re-
flector antennas, different coordinate systems are needed. Fig. 3.1 shows the four
different coordinate systems used in this thesis. The first coordinate system (CS)
is the one defined by the feed position, known as feed CS and shown in Fig. 3.1a.
As it will be shown in Section 3.5, a second coordinate system known as non-tilted
CS is very useful to study the depolarisation properties of offset reflector antennas
at the reflector aperture. This coordinate system, shown in Fig. 3.1b, shares the
same origin that the feed CS but with no offset. Therefore, for front-fed config-
urations, feed CS and non-tilted CS are the same. These two coordinate systems
will be the only ones used in Sections 3.3-3.5. A third coordinate system known
as local CS is defined by the unit vector locally normal to the surface, as seen in
Fig. 3.1c. This coordinate system will be used in the following chapters to define
the local coordinate systems of the unit-cells that form a frequency selective surface
(see Section 2.5). Finally, the fourth coordinate system is defined by the reflector
antenna far-field origin, and shown in Fig. 3.1d. For the front-fed configuration, the
z-axis of the far-field CS and the broadside direction of the feed are aligned, but for
the offset configuration they are not. This coordinate system will be used in Section
3.6 to obtain the reflector antenna far-field.
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(a) Feed CS (b) Non-tilted CS
(c) Local CS
feed
Aperture 
plane
(d) Far-field CS
Figure 3.1: 3D Reflector using: a) the feed CS, b) the non-tilted CS, c) the local
CS and d) the far-field CS
Therefore, the four coordinate systems to be employed can be defined as:
 Feed CS : defined by the feed radiation pattern, where the z-axis matches the
feed broadside direction
{cˆs} =

xˆs
yˆs
zˆs

{sˆs} =

ρˆs
θˆs
φˆs

(3.2.1)
 Non-tilted CS : same origin as the feed CS but with no offset
{cˆ′} =

xˆ′
yˆ′
zˆ′

{sˆ′} =

ρˆ′
θˆ′
φˆ′

(3.2.2)
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 Local CS : defined by a given point in the reflector surface, where the z-axis
matches the local normal unit vector
{cˆl} =

xˆl
yˆl
zˆl

{sˆl} =

ρˆl
θˆl
φˆl

(3.2.3)
 Far-field CS : defined by the far-field pattern where the z direction matches
the secondary pattern broadside direction
{cˆ} =

xˆ
yˆ
zˆ

{sˆ} =

ρˆ
θˆ
φˆ

(3.2.4)
If the feed CS, shown in Fig. 3.1a is used as reference, the non-tilted CS, shown in
Fig. 3.1b, is obtained by rotating the feed CS around its ys-axis a specific quantity.
This quantity is equal to the offset angle but with opposite sign. Consequently, both
feed and non-tilted CS share the origin. The local CS in Fig. 3.1c is obtained from
the non-tilted CS if a special transformation is applied (see Appendix D). Finally,
the far-field CS, shown in Fig. 3.1d is obtained by rotating 180◦ the non-tilted CS
around the x′-axis (so that its z direction matches the reflector antenna broadside
direction) and by displacing the origin an specific amount. This amount is the one
that place the origin at the reflector centre, as shown in Fig. 3.1d. If the far-field
CS is used as the reference, the inverse procedure should be followed.
To perform these changes using a general procedure, the Eulerian angles will be
used. Rahmat-Samii dedicated a paper to coordinate system changes with antenna
applications [9]. The same procedure will be used here. The Eulerian angles are
represented in Fig.3.2. Following Euler’s rotation theorem, any rotation may be
described using three angles. These angles, known as Eulerian or Euler angles are α,
β and γ.
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Figure 3.2: Eulerian angles.
where α describes a rotation of the x-axis along the z-axis. β describes a rotation of
the z-axis along the x-axis. And γ describes a second rotation of the x-axis along the
z-axis. Therefore, the general rotation matrix can be expressed as a multiplication
of the three Euler rotation matrices
A = BCD =

A11 A12 A13
A21 A22 A23
A31 A32 A33
 (3.2.5)
where,
B =

cos γ sin γ 0
− sin γ cos γ 0
0 0 1
 (3.2.6a)
C =

1 0 0
0 cos β sin β
0 − sin β cos β
 (3.2.6b)
D =

cosα sinα 0
− sinα cosα 0
0 0 1
 (3.2.6c)
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and
A11 = cos γ cosα− sin γ cos β sinα (3.2.7a)
A12 = cos γ sinα + sin γ cos β cosα (3.2.7b)
A13 = sin γ sin β (3.2.7c)
A21 = − sin γ cosα− cos γ cos β sinα (3.2.7d)
A22 = − sin γ sinα + cos γ cos β cosα (3.2.7e)
A23 = cos γ sin β (3.2.7f)
A31 = sin β sinα (3.2.7g)
A32 = − sin β cosα (3.2.7h)
A31 = cos β (3.2.7i)
Using Eq.3.2.5 it is possible to move between a coordinate system {cˆ1} defined
by ~r1 = xˆ1x1 + yˆ1y1 + zˆ1z1 to another coordinate system {cˆ2} defined by ~r2 =
xˆ2x2 + yˆ2y2 + zˆ2z2 and displaced by a quantity~f = xˆfx + yˆfy + zˆfz, as
~r2 = A
(
~r1 − ~f
)
(3.2.8a)
~r1 = A
t~r2 + ~f (3.2.8b)
and for fields defined in these coordinate systems as
~S2 = A~S1 (3.2.9a)
~S1 = A
t~S2 (3.2.9b)
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where ~S stands both for electric or magnetic field. The Eulerian angles for the
difference CS changes can be summarized in table 3.1.
CS change α β γ
Far-field ⇔ feed 90◦ 180◦ − θf 90◦
Far-field ⇔ non-tilted 90◦ 180◦ 90◦
feed ⇔ non-tilted −90◦ −θf 90◦
Table 3.1: Eulerian angles for the different CS changes
3.3 Reflectors
A parabolic reflector can be curved in one or in both of its two axes. The ones
that are single curved are usually referred to as parabolic cylinder reflectors, and
the ones which are double curved as paraboloidal reflectors. In this chapter only the
second case is taken into account. Firstly, the single front-fed configuration will be
reviewed, followed by the single offset configuration.
3.3.1 Front-fed configuration
Geometry of the front-fed reflector
If a parabola is rotated around its axis, a paraboloid of revolution is formed. The
reflectors discussed here follow the geometry of these surfaces. The paraboloids
used for these reflectors are usually circular paraboloids, which are a special case
of elliptic paraboloids. The equation for these circular paraboloids can be derived
from the 2D case of Eq.E.0.4 in Appendix E
− x
2
4f
− y
2
4f
+ f = z (3.3.1)
where a = − 1
4f
, b = 0 and c = f . One of the principal properties of these reflectors
is to convert a spherical wave into a planar wave [10]. This is due to the fact that
the rays emanating from one focus of the conic section are reflected on its surface
and directed to the second focus, placed at infinity. From Section 2.3, GO can be
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applied so that optical rays and optical laws of reflection can be used to describe
the paths followed by the wave. Fig. 3.3 shows the two-dimensional configuration
of a paraboloidal reflector:
y
x
z
Figure 3.3: 2-D geometry of the reflector.
The origin of the coordinate system is placed at the focus. In order to benefit from
the advantages of the parabola, the feed (ideal point source) is also placed at the
focus. The parameters of interest are:
 D: length of the reflector.
 f : focal distance to the reflector.
 θc: aperture angle.
 nˆ: unit vector locally normal to the surface.
 θi: angle of incidence.
 θr: angle of reflection.
The paths OP and PQ are, respectively
OP = ρp (3.3.2a)
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PQ = ρp cos θp (3.3.2b)
By the definition of the parabola (see Appendix E), the summation of the total path
from O to any Pn on the reflector surface and from any Pn to its correspondent Qn
is equal for any pair Pn-Qn
OP + PQ = constant = 2f (3.3.3)
Substituting Eq. 3.3.2a and 3.3.2b into Eq. 3.3.3 yields
ρp + ρp cos θp = ρp(1 + cos θp) = 2f (3.3.4)
It is noted that θp ≤ θc. From Eq.3.3.4, the parabola equation in spherical coordi-
nates can be obtained
ρp =
2f
1 + cos θp
=
f
cos2
θp
2
= f sec2
θp
2
(3.3.5)
It can be observed from Eq.3.3.5 that the surface geometry (ρp) is independent of φ
due to the rotational symmetry. Eq.3.3.1 can be verified if Eq.3.3.5 is converted to
Cartesian using Appendix F.
Normal unit vector, angle of incidence and angle of reflection
In this subsection three important parameters are obtained: the unit vector normal
to the surface nˆ, the angle of incidence θi and the angle of reflection θr.
In property 5) of Section 2.3.2 it was stated that by Snell’s law of reflection, a ray
incident to a perfectly conducting planar surface is reflected from that surface by
an angle equal to the incident angle. It was also stated that the conformal surface
of the paraboloid is locally seen as a planar surface for a ray since the wavelength is
very small compared to the reflector dimensions. Therefore, the angle formed by the
incident ray with the normal to the surface has to be the same as the angle formed
by the normal to the surface with the reflected ray, as shown in Fig. 3.3.
To obtain the normal to the surface, the gradient of Eq.3.3.4 is taken
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~N = ∇
(
f − ρp cos2 θp
2
)
= −ρˆp cos2 θp
2
+ θˆp cos
θp
2
sin
θp
2
(3.3.6)
To form the unit vector, the magnitude |N | is needed
|N | =
√
cos4
θp
2
+ cos2
θp
2
sin2
θp
2
= cos
θp
2
(3.3.7)
Finally, the normal unit vector in spherical coordinates can be obtained as
nˆ =
~N
|N | = −ρˆp cos
θp
2
+ θˆp sin
θp
2
(3.3.8)
It is also useful to express the normal unit vector in rectangular coordinates. Ap-
plying the coordinates transformation (see Appendix F) leads to
nˆ = −xˆp sin θp
2
cosφp − yˆp sin θp
2
sinφp − zˆp cos θp
2
(3.3.9)
Balanis [11] used this method for obtaining the normal unit vector. However, other
authors obtained it or expressed it in a different way, such as Jones [3], Rudge,
Love and Olver [12], or Hanfling [13]. There is also a third way for defining it very
convenient for the future transformation to the tilted axes of the offset reflector:
nˆ = −xˆ sin θp cosφp√
2(1 + cos θp)
− yˆ sin θp sinφp√
2(1 + cos θp)
− zˆ 1 + cos θp√
2(1 + cos θp)
(3.3.10)
Knowing the normal unit vector, both angles θi and θr can be obtained
cos θi = −ρˆpnˆ = −ρˆp
(
−ρˆp cos θp
2
+ θˆp sin
θp
2
)
= cos
θp
2
(3.3.11a)
cos θr = −zˆpnˆ = −
(
ρˆp cos θp − θˆp sin θp
)(
−ρˆp cos θp
2
+ θˆp sin
θp
2
)
= cos
θp
2
(3.3.11b)
These relations confirm the split of θp into two equal angles by the normal unit
vector: θi = θr = θp/2, in agreement with Snell’s law (see property 5) of Section
2.3.2) and with Fig. 3.3.
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Angular aperture
Here the relationship between the ratio of focal length f (see Fig. 3.3) to diameter
D is obtained. This ratio specifies the shape of the reflector. Another way to specify
this is by the angular aperture θc, that is, the angle subtended at the focus by the
radius of aperture [10]. From the geometry of Fig. 3.3
θc = tan
−1 D/2
z0
(3.3.12)
where z0 is the distance along the axis of the reflector from the focal point to the
edge of the rim. From Eq. 3.3.1
z0 = f − x
2
0 + y
2
0
4f
= f − (D/2)
2
4f
= f − D
2
16f
(3.3.13)
Substituting Eq. 3.3.13 into Eq. 3.3.12 yields
θc = tan
−1 D/2
f − D
2
16f
= tan−1
f
2D
(
f
D
)2 − 1
16
(3.3.14)
There are also other ways of expressing this equation [10,11]:
sin θc =
D/2
ρ0
=
D/2√
4f(f − z0) + z20
=
D/2
2f − z0 =
1
2
D
f
1 +
D2
16f 2
(3.3.15)
tan θc =
1
2
D
f
1− D
2
16f 2
(3.3.16)
Finally, it can be observed that a cone can be traced with the feed in the apex, and
sides ρc = 2f/(1 + cos θc). These sides are formed by the lines from the feed to the
rims of the reflector. The circle formed by the base of this cone would be what is
called aperture plane, with centre (0, 0) and diameter D.
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3.3.2 Offset configuration
As previously stated in Chapter 1, the aperture blocking in the front-fed configura-
tion leads to some scattered radiation causing, amongst other things, losses in the
radiation pattern, degradation in the sidelobes and even giving rise to a degree of
cross-polarisation.
An offset parabolic reflector can be regarded as the illuminated offset section of
a bigger imaginary paraboloid. Therefore, the feed is still placed at the focus of
the paraboloid, but its broadside direction no longer matches the vertex of the
paraboloid anymore, as shown in Fig. 3.4. Nevertheless, this configuration brings
its own problems, since the loss of symmetry between the feed and the reflector
causes new cross-polarisation radiation. This configuration has been well studied by
various authors [10,12,14].
The analysis of this configuration will be reviewed in the following subsections,
following the same structure as in the front-fed case.
Geometry of the offset reflector
The geometry of the offset configuration is shown in Fig. 3.4. The basic parameters
and axes are (see Section 3.2 for the coordinate system definitions):
 f : focal length.
 D: diameter of the parent imaginary front-fed reflector.
 d: diameter of the offset reflector, or diameter of the projected circle.
 h: reflector offset.
 xc: distance along the x-axis to the centre of the projected circle.
 θ0: offset angle.
 θc: aperture angle, or, half angle subtended by the reflector at the focus.
 (x′, y′, z′): Cartesian coordinates for the non-tilted coordinate system (CS).
 (xs, ys, zs): Cartesian coordinates for the feed CS.
 (ρ′, θ′, φ′): spherical coordinates for the non-tilted CS.
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 (ρs, θs, φs): spherical coordinates for the feed CS.
Reflector
axis
Feed 
broadside
direction
Figure 3.4: Geometry of the offset configuration.
If a cone is traced with the feed in the apex and the lines that join the apex with
the rims of the offset reflector as sides, an ellipse in the xsy
′ plane would be formed
if observed from above. If this ellipse is projected onto the x′y′ plane, a circle with
centre at xc and diameter d is obtained. The aperture plane would be this circle.
A coordinate transformation is needed from the feed spherical CS to the non-tilted
Cartesian CS: (ρs, θs, φs) → (ρ′, θ′, φ′) → (x′, y′, z′). This change is important since
the polarisation characteristics of the antenna will be studied at the aperture plane,
defined by the non-tilted CS. First, the Cartesian to spherical transformation for
the tilted system is (see Appendix F)
ρˆs = xˆs sin θs cosφs + yˆs sin θs sinφs + zˆs cos θs (3.3.17a)
θˆs = xˆs cos θs cosφs + yˆs cos θs sinφs − zˆs sin θs (3.3.17b)
φˆs = −xˆs sinφs + yˆs cosφs (3.3.17c)
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From the geometry of Fig. 3.4
xˆs = xˆ
′ cos θ0 − zˆ′ sin θ0 (3.3.18a)
yˆs = yˆ
′ (3.3.18b)
zˆs = xˆ
′ sin θ0 + zˆ′ cos θ0 (3.3.18c)
The position vector in both Cartesian systems is identical, i.e., ρ′ ≡ ρs and ρˆ′ ≡ ρˆs.
This simplifies the relations between both coordinate systems. The relation in spher-
ical coordinates can be obtained if Eq. 3.3.18a, 3.3.18b and 3.3.18c are introduced
in Eq. 3.3.17a, and then Eq. 3.3.17a is equated to the vector transformation ρˆ from
rectangular to spherical for the non-tilted CS. Equating both sides of the last equa-
tion in terms of xˆ′, yˆ′ and zˆ′ yields
sin θ′ cosφ′ = sin θs cosφs cos θ0 + cos θs sin θ0 (3.3.19a)
sin θ′ sinφ′ = sin θs sinφs (3.3.19b)
cos θ′ = − sin θs cosφs sin θ0 + cos θs cos θ0 (3.3.19c)
It is also useful to express (ρs, θs, φs) as a function of (x
′, y′, z′), introducing Eq. 3.3.18a,
3.3.18b and 3.3.18c into Eq. 3.3.17a, 3.3.17b and 3.3.17c
ρˆs = xˆ
′(sin θs cosφs cos θ0 + cos θs sin θ0) + yˆ′ sin θs sinφs
+ zˆ′(cos θs cos θ0 − sin θs cosφs sin θ0)
(3.3.20a)
θˆs = xˆ
′(cos θs cosφs cos θ0 − sin θs sin θ0) + yˆ′ cos θs sinφs
− zˆ′(cos θs cosφs sin θ0 sin θs cos θ0)
(3.3.20b)
φˆs = −xˆ′ sinφs cos θ0 + yˆ′(cosφs + sinφs sin θ0) (3.3.20c)
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From Eq. 3.3.5 and the vector transformation from Appendix F, the distance from
the reflector focus to a point on the parabolic surface, ρs, is given by
ρ′ =
2f
1 + cos θ′
=
2f
1 + cos θs cos θ0 − sin θs cosφs sin θ0 (3.3.21)
To obtain the distance to the centre xc of the projected circle and its diameter d,
several authors, such as Chu and Turrin [6], make use of the widely referenced report
by Cook, Elam and Zucker [15]. These authors used the equation of the ellipse to
obtain the projected circle. However, these two parameters can also be obtained
from simple trigonometry extracted from Fig. 3.4.
It should be noted that the distance to the parabola ρ0 = 2f/(1 + cos θ0), even
when splitting the cone aperture in two equal angles θc, does not divide the parabola
surface or the aperture plane into two equal parts. Therefore, to obtain the diameter
d, a quantity has to be subtracted from D/2. This quantity is obtained using the
right triangle of angle θ0− θc, and can be found in Fig. 3.4 as the parameter h. The
right triangle formed with D/2 as side is the one with angle θ0 + θc. The diameter
d can be then obtained as
d =
2f sin(θ0 + θc)
1 + cos(θ0 + θc)
− 2f sin(θ0 − θc)
1 + cos(θ0 − θc) =
4f sin θc
cos θc + cos θ0
(3.3.22)
On the other hand, to obtain the distance to the centre of the circle the quantity
previously extracted should be added to d/2
xc =
2f sin(θ0 − θc)
1 + cos(θ0 − θc) +
d
2
=
2f sin θ0
cos θc + cos θ0
(3.3.23)
The only important parameter left is the normal unit vector of the offset reflector.
Normal unit vector
The normal unit vector nˆ′ for the offset configuration can be obtained from the
normal unit vector of the front-fed configuration, with the pertinent coordinate
transformation. If the coordinate transformation to spherical coordinates (see Ap-
pendix F) is applied to Eq. 3.3.10, and relation 3.3.19c is applied to the dividend,
one obtains
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nˆ = − ρˆ
′ + zˆ′√
2t
(3.3.24)
where
t = 1 + cos θs cos θ0 − sin θs sin θ0 cosφs (3.3.25)
For the calculation of the reflected fields in the offset configuration, it is also useful to
express the normal unit vector in the non-tilted Cartesian coordinates, first applying
the coordinates change for ρˆ′ and then the relations from Eq. 3.3.19a, Eq. 3.3.19b
and Eq. 3.3.19c
nˆ = n′xxˆ
′ + n′yyˆ
′ + n′z zˆ
′ (3.3.26)
where
n′x =
−(sin θs cosφs cos θ0 + cos θs sin θ0)√
2t
(3.3.27a)
n′y =
−(sin θs sinφs)√
2t
(3.3.27b)
n′z =
−t√
2t
(3.3.27c)
3.4 Feeds
Given the importance in the selection of the feed for the depolarisation properties
of the reflector antenna, this section will review the different types of linear polar-
isations and ideal feeds used in the literature, i.e., electric dipole, magnetic dipole,
Huygens source, Gaussian beam and circularly polarised source.
In order to obtain the different orientations for a given source, two methodologies can
be employed. In the first one, an initial source is defined along a known orientation,
and coordinate system transformations are applied to obtain any other orientation.
This methodology will be employed in Section 3.6 to move between the different
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coordinate systems. The second methodology consists on defining general equations
for the sources for a general orientation (ϑ, ϕ). Then the desired orientation angles
are introduced to obtain the source fields for the selected orientation. This second
methodology is employed in the present section.
3.4.1 Linear polarisation definitions
The IEEE Standard [16] defines the cross-polarisation as “the polarisation orthogonal
to a specified reference polarisation”. As Ludwig stated in [17], this definition is
not enough when linear polarisation is used because the direction of the reference
polarisation has to be defined first. It follows in [17] three definitions for the principal
(co) and cross polarisation components, shown in in Fig. 3.5 (extracted from [17]).
This definitions are:
Figure 3.5: Polarisation definitions. (From [17] © 1972 IEEE.)
 Ludwig-I: using a Cartesian coordinate system, and for a propagation along
the z-axis, the co-polarisation (eˆco) component would be the unit vector in
one axis orthogonal to z, and the cross-polarisation (eˆxp) component the unit
vector in the other axis orthogonal to z. This definition is suitable for plane
waves, but unsuitable for spherical waves and can be expressed as:
eˆco = yˆ = ρˆ sin θ sinφ+ θˆ cos θ sinφ+ φˆ cosφ (3.4.1a)
eˆxp = xˆ = ρˆ sin θ cosφ+ θˆ cos θ cosφ− φˆ sinφ (3.4.1b)
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 Ludwig-II: using a spherical coordinate system, the co-polarisation would be
the unit vector tangent to the spherical surface along one Cartesian axis, and
the cross-polarisation the unit vector tangent to the surface along the other
axis. This definition is suitable for electric and magnetic dipoles, as Fig. 3.6a
shows. The definition can be expressed as:
eˆco ∝ θˆ cos θ sinφ+ φˆ cosφ (3.4.2a)
eˆxp ∝ θˆ cosφ− φˆ cos θ sinφ (3.4.2b)
 Ludwig-III: the co-polarisation and the cross-polarisation components are the
ones measured when the antenna pattern is used in the usual matter, as de-
scribed by Silver [10]. This definition is suitable for the Huygens source, as
Fig. 3.6b shows. The definition can be expressed as:
eˆco = θˆ sinφ+ φˆ cosφ (3.4.3a)
eˆxp = θˆ cosφ− φˆ sinφ (3.4.3b)
(a) Electric dipole (b) Huygens source
Figure 3.6: Polarisation lines for: (a) electric dipole and (b) Huygens source
In the three cases the y-axis has been used to describe the co-polarisation component.
If the polarisation in x-axis is desired, an interchange in the subscripts is needed.
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In the literature it can be found that the most adequate definition for real case
antennas is Ludwig-III, since “it closely corresponds to what it is measured by an
usual antenna radiation pattern” [12]. This is true when the antenna pattern proce-
dure is as the one described by Silver [10], i.e., performing the measurement along
a sphere in the far-field and assuming spherical waves. Nevertheless, after reflection
on a parabolic reflector, when planar waves are assumed locally, the most suitable
definition for the polarisation is Ludwig-I. This last statement will be only true
for the near-fields, when the study of the fields at the aperture plane is of inter-
est. The definition used for the polarisation in the far-field of a reflector antenna is
Ludwig-III [5].
3.4.2 Electric dipole
The basic theory of the electric dipole will be reviewed here, obtaining its fields for
a generic orientation.
An electric dipole [10] is formed by two charges of the opposite sign and the same
magnitude |q| with a specific separation l between them. Fig. 3.7 shows a conven-
tional electric dipole oriented along the z-axis, i.e., with its current flowing along
the z-axis and its electric field flowing from the positive to the negative charge.
x
y
z
I
Figure 3.7: Electric dipole.
87
CHAPTER 3
There are two important assumptions:
 The electric dipole has an infinitesimal size: l λ0.
 Far-field conditions apply: kρ 1.
Fig. 3.8 shows the orientation angles ϕ and ϑ. To obtain the fields, the magnetic
vector potential will be used (see Section 2.4). Because the dipole is oriented at a
random direction in the space, ~A has components in the three Cartesian axes. Its
electric current density ~J also has components in the three axes: xˆl/2 sinϑ cosϕ,
yˆl/2 sinϑ sinϕ and zˆl/2 cosϑ.
Figure 3.8: Dipole orientation angles.
Using the integration limits (ϑ ∈ [0, pi] and ϕ ∈ [0, 2pi]) into Eq. 2.4.24 yields
~A(x, y, z) =
µI0
4piρ
e−jkρ
xˆ ∫
l
2
sinϑ cosϕ
−
l
2
sinϑ cosϕ
dx+ yˆ
∫ l
2
sinϑ sinϕ
−
l
2
sinϑ sinϕ
dy + zˆ
∫ l
2
cosϑ
−
l
2
cosϑ
dz

=
µI0l
4piρ
e−jkρ (xˆ sinϑ cosϕ+ yˆ sinϑ sinϕ+ zˆ cosϑ)
(3.4.4)
where I0 is the constant value of the electric current. As it is derived from Eq. 3.4.4,
a dipole with an orientation that involves the three Cartesian coordinates can be
seen as the combination of three dipoles, one on each axis, with a contribution of
each dipole given by the orientation angles. To obtain the spherical components of
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~E and ~H it is necessary to express ~A in spherical components (see Appendix F)
Aθ =
µI0l
4piρ
e−jkρ (sinϑ cos θ(cosϕ cosφ+ sinϕ sinφ)− cosϑ sin θ) (3.4.5a)
Aφ =
µI0l
4piρ
e−jkρ sinϑ(sinϕ cosφ− cosϕ sinφ) (3.4.5b)
where Aρ was omitted since Eρ = Hρ ' 0. Substituting Eq. 3.4.5a and Eq. 3.4.5b
into Eq. 2.4.26a and Eq. 2.4.26b gives the spherical components of the electric and
magnetic field intensities for the generic electric dipole
Eθ = −jηkI0l
4piρ
e−jkρ (sinϑ cos θ(cosϕ cosφ+ sinϕ sinφ)− cosϑ sin θ) (3.4.6a)
Eφ = −jηkI0l
4piρ
e−jkρ sinϑ(sinϕ cosφ− cosϕ sinφ) (3.4.6b)
Hθ = j
kI0l
4piρ
e−jkρ sinϑ(sinϕ cosφ− cosϕ sinφ) (3.4.7a)
Hφ = −j kI0l
4piρ
e−jkρ (sinϑ cos θ(cosϕ cosφ+ sinϕ sinφ)− cosϑ sin θ) (3.4.7b)
For a desired orientation, the values of the angles ϑ and ϕ have to be introduced
into Eq. 3.4.6a and Eq. 3.4.6b for the electric field intensity ~E and into Eq. 3.4.7a
and Eq. 3.4.7b for the magnetic field intensity ~H.
3.4.3 Magnetic dipole
The magnetic dipole is analogous to the electric dipole but with a magnetic current
~M flowing in a specific direction for a given orientation of the dipole. In order
to obtain ~E and ~H, the electric vector potential ~F will be used. For a generic
orientation ~F is
~F (x, y, z) =
M0l
4piρ
e−jkρ (xˆ sinϑ cosϕ+ yˆ sinϑ sinϕ+ zˆ cosϑ) (3.4.8)
89
CHAPTER 3
where M0 is the constant value of the magnetic current and l is the length of the
dipole. Expressing the above in spherical coordinates (see Appendix F)
Fθ =
M0l
4piρ
e−jkρ (sinϑ cos θ(cosϕ cosφ+ sinϕ sinφ)− cosϑ sin θ) (3.4.9a)
Fφ =
M0l
4piρ
e−jkρ sinϑ(sinϕ cosφ− cosϕ sinφ) (3.4.9b)
To obtain the electric and magnetic field intensities ~E and ~H Eq. 3.4.9a and Eq. 3.4.9b
has to be introduced into Eq. 2.4.26c and Eq. 2.4.26d
Eθ = −j kM0l
4piρ
e−jkρ sinϑ(sinϕ cosφ− cosϕ sinφ) (3.4.10a)
Eφ = j
kM0l
4piρ
e−jkρ (sinϑ cos θ(cosϕ cosφ+ sinϕ sinφ)− cosϑ sin θ) (3.4.10b)
Hθ = −j kM0l
η4piρ
e−jkρ (sinϑ cos θ(cosϕ cosφ+ sinϕ sinφ)− cosϑ sin θ) (3.4.11a)
Hφ = −j kM0l
η4piρ
e−jkρ sinϑ(sinϕ cosφ− cosϕ sinφ) (3.4.11b)
Once again, for a desired orientation, the values of the angles ϑ and ϕ have to be
substituted into Eq. 3.4.10a and Eq. 3.4.10b for the electric field intensity ~E and
into Eq. 3.4.11a and Eq. 3.4.11b for the magnetic field intensity ~H.
3.4.4 Huygens source
If an electric dipole with a specific orientation is combined with a magnetic dipole
oriented along the orthogonal direction, with an appropriate value for the ratio of the
magnetic to electric current M0/I0 = η0, a Huygens source is obtained. Following
Ludwig-III (see Section 3.4.1) for the definition of the polarisation, the Huygens
source is considered a source free of cross-polarisation. If this source is used as a
feed in a front-fed parabolic reflector, the field at the aperture plane is also free of
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cross-polarisation, as Koffman pointed out [4]. Indeed, as Koffman concluded, in
terms of minimising cross-polarisation the ideal reflector for the Huygens source is
the paraboloid, for the electric dipole the plane, and for the magnetic dipole the
sphere. Three important properties of the Huygens source can be summarized as:
 The ratio of magnetic to electric current is: M0/I0 = η0.
 It is a source free of cross-polarisation if Ludwig-III is used for the polarisation
definition.
 It is an ideal feed for the front-fed parabolic reflector in terms of achieving
zero cross-polarisation in the aperture plane.
The Huygens source can be oriented in different ways, but must always fulfil the
following statements:
 The orientation of both electric and magnetic dipoles should always be confined
in a plane parallel to the reflector aperture plane.
 There must be orthogonality between their orientations and this orthogonality
must follow positive values of ϕ.
However, to be able to assert that the generic Huygens source is also free of cross-
polarisation, the Ludwig-II definition has also to be generalised for a generic ori-
entation. Since the aperture plane of the studied reflectors is contained in the xy
plane, the last two statements can be simplified to
 Both electric and magnetic dipoles are in the xy plane. Hence ϑ = pi/2.
 For an electric dipole oriented at an angle ϕ = ϕ0, the magnetic dipole has to
be oriented at ϕ = ϕ0 + pi/2.
Therefore, the electric dipole has the following spherical components for the electric
and magnetic field intensities
Eeθ = −jη
kI0l
4piρ
e−jkρ cos θ(cosϕ0 cosφ+ sinϕ0 sinφ) (3.4.12a)
Eeφ = −jη
kI0l
4piρ
e−jkρ(sinϕ0 cosφ− cosϕ0 sinφ) (3.4.12b)
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Heθ = j
kI0l
4piρ
e−jkρ(sinϕ0 cosφ− cosϕ0 sinφ) (3.4.13a)
Heφ = −j
kI0l
4piρ
e−jkρ cos θ(cosϕ0 cosφ+ sinϕ0 sinφ) (3.4.13b)
where the superscript e refers to electric dipole, and knowing that M0 = ηI0, sin(ϕ0+
pi/2) = cosϕ0 and cos(ϕ0 + pi/2) = − sinϕ0. The analogous action for the magnetic
dipole yields
Emθ = −jη
kI0l
4piρ
e−jkρ(cosϕ0 cosφ+ sinϕ0 sinφ) (3.4.14a)
Emφ = −jη
kI0l
4piρ
e−jkρ cos θ(sinϕ0 cosφ− cosϕ0 sinφ) (3.4.14b)
Hmθ = j
kI0l
4piρ
e−jkρ cos θ(sinϕ0 cosφ− cosϕ0 sinφ) (3.4.15a)
Hmφ = −j
kI0l
4piρ
e−jkρ(cosϕ0 cosφ+ sinϕ0 sinφ) (3.4.15b)
where the superscript m refers to magnetic dipole. Adding the components of both
dipoles yields to the spherical far-field components of a Huygens source with the
electric dipole oriented along a desired angle ϕ0
Eθ = −jηkI0l
4piρ
e−jkρ(1 + cos θ) cos(ϕ0 − φ) (3.4.16a)
Eφ = −jηkI0l
4piρ
e−jkρ(1 + cos θ) sin(ϕ0 − φ) (3.4.16b)
Hθ = j
kI0l
4piρ
e−jkρ(1 + cos θ) sin(ϕ0 − φ) (3.4.17a)
Hφ = −j kI0l
4piρ
e−jkρ(1 + cos θ) cos(ϕ0 − φ) (3.4.17b)
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When using a Huygens source to feed a parabolic reflector, it is common to define
its orientation in space by its electric field polarisation at broadside. And usually
for positive values of the Cartesian axes. Common orientations are along x, y and
slant 45◦. Looking at Eq. 3.4.16a and Eq. 3.4.16b, this means to orient the electric
dipole along the opposite sense. Also, since the x-axis is usually oriented vertically
for reflector antennas, orientations along x and y are usually referred as vertical
and horizontal respectively. It should be noticed that a x- or vertically polarised
Huygens source will not always have its electric field along x. Only in the principal
planes. For the rest of the planes the polarisation will be given by Ludwig-III. The
same applies to other polarisations.
In order to obtain a vertically polarised Huygens source, an electric dipole along
−x and a magnetic dipole along −y are needed, where ϕ0 = pi. Following the same
procedure for the other two polarisations, it is possible to express these three typical
cases in one single equation for each component
Eθ = jη
kI0l
4piρ
e−jkρ(1 + cos θ) cos(β0 − φ) (3.4.18a)
Eφ = jη
kI0l
4piρ
e−jkρ(1 + cos θ) sin(β0 − φ) (3.4.18b)
Hθ = −j kI0l
4piρ
e−jkρ(1 + cos θ) sin(β0 − φ) (3.4.19a)
Hφ = j
kI0l
4piρ
e−jkρ(1 + cos θ) cos(β0 − φ) (3.4.19b)
where β0 defines the orientation of the polarisation: β0 = 0 for a x-polarised source,
β0 = pi/2 for a y-polarised source, and β0 = pi/4 for a 45°-polarised source.
3.4.5 Gaussian beam
The main disadvantage of the Huygens source is its poor directivity (see Fig.3.6b)
of Section 3.4.1). The most common type of ideal source to feed reflectors is the
Gaussian beam, whose electric and magnetic amplitude profiles are given by the
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Gaussian function. The simplicity and the directivity control of the Gaussian beam
are its key features. The Huygens source can behave as a Gaussian beam if a
imaginary displacement in the axis of the direction of propagation (0, 0,−jb) is
applied [5]. This imaginary displacement controls the beam width. The far-field for
this source is
~E = (1 + cos θ)
e−jkρ
ρ
ekb cos θ
[
θˆ cos(β0 − φ) + φˆ sin(β0 − φ)
]
(3.4.20)
where
b =
20 log((1 + cos θ)/2)− taper
20k(1− cos θ) log e (3.4.21)
The variable taper represents the desired taper for the feed, which is the desired
normalised field value in dB at the rims of the reflector. Typical values of tapers
are -10dB or -12dB.
3.4.6 Circularly polarised source
An ideal circularly polarised (CP) source is formed by two ideal linearly-polaried
(LP) sources of equal magnitude and 90◦ of phase difference between them. The
sense of rotation of the field can be clockwise or right-handed CP (RHCP), or
counterclockwise or left-handed CP (LHCP). A commonly used ideal CP source is
formed by the phased superposition of two Ludwig-III [17] (see also Section 3.4.1)
LP sources. Therefore, following Fig. 3.9, where the observer is looking in the
direction of propagation, the two ideal circular polarisations can be formed as [18]
~ERH =
1√
2
(
~EV − j ~EH
)
(3.4.22a)
~ELH =
1√
2
(
~EV + j ~EH
)
(3.4.22b)
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Figure 3.9: Senses of rotation in circularly polarised fields: (a) right-hand and (b)
left-hand.
Eq.3.4.22a and Eq.3.4.22b can be expressed in spherical coordinates as
~E =
1√
2
e∓jφ
(
θˆEθ ∓ jφˆEφ
)
(3.4.23)
where the upper signs stand for RHCP and the lower signs for LHCP. Eq.3.4.23
can be found in the literature [1]. The relationship between components can be
expressed in matrix form as
ERH
ELH
 = 1√
2
1 j
1 −j

EV
EH
 (3.4.24)
It follows that the trasnformation from RH/LH to vertical/horizontal components
is according to:
EV
EH
 = 1√
2
 1 1
−j j

ERH
ELH
 (3.4.25)
It may also be useful to show the transformation from spherical components directly
to RH/LH components as
ERH
ELH
 = 1√
2
 ejφ jejφ
e−jφ −je−jφ

Eθ
Eφ
 (3.4.26)
95
CHAPTER 3
3.5 Fields at the aperture plane
The aperture plane of the reflector is a plane normal to the reflector axis, usually
assumed at the rims of the reflector, as Fig.3.10 shows. At the aperture plane, the
paths travelled for all the rays from the feed have the same length, in accordance
the definition of the parabola (see Appendix E). By virtue of this property, it can
be asserted that the reflector transforms incoming spherical waves into plane waves.
This assertion however only holds in the near-field of the reflector.
Re ector
surface
Aperture
plane
Re ector
axis
Figure 3.10: Reflector surface and aperture field.
The aperture field for single reflector antennas can be obtained with closed form
equations, as will be shown next. These near-fields are especially important when
seeking to study the depolarisation properties of single reflector antennas in a simple
and compact form. The aperture fields for the front-fed and offset configurations
will be obtained for the ideal feeds from Section 3.4 for different orientations.
The polarisation definitions used for each case are summarised in Table 3.2 using
the following suppositions (see Section 3.4.1 for Ludwig definitions):
 Before reflection on the reflector surface: far-field spherical wave, whose po-
larisation definition is given by Ludwig-II or Ludwig-III.
 After reflection on the reflector surface: near-field plane wave, whose polari-
sation definition is given by Ludwig-I.
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Source Before reflection After reflection
Electric dipole Ludwig-II Ludwig-I
Magnetic dipole Ludwig-II Ludwig-I
Huygens source Ludwig-III Ludwig-I
Gaussian beam source Ludwig-III Ludwig-I
Table 3.2: Sources and their polarisation definition
First the reflected fields are obtained, expressed in Cartesian coordinates, as a func-
tion of the spherical components for a generic feed. Therefore the starting point is
the definition of a generic feed in spherical coordinates, whose far-field expression
is [11]
~Ei = E
i
θθˆ + E
i
φφˆ (3.5.1)
The next step is to obtain the reflected field using Eq. 2.3.37. For a simpler descrip-
tion of the polarisation components, the reflected field will be expressed in Cartesian
coordinates, since Ludwig-I applies after reflection. ~Ei and nˆ are expressed in Carte-
sian coordinates as well. Eq. 3.3.9 and Eq. 3.3.24 already give nˆ in Cartesian for
front-fed and offset configurations respectively. For ~Ei, the transformation is (see
Appendix F)
~Ei = E
i
xxˆ+ E
i
yyˆ + E
i
z zˆ (3.5.2)
where
Eix = E
i
θ cos θ cosφ− Eiφ sinφ (3.5.3a)
Eiy = E
i
θ cos θ sinφ+ E
i
φ cosφ (3.5.3b)
Eiz = −Eiθ sin θ (3.5.3c)
Now, a general unit vector normal to the surface nˆ in Cartesian coordinates is needed
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nˆ = nxxˆ+ nyyˆ + nz zˆ (3.5.4)
If Eq. 3.5.2 and Eq. 3.5.4 are substituted into Eq. 2.3.37 the reflected field is obtained
for a general feed and the normal unit vector nˆ considered above
~Er = E
r
xxˆ+ E
r
y yˆ + E
r
z zˆ (3.5.5)
where
Erx = E
i
x(2nx
2 − 1) + 2nx(nyEiy + nzEiz) (3.5.6a)
Ery = E
i
y(2ny
2 − 1) + 2ny(nxEix + nzEiz) (3.5.6b)
Erz = E
i
z(2nz
2 − 1) + 2nz(nxEix + nyEiy) (3.5.6c)
It is convenient to express Eq. 3.5.5 in matrix form as
~Er = N ~Ei (3.5.7)
This 3× 3 matrix has been used by Watson and Ghobrial [19], among others:

Erx
Ery
Erz
 =

2nx
2 − 1 2nxny 2nxnz
2nxny 2ny
2 − 1 2nynz
2nxnz 2nynz 2nz
2 − 1


Eix
Eiy
Eiz
 (3.5.8)
Thus, for the reflected field of a desired feed for a desired reflector configuration,
each component must be substituted by its specific value in Eq.3.5.8.
3.5.1 Front-fed configuration
Since for the front-fed configuration the non-tilted CS and the feed CS are the same,
for simplification purposes only one general CS (ρ, θ, φ) will be used. If the reflected
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field for the front-fed configuration for a generic feed is desired, the Cartesian com-
ponents of the normal unit vector in Eq. 3.3.9 have to be introduced into Eq. 3.5.8
yielding

Erx
Ery
Erz
 =

(1− cos θ) cos2 φ− 1 (1− cos θ) sinφ cosφ sin θ cosφ
(1− cos θ) sinφ cosφ (1− cos θ) sin2 φ− 1 sin θ sinφ
sin θ cosφ sin θ cosφ cos θ


Eix
Eiy
Eiz
 (3.5.9)
Nevertheless, a simplified expression is obtained if the Cartesian components of the
feed, i.e., Eq. 3.5.3a, Eq. 3.5.3b and Eq. 3.5.3c, as function of the generic spherical
components, are introduced into Eq. 3.5.8
~Er = xˆ(−Eiθ cosφ+ Eiφ sinφ) + yˆ(−Eiθ sinφ− Eiφ cosφ) (3.5.10)
The simplified equation can be expressed as a 2× 2 matrix
Erx
Ery
 =
 d1 b1
−b1 d1

Eiθ
Eiφ
 (3.5.11)
where d1 = − cosφ and b1 = sinφ. The reason for the absence of the z component is
due to the definition of the parabola: for an incoming ray, the reflected ray is always
parallel to the z-axis, hence there is no z component for any type of point source
defined by spherical waves. Therefore, to obtain the reflected field from a front-fed
configuration using a specific feed, the spherical components in Eq. 3.5.10 have to
be replaced by the spherical components of the desired feed.
Now the feeds from Section 3.4 will be used as primary feeds for the front-fed
reflector, obtaining the electric field at the aperture plane for different polarisations.
Electric dipole
Electric dipole along x
For the electric dipole oriented along x the orientation angles are ϑ = 90◦ and
ϕ = 0◦ (see Section 3.4.2). Therefore, from Eq. 3.4.6a and Eq. 3.4.6b for the electric
99
CHAPTER 3
field and Eq. 3.4.7a and Eq. 3.4.7b for the magnetic field, the far-field spherical
components of this dipole are
Eiθ = −jη
kI0le
−jkρ
4piρ
cos θ cosφ (3.5.12a)
Eiφ = jη
kI0le
−jkρ
4piρ
sinφ (3.5.12b)
H iθ = −j
kI0le
−jkρ
4piρ
sinφ (3.5.13a)
H iφ = −j
kI0le
−jkρ
4piρ
cos θ cosφ (3.5.13b)
If the spherical components of the electric field, Eq. 3.5.12a and 3.5.12b, are intro-
duced into the reflected field equation for the front-fed reflector (Eq.3.5.11), along
with the phase shift 2f − z0 due to the path from the feed to the aperture plane,
the field at the aperture plane ~Ea is obtained by
~Ea = jη
kI0le
−jk(2f−z0)
8piρ
(xˆ(1 + cos θ − (1− cos θ) cos 2φ)− yˆ sin 2φ(1− cos θ))
(3.5.14)
Eq. 3.5.14 was already derived in [3] and [20]. Since Ludwig-I applies after re-
flection, the x-component belongs to the principal polarisation component and the
y-component belongs to the cross polarisation component. As can be seen in Eq.
3.5.14, the y-component of the electric field is non-zero. Therefore, the electric
dipole induces some cross-polarisation component at the aperture plane. As can be
seen in Eq. 3.5.14, the maximum of the cross-polarised field is obtained at φ = 45◦.
Fig. 3.11 shows the co- (blue) and cross-polarised (red) components at the aperture
plane. It should be noted both components are not in the same scale. As it can be
seen in Fig. 3.11, there is a 180◦ phase shift symmetry in the cross-polarised com-
ponent between the four quadrants. Toward the principal planes (x- and y-axes)
the cross-polarisation tends to 0, disappearing along them.
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Figure 3.11: Co-polarised and cross-polarised components for a front-fed reflector
fed by an electric dipole oriented along x.
Electric dipole along y
For the electric dipole oriented along y the orientation angles are ϑ = ϕ = 90◦.
Using the same equations that were used for the electric dipole oriented along x
(Eq. 3.4.6a and Eq. 3.4.6b, Eq. 3.4.7a and Eq. 3.4.7b) with the new orientation
angles, the far-field spherical components of this dipole are
Eiθ = −jη
kI0le
−jkρ
4piρ
cos θ sinφ (3.5.15a)
Eiφ = −jη
kI0le
−jkρ
4piρ
cosφ (3.5.15b)
H iθ = j
kI0le
−jkρ
4piρ
cosφ (3.5.16a)
H iφ = −j
kI0le
−jkρ
4piρ
cos θ sinφ (3.5.16b)
Once again, the spherical components of the electric field for this new orientation
(Eq. 3.5.15a and 3.5.15b) can be introduced into the reflected field equation for the
front-fed reflector (Eq. 3.5.11). The phase shift 2f − z0 due to the path from the
feed to the aperture plane has to be taken into consideration. Then the field at the
aperture plane ~Ea is obtained as
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~Ea = jη
kI0le
−jk(2f−z0)
8piρ
(−xˆ sin 2φ(1− cos θ) + yˆ(1 + cos θ + (1− cos θ) cos 2φ))
(3.5.17)
In Eq. 3.5.17, the y-component represents the co-polarised component and the x-
component represents the cross-polarised component. Fig.3.12 shows these compo-
nents at the aperture plane in blue and red respectively. The components are not to
scale. As it can be observed in this figure, the symmetry between quadrants is main-
tained as in the electric dipole oriented along x, and the maximum cross-polarisation
is found at 45◦.
y
x reflector's rim
co-pol
x-pol
Figure 3.12: Co-polarised and cross-polarised components for a front-fed reflector
fed by an electric dipole oriented along y.
Magnetic dipole
Magnetic dipole along x
For the magnetic dipole oriented along x the orientation angles are ϑ = 90◦ and
ϕ = 0◦. Therefore, using Eq. 3.4.10a and Eq. 3.4.10b for the electric field and
Eq. 3.4.11a and Eq. 3.4.11b for the magnetic field, the spherical components of the
magnetic dipole for this orientation are
Eiθ = j
kM0le
−jkρ
4piρ
sinφ (3.5.18a)
Eiφ = j
kM0le
−jkρ
4piρ
cos θ cosφ (3.5.18b)
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H iθ = −j
kM0le
−jkρ
η4piρ
cos θ cosφ (3.5.19a)
H iφ = j
kM0le
−jkρ
η4piρ
sinφ (3.5.19b)
Substituting the spherical components of the electric field (Eq. 3.5.18a and 3.5.18b)
into the reflected field equation for the front-fed reflector (Eq. 3.5.11), along with
the phase shift 2f − z0 due to the path from the feed to the aperture plane, the field
at the aperture plane ~Ea is given by
~Ea = −j kM0le
−jk(2f−z0)
8piρ
(xˆ sin 2φ(1− cos θ) + yˆ(1 + cos θ − cos 2φ(1− cos θ)))
(3.5.20)
Fig.3.13 shows the co- (blue) and cross-polarised (red) components at the aperture
plane. They are not to scale. The three characteristics from the electric dipole
remain: maximum cross-polarisation at 45◦, no cross-polarisation along the principal
axes and symmetry between quadrants. Nevertheless, as Fig.3.13 and the sign in
Eq.3.5.20 show, there is a shift of 180° in the co-polarised components, if compared
with the electric dipole along y.
y
x reflector's rim
co-pol
x-pol
Figure 3.13: Co-polarised and cross-polarised components for a front-fed reflector
fed by an magnetic dipole oriented along x.
Magnetic dipole along y
For the magnetic dipole oriented along y the orientation angles are ϑ = ϕ =
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90◦. Using the same equations that were used for the magnetic dipole oriented
along x (Eq. 3.4.10a and Eq. 3.4.10b, Eq. 3.4.11a and Eq. 3.4.11b) with the actual
orientation, the spherical components of this dipole are
Eiθ = −j
kM0le
−jkρ
4piρ
cosφ (3.5.21a)
Eiφ = j
kM0le
−jkρ
4piρ
cos θ sinφ (3.5.21b)
H iθ = −j
kM0le
−jkρ
η4piρ
cos θ sinφ (3.5.22a)
H iφ = −j
kM0le
−jkρ
η4piρ
cosφ (3.5.22b)
If the spherical components of the electric field for this new orientation (Eq. 3.5.21a
and 3.5.21b) are introduced into the reflected field equation for the front-fed reflector
(Eq. 3.5.11), along with the phase shift 2f − z0 due to the path from the feed to the
aperture plane, the field at the aperture plane ~Ea is obtained as
~Ea = jη
kI0le
−jk(2f−z0)
8piρ
(xˆ(1 + cos θ + cos 2φ(1− cos θ)) + yˆ sin 2φ(1− cos θ))
(3.5.23)
Fig. 3.14 shows the co- (blue) and cross-polarised (red) components at the aper-
ture plane for this dipole. They are not to scale. Once again, the three features
associated with the electric dipole (and all cases above) can also be observed here:
maximum cross-polarisation at 45◦, no cross-polarisation along the principal axes
and symmetry between quadrants.
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Figure 3.14: Co-polarised and cross-polarised components for a front-fed reflector
fed by an magnetic dipole oriented along y.
Huygens source
For the Huygens source two orientations will be applied in reference to the electric
dipole: oriented along x and oriented along y.
Huygens source with the electric dipole along x
Following the definitions presented in Section 3.4.4, if a Huygens source with an
electric dipole oriented along x is desired, the magnetic dipole should be oriented
along y and have for its magnetic current the value M0 = ηI0. The orientation
angles for the electric dipole along x are ϑ = 90◦ and ϕ0 = 0◦. If these angles are
substituted into Eq. 3.4.12a and Eq. 3.4.12b for the electric field, and into Eq. 3.4.13a
and Eq. 3.4.13b for the magnetic field, the spherical components of this Huygens
source are respectively obtained
Eiθ = −jη
kI0le
−jkρ
4piρ
cosφ(1 + cos θ) (3.5.24a)
Eiφ = jη
kI0le
−jkρ
4piρ
sinφ(1 + cos θ) (3.5.24b)
H iθ = −j
kI0le
−jkρ
4piρ
sinφ(1 + cos θ) (3.5.25a)
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H iφ = −j
kI0le
−jkρ
4piρ
cosφ(1 + cos θ) (3.5.25b)
These same expressions can be obtained for the electric field if Eq. 3.5.12a and
Eq. 3.5.12b are added to Eq. 3.5.21a and Eq. 3.5.21b, respectively, and for the
magnetic field if Eq. 3.5.13a and Eq. 3.5.13b are added to Eq. 3.5.22a and Eq. 3.5.22b,
respectively. To obtain the field at the aperture plane, the spherical components of
the electric field in Eq. 3.5.24a and Eq. 3.5.24b are introduced into Eq. 3.5.11:
~Ea = jη
kI0le
−jk(2f−z0)
4piρ
xˆ (1 + cos θ) (3.5.26)
Another way to obtain Eq. 3.5.26 is to add the aperture field of the electric dipole
along x (Eq. 3.5.14) and the magnetic field along y (Eq. 3.5.23). Fig. 3.15 shows the
field at the aperture plane. As it can be observed in this figure, the aperture field
obtained has its co-polarised component along x and is free of cross-polarisation. The
cross-polarised component has been cancelled out between the cross-polarisation of
the electric dipole along x and the cross-polarisation of the magnetic dipole along
y. The field of the transmitting antenna, i.e., 1 + cos θ only depends on θ.
y
x reflector's rim
co-pol
Figure 3.15: Co-polarised and cross-polarised components for a front-fed reflector
fed by a Huygens source with the electric dipole oriented along x.
Huygens source with the electric dipole along y
If a Huygens source with an electric dipole oriented along y is desired, the magnetic
dipole should be oriented along −x and have again for its magnetic current the value
M0 = ηI0. The orientation angles for the electric dipole along y are ϑ = ϕ0 = 90
◦. If
these angles are introduced into Eq. 3.4.12a and Eq. 3.4.12b for the electric field, and
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into Eq. 3.4.13a and Eq. 3.4.13b for the magnetic field, the spherical components of
this Huygens source are obtained
Eiθ = −jη
kI0le
−jkρ
4piρ
sinφ(1 + cos θ) (3.5.27a)
Eiφ = −jη
kI0le
−jkρ
4piρ
cosφ(1 + cos θ) (3.5.27b)
H iθ = j
kI0le
−jkρ
4piρ
cosφ(1 + cos θ) (3.5.28a)
H iφ = −j
kI0le
−jkρ
4piρ
sinφ(1 + cos θ) (3.5.28b)
These same expressions can be obtained from the summation of the spherical com-
ponents of the electric dipole along y and the spherical components of the magnetic
dipole along −x (not shown). To obtain the aperture field, the spherical components
of the electric field in Eq. 3.5.27a and Eq. 3.5.27b can be introduced into Eq. 3.5.11:
~Ea = jη
kI0le
−jk(2f−z0)
4piρ
yˆ(1 + cos θ) (3.5.29)
An alternative way to obtain Eq. 3.5.29 is to add the aperture field of the electric
dipole along y (Eq. 3.5.17) and the magnetic field along −x (not shown). Fig.3.16
shows the field at the aperture plane. As Eq.3.5.29 and Fig.3.16 show, the aperture
field obtained has its co-polarised component in y and it is free of cross-polarisation.
And once again, the field of the transmitting antenna, i.e., 1 + cos θ only depends
on θ.
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y
x reflector's rim
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Figure 3.16: Co-polarised and cross-polarised components for a front-fed reflector
fed by a Huygens source with the electric dipole oriented along y.
CP source
If a CP source is used as feed, it may be useful to express the Cartesian components
of the aperture field as a function of the general CP components. They can be
obtained if Eq.3.4.26 is introduced into Eq.3.5.11, yielding
Eax = −
e−jk(2f−z0)√
2ρ
(
EiRH(θ, φ) + E
i
LH(θ, φ)
)
(3.5.30a)
Eay = −j
e−jk(2f−z0)√
2ρ
(
−EiRH(θ, φ) + EiLH(θ, φ)
)
(3.5.30b)
Then, using Eq.3.5.30a, Eq.3.5.30b and Eq.3.4.24, it is possible to obtain the CP
components for the aperture plane field:
EaRH = −
e−jk(2f−z0)√
2tρ
EiRH(θ, φ) (3.5.31a)
EaLH = −
e−jk(2f−z0)√
2tρ
EiLH(θ, φ) (3.5.31b)
Eq.3.5.31a and Eq.3.5.31b imply that if the CP source is free of cross-polarisation,
then the reflected field will be as well.
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3.5.2 Offset configuration
In the offset configuration the feed is defined in its own tilted coordinates as
~Ei = E
i,s
θ θˆs + E
i,s
φ φˆs (3.5.32)
To express the new tilted feed in non-titled Cartesian coordinates Eq. 3.3.20b and
Eq. 3.3.20c should be introduced into Eq. 3.5.32
~Ei = E
i′
x xˆ
′ + Ei
′
y yˆ
′ + Ei
′
z zˆ
′ (3.5.33)
where
Ei
′
x = E
i,s
θ (cos θs cosφs cos θ0 − sin θs sin θ0)− Ei,sφ sinφs cos θ0 (3.5.34a)
Ei
′
y = E
i,s
θ cos θs sinφs + E
i,s
φ cosφs (3.5.34b)
Ei
′
z = E
i,s
θ (− cos θs cosφs sin θ0 − sin θs cos θ0) + Ei,sφ sinφs sin θ0 (3.5.34c)
The normal unit vector for the offset case in non-tilted Cartesian coordinates was
previously obtained in Eq. 3.3.26. Expressing the reflected field for the offset con-
figuration using a matrix form yields

Er
′
x
Er
′
y
Er
′
z
 =
1
t

b21 − t b1 sin θs sinφs tb1
b1 sin θs sinφs sin
2 θs sin
2 φs − t t sin θs sinφs
tb1 t sin θs sinφs t
2 − t


Ei
′
x
Ei
′
y
Ei
′
z
 (3.5.35)
where b1 = sin θs cosφs cos θ0 + cos θs sin θ0 and t was defined in Eq.3.3.25. It is
possible to reduce this 3× 3 matrix to a 2× 2 matrix if the Cartesian components
of the feed are expressed as a function of the spherical components, since there is
only two components (Eθ and Eφ). To accomplish this, Eq. 3.5.34a, Eq. 3.5.34b and
Eq. 3.5.34c are substituted into Eq. 3.5.35:
~Er = xˆ
′Er
′
x + E
r′
y yˆ
′ + Er
′
z zˆ
′ (3.5.36)
109
CHAPTER 3
where
Er
′
x =
1
t
(
Ei,sθ (sin θs sin θ0 − cosφs(1 + cos θs cos θ0)) + Ei,sφ sinφs(cos θs + cos θ0)
)
(3.5.37a)
Er
′
y =
1
t
(
−Ei,sθ sinφs(cos θs + cos θ0) + Ei,sφ (sin θs sin θ0 − cosφs(1 + cos θs cos θ0))
)
(3.5.37b)
Er
′
z = 0 (3.5.37c)
As the above method is long, a faster way to obtain the reflected field is to substitute
Eq. 3.5.32 directly into Eq. 2.3.37. Similar to the front-fed case, Eq. 3.5.36 can be
expressed in a matrix form as
Er′x
Er
′
y
 = 1
t
 c1 s1
−s1 c1

Ei,sθ
Ei,sφ
 (3.5.38)
where c1 = sin θs sin θ0 − cosφs(1 + cos θs cos θ0) and s1 = sinφs(cos θs + cos θ0). In
order to obtain the reflected field, the spherical components of the desired feed for
the offset configuration should be introduced in Eq. 3.5.38.
In the remaining, the aperture field of the offset configuration will be studied for
the ideal sources from Section 3.4. As it will be shown, this configuration inherently
gives rise to cross-polarisation due to the offset location of the feed and the associated
breakdown of rotational symmetry. Since the scope is to investigate the inherent
cross-polarisation properties of the offset architecture, only the Huygens and the
CP sources are considered. This is due to the fact that the electric and magnetic
dipoles give rise to cross-polarisation even in the front-fed case (which is rotationally
symmetric).
Huygens source
The orientations for the Huygens source will be the same as in the front-fed case,
i.e., electric dipole along x, along y.
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Huygens source with the electric dipole along x
The spherical components of both electric and magnetic fields are the same as in
Eq.3.5.24a, Eq.3.5.24b, Eq.3.5.25a and Eq.3.5.25b, but expressed in terms of the new
tilted coordinate system. The field at the aperture plane is obtained if the spherical
components of the electric field are introduced into the equation of the reflected
field for the offset reflector (Eq.3.5.38) with the phase shift 2f − z0 due to the path
from the feed to the aperture plane. The component containing the co-polarisation
will be designated as M and the component containing the cross-polarisation as N .
This procedure leads to
~Ea = xˆ
′Ea
′
x + yˆ
′Ea
′
y = xˆ
′M − yˆ′N (3.5.39)
where
M = −jηkI0le
−jk(2f−z0)
t4piρs
(1 + cos θs){sin θs cosφs sin θ0
− sin2 φs(cos θs + cos θ0)− cos2 φs(1 + cos θs cos θ0)}
(3.5.40)
N = −jηkI0le
−jk(2f−z0)
t4piρs
(1 + cos θs){sin θs sinφs sin θ0
− sinφs cosφs(1− cos θs)(1− cos θ0)}
(3.5.41)
It is noted that if the offset angle is θ0 = 0
◦, Eq. 3.5.40 and Eq. 3.5.41 give the same
result as Eq. 3.5.26, where N = 0. This implies that the new component N is the
cross-polarisation due to the offset configuration, and the co-polarised component is
M , along the x-axis.
Fig. 3.17 shows the co- (blue) and cross-polarised (red) components from Eq. 3.5.40
and Eq. 3.5.41 respectively, at the aperture plane. For an offset in the x′z′-plane,
the vertical parabola will be free of cross-polarisation due to the fact that the feed
is placed at the focus and therefore its vertical plane matches this vertical parabola
that crosses the vertex (see Appendix E). For other parabolas (φ′ planes) however,
some cross-polarisation will arise due to the fact that the feed horizontal plane
and the reflector main horizontal parabola (the horizontal parabola that crosses the
vertex) do not match. Therefore the cross-polarised component will increase as we
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move away from the vertical plane (φ′ = 0◦) until its maximum at the feed horizontal
plane (φ′ = 90◦). For an offset in the y′z′-plane, the reflector parabola free of cross-
polarisation will be the horizontal, and the maximum cross-polarisation will appear
at φ′ = 0◦. Hence, at the present case, the reflector is free of cross-polarisation
at φ′ = 0◦, and with maximum cross-polarisation at φ′ = 90◦, as can be seen in
Fig.3.17.
reflector's rim
co-pol
x-pol
x
y
Figure 3.17: Co-polarised and cross-polarised for the offset reflector fed by a Huygens
source with the electric dipole along x, for θ0 = 45
◦.
It can also be observed that at the plane Φ = 0◦ in the far-field (vertical plane),
all the contributions from left and right sides will be added, leading to a cancel-
lation of the cross-polarisation. On the contrary, at the plane Φ = 90◦, all the
contributions from the upper and lower parts will be added, leading to maximum
cross-polarisation.
Huygens source with the electric dipole along y
The spherical components of both electric and magnetic fields were obtained in
Eq.3.5.27a, Eq.3.5.27b, Eq.3.5.28a and Eq.3.5.28b. To obtain the aperture field for
the electric field, Eq.3.5.27a and Eq.3.5.27b are introduced into the equation of the
reflected field for the offset reflector (Eq.3.5.38) with the phase shift 2f − z0 due to
the path from the feed to the aperture plane. The aperture field for this orientation
is
~Ea = xˆ
′Ea
′
x + yˆ
′Ea
′
y = xˆ
′N + yˆ′M (3.5.42)
112
CHAPTER 3
where
N = −jηkI0le
−jk(2f−z0)
t4piρs
(1 + cos θs){sin θs sinφs sin θ0
− sinφs cosφs(1− cos θs)(1− cos θ0)}
(3.5.43)
M = −jηkI0le
−jk(2f−z0)
t4piρs
(1 + cos θs){sin θs cosφs sin θ0
− sin2 φs(cos θs + cos θ0)− cos2 φs(1 + cos θs cos θ0)}
(3.5.44)
If the offset angle is θ0 = 0
◦, Eq. 3.5.44 and Eq. 3.5.43 give the same result as
Eq. 3.5.29, where N = 0. The cross-polarisation N is now in the x-axis and the
co-polarisation in the y-axis.
Fig.3.18 shows the co- (blue) and cross-polarised components from Eq. 3.5.44 and
Eq. 3.5.43 respectively, at the aperture plane. As in the vertical Huygens source
case, the φ′ = 0◦ plane is free of cross-polarisation, and maximum cross-polarisation
appears at φ′ = 90◦, as it can be seen in Fig.3.18. The same properties are main-
tained in the far-field, where due to cancellation the Φ = 0◦ plane will be free of
cross-polarisation and again maximum cross-polarisation arises at Φ = 90◦.
reflector's rim
x-pol
co-pol
x
y
Figure 3.18: Co-polarised and cross-polarised for the offset reflector fed by a Huygens
source with the electric dipole along y, for θ0 = 45
◦.
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CP source
A CP source formed by a phased superposition of two Huygens sources oriented in
orthogonal directions can be used as feed. It is then useful to express the Cartesian
components of the aperture field for the offset configuration as function of the general
CP components. This is obtained if Eq.3.4.26 is introduced into Eq.3.5.38, which
yields
Ea
′
x =
e−jk(2f−z0)√
2tρs
(
Ei,sRH(θ, φ)e
−jφsa1 + E
i,s
LH(θ, φ)e
jφsa2
)
(3.5.45a)
Ea
′
y =
e−jk(2f−z0)√
2tρs
(
−jEi,sRH(θ, φ)e−jφsa1 + jEi,sLH(θ, φ)ejφsa1
)
(3.5.45b)
where
a1 = sin θs sin θ0 − cosφs(1 + cos θs cos θ0) + j sinφs(cos θs + cos θ0) (3.5.46a)
a2 = sin θs sin θ0 − cosφs(1 + cos θs cos θ0)− j sinφs(cos θs + cos θ0) (3.5.46b)
Then, using Eq.3.5.45a, Eq.3.5.45b and Eq.3.4.24, it is possible to obtain the circular
components for the aperture plane field for the offset configuration:
Ea
′
RH =
e−jk(2f−z0)
tρs
(
Ei,sRH(θ, φ)e
−jφsa2
)
(3.5.47a)
Ea
′
LH =
e−jk(2f−z0)
tρs
(
Ei,sLH(θ, φ)e
jφsa1
)
(3.5.47b)
Eq.3.5.47a and Eq.3.5.47b imply that even for the offset configuration, if the CP
source is free of cross-polarisation, then the reflected field will be as well. Further-
more, it is well known that a CP source feeding an offset parabolic reflector will
cause a beam tilt in the far-field [6]. The direction of this beam tilt will depend on
the sense of rotation of the feed. However, from Eq.3.5.47a and Eq.3.5.47b it is not
possible to predict the beam tilt, since it will appear in the far-field, where all the
components from the discretized points on the reflector will add up.
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3.6 Far field
The field reaching the reflector from the feed is known as the primary field, whereas
the field emanating from the reflector is known as the secondary field. For this
reason, the far-field pattern of the antenna after reflection can be denoted as the
secondary pattern.
Two classes of methodologies are commonly used in order to obtain the secondary
pattern from a reflector antenna, as it was mentioned in Section 2.3. One relies
on the derivation of the far-field characteristics from the near-fields on the aperture
plane (as discussed in Section 3.5). This is known as the aperture distribution method
or the geometrical optics (GO) method. The other obtains far-field characteristics
using the currents excited on the reflector surface (which may be curved) by the
incoming field. It is known as the current distribution method or the physical optics
(PO) method.
Both methods are based on quasi-optical approaches, where by employing ray tracing
tools the rays are followed from the feed to the reflector surface. According to the
theory explained in Section 2.3 the rays carry information about their amplitude,
phase and polarization. For the GO method, the rays are reflected on the surface
and they are followed up to the aperture plane where the phase distance is the same
for all of them as in Fig. 3.19. For the PO method, the incident magnetic field
is used to obtain the surface currents. Knowing the aperture fields (GO) or the
surface currents (PO), the radiation integrals from Eq. 2.4.28a and Eq. 2.4.28b
can be computed. These integrals, also know as the far-field integrals, represent the
summation at a specific far-field point from all the contributions along the reflector
surface or aperture plane.
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Figure 3.19: Far-field Coordinates system placed at the aperture plane.
A key difference between the two classes of methodologies relies on the evaluation of
the far-field integral. Referring to the GO method, the far-field integral is evaluated
over the circular aperture formed by the aperture plane, which results in a surface
(2D) integral. Referring to the PO method, the far-field integral is evaluated over the
reflector surface, which results in a volumetric (3D) integral. As will be discussed,
when analysing parabolic reflectors, PO is more accurate than GO mainly due to
the fact that the integral is performed over the 3D reflector surface.
3.6.1 Aperture distribution/GO method
In the aperture distribution or GO method it can be supposed that the aperture
plane is an aperture antenna with some associated surface electric and magnetic
current densities. The aperture antennas theory from Section 2.4.3 can be then
applied.
The aperture is neither an electric conductor or a magnetic conductor. Therefore, by
the Love’s equivalent principle, it is a closed surface with null electric and magnetic
fields inside (V in Fig.C.1 from Appendix C), and electric and magnetic surface
currents ~Ja and ~Ma. These surface currents are functions of the magnetic and
electric fields ~Ha and ~Ea at the surface, respectively. Then, from Appendix C and
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Eq.2.4.29
~Ja = nˆ× ~Ha = xˆJax + yˆJay + zˆJaz (3.6.1a)
~Ma = ~Ea × nˆ = −nˆ× ~Ea = xˆMax + yˆMay + zˆMaz (3.6.1b)
This approximation is known as the Field Equivalence Principle [11]. This principle
allows to obtain the radiated field from a source with specific electric and magnetic
currents ~Ja and ~Ma by replacing the source for a closed surface which boundary con-
ditions are known. The normal to the aperture is zˆ, and the direction of propagation
is also zˆ, since the reflected wave is a plane wave. Therefore,
~Ea = xˆE
a
x + yˆE
a
y (3.6.2a)
~Ha =
1
η
(zˆ × ~Ea) = −xˆ
Eay
η
+ yˆ
Eax
η
(3.6.2b)
As it was stated in Section 3.5, the aperture electric field is obtained from the
reflected field (Eq.2.3.37) in the far-field CS. The displacement from the feed origin
to the aperture plane has to be taken into account. It should be noted that the
aperture plane is in the x′y′ or xy plane (see Fig. 3.1d). Therefore, this displacement
can be taken with respect to the non-tilted CS: ρ′ cos θ′. No amplitude change is
usually applied from the reflector to the aperture plane since all the rays travel
the same distance. Therefore, this displacement is only applied to the phase. The
resulting aperture plane field is
~Ea = ~Ere
−jkρ′ cos θ′ = (2nˆ(nˆ · ~E)− ~E)e−jkρ′ cos θ′
= (xˆErx + yˆE
r
y + zˆE
r
z)e
−jkρ′ cos θ′ = xˆEax + yˆE
a
y
(3.6.3)
The electric and magnetic currents can be expressed as functions of the electric field
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at the aperture, as
~Ja = zˆ × ~Ha = −xˆE
a
x
η
− yˆE
a
y
η
(3.6.4a)
~Ma = −zˆ × ~Ea = xˆEay − yˆEax (3.6.4b)
Therefore the different current components for these electric field are: Jrx = −Eax/η,
Jay = −Eay/η, Jaz = 0, Max = Eay , May = −Eax and Maz = 0. The differential path
R′ cosψ from Section 2.4.3 can be express as the aperture Cartesian coordinates
(x, y)
R′ cosψ = ~R′ · ρˆ = (xˆx+ yˆy) · (xˆ sin Θ cos Φ + yˆ sin Θ sin Φ + zˆ cos Θ)
= x sin Θ cos Φ + y sin Θ sin Φ
(3.6.5)
It is also possible to express the differential path R′ cosψ as function of the aperture’s
cylindrical coordinates (r, φ) or function of the aperture’s spherical coordinates (θ, φ)
respectively as
R′ cosψ = r sin Θ cos(Φ− φ) (3.6.6)
R′ cosψ = ρ sin θ sin Θ cos(Φ− φ) (3.6.7)
where the equations in Appendix F were used for the coordinate changes. For the
differential area ds′, the variables of the far-field CS should be used, since it is where
the radiation integrals (see Section 2.4.3) are performed:
ds′ = dxdy (3.6.8a)
ds′ = rdrdφ (3.6.8b)
ds′ = ρ2 sin θdθdφ (3.6.8c)
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The far-field spherical components in Cartesian coordinates can be obtained from
Eq.2.4.40a, Eq.2.4.40b and Eq.2.4.40c after introducing the following information:
the currents function of the aperture field (Eq. 3.6.4a and Eq. 3.6.4b), the phase
differential path (Eq. 3.6.5) and the differential area (Eq. 3.6.8a). This yields
EΘ =
jke−jkP
4piP
(1 + cos Θ)
∫ d
2
sinφ
− d
2
sinφ
∫ d
2
cosφ
− d
2
cosφ
(Eax cos Φ + E
a
y sin Φ)
·ejk(x sin Θ cos Φ+y sin Θ sin Φ)dxdy
(3.6.9)
EΦ =
jke−jkP
4piP
(1 + cos Θ)
∫ d
2
sinφ
− d
2
sinφ
∫ d
2
cosφ
− d
2
cosφ
(−Eax sin Φ + Eay cos Φ)
·ejk(x sin Θ cos Φ+y sin Θ sin Φ)dxdy
(3.6.10)
For cylindrical coordinates, using Eq. 3.6.6 for the phase differential path and Eq.
3.6.8b for the differential area, the spherical components are
EΘ =
jke−jkP
4piP
(1 + cos Θ)
∫ 2pi
0
∫ d
2
0
(Eax cos Φ + E
a
y sin Φ)
·ejkr sin Θ cos(Φ−φ)rdrdφ
(3.6.11)
EΦ =
jke−jkP
4piP
(1 + cos Θ)
∫ 2pi
0
∫ d
2
0
(−Eax sin Φ + Eay cos Φ)
·ejkr sin Θ cos(Φ−φ)rdrdφ
(3.6.12)
For spherical coordinates, using Eq. 3.6.7 for the phase differential path and Eq.
3.6.8c for the differential area, the spherical components are
EΘ =
jke−jkP
4piP
(1 + cos Θ)
∫ 2pi
0
∫ θc
0
(Eax cos Φ + E
a
y sin Φ)
·ejkρ sin θ sin Θ cos(Φ−φ)ρ2 sin θdθdφ
(3.6.13)
EΦ =
jke−jkP
4piP
(1 + cos Θ)
∫ 2pi
0
∫ θc
0
(−Eax sin Φ + Eay cos Φ)
·ejkρ sin θ sin Θ cos(Φ−φ)ρ2 sin θdθdφ
(3.6.14)
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3.6.2 Current distribution/PO method
In the current distribution or PO method, the currents at the reflector surface
are taken to perform the far-field integral. Initially we consider a perfect electric
conductor (PEC) surface for the reflector. Therefore, only the electric currents ~Js are
present. The far-field is then obtained from Eq.2.4.40a, Eq.2.4.40b and Eq.2.4.40c
as
~EF = −jkηe
−jkP
4piP
(θˆNΘ + φˆNΦ) (3.6.15)
where ~N is now a surface integral over the 3D reflector surface Σ, and it is known
as physical optics integral:
~N =
∫
Σ
~J(~ρ)ejk
~R′·ρˆds′ (3.6.16)
Since the third dimension of the surface (z or ρ) is expressed as function of the
other two, Eq. 3.6.16 can be transformed into an integral over the projected circular
aperture by multiplying the integrand by the Jacobian [21]. First, the function
g(x, y) that defines the reflector geometry for a general offset case has to be defined
as
g(x, y) = z = −f + (x+ xc)
2 + y2
4f
+ zf (3.6.17)
where zf is a constant to displace the origin to the centre of the aperture
zf = −f + (xc)
2
4f
(3.6.18)
The Jacobian can be expressed as
JΣ = N =
√√√√(∂g
∂x
)2
+
(
∂g
∂y
)2
+ 1 =
√√√√(x+ xc
2f
)2
+
(
y
2f
)2
+ 1 (3.6.19)
where N is the modulus of the normal vector ~N (nˆ = ~N/N). Eq.3.6.16 can be then
reduced to
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~N =
x
~J(~ρ)Nejk
~R′·ρˆds (3.6.20)
In a similar way as in the GO method (see Section 3.6.1), the phase term ~R′ · ρˆ is
obtained as
~R′ · ρˆ = (xˆx+ yˆy + zˆz) · (xˆ sin Θ cos Φ + yˆ sin Θ sin Φ + zˆ cos Θ)
= x sin Θ cos Φ + y sin Θ sin Φ + z cos Θ
(3.6.21)
The differential area ds′ is obtained in the same way as in Eq.3.6.8a, Eq.3.6.8b and
Eq.3.6.8c. The surface currents are obtained using Eq.C.0.6. Finally, the spherical
components of the far-field in Cartesian coordinates can be express as
EΘ = −jkηe
−jkP
4piP
∫ d
2
sinφ
− d
2
sinφ
∫ d
2
cosφ
− d
2
cosφ
N(cos Θ(Jsx cos Φ + J
s
y sin Φ)− Jsz sin Θ)
·ejk(sin Θ(x cos Φ+y sin Φ)+z cos Θ)dxdy
(3.6.22)
EΦ = −jkηe
−jkP
4piP
∫ d
2
sinφ
− d
2
sinφ
∫ d
2
cosφ
− d
2
cosφ
N(−Jsx sin Φ + Jsy cos Φ)
·ejk(sin Θ(x cos Φ+y sin Φ)+z cos Θ)dxdy
(3.6.23)
For cylindrical coordinates,
EΘ = −jkηe
−jkP
4piP
∫ 2pi
0
∫ d
2
0
N(cos Θ(Jsx cos Φ + J
s
y sin Φ)− Jsz sin Θ)
·ejk(r sin Θ cos(Φ−φ)+z cos Θ)rdrdφ
(3.6.24)
EΦ = −jkηe
−jkP
4piP
∫ 2pi
0
∫ d
2
0
N(−Jsx sin Φ + Jsy cos Φ)
·ejk(r sin Θ cos(Φ−φ)+z cos Θ)rdrdφ
(3.6.25)
For spherical coordinates,
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EΘ = −jkηe
−jkP
4piP
∫ 2pi
0
∫ θc
0
N(cos Θ(Jsx cos Φ + J
s
y sin Φ)− Jsz sin Θ)
·ejkρ(sin θ sin Θ cos(Φ−φ)+cos θ cos Θ)ρ2 sin θdθdφ
(3.6.26)
EΦ = −jkηe
−jkP
4piP
∫ 2pi
0
∫ θc
0
N(−Jsx sin Φ + Jsy cos Φ)
·ejkρ(sin θ sin Θ cos(Φ−φ)+cos θ cos Θ)ρ2 sin θdθdφ
(3.6.27)
3.7 Tool for the Analysis of Reflector Antennas
The most common way to analyse and design reflector antennas is the software
package GRASP from TICRA [5]. This software uses PO/PTD to obtain the far-
field of the reflector antenna in a very efficient way. It can also use MoM at the
expense of much longer computation times. Even though it has no real competitor
when it comes to the analysis and design of reflector antennas, its price could be
discouraging specially for universities. However, for simple analyses (ideal sources,
no struts, PEC surfaces, etc) there is a very convenient and fairly complete free
student version.
For the present thesis, the student version of GRASP was not enough since it only
allows to obtain the far-field and does not use GO. The study of the fields at the
reflector aperture has proven to be a very convenient theoretical way to study the
depolarisation properties of single reflector antennas (see Section 3.5). Also, even
though GO is not used anymore for reflector antennas (it is used for reflectarrays),
a theoretical comparison between GO and PO can give useful insight. Furthermore,
as it will be shown in the following chapters, it is also needed for this thesis the use
of practical feeds and metallodielectric arrays (FSSs, reflectarrays).
Taking into account all the above, a tool programmed in MATLAB [8] has been
developed to analyse single reflector antennas. This section is structured as followed:
first some hints on how the tool is programmed will be presented. Then the tool will
be used to compare GO and PO, validating the results with GRASP. Finally, two
different numerical methods to compute the far-field will be presented and compared.
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3.7.1 Implementation of the tool
The tool consists on the implementation in MATLAB of the different sections of this
chapter: the different CS changes to move between coordinate systems (see Section
3.2), the definition of the reflector geometry (see Section 3.3) and the definition of
the ideal source to feed the reflector (see Section 3.4). Then, for the case of Section
3.5, the fields at the aperture plane are obtained by computing the reflected field
(using Eq. 2.3.37) to study the depolarisation properties of the selected reflector and
source. Once the aperture fields or the surface currents are known, the equations
from Section 3.6 are used to compute the far-field by using GO or PO respectively.
For simplicity reasons, it should be noted that the code uses only the feed far-field
and no diffraction effects or feed contributions to the far-field are taken into account.
As an example, Fig. 3.20 shows a simple flow chart of the different steps in order to
obtain the far-field of a single reflector fed by a single feed using PO.
Figure 3.20: Simple flow chart showing the different steps to obtain the far-field of
a single reflector antenna fed by one feed using Physical Optics.
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3.7.2 Comparison of Geompetrical Optics and Physical Op-
tics methods
A substantial volume of the literature has focused on the analysis of the depo-
larisation properties of front-fed and offset configurations [3, 4, 6, 14, 19, 20, 22–24].
Historically, the preferred analysis method to obtain the far-field pattern of the an-
tenna has been GO due to its simplicity. More recently, it has been demonstrated
that GO may lead to some inaccuracies that can be addressed with PO. For exam-
ple, Rahmat-Samii showed that GO leads to some errors in the estimation of the
sidelobe levels and null positions, compared with PO [7].
This subsection presents a comparison between GO and PO focusing in their accu-
racy to analyse the depolarisation properties of single front-fed and offset reflector
antennas for both linearly (LP) and circularly polarised (CP) feeds. The conclu-
sions reached for different authors will be reviewed. The common statement that
the front-fed configuration is free of cross-polarisation in all the far-field’s planes
when fed by a Huygens source will be refuted by the use of the PO method. Also,
new insight on the origin of the far-field beam tilt in offset configurations when fed
by CP sources will be provided. The study is based on the tool reviewed in Section
3.7.1 and is further corroborated using TICRA’s GRASP software [5].
Front-Fed Configuration
In this subsection, the far-field pattern of a front-fed reflector antenna for both LP
and CP feeds will be discussed for both GO and PO methods.
It is useful to generalise the ideal source to feed a parabolic reflector antenna. This
generic source was denoted as balanced feed in [6]. As it is known from Section 3.5,
this source follows Ludwig-III for the definition of the polarisation [17] (see also
Section 3.4.1). Following the properties of the Huygens source (see Section 3.4.4),
this generic feed should have a circularly symmetric radiation pattern independent
of φ. After all these considerations, the generic feed can be expressed as
 ~Eco
~Exp
 =
 cos(β0 − φs) sin(β0 − φs)
cos(β0 ± pi2 − φs) sin(β0 ± pi2 − φs)

θˆs
φˆs
F (θs)e−jkρs
ρs
(3.7.1)
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where β0 defines the orientation of the polarisation: β0 = 0
◦ and +φ/2 for a vertically
polarised source, β0 = 90
◦ and −φ/2 for a horizontally polarised source and β0 = 45◦
and −φ/2 for a slant 45◦-polarised source.
As it was stated in Section 3.5.1, and previously reported in [3,4], a Huygens source
with vertical/horizontal polarisation placed at the focus of a front-fed parabolic re-
flector will not give rise to surface currents/reflected field in the orthogonal direction.
This statement can be easily understood if the ideal source is decomposed into an
electric dipole and an orthogonal magnetic dipole with equal amplitude (see Section
3.4.4). The cross-polarised surface currents/reflected field of one dipole are can-
celled out by the cross-polarised currents/reflected field of the other, as Fig.3.11 +
Fig.3.14 = Fig.3.15 shows. However, the cross-polarisation prediction in the far-field
can vary depending on the method used.
From the spherical components of the far-field and the ideal feed from Eq.3.7.1, it
is possible to arrive to a generic equation for the cross-polarised component of the
far-field pattern using GO:
EGOxp ∝ (1 + cos Θ)(gx sin β0 + gy cos β0) (3.7.2)
where
~g(Θ,Φ) =
∫ d/2
0
∫ 2pi
0
~Eae
jkr sin Θ cos(φ−Φ) (3.7.3)
and where ~g(Θ,Φ) is the GO Fourier Transform (FT) and d = D for the front-fed
case. Therefore, if the source is vertically polarised, then the cross-polarisation in
Eq.3.7.2 only arises from the cross-polarised component (y-component) due to the
reflector geometry, which for the present ideal source is zero. It can also be observed
that the cross-polarisation is independent of the cut in Φ. The same applies for any
other polarisation.
The cross-polarised component of the far-field can be obtained as well for the PO
method. If the above procedure is applied, one yields
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EPOxp ∝ ∓ sin β0
(
px(cos Θ cos
2 Φ + sin2 Φ) +
py
2
sin 2Φ(cos Θ− 1)− pz sin Θ cos Φ
)
± cos β0
(
px
2
sin 2Φ(cos Θ− 1) + py(cos Θ cos2 Φ + sin2 Φ)− pz sin Θ sin Φ
)
(3.7.4)
where
~p(Θ,Φ) =
∫ d/2
0
∫ 2pi
0
~JsNe
jk(r sin Θ cos(φ−Φ)+z cos Θ) (3.7.5)
and where ~p(Θ,Φ) is the PO FT. Adatia [25] obtained an equation for the y-polarised
case, while Eq.3.7.4 represents the general case for any linear polarisation. For the
PO method, the cross-polarised component in Eq.3.7.4 has contributions from the
three Cartesian components of the surface currents. An ideal feed as the one in
Eq.3.7.1 polarised at an angle β0 gives no cross-polarised surface currents. Therefore,
the far-field will be free of cross-polarisation at the principal planes. But some cross-
polarisation will appear in the rest of the planes.
The different conclusion when comparing Eq.3.7.2 (GO) and Eq.3.7.4 (PO) comes
from the different methodologies employed to obtain the currents. In GO, the aper-
ture field is obtained from the equivalent electric and magnetic surface currents along
the aperture plane, where the unit normal is nˆ = zˆ, leading to a surface integral (see
Section 3.6.1). In PO, the surface currents are taken over the surface geometry. The
unit normal vector follows the paraboloid geometry, leading to a volumetric integral
(see Section 3.6.2).
The discrepancy between the two methods in obtaining cross-pol estimations is
shown by means of an example. The chosen example has been the front-fed con-
figuration used by Jones [3], with diameter D = 37.1973λ and ratio focal distance
to diameter f/D = 0.6 at 18.5 GHz. Fig. 3.21 shows the far-field directivity for
this example, fed by a vertically LP source. The plane shown is Φ = 45◦, where
maximum cross-polarisation is expected. GO and PO match very well in the co-
polarised component, but GO fails to obtain the cross-polarised component. The
implemented PO matches very well with GRASP’s PO.
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Figure 3.21: Directivity (dB) for a single front-fed reflector antenna with D =
37.1973λ, f/D = 0.6, and f0 = 18.5 GHz, fed by a vertically LP source for a
Φ = 45◦ plane.
It is well known that a CP feed with a specific sense or rotation gives the contrary
rotation in the far-field pattern [24]. This statement is true as long as the observer
is always placed at the origin of each coordinate system, as it is usually supposed for
CP feeds (see Section 3.4.6). For example, an ideal right-hand CP (RHCP) source
feeding a front-fed reflector can be used to understand this statement. Only the
main ray (broadside direction) is used in this explanation for simplicity. Looking
at Fig. 3.9a, the field rotation goes from the vertical axis (x-axis) to the horizontal
axis (y-axis). From the far-field CS origin, this ray arriving from the feed CS origin
has a left-hand sense of rotation (rotating from the y-axis to the x-axis). After
reflection, it is known from Eq.2.3.37 that only the x and y components will change
sign. However, compared to the feed CS, the far-field CS has the y- and z-axes
inverted. Taking all these into account, it can be deduced that the field rotation
after reflection goes from the −x-axis to the y-axis. Hence, the sense of rotation
after reflection is left-hand.
It is also discussed in the literature that a front-fed metallic reflector does not
depolarize the signal [6]. This statement can be confirmed with the aperture fields
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for the front-fed configuration in Eq.3.5.31a and Eq.3.5.31b. To go further into this
statement, Fig. 3.22 shows the directivity of the front-fed reflector considered in
Fig.3.21 fed by a right handed circularly polarised (RHCP) source for a Φ = 0◦
plane. Results obtained by GO and PO are presented. As expected, GO shows no
depolarisation. However, PO shows there is cross-pol (RHCP) in every plane. This
discrepancy can be attributed to the way both methods obtain and compute the
currents as discussed in the LP case above.
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Figure 3.22: Directivity (dB) for a single front-fed reflector antenna with D =
37.1973λ, f/D = 0.6, and f0 = 18.5 GHz, fed by an RHCP source for a Φ = 0
◦
plane.
Offset Configuration
Analysing the depolarisation properties of the offset case is more complex because
of the cross-polarised currents that appears due to the offset.
Before continuing, a comment should be made: in the classic literature such as
[6], the angle between the feed CS z-axis and the non-tilted CS z-axis has been
considered to be θ0, i.e., the offset angle (see Fig. 3.4). However θ0 does not
necessarily impose for the feed to point towards the centre of the aperture, which
could lead to slightly increased sidelobes in the far-field. The angle that should be
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used (and will be used from now on) to point the feed towards the centre of the
aperture is θf :
θf = 2 tan
−1
(
d/2 + h
2f
)
(3.7.6)
An offset parabolic reflector can be regarded as the illuminated offset section of a
bigger imaginary paraboloid (see Section 3.3.2). Therefore, the feed is still placed
at the focus of the paraboloid, but its broadside direction does not match with
the vertex of the paraboloid anymore. This asymmetry is the cause of the cross-
polarised surface currents/reflected field. This can be understood looking at the
Cartesian components of the reflected field. They were obtained in Eq.3.5.38. But
a better insight can be gained if they are expressed as function of the generic co-
polarised and cross-polarised components:
Er
′
x = E
i,s
co (a1 cos β0 + a2 sin β0)± Ei,sxp(−a1 sin β0 + a2 cos β0) (3.7.7a)
Er
′
y = E
i,s
co (a2 cos β0 − a1 sin β0)± Ei,sxp(a2 sin β0 − a1 cos β0) (3.7.7b)
where
a1 =
1
t
(
sin θs cosφs sin θf − sin2 φs(cos θs + cos θf )− cos2 φs(1 + cos θs cos θf )
)
(3.7.8a)
a2 =
1
t
(sin θs sinφs sin θf + sinφs cosφs(1− cos θf )(cos θs − 1)) (3.7.8b)
and where t was defined in Eq.3.3.25 and θf in Eq.3.7.6. It can be observed
from Eq.3.7.7a and Eq.3.7.7b that even if the source does not introduce any cross-
polarisation, the cross-polarised reflected field (x for HLP source or y for VLP source)
still depends on the co-polarised component. They are only suppressed if θf = 0
◦.
The linearly polarised fed offset reflector has been fully analysed in [6] or [7]. As
Rahmat-Samii pointed out [7], the GO method leads to a wrong sidelobe level and
null positions as well as a false symmetry. This is illustrated by means of an example
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in Fig. 3.23. The selected example is the one used in [6], with diameter d = 18.796λ
and ratio focal distance to diameter f/D = 0.5 at 18.5 GHz. The reflector is fed by
a vertically LP source. The plane shown is Φ = 0◦, where no cross-polarisation is
expected.
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Figure 3.23: Directivity (dB) for a single offset reflector antenna with d = 18.796λ,
f/D = 0.5, and f0 = 18.5 GHz, fed by a vertically LP source for a Φ = 0
◦ plane.
For the front-fed case with no cross-polarised surface currents, the maximum cross-
polarisation for PO appears at the plane Φ = 45◦ (see Fig.3.21). This difference
is present in the offset case as well. The far-field from an offset reflector using
this method will present a wrong symmetry. This wrong symmetry is due to the
aforementioned two facts: the path travelled from the focus to the aperture plane is
the same for all the rays, and the FT used by GO (see Eq.3.7.3) is symmetric. This
wrong symmetry is illustrated in Fig.3.23 and Fig.3.24. However, PO considers the
currents at the reflector surface, where the field is not symmetric. Also, the FT in
Eq.3.7.5 considers the 3D surface, which is not symmetric. These asymmetries in
the surface currents and the geometry explain the asymmetries in the far-field.
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Figure 3.24: cross-pol components (dB) for a single offset reflector antenna with
d = 18.796λ, f/D = 0.5, and f0 = 18.5 GHz, fed by a vertically LP source for a
Φ = 45◦ plane.
When a CP source is used to feed the offset reflector, Chu and Turrin stated that
no cross-pol appears in the far-field [6], but instead the offset feed results in a
beam tilt. This tilt can be understood as follows: the CP source can be regarded
as a superposition of a vertically and a horizontally LP sources with a 90◦ phase
shift. If they are treated separately, each of them introduce a LP cross-polarised
component due to the offset. If all the vertical and horizontal components (from
co-polarisation and cross-polarisation) are added in the far-field, the beam tilt is
observed. But if the individual LP cross-polarised components are suppressed, no
tilt will be present. Therefore, the above indicate that the tilt comes as a result of
the LP cross-polarisation of the two individual sources.
Both GO and PO are very similar in the tilt prediction. This could be the reason why
some authors [24], [26] preferred GO to obtain an equation for the beam tilt, since
it is mathematically simpler. But using GO, no CP cross-polarisation is obtained.
On the contrary, it can be seen in Fig. 3.25, where a Φ = 90◦ cut was chosen since
it is where maximum tilt is expected, that CP cross-pol will appear if PO is used.
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The explanation of this cross-polarisation is the same as in the front-fed case.
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Figure 3.25: Directivity (dB) for a single offset reflector antenna with d = 18.796λ,
f/D = 0.5, and f0 = 18.5 GHz, fed by an RHCP source for a Φ = 90
◦ plane.
Fig. 3.26 shows, for the same plane, both LP components with the LP cross-polarised
components suppressed. It is seen that the suppression of the LP cross-polarised
components corrects the tilt and lower the CP cross-polarisation level. However
some CP cross-polarisation will be always present.
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Observation angle (degrees)
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Figure 3.26: Directivity (dB) for a single offset reflector antenna with d = 18.796λ,
f/D = 0.5, and f0 = 18.5 GHz, fed by two orthogonal LP sources with a 90
◦ phase
shift between them, and with their LP cross-pol suppressed. Φ = 90◦.
As conclusion of the study on the far-field cross-polarisation performance of front-
fed and offset configurations, it can be stated that for the front-fed configuration
some cross-polarisation will arise in the far-field if the PO method is used. This
is true even for a source (LP or CP) free of cross-polarisation. This feature is not
predicted with GO. In the offset configuration, both methods accurately obtain the
beam tilt in the CP feeding. However GO fails to obtain the correct sidelobe levels,
while a further discrepancy between the two methods is observed in the estimation
of the CP cross-polarisation. Furthermore, it has been shown that the beam tilt in
CP arises from the cross-polarisation contributions from two orthogonal LP feeds
due to the offset. These LP feeds are obtained if the CP feed is decomposed into
two orthogonal LP feeds with 90◦ of phase difference between them.
3.7.3 Numerical methods to solve the far-field integrals
So far nothing has been said about the numerical computation the far-field inte-
grals. In this subsection two numerical methods will be reviewed to compute the
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PO far-field integrals (Eq. 3.6.22-3.6.27), since in Section 3.7.2 has already been
demonstrated that PO is more accurate than GO.
The implementation of the far-field integrals has received a lot of attention in the
literature [27, 28]. They can be divided in two big groups: the ones that try to
simplify the integrals or try to solve them in an analytical way, such as the FFT
method [29, 30] or the Rusch’s method [28], and the ones that try to improve the
speed or the accuracy of the way in which the integrals are computed, such as
Ludwig’s method [31,32], Levin’s method [33] or Jacobi-Bessel method [21,34].
The first group has the limitation of being only valid for special cases. For example,
the fast Fourier Transform (FFT) method performs a 2D integral. Therefore, it is
only valid for the GO integrals performed at the aperture plane. Some authors have
tried to implement the PO integrals as a series of FFTs, where the accuracy/speed
trade-off has to be taken into account [30]. Another disadvantage is that the number
of points in the reflector grid and the far-field grid has to be the same. The Rusch’s
method try to present analytical equations both for the feed and for the PO integrals,
with the limitations that this implies for other cases not considered in the method
[28].
The second group presents the most common ways to implement the PO integrals.
Comments and comparisons on these methods can be found in Chapters 1 and 6
of [27] and in [28].
In the present thesis, two methods will be compared. The first is the implementation
of the trapezoidal rule. The main advantage of the method is that it is already
implemented in a very efficient way in MATLAB, being simple and fast. The second
method is the Ludwig’s method, since it represents a numerical-efficient way to
perform the PO integrals for virtually any kind of configuration and feed.
Before continuing, it should be noted that slightly different results will be obtain if
spherical, cylindrical or Cartesian grids are used to discretize the reflector. These
differences are usually relevant for observation angles far from the main beam.
Cylindrical and spherical grids will concentrate more points around the centre of
the reflector than the Cartesian grid, as Fig.3.27a shows for a cylindrical grid and
Fig.3.27b shows for a Cartesian grid. Therefore, since more energy from the feed
will be concentrated around the centre, for the same number of points, cylindrical
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and spherical grids will give more accurate results than the Cartesian grid.
(a) Cylindrical grid (b) Cartesian grid
Figure 3.27: Reflector grids: a) cylindrical grid, b) Cartesian grid.
Trapezoidal rule
The trapezoidal rule is one of the more common ways to perform integrals. It
approximates a discretized region of the function by a trapezoid, being easier to
obtain its area. It can be expressed mathematically as [35]
∫ x2
x1
f(x)dx ' (x2 − x1)
(
f(x1) + f(x2)
2
)
(3.7.9)
Ludwig’s method
The Ludwig’s method [31, 32] is going to be reviewed for a cylindrical grid. The
same procedure applies to spherical or Cartesian grids. The first step is to assume
an incremental area across the grid as
∆Smn = {(r, φ) : rm ≤ r ≤ rm+1, φn ≤ φ ≤ φn+1} (3.7.10)
If ∆Smn is supposed to be in the order of λ, then the phase term cannot vary
more than 360◦. On the other hand, for this same interval the magnitude of the
fields cannot generally vary abruptly. Following this assumption, the function to be
integrated (Eq.3.7.5) can be separated into magnitude and phase. The magnitude
is referred to the magnitude of the currents (they can be complex):
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~F =
~J ′s
ρs
Nr (3.7.11)
being ~Js = ~J
′
se
−jkρs/ρs. The phase factor due to the geometrical path from the feed
to the reflector surface can be expressed as
γ = r sin Θ cos(Φ− φ) + z cos Θ− ρs (3.7.12)
These functions can be expanded into a summation of coefficients as
~F ' ~amn +~bmn(r − rm) + ~cmn(φ− φn) (3.7.13a)
γ ' αmn + βmn(r − rm) + ξmn(φ− φn) (3.7.13b)
being (r, φ) ∈ ∆Smn. Since these functions are considered linear within the interval,
they can be expanded as a Taylor series. To obtain the coefficients in Eq.3.7.13a
and Eq.3.7.13b a plane is fit to the four corners of the interval ∆Smn: (rm, φn),
(rm+1, φn), (rm, φn+1) and (rm+1, φn+1). For the fitting, the least square method is
applied:
(
~F (r, φ)− (~amn +~bmn(r, rm) + ~cmn(φ, φn))
)2
(3.7.14a)
(γ(r, φ)− (αmn + βmn(r, rm) + ξmn(φ, φn)))2 (3.7.14b)
Therefore, the four corners are substituted in Eq.3.7.14a and Eq.3.7.14b, added
together for each function, and their derivatives with respect to each coefficient are
imposed to be zero in order to find the coefficients. This procedure yields
~amn =
1
4
(
3~F (rm, φn) + ~F (rm+1, φn) + ~F (rm, φn+1)− ~F (rm+1, φn+1)
)
(3.7.15a)
~bmn =
1
2∆rm
(
−~F (rm, φn) + ~F (rm+1, φn)− ~F (rm, φn+1) + ~F (rm+1, φn+1)
)
(3.7.15b)
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~cmn =
1
2∆φn
(
−~F (rm, φn)− ~F (rm+1, φn) + ~F (rm, φn+1) + ~F (rm+1, φn+1)
)
(3.7.15c)
The same applies to αmn, βmn and ξmn. Now, if Eq.3.7.14a and Eq.3.7.14b are
introduced into the PO integrals from Eq.3.7.5, it can be observed that the integrals
can be solved analytically. Therefore, the PO integrals can be expressed as
~p(Θ,Φ) =
∑
mn
ejkαmn
[
~amn
ejkβmn∆rm − 1
jkβmn
ejkξmn∆φn − 1
jkξmn
+~bmn
(
∆rm
jkβmn
ejkβmn∆rm − e
jkβmn∆rm − 1
(jkβmn)2
)
ejkξmn∆φn − 1
jkξmn
+~cmn
ejkβmn∆rm − 1
jkβmn
(
∆φn
jkξmn
ejkξmn∆φn − e
jkξmn∆φn − 1
(jkξmn)2
)]
(3.7.16)
It can be observed in Eq.3.7.16 that a problem will arise when the denominator goes
close to 0, leading to an indetermination when is 0. Ludwig mentioned this issue
in [31], but didn’t provide with a solution. Nevertheless, as with any indetermination
of the kind 0/0, L’Hospital’s rule can be applied to solve it. There are three cases:
only kβmn ' 0, only kξmn ' 0 and both kβmn ' 0 and kξmn ' 0. Meng et al. [36]
presented a work in which they say that L’Hospital’s rule is not a good method to
solve the problem when the denominator is close to 0. To solve the problem they
present a solution based on a Taylor series expansion. However, since L’Hospital
rule presents a way to solve the problem in the limit of the indetermination, for
values close enough to 0 it still is a good method. Therefore, it is the method used
in the present dissertation.
The kβmn ≤ Li case yields
~pmn = e
jkαmn∆rm
[ (
~amn +
∆rm
2
~bmn
)
ejkξmn∆φn − 1
jkξmn
+~cmn
(
∆φn
jkξmn
ejkξmn∆φn − e
jkξmn∆φn − 1
(jkξmn)2
)] (3.7.17)
The kξmn ≤ Li case yields
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~pmn = e
jkαmn∆φn
[(
~amn +
∆φn
2
~cmn
)
ejkβmn∆rm − 1
jkβmn
+~bmn
(
∆rm
jkβmn
ejkβmn∆rm − e
jkβmn∆rm − 1
(jkβmn)2
)] (3.7.18)
Finally, for kβmn ≤ Li and kξmn ≤ Li case yields
~pmn = e
jkαmn∆rm∆φn
(
~amn +
∆rm
2
~bmn +
∆φn
2
~cmn
)
(3.7.19)
Comparison between Trapezoidal rule and Ludwig’s method
The main difference between the two methods is the way they perform the integral.
MATLAB trapezoidal implementation approximates the local function between two
points by a straight line. Therefore, as the grid size is increased, the distance between
the two points is decreased and therefore the trapezoids will be closer to the original
function. On the other hand, Ludwig’s method approximates the original function
by fitting a plane in four corners using the least square method.
Close to the far-field broadside, the phase of the function γ (see Eq. 3.7.12) to be
integrated is smooth. This is illustrated in Fig.3.28a, which shows the function γ
for Θ = 2.3◦ and Φ = 90◦. Therefore, both trapezoid rule and Ludwig’s method
perform the integration accurately. However, for far-field points far from broadside γ
varies more sharply, as Fig.3.28b shows for Θ = −70◦ and Φ = 90◦. In these regions,
Ludwig’s method finds a fitting function that captures better than the trapezoidal
rule these more sharply variations.
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(a) γ for Θ = 2.3◦ and Φ = 90◦ (b) γ for Θ = −70◦ and Φ = 90◦
Figure 3.28: Function γ across the reflector aperture for: a) Θ = 2.3◦ and Φ = 90◦,
b) Θ = −70◦ and Φ = 90◦.
Fig.3.29a shows the far-field for the vertical plane of the offset parabolic reflector
used in [6] comparing both numerical methods, and also GRASP results. Fig.3.29b
do the same for the horizontal plane. Both methods have the same grid of ceil
(
d
λ/3
)
.
Both figures confirm the mentioned above: around broadside, both methods yield
accurate results (when compared with GRASP). However, for angles far from broad-
side, Ludwig’s method yields more accurate results than the trapezoid rule.
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Figure 3.29: Directivity (dB) comparison of numerical methods for a single offset
reflector antenna with d = 18.796λ, f/D = 0.5, and f0 = 18.5 GHz for (a) the verti-
cal plane (Φ = 0◦) and (b) the horizontal plane (Φ = 90◦), fed by an ideal Gaussian
beam: trapezoidal rule (blue lines), Ludwig’s method (red lines) and GRASP (black
lines).
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3.8 Summary
This chapter has aimed to describe the basic theory to analyse single parabolic
reflector antennas and their depolarisation properties. First, in Section 3.2 the
different coordinate systems used in this thesis and their transformations have been
presented. Then, in Section 3.3 the geometry of single front-fed and offset reflectors
has been reviewed. Section 3.4 has carried out a review of the most typical sources to
feed these reflectors, i.e., electric dipole, magnetic dipole, Huygens source, Gaussian
beam and circularly polarised source. In Section 3.5 these sources has been used as
feeds for the front-fed and offset reflectors to study their depolarisation properties at
the aperture plane, yielding the same conclusions than other authors: the Huygens
source (and by extension the Gaussian beam) is the ideal linearly-polarised source to
feed a front-fed parabolic reflector, as it is a circularly polarised source formed by two
Huygens sources (or Gaussian beams) with equal magnitude and 90◦ of phase shift.
Some extra comments on the rise of cross-polarisation in the offset configuration
have been included.
The two more common methods to obtain the far-field of these antennas have been
reviewed in Section 3.6, i.e., geometrical optics and physical optics. A new tool
programmed in MATLAB has been developed to analyse single reflector antennas.
This tool has been used to compare geometrical and physical optics validating the
results with GRASP. Same conclusion as other authors has been reached (physical
optics is more accurate) along with proper explanations of their accuracy to predict
cross-polarisation and first sidelobes levels. The physical optics method has been
used to show that even the front-fed configuration fed by a source free of cross-
polarisation can present cross-polarisation in the far-field. New insight into the origin
of the far-field beam tilt in the offset configuration when fed by a circularly polarised
feed has been provided. Finally, two numerical tools to solve the integrals have been
reviewed and compared as well, leading to slightly different results specially for
points far from the broadside direction.
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Chapter 4
Cross-polarisation reduction of
linear-to-circular polarising offset
reflectors
4.1 Introduction
As it was mentioned in Section 1.2.3, reflector antennas have been extensively used
in multi-beam antennas for satellite communications [1]. Their high gain per beam
and frequency re-use capabilities for different beams have been the keys of their
success [2]. The more popular multi-beam antenna configuration consists on four
reflectors using a single-feed-per-beam (SFB) architecture to provide a four-colour
frequency and polarisation reuse scheme [1]. SFB architectures are usually preferred
in many applications over multi-feed-per-beam (MFB) architectures since they do
not need any beam forming network (BFN). The BFN in MFB allows to generate
adjacent beams by a single reflector, which reduces the number of reflectors used [3].
The simplification of the antenna system by using SFB architectures and the min-
imum number of reflectors has been a top priority in modern satellite communica-
tions [4]. Early attempts to achieve the aforementioned characteristics include the
use of dual-gridded reflectors [5]. However, the proposed technologies worked in
linear polarisation (LP), while the new trend in satcoms is to use circular polarisa-
tion (CP) both for uplink and downlink [6]. Frequency selective surfaces (FSS) in
CP [7,8] or circular polarisation selective surfaces (CPSS) [9–12] have been proposed
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to reduce the number of reflectors while using CP feeds. However, they are still not
sufficiently mature to be able to provide the needed RF performances.
A concept presented in different works maintain the optics in LP up to the main
reflector surface, where the LP to CP conversion takes place [4, 6, 13–15]. One big
challenge of this concept is the manufacturing of the polarising curved reflector. As
a first approach, a multi-beam Ku-band reflector antenna prototype comprising a
cylindrical polarising reflector fed by a quasi-optical beamformer was manufactured
and measured [15] by our research group. Good agreement with simulations validates
the use of 1D polarising conformal surfaces. Now efforts are focused on developing
the technology to manufacture the polarising surfaces in 2D conformal shapes.
The other big challenge of the main polarising surface is the design of the dual-
band LP-CP polarising unit-cell that converts each LP band to an orthogonal CP.
A unit-cell with these characteristics was already presented in [4]. However, its large
electrical length limits its performance due to the appearance of grating lobes for
angles different from broadside. More recently, a more compact unit-cell in Ku-
band based on similar working principles has been proposed in [14]. Due to the
large dimensions of the main surface, another key feature of the unit-cell is a broad
angular stability to obtain reasonable levels of cross-polarisation in the far-field. The
unit-cell from [14] maintains reasonable performance for local angle of incidence θ
up to 30◦ along the main plane of incidence. But the large set of angles of incidence
imposed by the main reflector forces the use of an optimisation procedure to improve
the cross-polarisation performance of these kind of structures.
This chapter presents an optimisation procedure to improve the cross-polarisation
performance of linear-to-circular polarising offset reflectors based on two steps: geo-
metrical optimisation of the unit-cell and unit-cell rotation. The former performs a
local axial ratio (AR) optimisation and it decreases the far-field cross-polarisation in
the vertical plane mainly. The latter performs a global optimisation of the far-field
cross-polarisation based on unit-cell rotation and it affects mainly the far-field hori-
zontal plane. The optimisation procedure will be validated by comparison with mea-
surements for an offset flat reflector fed by a standard Flann’s horn. The breadboards
have been manufactured and measured at Heriot-Watt University’s Microwave Lab.
The tool developed for Chapter 3 (see Section 3.7) for the analysis of reflector
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antennas is going to be updated with the theory presented here, i.e., modelling of
practical feeds and analysis of metallodieletric arrays. It should be noted that at
the moment there is no such tool in the market. This tool will then resemble similar
tools developed by other research groups to analyse reflectarrays.
4.2 Analysis of polarising reflectors
As discussed in the introduction, polarising reflectors may be encountered in a flat
or conformal surface and illuminated by far-fields or near-fields of primary feeds. In
this section, an overview of the generic analysis methodologies that can be used to
simulate the radiation characteristics from this class of structures is presented. These
techniques are: the Floquet modal expansion of the fields impinging doubly periodic
surfaces, the modelling of the feed’s near-field and the physical optics method to
obtain the reflector antenna far-field. It should be noted that these techniques
resemble techniques used in reflectarray analysis [16–18].
The Floquet modal expansion and the physical optics method were described in
Section 2.5 and Section 3.6.2 respectively. Therefore, only special emphasis will be
put on the description of the near-field modelling by means of an example. Then,
the radiation characteristics associated with a curved polarising reflector when illu-
minated by an ideal LP feed will be analysed. By means of comparison with the case
of a pure metal reflector with the same geometry and illuminated by a feed with sim-
ilar characteristics but in CP, the margin for improvement in the cross-polarisation
response will be demonstrated.
4.2.1 Numerical technique
As it was mentioned in Section 2.5, periodic structures such as FSS [19] or reflectar-
rays [16] are commonly analysed using Floquet modal expansion of the fields under
some approximations. These approximations are: local periodicity, infinite structure
locally flat unit-cells and plane wave incidence. In particular, the local periodicity
approximation suggests that the interaction of the incoming wave with each unit-cell
can be obtained on the assumption of an infinite periodic structure. This approxi-
mation is more accurate for slowly varying geometries along the reflector, since the
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mutual coupling effects in these arrays are predominantly associated with neigh-
bouring unit-cells. It is consistently valid in the structures under consideration in
this thesis. The approximation of locally flat unit-cells is quite accurate for typical
reflectors of large electrical dimensions. Each unit-cell is therefore modelled under
plane wave incidence and fully periodic boundary conditions.
Under these assumptions, the reflection characteristics of a unit-cell can be obtained
using spectral domain method of moments (MoM) tools [17,18,20,21]. The resulting
output would be the S-parameters describing the co- and cross-polarised reflection
coefficients for each Floquet space harmonic associated with every unit-cell on the
surface. For unit-cells that do not generate grating lobes [22] and where the feed is
sufficiently far such that the propagating element dominates the incoming radiation,
it is sufficient to only consider the fundamental harmonic. However this methodology
can be generalised to consider effects associated with higher order harmonics.
The large reflector dimensions in terms of the wavelength allow the use of ray tracing
techniques such as geometrical optics to model the incident and reflected field (see
Chapter 3). If the reflector is placed in the far-field of the feed, the feed can be
assumed a point source. Therefore, the incidence on the unit-cells is dictated by the
angle of incidence of the spherical wave emanating from the feed origin.
For many practical configurations, where the reflector is not sufficiently far to assume
spherical wave incidence, an accurate modelling of the feed’s near-field is needed
[23, 24]. The feed’s near-field (both electric and magnetic) at the reflector surface
can be directly obtained using any integral equation solver (or similar) such as CST
Microwave Studio [25], or from the far-field characteristics together with a spherical
wave expansion [26]. In general, the near-field contains both propagating and non-
propagating fields. As mentioned above, it is often sufficient to consider only the
propagating component of the near-field. This corresponds to the fields associated
with the fundamental Floquet space harmonic. The local angles of incidence of the
propagating element of the field can be extracted from the normalised real part of
the Poynting vector:
kˆ0 =
~P
|P | =
1
2
real{ ~E × ~H∗}
|P | (4.2.1)
where ~E and ~H are referred to the total near-fields. The configuration shown in
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Fig. 4.1 is used as example, where a reflector with dimensions dx = dy = 270 mm is
fed by a standard Flann’s horn model 19240 [27] at 17.7 GHz, placed at a distance
f = 250 mm from the reflector with offset angle θf = 35
◦. The angles of incidence
for this horn across the reflector surface are depicted in Fig. 4.2. It is noted that
for a real feed as the one under consideration, this plot is frequency dependent.
For comparison, the angles of incidence associated with an ideal point source are
superimposed (frequency independent).
Figure 4.1: Offset flat reflector of dimensions dx = dy = 270 mm fed by a standard
Flann’s horn model 19240 at 17.7 GHz polarised at slant 45◦, placed at a distance
f = 250 mm and offset angle θf = 35
◦.
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Figure 4.2: Local angles of incidence θl (black lines) and φl (red lines) across an
offset flat reflector with dimensions dx = dy = 270 mm fed by a standard Flann’s
horn model 19240 at 17.7 GHz placed at a distance f = 250 mm and offset angle
θf = 35
◦, superimposed with the angles of incidence for the same configuration and
a point source (lighter colour).
The procedure above yields the direction of the incoming propagating field locally
at each unit-cell of the array. The derivation of the reflected field at each unit
cell further requires the associated magnitude and phase. This is captured in the
complex magnitude am00 of the fundamental Floquet space harmonic, where the
subscript m = 1, 2 represents the TM and TE polarisation respectively. This coeffi-
cient can be estimated considering that the total near-field can be as a superposition
of Floquet space harmonics and exploiting the associated orthogonality property:
am00 =
x
~H · ~κm00ψ∗00(x, y)dxdy (4.2.2)
where it is assumed that the periodic surface lies on the xy-plane. In Eq. 4.2.2,
~κm00 is a unit vector along the xy-plane representing the direction of the tangential
magnetic field for the TM and TE modes respectively while ψ00 is the Floquet phasor
of the fundamental harmonic, defined by the tangential components kx00 and ky00 of
the wavenumber k0 along the x- and y-axes respectively [19] (see Eq. 2.5.5). Solving
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Eq. 4.2.2 yields
a100 = −η0C0Q0 cos θl (−Hx sinφl +Hy cosφl) (4.2.3a)
a200 =
η0C0Q0
cos θl
(Hx cosφl +Hy sinφl) (4.2.3b)
where Hx and Hy refer to the tangential near-field, C0 is a needed coefficient to
maintain the same power magnitude as the real part of the original Poynting vector,
and
Q0 =
x
ψ00(x, y)dxdy = 4
sin(ky00
Dy
2
) sin(kx00
Dx
2
)
ky00k
x
00
(4.2.4)
Dy andDx in Eq. 4.2.4 refer to the unit-cell dimensions. Since the Floquet expansion
works here as an approximation, selecting sufficient small virtual unit-cells (Dy =
λ0/6 and Dx = λ0/6) gives accurate enough results.
This way of modelling the near-field has been included in the tool presented in
Section 3.7. Fig. 4.3 shows the far-field vertical and horizontal planes for the
configuration from Fig. 4.1, where the reflector is supposed to be metallic using
the updated tool. In blue is shown the co- and cross-polarisation components if
the total near-field at the reflector surface is used to obtain the surface currents.
In red is shown the co- and cross-polarisation components if only the fundamental
TE and TM modes (extracted from the total near-field by the procedure explained
above) are used to obtain the surface currents. As it can be seen, both set of curves
produce the same results, which confirm the assumption of supposing that only the
fundamental (radiative) modes of the total near-field will contribute to the far-field.
It also validates the proposed way to extract these fundamental modes. Using this
methodology, the amplitudes of the fundamental TE and TM modes of the incident
near-field and their associated incident angles at each unit-cell can be obtained.
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Figure 4.3: Comparison of the far-field from a metallic offset flat reflector using the
near-field and using the fundamental modes only at 17.7 GHz for (a) the vertical
plane (Φ = 0◦) and (b) the horizontal plane (Φ = 90◦).
Once the S-parameters and the incident field at each unit-cell are known, the re-
flected field can be obtained by using the relations from Section 2.5.5. Then, the
equivalent electric and magnetic surface currents ~Js and ~Ms can be obtained from the
reflected fields using Love’s Equivalence Principle [28]. It is usually supposed that
the field behind the reflector is zero, which makes possible to place a perfect electric
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or magnetic conductor to short-circuit one of the equivalent currents [29]. Then the
equivalent current that has been short-circuited can be eliminated by means of the
image principle [28]. If both equivalent currents are used, radiation over the entire
3D far-field sphere can be computed [30]. This approach has been validated against
measurements in [15] and in [30] (technique II). These equivalent surface currents
are integrated over the surface geometry to obtain the far-field by using aperture
antenna theory [28]. This way of obtaining the reflected field (no PEC) has been
added to the tool. Therefore, the results presented from now on only use the electric
surface currents ~Js, but it should be noted that the magnetic surface currents ~Ms
could be easily used as well at the expense of longer computing time.
4.2.2 Cross polarisation response from uniform arrays
Based on the design from [15], an offset cylindrical reflector is used as an example
to illustrate the performance of fully periodic polarising reflectors. The antenna
architecture is shown in Fig. 4.4a. Its dimensions are dx = dy = 700 mm, focal
length f = 500 mm, and offset angle θf = 50
◦. The reflector is fed by a Gaussian
beam source at slant 45◦ (see Section 3.4.5), placed at the parabola focus. Due to
the parabolic geometry in the vertical plane, the reflector will collimate the primary
field only in the vertical plane of the far-field. Therefore, a fan-beam type radia-
tion pattern is therefore produced in this example. Fig. 4.4a also shows the local
coordinate system (in red) for a random location on the reflector, where the z-axis
coincides with the normal to the surface.
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Figure 4.4: (a) Antenna architecture formed by an offset cylindrical parabolic re-
flector with dimensions dx = dy = 700 mm, focal length f = 500 mm and offset
angle θf = 50
◦, fed by an ideal Gaussian beam. (b) Geometry of the selected dipole
unit-cell.
The multi-beam reflector antenna concept commented in the introduction [4] rely
on dual-band LP to CP unit-cells working in orthogonal polarisations. However,
in order to demonstrate the optimisation procedure presented in this chapter, a
simpler unit-cell geometry based on the dipole element from [31] has been selected.
The unit-cell is shown in Fig. 4.4b, where the dipole is assumed oriented along the
x-axis. For the configuration shown in Fig. 4.4a, where the offset is in the xz plane,
the dipole orientation along the x-axis gives a more deteriorated performance than if
oriented along the y-axis. This orientation provides levels of cross-polarisation that
can be easily measured in the Microwave Lab of Heriot-Watt University, as it will be
shown in Section 4.4. The unit-cell has been optimised for the local incidence angles
(θl = 25
◦, φl = 180◦) experienced by the unit-cell at the centre of the reflector. The
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unit-cell dimensions with respect to Fig. 4.4b are Dx = 7.5 mm, Dy = 0.9 mm, l = 7
mm and w = 0.3 mm. This polariser, which transforms an incident slant 45◦ LP
wave into a left-handed CP (LHCP) wave, presents good performance (AR< 0.5 dB)
for frequencies in the range 13.5-21.7 GHz, as shown in Fig. 4.5 (solid black line).
Fig. 4.5 (solid lines) also show the AR produced by this polariser as the incidence
angle θl varies in the range 10
◦-40◦ roughly corresponding to the lower and upper
edges of the reflector along the vertical plane of symmetry. As shown, at 17.7 GHz
the AR deteriorates up to > 2.5 dB within this angular range.
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Figure 4.5: AR (dB) of the original (solid lines) and optimised (dashed lines) unit-
cell for different θl.
This polarising reflector has been analysed with the technique outlined in the pre-
vious section. Fig. 4.6a and Fig. 4.6b show in blue lines the far-field characteristics
at 17.7 GHz for the vertical (Φ = 0◦) and horizontal (Φ = 90◦) planes respectively.
For comparison, the far-field characteristics from the same antenna architecture but
assuming a perfect electric conductor (PEC) reflector and an ideal CP feed (which
otherwise has the same characteristics and is placed in the same location) is also
shown in Fig. 4.6a and Fig. 4.6b in red lines for the same frequency. As shown,
the co-polarisation characteristics are very similar for the two cases. However, the
cross-polarisation characteristics for the reflector with a uniform polarising array
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are compromised by over 25 dB in some cases, including the broadside. For appli-
cations requiring good cross-polarisation discrimination, clearly this figure indicates
significant margin for improvement of the polariser design.
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Figure 4.6: Far-field directivity (dB) at 17.7 GHz for (a) the vertical plane (Φ = 0◦)
and (b) the horizontal plane (Φ = 90◦) for the metallic reflector fed by an ideal
LHCP source (red) and the uniform unit-cell polariser fed by an ideal 45◦ LP source
(blue).
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4.3 Synthesis for reduced cross polarisation
Rectangular unit-cells, such as the one depicted in Fig. 4.4b, under plane wave
illumination are associated with two principal planes of incidence. In Fig. 4.4
these are the xz- and the yz-planes. Along the principal planes and for regular
element geometries (such as the dipole of Fig. 4.4b but also more complex variations
[14]), the cross-polarisation reflection coefficient vanishes. The operation of the
polarising surfaces can therefore be readily achieved ensuring a 90◦ differential phase
between the TE and TM reflection coefficients, provided that the magnitudes of the
two incident polarisations are balanced. The latter assumption is valid along the
principal planes of incidence for primary feeds polarised at slant 45◦ (in Fig. 4.4
with respect to the z-axis). This polarisation is therefore considered here but also
in other works [4, 6, 8, 14, 31].
For the antenna architecture under consideration, unit-cells along the vertical plane
of symmetry in Fig. 4.4a are illuminated along a principle plane in Fig. 4.4b. For
these unit-cells it is relatively straightforward to optimise the geometry in order
to improve the AR of the locally reflected field, as shown in Fig. 4.5. All other
unit-cells are illuminated along oblique planes of incidence. At oblique planes of
incidence and for a primary feed polarisation fixed at slant 45◦, the magnitude ratio
between the TE and TM polarised components is no longer unitary but depends on
φl. Due to the magnitude imbalance between the incoming TM and TE components,
LP to CP conversion requires determining both co- and cross-polarisation reflection
characteristics of the unit-cell. It has indeed been confirmed by full-wave simulations
that for these unit-cells the AR of the locally reflected field cannot be significantly
improved by adjusting the dipole dimensions.
The level of cross-polarisation in reflection for the dipole element of Fig. 4.4b and
other geometries with similar working principle can be controlled by rotating the
unit-cell’s element around its centre. Consequently, local rotation of the element
enables to significantly improve the AR. This is illustrated in Fig. 4.7 for the dipole
geometry from Fig. 4.5 (black lines). The blue line shows the AR for the centre
unit-cell (which experiences local incidence angles θl = 25
◦, φl = 180◦). As φl moves
away from this point and along a line of constant local θ (θl = 25
◦), the AR deteri-
orates, as shown by the solid red and solid black lines for φl = 177
◦ and φl = 170◦
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respectively. However, once the element is rotated, the AR can be decreased close
to the original levels. This is illustrated by the dashed red and dashed black lines,
where local rotations of ∆φ = −3◦ and ∆φ = −10◦ with respect to the x-axis have
been applied for the unit-cells at φl = 177
◦ and φl = 170◦ respectively. Based on
these observation, this section describes the proposed optimisation procedure to re-
duce the far-field cross-polarisation of LP-CP reflection polarisers. The procedure is
applied to the example of Fig. 4.4. Then, the far-field performance of the optimised
array is analysed and compared with the uniform array and the target case formed
by the metallic reflector and the CP feed.
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Figure 4.7: Effects of the unit-cell’s element rotation on its performance using a
dipole geometry. AR upon reflection for the unit-cell at the centre of the reflector
(experiencing incidence at θl = 25
◦, φl = 180◦, blue line), off-principal plane inci-
dences (θl = 25
◦, φl = 177◦, solid red line) and (θl = 25◦, φl = 170◦, solid black
line). AR for the latter two unit-cells upon local rotations of ∆φ = −3◦ (in dashed
red line) and ∆φ = −10◦ (in dashed black line).
4.3.1 Proposed optimisation procedure
In order to illustrate the proposed optimisation procedure, the target far-field char-
acteristics should be first defined. For the present case, the far-field of the metallic
reflector fed by the ideal CP feed shown in Fig. 4.6a and Fig. 4.6b (red lines) is
selected as target. Similar to the strategy described in [18], the ideal reflection prop-
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erties of each unit-cell on the reflector can be obtained by back-projecting the target
far-field onto the reflector surface and taking the ratio locally with the incoming field
produced by the primary feed. The outcome of this process is a set of target co- and
cross-polarisation reflection coefficients for each unit-cell in the reflector. Then the
set of ideal reflection coefficients for each unit-cell can be expressed as a 2× 2 scat-
tering matrix as in Section 2.5.5. It is noted that the ideal S-parameters obtained
in this fashion for each unit-cell on the reflector do not necessarily correspond to
realisable values but instead represent some target in the optimisation procedure.
In the present case, since no change is applied to the target far-field, which is ob-
tained from the metallic reflector fed by the CP source, the target S-parameters are
realisable.
Performing the above procedure at 17.7 GHz, the target s-matrices across the re-
flector are obtained. They are plotted in Fig. 4.8 (red lines) against the angle
of incidence (θl, φl) experienced locally at the reflector. For comparison, Fig. 4.8
also superimposes the scattering coefficients associated with the uniform unit-cell
array (blue lines). It can be observed in Fig. 4.8e-4.8h that the reciprocity condi-
tion s21 = s12 is fulfilled even for oblique incidences since the unit-cell geometry is
symmetric in its two main planes [32]. For this same type of unit-cell, the energy
conservation sets the following conditions [32]:
|s11|2 + |s21|2 = 1 (4.3.1a)
|s22|2 + |s21|2 = 1 (4.3.1b)
s∗11s12 + s
∗
21s22 = 0 (4.3.1c)
If Eq. 4.3.1c is substituted into Eq. 4.3.1a and Eq. 4.3.1b one concludes that
|s11| = |s22|. This last condition can be observed in Fig. 4.8a and Fig. 4.8c. The
aforementioned reciprocity and energy conservation conditions are met for both set
of S-parameters.
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Figure 4.8: Contours for the magnitude and phases of the S-parameters at 17.7
GHz for the uniform unit-cell array (blue lines) and the target case consisting on a
metallic reflector fed by a CP source (red lines).
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The target S-parameters along the vertical plane of symmetry indicate a 90◦ differ-
ential phase requirement between the TM and TE reflection coefficients (phase of s11
and s22 respectively) and a vanished cross-polarised reflection coefficients (|s12| and
|s21|). As discussed above, this is a typical design target for this class of polarisers.
It is noted that when the properties of the incident waves are considered locally at
other points along the reflector, the target axial ratio of the reflected field is also 0
dB. This is due to the consideration of an ideal CP source for the definition of the
target reflected field. However the target S-parameters at other points do not match
the classical S-parameter requirements (as e.g. in [31]) since the incoming field can
no longer be decomposed into TE and TM components with balanced amplitude.
As observed in Fig. 4.8b and Fig. 4.8d, the two sets of curves coincide at the centre of
the reflector (θl = 25
◦ and φl = 180◦) for the phases of s11 and s22 respectively. This
reflects the fact that the unit-cell has been optimised for this set of incidence angles.
However, away from the centre, the two sets of curves diverge. In particular, the
target reflection characteristics remain constant along the vertical plane (φl = 180
◦)
but instead, the uniform array leads to some variation associated with the angular
response of the unit-cell along the xz-plane (Fig. 4.5).
Along the horizontal plane, i.e. θl = const, the uniform array provides reflection
characteristics that would approach the target if the obtained responses were ob-
served further away from the vertical plane of symmetry. This can be consistently
observed in Fig. 4.8 if one follows a line of constant θl-value across all three plots; it
then become obvious that improved agreement between the two sets of curves will
be observed upon scaling up the φl-axis associated with the blue set of curves. The
scaling factor depends on the value of θl and is not the exactly the same for all three
plots presented.
On these principles, the optimisation along the vertical plane is quite straightfor-
ward. It can be achieved with the adjustment of the unit-cell dimensions (Dx, Dy,
l, w) as θl varies. It is noted that along the vertical plane of incidence, the target S-
parameters call for vanishing cross-polarisation reflection coefficients (s21 = s12 = 0)
and a differential reflection phase between the two co-polarised coefficients of 90◦. As
shown in Fig. 4.5, this can be achieved within the given unit-cell dimensions (fixed
Dx, Dy) by adjusting the dipole dimensions (l, w), for a wide frequency band. The
improvement in the phases of the s11 and s22 parameters at 17.7 GHz obtained by
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the geometrical optimisation can be seen in Fig. 4.9 for the targeted vertical plane,
where the optimised S-parameters (darker blue) go closer to the target S-parameters
(red), compared with the uniform unit-cell array (lighter blue), especially in the ver-
tical plane. The s21 and s12 parameters are not shown since it vanishes in the vertical
plane.
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Figure 4.9: Phases of the (a) s11 and (b) s22 parameters at 17.7 GHz for the uniform
unit-cell array (lighter blue lines), array with unit-cell’s element geometrical optimi-
sation (darker blue lines) and the target case consisting on a metallic reflector fed
by a CP source (red lines).
However, as mentioned above, it was found that other combinations of (l, w) outside
the unit-cell principle planes of incidence do not lead to significant improvement of
scattering coefficients achieved. Considering in the first instance the magnitudes of
s21 and s12 plotted in Fig. 4.8e and Fig. 4.8g, it is quite straightforward to appreciate
why the optimization of the unit-cell characteristics outside the vertical plane cannot
be achieved by simply optimising the unit-cell dimensions: the cross-polarisation
reflection of a linear element (such as the dipole considered here) depends primarily
on the orientation of the element in relation to the tangential projection of the
incoming field, defying by Ludwig-III (see Section 3.4.1). However, one can exploit
an additional degree of freedom associated with the rotation of the unit-cell’s element
in relation to the x-axis [33].
The element rotation affects the plane of incidence of the unit-cell (defined by φl),
and hence the alignment between the unit-cell geometry and the incoming field
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polarisation, defined by Ludwig-III. Therefore, an optimisation by element rotation
is expected to be able to bring the S-parameters associated with the uniform array
(blue lines in Fig. 4.8) closer to the target values (red lines in Fig. 4.8) as we vary
φl for constant θl. However, if the phases of s11 and s22 in Fig. 4.8b and Fig. 4.8d
are compared for a fixed set of (θl, φl), it can be deduced that different rotations
will be needed to bring the phases of these parameters closer to their target values.
Morevoer, outside the vertical plane (φl = 180
◦), the projection of the incident field
onto the unit-cell and the plane of incidence vary in different ways. The incidence
field varies following Ludwig-III definition (see Fig. 3.6), while the plane of incidence
varies with φl. Therefore, as shown in Fig. 4.10, two different set of rotations are
needed to be aligned with projection of the incoming field (black lines) and with the
plane of incidence.
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Figure 4.10: Rotations needed to be aligned with the projection of the incoming
field onto the unit-cell (black lines) and with the plane of incidence (red lines).
For the reasons above, the element rotation should be applied under an optimisation
routine where the cross-polarisation (or AR) of the unit-cell is the function to be min-
imised [34]. A more general approach can be used if the far-field cross-polarisation
is chosen as the function to be minimised.
An optimisation routine based on unit-cell’s element rotation using the far-field
cross-polarisation as target to be minimised has been implemented, using MAT-
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LAB’s implementation of the Nelder-Mead algorithm [35]. This method was chosen
because is a gradient-free local search method which does not require to calculate
any derivatives of the cross-polarisation while achieving relatively rapid convergence
rate. The function to describe the unit-cell rotation can be a polynomial function
with the local angles of incidence θl and φl as inputs:
∆φ = c1φ
′
l + c2θlφ
′
l + c3φ
′2
l + c4θ
2
l φ
′
l + c5θlφ
′2
l + c6φ
′3
l + c7θ
3
l φ
′
l + c8θ
2
l φ
′2
l
+ c9θφ
′3
l + c10φ
′4
l + c11θ
4
l φ
′
l + c12θ
3
l φ
′2
l + c13θ
2
l φ
′3
l + c14θlφ
′4
l + c15φ
′5
l
(4.3.2)
where φ′l = φl− 180◦ to ensure that ∆φ = 0◦ for the central vertical line, and where
ci are the unknown coefficients to be obtained. Lower or higher order functions can
be used taking into account that the search space increases with the function order.
Since the performance of the array should be improved within the whole bandwidth
of the unit-cell, the function to be minimised g(∆φ) includes the far-field cross-
polarisation for three frequencies (extremes of the band and around the centre):
g(∆φ) = Cf1|Ef1RH |2 + Cf2|Ef2RH |2 + Cf3|Ef3RH |2 (4.3.3)
where f1 = 14.5 GHz, f2 = 17.7 GHz and f3 = 20 GHz; E
fi
RH refers to the RHCP
component (cross-polarisation) for each frequency; and Cfi refers to constant coeffi-
cients to weight each frequency component. Fig. 4.11 shows the resulting ∆φ after
the optimisation process is finished. The coefficients are shown in Table 4.1.
 
Figure 4.11: Resulting unit-cell’s element rotation function ∆φ across the reflector
surface.
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Fig. 4.12 shows the phases of the s11 and s22 parameters as well as the magnitude
of the s21 at 17.7 GHz for the uniform unit-cell array (lighter blue), the array with
element rotation optimisation (darker blue) and target values (red). It can be seen
how the S-parameters of the optimised array converge to the target S-parameters,
compared with the uniform unit-cell array.
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Figure 4.12: Phases of the (a) s11 and (b) s22 parameters, and (c) magnitude of the
s21 parameter at 17.7 GHz for the uniform unit-cell array (lighter blue lines), array
with unit-cell’s element rotation optimisation (darker blue lines) and the target case
consisting on a metallic reflector fed by a CP source (red lines).
The unit-cell’s element geometrical optimisation and rotation are applied in orthog-
onal directions, i.e. along θl and along φl respectively. Therefore, it can be seen as
the natural next step to combine them in one optimisation procedure in two steps,
where first a geometrical optimisation as the one in Fig. 4.5 is performed, followed
by the element rotation optimisation described above. Fig. 4.13 shows the phases of
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the s11 and s22 parameters for the uniform array (lighter blue lines), the optimised
array (blue lines) and the target values (red lines). It can be observed how the
S-parameters associated with the optimised array a better convergence to the target
values than the S-parameters associated with the element geometrical optimisation
(Fig. 4.9) or the element rotation (Fig. 4.12) applied independently. The resulting
∆φ is shown in Fig. 4.14 and the coefficients are shown in Table 4.1.
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Figure 4.13: Phases of the (a) s11 and (b) s22 parameters, and (c) magnitude of the
s21 parameter at 17.7 GHz for the uniform unit-cell array (lighter blue lines), array
optimised by unit-cell’ element geometrical optimisation and rotation (darker blue
lines) and the target case consisting on a metallic reflector fed by a CP source (red
lines).
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Figure 4.14: Resulting unit-cell rotation function ∆φ across the reflector surface
after the two-step optimisation process.
coefficient rot. GO+rot.
c1 0.1099 0.1121
c2 −0.0272 0.0492
c3 −0.0100 0.0101
c4 0.1653 0.1193
c5 −0.0051 −0.0485
c6 0.1384 0.0705
c7 0.0224 −0.0129
c8 0.0106 −0.0150
c9 −0.1662 −0.0278
c10 0.0022 0.0109
c11 0.1494 0.0056
c12 −0.0577 0.1417
c13 0.0065 −0.0701
c14 0.0403 −0.0305
c15 −0.0589 −0.0413
Table 4.1: Coefficients of the unit-cell’s element rotation optimisation (rot.) and
the two-step optimisation procedure (GO+rot.).
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4.3.2 Far-field comparison
In order to validate each step of the optimisation process, four breadboards have
been simulated and compared: uniform unit-cell array, array with geometrically
optimised unit-cells, array with optimisation by element rotation, and array with a
combination of the two procedures.
To this end, Fig. 4.15a and Fig. 4.15b show the far-field directivity for the vertical
(Φ = 0◦) and horizontal (Φ = 90◦) planes respectively, at 14.5 GHz. Fig. 4.16a and
Fig. 4.16b show the far-field directivity for the same two planes at 17.7 GHz. Fig.
4.17a and Fig. 4.17b show the far-field directivity for the same two planes at 20
GHz. These three frequencies represent the lower band frequency (14.5 GHz), the
higher band frequency (20 GHz) and a frequency in the middle of the band (17.7
GHz).
At the lower limit of the band (14.5 GHz), it seems that the unit-cell’s element
geometrical optimisation does not improve the far-field vertical plane, except for
broadside (see Fig. 4.15a). This could be due to the AR deterioration for frequen-
cies between 14.5-17 GHz at the expense of an improvement at higher frequencies for
around θl = 20
◦ (see red solid/dashed lines in Fig. 4.5). However, the deteriorated
values are still acceptable since they are below 0.5 dB. The unit-cell (both original
and optimised) shows better performance overall for the lower part of the band.
This is translated in the far-field into acceptable cross-polarisation levels even for
the original uniform unit-cell array. At mid-band (17.7 GHz) the geometrical opti-
misation has a bigger impact, being translated in the far-field into cross-polarisation
improvements up to 16 dB, as Fig. 4.16a shows. At around the higher limit of the
band (20 GHz) the unit-cell deterioration is more severe. Therefore, the geometrical
optimisation only achieves improvements up to 6 dB, as Fig. 4.17a shows. Moreover,
the unit-cell’s element rotation has no impact in the far-field vertical plane.
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Figure 4.15: Far-field directivity (dB) at 14.5 GHz for (a) the vertical plane (Φ = 0◦)
and (b) the horizontal plane (Φ = 90◦).
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Figure 4.16: Far-field directivity (dB) at 17.7 GHz for (a) the vertical plane (Φ = 0◦)
and (b) the horizontal plane (Φ = 90◦).
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Figure 4.17: Far-field directivity (dB) at 20 GHz for (a) the vertical plane (Φ = 0◦)
and (b) the horizontal plane (Φ = 90◦).
With respect to the far-field horizontal plane, it can be seen in Fig. 4.15b, Fig. 4.16b
and Fig. 4.17b that the element geometrical optimisation has almost no impact.
Nevertheless, there seems to be a small deterioration of the cross-polarisation for
the higher limit of the band (20 GHz). This could be due to a slightly deterioration
in the angular stability (for φl far from 180
◦) of the geometrically optimised unit-
cells compared to the original around the higher limit of the band. On the other
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hand, the element rotation shows a more consistent performance across the whole
band, whether if it is applied alone (black lines) of after the element geometrical
optimisation (green lines). It is expected that it achieves better results if applied
after the geometrical optimisation since it presents a better starting point (lower
cross-polarisation at broadside). This is generally true, as it can be seen in Fig.
4.15b and Fig. 4.16b. Nevertheless, due to the deterioration in the angular stability
of the geometrically optimised unit-cell, and its bigger impact towards the higher
limit of the band, it seems that the two-step optimisation procedure (green lines)
achieves less improvement than the element rotation applied alone (black lines) at
20 GHz, as Fig. 4.17b shows. However, the improvements achieved by the two-step
optimisation procedure in the horizontal plane are very significant, ranging between
8-15 dB.
4.4 Validation and measurements
To validate the optimisation procedure, an offset flat reflector has been proposed to
ease the manufacturing process. It has d = 270 mm of height and width, distance
between feed and reflector f = 250 mm and offset angle θf = 35
◦. It is fed by a
standard Flann’s gain horn, model 19240 [27], polarised at slant 45◦. The unit-cell
presented in Section 4.2.2 is used again for the initial uniform array.
4.4.1 Optimisation procedure, manufacturing and set-up
Then the optimisation procedure described in Section 4.3.1 is used to optimise the
polarising surface.
Considering the distance between reflector and horn, and the frequency band of the
horn, the far-field approximation for the feed is no longer valid. The procedures
described in Section 4.2.1 are used to obtain the fundamental modes (TM and TE)
of the near-field and their angles of incidence (see Fig. 4.2), and subsequently the S-
parameters, reflected field, equivalent currents and far-field. Then the optimisation
procedure described in Section 4.2.2 is used to optimise the polarising surface. The
uniform array is comprised by the unit-cell introduced in Section 4.3 optimised for
the offset angle of the configuration shown in Fig. 4.1, i.e., θf = θl = 35
◦. Since
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the angles of incidence referred to the fundamental modes are frequency dependent,
an average of the optimised geometries (lower, central and upper part of the band)
should be taken during the unit-cell’s element geometrical optimisation.
This dependency with frequency should also be taken into account for the unit-
cell’s element rotation. For a point source, the input parameters for the quadratic
function ∆φ in Eq. 4.3.2 are its associated frequency-independent local angles of
incidence. These angles were smooth compared to the ones referred to the horn’s, as
it can be seen in Fig. 4.2. If a global-minima type optimisation routine and higher
enough order for ∆φ are used, the inputs of ∆φ could be virtually anything, since
they would reach the global minimum. However, a local-minima type optimisation
routine is used in this thesis (See Section 4.3) to speed up the process. Also for
speeding up reasons, the aforementioned quadratic function is used. The success of
the optimisation routine will depend on the selected inputs. Therefore, since the
angles of incidence referred to the point source are smoother, it has been found they
reach better results.
Once the optimisation procedures have been applied, the masks have to been pre-
pared for printing. In order to validate each step of the optimisation process, four
breadboard were manufactured: a uniform unit-cell array, an array optimised by
unit-cell’s element geometrical optimisation, an array optimised by unit-cell’s ele-
ment rotation and a final array with the two-step optimisation procedure.
The vector graphics editor Inkscape [36] has been the preferred tool for the masks
design. It is written in C++ with gtkmm (interface for GUI library). A small
program has been written in MATLAB that generates the “.vsg” file with all the
unit-cells.
Taking into account the unit-cell size and the original reflector size (270× 270 mm)
the total number of unit-cells is 37× 303. The final reflector size to fit this number
of unit-cells is 277.5× 272.7 mm. An extra space surrounding the reflector is added
with four crosses for reference in the measurements. The mask for the two-step
optimisation procedure is shown in Fig. 4.18, where the geometrical modulations
and rotations can be clearly appreciated.
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Figure 4.18: Mask for the breadboard with the two-step optimisation procedure.
The four masks were printed on one side of the Taconic TLY-5 laminates. The
backs were left grounded. Fig. 4.19 shows a photo zoom of the breadboard with the
two-step optimisation procedure.
Figure 4.19: Photograph of the breadboard with the two-step optimisation proce-
dure.
The reflector and the horn have been mounted on a supporting structure, as shown
in Fig. 4.20. A near-field measurement system from NSI [37] has been used to
performed the measurements, where the near-field reflected from the surface is mea-
sured in a 2D plane. Then the software performs a near-to-far-field transformation
and the vertical and horizontal components of the far-field are extracted. The whole
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configuration has been rotated so that the broadside direction of the antenna under
test (AUT) matches with the broadside direction of the near-field probe.
Figure 4.20: Photograph of the measured configuration.
4.4.2 Far-field comparison
Fig. 4.21a and Fig. 4.21b show a comparison of simulations and measurements for
the normalised directivity vertical (Φ = 0◦) and horizontal (Φ = 90◦) planes respec-
tively at 17.7 GHz. Both the breadboard optimised by unit-cell’s element geomet-
rical optimisation and the uniform unit-cell breadboard are shown. As described
in Section 4.3.2, the optimised breadboard presents cross-polarisation improvement
in the vertical plane, while maintaining almost the same levels for the horizontal
plane. Fig. 4.22a and Fig. 4.22b show the same comparison for the same planes and
frequency for the breadboard optimised by unit-cell’s element rotation and the uni-
form unit-cell breadboard. As described in Section 4.3.2, the optimised breadboard
presents cross-polarisation improvement in the horizontal plane, while maintaining
almost the same levels for the vertical plane. Finally, Fig. 4.23a and Fig. 4.23b
show the same comparison for the same planes and frequency for the breadboard
optimised by the two-step optimisation procedure and the uniform unit-cell bread-
board. As described in Section 4.3.2 as well, the optimised breadboard presents
cross-polarisation improvement in both planes.
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Figure 4.21: Simulation and measurements comparison of the normalised far-field
directivity (dB) for the unit-cell’s element geometrical optimisation at 17.7 GHz for
(a) the vertical plane (Φ = 0◦) and (b) the horizontal plane (Φ = 90◦).
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Figure 4.22: Simulation and measurements comparison of the normalised far-field
directivity (dB) for the unit-cell’s element rotation optimisation at 17.7 GHz for (a)
the vertical plane (Φ = 0◦) and (b) the horizontal plane (Φ = 90◦).
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Figure 4.23: Simulation and measurements comparison of the normalised far-field
directivity (dB) for the two-step optimisation procedure at 17.7 GHz for (a) the
vertical plane (Φ = 0◦) and (b) the horizontal plane (Φ = 90◦).
Overall the measured results agree well with the simulations, indicating the an-
ticipated improvement in cross-polarisation performance in each case. Some minor
disagreements between simulations and measurements are observed. These disagree-
ments are present both in the co-polarisation and cross-polarisation components. Af-
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ter a close look at the co-polarisation components, it seems that disagreements come
from misalignments in the measurements. Mainly, two types of misalignments can
be present: between reflector and near-field probe and between horn and reflector.
Extra errors in the rotation of the feed could be present as well. Diffraction effects
(not considered in the simulations) and errors in the breadboard manufacturing also
add uncertainties to the measurements.
4.5 Summary
A two-step design procedure to reduce the cross-polarisation levels of linear-to-
circular reflection polarisers has been presented. The procedure to obtain the far-
field from this kind of structures has been outlined in Section 4.2, along with the
need for cross-polarisation improvement. Then, the proposed optimisation proce-
dure to reduce the far-field cross-polarisation has been detailed in Section 4.3. The
procedure exploits physical insight and leads to computational efficiencies. This in
turn allows the simultaneous optimisation of the cross-polarisation across a wide
bandwidth. Design examples are presented demonstrating improvements that reach
up to 16 dB. The procedure is validated experimentally in Section 4.4. It is noted
that the proposed procedure can be used as a starting point for more advanced
optimisation.
The simulations presented in this chapter have been performed with the tool de-
veloped for the previous chapter for the analysis of reflector antennas where new
features have been added, i.e. modelling of practical feeds and substitution of the
PEC surface by a FSS where the S-parameters have been computed with CST.
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Chapter 5
Cross-polarisation reduction of
linear-to-circular polarising offset
reflectors for multiple primary
feeds
5.1 Introduction
Chapter 4 introduced an optimisation procedure to reduce the cross-polarisation of
linear-to-circular reflection polarisers in single offset configurations for single primary
feeds. The main application was multi-beam reflector antennas in single feed per
beam (SFB) configurations for space communications [1,2]. Due to the current trend
of using circular polarisation (CP) for the up/down links, it was proposed in [3,4] to
maintain the feeds and subreflectors in linear polarisation (LP) and perform the LP-
CP conversion at the main reflector surface. The key innovation of this architecture
is to keep all the optics in LP, since the subsreflector technologies (e.g. gridded
subreflectors [5, 6]) are more mature for LP. However, the large dimensions of the
main reflector impose a broad range of angles of incidence for the unit-cells. This
is translated into high levels of far-field cross-polarisation. Therefore, in order to
cope with the stringent mission requirements [7], a way to lower the far-field cross-
polarisation is needed. The optimisation procedure presented in Chapter 4 achieved
improvements of around 5− 15 dB by simulation.
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However, as it was mentioned in Chapter 1.2.3, several feeds are used in multi-
beam reflector antennas (in SFB architectures) to provide the desired beams (feed
per beam). Therefore, a single unit-cell will have different angles of incidence be-
longing to the different feeds. Nevertheless, the unit-cell has to maintain its good
performance for all the feeds. Consequently, the optimisation procedure should be
applied for different feeds (and frequencies) at the same time. As in Chapter 4, in
order to simplify the problem, only single offset configurations are taken into ac-
count. Therefore, this chapter presents preliminary results on the cross-polarisation
reduction for single offset polarisers fed by three feeds. Only the unit-cell’s element
rotation technique shown in Section 4.3.1 will be applied. The code developed for
Chapter 3 and extended in Chapter 4 will be used to perform these simulations.
5.2 Reflector antenna architecture and unit cell
geometry
The optimisation procedure is demonstrated for an offset parabolic reflector antenna,
shown in Fig. 5.1. The reflector has a diameter of d = 600 mm, focal length
of f = 400 mm and offset angle of θf = 50
◦. It is fed by three ideal Gaussian
beam sources (see Section 3.4.5) linearly polarised at 45◦. In order to obtain good
illumination efficiencies, their broadside direction points towards the centre of the
reflector. One feed, numbered as 0, is placed at the reflector focus, while the other
two feeds, numbered as 1 and 2, are displaced along the y-axis by 94 mm and −94
mm respectively. This displacement along the y-axis has been chosen over the x-axis
since a more deteriorated cross-polarisation in the far-field is expected, especially in
the horizontal plane. The bigger deterioration in the horizontal plane is thought to
be due to the wide range of φl across the reflector (especially for θl different from
the centre unit-cell).
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Figure 5.1: Antenna configuration fed by three Gaussian beams pointing towards
the centre of the reflector and with 600 mm of reflector diameter, focal length of 400
mm and 50◦ of offset.
The same dipole unit-cell as in Chapter 4 (originally from [8]) is used here for the
polarising surface. It is oriented along the x-axis, and optimised for the centre unit-
cell (θ = 25◦ and φl = 180◦). Then the optimised unit-cell is repeated uniformly
over the reflector surface. The polarising surface transforms the 45◦ LP incident
field into a left-handed circularly polarised (LHCP) field.
As it was mentioned in the introduction, the angles of incidence that each unit-cell
experiences are different for each feed. In the remaining we use the notation (θl0,
φl0), (θ
l
1, φ
l
1) and (θ
l
2, φ
l
2) for the angles of incidence in the local coordinate system
due to radiation from feeds 0, 1 and 2 respectively. Fig. 5.2 shows contours for a
few angles of incidence, where blue, red and black colours correspond to feeds 0, 1
and 2, respectively. Solid lines correspond to θl and dash-dotted lines to φl.
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Figure 5.2: Contours for angles of incidence θl and φl: feed at the focus (feed 0, blue
lines), feed displaced to the left (feed 1, red lines) and feed displaced to the right
(feed 2, black lines).
The far-field has been obtained using the tool developed for Chapters 3 and 4,
where the S-parameters computed by CST [9] are used to obtained the reflected
magnetic field. Then, from the reflected magnetic field the electric surface currents
are obtained, and the PO method is used to compute the far-field.
5.3 Optimisation procedure
As explained in Chapter 4, for an offset reflector with the feed placed at its focus
(feed 0), there will be a misalignment between unit-cell and incoming field polar-
isation outside the vertical principal plane (vertical blue line φl0 = 180
◦ in Fig.
5.2). Therefore, a unit-cell’s element rotation is expected to improve the far-field
horizontal plane, leaving the far-field vertical plane almost unaltered.
This quasi-independence in the far-field vertical plane is not present for the displaced
feeds. To help understand, Fig. 5.3 shows a few contours for θ′ and φ′ in the non-
tilted coordinate system (CS, see Section 3.2) for the three feeds where blue, red and
black colours correspond to feeds 0, 1 and 2, respectively. Solid lines correspond to
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θl and dash-dotted lines to φl. For feed 0, there are three planes that coincide: the
vertical main plane of the feed (φs = 0
◦ or φ′ = 0◦ in Fig. 5.3), the vertical main
plane of incidence for the unit-cells (φl = 180
◦ in Fig. 5.2) and the vertical main
plane of the reflector (y = 0). This alignment is the cause of the quasi-independence
of the far-field vertical plane for feed 0. However, for the lateral feeds, their vertical
main plane (φs1,2 = 0
◦ or φ′1,2 = 0
◦ in Fig. 5.3), the vertical main plane of incidence
for the unit-cells (φl1,2 = 180
◦ in Fig. 5.2) and the reflector main plane (y = 0) do
not match. These misalignments produce that the element rotation affects to the
far-field vertical plane for the displaced feeds, as it will be seen in Section 5.4.
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Figure 5.3: Contours for θ′ and φ′ in the non-tilted CS: feed at the focus (feed 0,
blue lines), feed displaced to the left (feed 1, red lines) and feed displaced to the
right (feed 2, black lines).
The design procedure is performed in two steps. First, an individual optimisation by
element rotation is performed for each feed in isolation. As in Section 4, the element
rotation is defined by a polynomial function denoted ∆φi, which input parameters
are the local angles of incidence of the each feed:
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∆φi = aiθ
l2
i γ
2
i + biθ
l2
i γi + ciθ
l
iγ
2
i + diθ
l2
i + eiγ
2
i + fiθ
l
iγi + giθ
l
i + hiγi + ii (5.3.1)
where γi = φ
l
i−φl0i and φl0i is the value of φli at the centre unit-cell, i.e., 180◦, 155.4◦
and 204.6◦ for feeds 0, 1 and 2 respectively (see Fig. 5.2). The optimisation found
the values for ai, bi, ci, di, ei and fi to optimise each feed individually, taking into
account that d0 = g0 = i0 = 0 for feed 0 to ensure no rotation in the centre vertical
plane (y = 0). The coefficients are summarized in Table 5.1.
coefficient feed 0 feed 1 feed 2
ai 0.0352 −0.1880 −0.0325
bi 0.6069 0.1189 0.2877
ci −0.0215 −0.0476 0.0056
di 0 0.2186 0.0857
ei 0.0051 −0.0848 0.5590
fi −0.1560 0.0004 0.0646
gi 0 −0.0948 −0.2949
hi 0.1750 0.1132 0.1470
ii 0 0.0767 −0.0021
Table 5.1: Coefficients of the optimisation by unit-cell’s element rotation for each
feed.
The second step exploits the fact that the optimisation for one feed may not work for
the others, as it can be deduced from the curves in Fig. 5.2 and Fig. 5.3. Therefore,
a global ∆φG is obtained by an average of the three ∆φi functions weighted by the
field intensities as
∆φG =
Enorm0 ∆φ0 + E
norm
1 ∆φ1 + E
norm
2 ∆φ2
Enorm0 + E
norm
1 + E
norm
2
(5.3.2)
where Enormi is the normalised field intensity for each feed, which can be seen in Fig.
5.4. An extra global optimisation for the three feeds together was performed with
the weighted ∆φG as input together with the local angles of incidence of feed 0. In
order to have enough accuracy, polynomials of order 5 were needed for both θl0 and
γ0. The resulting ∆φT is
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∆φT = c1θ
5
l + c2γ
5 + c3θ
4
l γ + c4θlγ
4 + c5θ
3
l γ
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l γ
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3 + c11θ
2
l γ
2 + c12θ
3
l + c13γ
3 + c14θ
2
l γ + c15θlγ
2
+ c16θ
2
l + c17γ
2 + c18θlγ + c19θl + c20γ + c21
(5.3.3)
where for simplicity in the formulation it has been supposed that θl and γ correspond
to feed 0. The final ∆φT is shown in Fig. 5.5, and its 21 coefficients are summarised
in Table 5.2. As in Chapter 4, the optimisation by rotation has been performed by
using the Nelder-Mead algorithm [10] implemented in MATLAB.
 
(a)
 
(b)
 
(c)
Figure 5.4: Field intensities across the parabolic reflector for the three feeds pointing
towards the centre of the reflector: (a) feed 1 (offset in the vertical plane and
displacement in the y-axis), (b) feed 0 (offset in the vertical plane) and feed 2 (offset
in the vertical plane and displacement in the y-axis).
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Figure 5.5: Resulting unit-cell’s element rotation function ∆φT across the reflector
surface for the three feeds.
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coefficient value
c1 −0.0051
c2 0.0763
c3 0.1797
c4 −0.4346
c5 −0.5426
c6 0.0281
c7 1.1150
c8 3.3338
c9 −0.3804
c10 −0.0074
c11 −1.1309
c12 −5.9242
c13 1.2948
c14 −0.0085
c15 0.0232
c16 0.2081
c17 4.2247
c18 −1.3645
c19 −0.0997
c20 −0.0410
c21 0.0095
Table 5.2: Coefficients of the final optimisation by unit-cell’s element rotation for
the three feeds.
5.4 Results
The results by simulation in Fig. 5.6a-5.8b show the CP components (LHCP and
RHCP) of the far-field directivity for the three feeds, for two reflectors: one with
a polarising surface based on the original unit-cell uniformly distributed serving as
benchmark, and one with the optimisation by unit-cell’s element rotation explained
in Section 5.3. Fig. 5.6a and 5.6b show the vertical and horizontal planes respectively
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at 14.5 GHz, Fig. 5.7a and 5.7b show the two planes at 17.7 GHz, and Fig. 5.8a
and 5.8b show the two planes at 20 GHz.
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Figure 5.6: Far-field directivity (dB) at 14.5 GHz for (a) the vertical plane (Φ = 0◦)
and (b) the horizontal plane (Φ = 90◦) for the three feeds (f0, f1 and f2) and the two
polarising surfaces: array with uniform unit-cells and array with optimised unit-cells.
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Figure 5.7: Far-field directivity (dB) at 14.5 GHz for (a) the vertical plane (Φ = 0◦)
and (b) the horizontal plane (Φ = 90◦) for the three feeds (f0, f1 and f2) and the two
polarising surfaces: array with uniform unit-cells and array with optimised unit-cells.
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Figure 5.8: Far-field directivity (dB) at 14.5 GHz for (a) the vertical plane (Φ = 0◦)
and (b) the horizontal plane (Φ = 90◦) for the three feeds (f0, f1 and f2) and the two
polarising surfaces: array with uniform unit-cells and array with optimised unit-cells.
Improvements by simulation in the far-field horizontal plane between 8− 10 dB are
achieved for feed 0, and between 5− 6 dB are achieved for feeds 1 and 2, as shown
in Fig. 5.6b, Fig. 5.7b and Fig. 5.8b. Also, as it was discussed in Section 5.3,
and shown in Fig. 5.6a, Fig. 5.7a and Fig. 5.8a, the element rotation has a small
impact in the far-field vertical plane for the lateral feeds 1 and 2, while leaving
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almost unaltered the vertical plane of the feed at the focus. Nevertheless, there is
no appreciable deterioration for feeds 1 and 2. The cross-pol levels seem to be kept
as the originals, or in any case decreased in a small amount (up to 3 dB).
5.5 Summary
This Chapter is a preliminary follow up of Chapter 4, where an optimisation proce-
dure to reduce the cross-polarisation of single offset linear-to-circular polarisers for
multiple primary feeds has been presented. The offset parabolic configuration fed by
three ideal sources and the unit-cell that served as example have been presented in
Section 5.2. Then an optimisation procedure based on unit-cell’s element rotation
has been explained in Section 5.3, where first an individual optimisation for each
feed has been performed, and then a weighted average function from the three indi-
vidual cases has been obtained. Section 5.4 has discussed the results by simulation,
where improvements between 5−10 can be obtained in the far-field horizontal plane.
The procedure also shows a small impact in the far-field vertical plane, where small
improvements up to 3 dB can be obtained.
The simulations presented in this chapter have been performed with the tool de-
veloped for the previous chapters for the analysis of reflector antennas where the
reflector can be modelled as a PEC or as a FSS with the S-parameters computed
by CST.
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Chapter 6
Conclusions & future work
6.1 Conclusions
This thesis has covered the analysis and design of single linear-to-circular polaris-
ing reflector antennas in offset configurations exploiting periodic metallodielectric
arrays. The main application of these devices is space communications, where high
performances are expected. Therefore, the cross-polarisation performance of the
antenna is one of the key parameters. To this end, the depolarisation properties of
single reflector antennas has been the first scope of this thesis. This study is ex-
pected to give advanced insight into the origin of the cross-polarisation in reflector
antennas before the periodic metallodielectric array is placed on the surface. This
in turns is expected to help to develop techniques to reduce the cross-polarisation.
For the study of the depolarisation properties of single reflector antennas the software
GRASP from TICRA [1] could be used. GRASP has become in the last years the
preferred tool for the analysis and design of reflector antennas all over the world.
However, even though there is a fairly complete free student version available, it
only allows to compute the far-field using Physical Optics (PO), with the possibility
to add diffraction. For the present thesis, it was proposed to start the study in the
fields at the reflector aperture plane. For the far-field, it was proposed to compare
PO with Geometrical Optics (GO) to understand why the former is the one most
commonly used. Therefore, new tools were needed.
Furthermore, at the moment there is no software available in the market for the
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analysis and design of periodic metallodielectric arrays (reflectarrays, FSS placed
on top of reflectors, etc). Therefore this tool had to be developed from scratch.
The first challenge to develop such tool was to review the theory: quasi-optical
approaches to model how the fields are reflected on the reflector surface, aperture
antenna theory to obtain the far-field from the currents and Floquet’s expansion
of the fields and Method of Moments to obtain the reflection properties of periodic
metallodielectric surfaces. All this theory can be found scattered through hundreds
of papers and books going back in time more than one hundred years. Therefore,
the first small contribution of this thesis is the presentation of all this theory on a
self explanatory way (Chapter 2).
The tool developed for this thesis can be divided in two versions. The first version
was focused on the analysis of single metallic reflectors fed by ideal feeds. Part of
the theory reviewed in Chapter 2 was used to assume that the field propagating to
the reflector can be viewed as rays. The aperture antenna theory applied to point
sources was used in Chapter 3 to obtain general equations not found in any other
source for the ideal feeds used to feed the reflector. Then these feeds were applied
to the geometries of single and offset parabolic reflectors also reviewed in Chapter 3
to obtain the fields at the reflector aperture plane. The depolarisation properties of
these two configurations were reviewed at the aperture plane for the different feeds,
drawing the same conclusions as previous authors:
 The electric and magnetic dipoles (following Ludwig-II for the definition of lin-
ear polarisation) are not useful to feed offset configurations since they already
give rise to cross-polarisation in the front-fed configuration.
 An offset configuration fed by a Huygens source (following Ludwig-III for
the definition of linear polarisation) give rise to cross-polarisation. This cross-
polarisation is maximum in the feed horizontal plane since it is the plane where
the feed broadside direction does not match anymore with the main horizontal
plane containing the vertex of the parabola. This cross-polarisation decreases
as we move away from the horizontal plane, being zero at the vertical plane,
where the feed broadside and the plane containing the vertex of the parabola
match.
With respect to the far-field, it was found that GO was mainly used in old con-
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tributions, probably due to the possibility to find closed equations for some feeds
due to its simplicity. Other authors have used GO more recently since it can be
easily implemented with the Fast Fourier Transform (FFT). However, as some au-
thors pointed out, GO leads to false symmetries in the far-field vertical plane for
offset configurations. This is an intrinsic limitation of the method since it performs
a 2D Fourier Transform (FT) of the fields at the reflector aperture. On the other
hand, PO performs a surface integral across the 3D reflector surface, leading to the
expected asymmetries in the far-field vertical plane. For the front-fed configuration,
it was found that GO predicts zero cross-polarisation in the far-field, while PO pre-
dicts small levels of cross-polarisation as we move away from the main planes to the
oblique planes.
In the case of the offset configuration fed by a circularly polarised (CP) feed, a
new (to the best of the author knowledge) explanation for the beam squint in the
far-field horizontal plane was provided: the CP feed is formed by two orthogonal
linearly polarised (LP) feeds with 90◦ phase difference. Therefore, the far-field of
the reflector fed by the CP feed is equivalent to the combination of the far-fields
of the same reflector fed by these two orthogonal LP feeds. As previously stated,
these two cases will give rise to cross-polarisation. When they are combined, these
individual cross-polarisations are the responsible of the beam squint. Therefore the
cross-polarisation produced by the individual LP sources should be minimized in
order to minimized the beam squint.
The far-field produced by the tool when using PO was in full agreement with
GRASP, validating the tool for the analysis of single reflector antennas.
The second version of the tool was the addition of the modelling of practical sources
and the change of the metallic reflector by a metallodielectric array. This was
performed in Chapter 4. The near-field was extracted at the reflector surface by
using CST Microwave Studio [2]. Then a novel way to extract the propagating modes
from the total field was developed. The two main contributions of this modelling
are the computation of the fundamental modes from the total near-field by using
a Floquet’s expansion of the field, and the computation of the angle of incidence
of these fundamental modes seen by each unit-cell from the Poynting vector. Since
only the fundamental modes are propagated to the far-field, the agreement of the
far-fields for a flat reflector fed by a rectangular horn when using the total near-field
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and when using only the fundamental modes validated the proposed procedure.
Due to time constraints, the S-parameters of each unit-cell on the metallodielectric
array were computed with CST. Then these S-parameters were combined with the
incident field to obtain the reflected field at each unit-cell, and from there, obtain
the surface currents. Then the currents were integrated over the reflector surface
(PO) to obtain the far-field. This tool, not available in the market, matched very
well with the measurements of a FSS composed of uniform unit-cells performed in
the anechoic chamber of Heriot-watt University.
A FSS composed of uniform unit-cells can have a poor cross-polarisation perfor-
mance when used as a reflector. Its big size forces a wide range of angle of inci-
dences across the reflector surface, which in turns deteriorates the FSS performance.
Therefore, a novel optimisation procedure to decrease the cross-polarisation of such
structures for a wide frequency band is also presented in Chapter 4. This two-
step procedure is based on physical insight gained from the previous chapters and
lead to cross-polarisation improvements up to 15 dB by simulation. This procedure
could be combined with advanced optimisation techniques to achieve more efficient
optimisation procedures.
Since one of the main technologies used in space communications is multi-beam
antennas, Chapter 5 presents preliminary results where the far-fields of a reflector
fed by three ideal feeds are optimised at the same time. The encouraging results
obtained by the tool present the proposed optimisation procedure as a promising
additional step in the complex optimisation of multi-beam reflector antennas com-
prising polarising surfaces.
6.2 Future work
Chapter 3 has covered the analysis of single reflector antennas. However, due to
time limitations, there are several features that have been kept out but can (and
will) be added:
 Dual configurations including the main reflector and a subreflector. Ray trac-
ing techniques or the method described in Chapter 4 to obtain the feed near-
field can be applied to obtain the reflected field from the subreflector. Then
203
CHAPTER 6
a generalised aperture antenna theory without far-field approximation can be
used to obtain the surface currents induced on the main reflector by the sub-
reflector.
 The method to obtain the near-field of the feed explained in Chapter 4 rely on
CST to obtain the complete near-field. However, a spherical wave expansion
of the field can be used to directly obtain the near-field from the far-field [3].
An implementation of this tool was already attempted but time constraints
made not possible to debug some errors in the code.
 Diffraction analysis could be also added to account for the diffraction at the
reflector edges [4].
For simplicity purposes, a simple dipole geometry has been used for the unit-cells in
Chapters 4 and 5. As it was mentioned in Chapter 2, entire domain basis functions
are sufficient accurate to represent the surface currents on the dipoles. An imple-
mentation of these basis functions was developed, but since no effects of the copper
conductivity were added, CST was used instead to obtain the S-parameters. For
this reason, these basis functions have been left out of this thesis. More complex
basis functions to account for the currents in more complex geometries can be im-
plemented. The Rao-Wilton-Glisson (RWG) basis functions seem as one of the best
candidates [5]. Other more complex basis functions (as the one used by TICRA [6])
could be implemented as well.
Other unit-cells could be used for more stringen applications. For example, unit-
cells that convert the linearly polarised incident field into circularly polarised field
with orthogonal rotations in two sub-bands are very useful for multi-beam antenna
applications [7]. A unit-cell with such features was presented in [8]. Since the
principle of operation is similar to the dipole element, the optimisation procedure
from Chapter 4 could be applied to dual-band polarising reflectors comprising this
unit-cell. Moreover, this unit-cell presents a better starting point to optimise the
polarising reflector for several feeds due to its broader angular stability.
The optimisation procedure presented in Chapter 4 has been shown to provide a sub-
stantial improvement in the cross-polarisation performance of the linear-to-circular
reflection polarisers compared to the original uniform unit-cell design. However,
brute-force optimisation procedures as the ones used in reflectarrays [9] could be
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used in a second iteration to get even further improvement. Furthermore, other
far-field features such as beam steering or beam squint cancellation can be taken
into account in the design process. It has been found in a series of theoretical
studies carried out for an ongoing ESA project that it is not possible to produce
beam squint cancellation and low cross-polarisation with doubly symmetric unit-
cells (such as dipoles or the one from [8]). New asymmetric unit-cells would have to
be introduced to provide these features. It has also been pointed out that it could be
interesting to find out if the far-field phase could be used to obtain a more realisable
target S-parameters during the synthesis process.
Finally, another possible future work could be the design of contoured beam or
shaped reflector antennas [10]. These reflector antennas are used to produce con-
toured beams to cover more efficiently a specific area of the Earth. To analyse such
structures it is common to express the deformation of the surface to produce such
shaped beams as a series expansion function such as the Zernike polynomials [10].
TICRA’s POS and GRASP software programs are extensively used in the reflec-
tor antenna community to design and analyse such reflectors. An in-house tool to
analyse these structures could be very useful.
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Appendix A
Vector calculus identities
∇ · (∇× ~A) = 0 (A.0.1)
∇× (∇φ) = 0 (A.0.2)
∇× (∇× ~A) = ∇(∇ · ~A)−∇2 ~A (A.0.3)
∇× (ψ ~A) = ψ(∇× ~A) + (∇ψ)× ~A (A.0.4)
∇ · (ψ ~A) = ψ(∇ · ~A) + ~A · (∇ψ) (A.0.5)
~A× ( ~B × ~C) = ( ~A · ~C) · ~B − ( ~A · ~B) · ~C (A.0.6)
~A · ( ~B × ~C) = ~B · (~C × ~A) = ~C · ( ~A× ~B) (A.0.7)
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Gradient, divergence, curl and
laplacian operations
For the following equations:
 V : a scalar.
 ~A: a vector.
 ∇V : the gradient operator.
 ∇ · ~A: the divergence operator.
 ∇× ~A: the curl operator.
 ∇2V : the Laplacian operator.
B.1 Cartesian Coordinates
∇V = xˆ∂V
∂x
+ yˆ
∂V
∂y
+ zˆ
∂V
∂z
(B.1.1)
∇ · ~A = ∂Ax
∂x
+
∂Ay
∂y
+
∂Az
∂z
(B.1.2)
∇× ~A =
∣∣∣∣∣∣∣∣∣∣∣
xˆ yˆ zˆ
∂
∂x
∂
∂y
∂
∂z
Ax Ay Az
∣∣∣∣∣∣∣∣∣∣∣
(B.1.3)
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∇2V = ∂
2V
∂2x
+
∂2V
∂2y
+
∂2V
∂2z
(B.1.4)
B.2 Spherical Coordinates
∇V = ρˆ∂V
∂ρ
+ θˆ
1
ρ
∂V
∂θ
+ φˆ
1
ρ sin θ
∂V
∂φ
(B.2.1)
∇ · ~A = 1
ρ2
∂(ρ2Aρ)
∂ρ
+
1
ρ sin θ
∂(Aθ sin θ)
∂θ
+
1
ρ sin θ
∂Aφ
∂φ
(B.2.2)
∇× ~A = ρˆ 1
ρ sin θ
(
∂(Aφ sin θ)
∂θ
− ∂Aθ
∂φ
)
+θˆ
1
ρ
(
1
sin θ
∂Aρ
∂φ
− ∂(ρAφ)
∂ρ
)
+ φˆ
1
ρ
(
∂(ρAθ)
∂ρ
− ∂Aρ
∂θ
) (B.2.3)
∇2V = 1
ρ2
∂
∂ρ
(
ρ2
∂V
∂ρ
)
+
1
ρ2 sin θ
∂
∂θ
(
sin θ
∂V
∂θ
)
+
1
ρ2 sin2 θ
∂2V
∂φ2
(B.2.4)
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Boundary conditions for a Perfect
Electric Conductor
Finding and applying the boundary conditions between two different media is a very
basic problem in electrodynamics, and it can be found extensively in the literature
[1]. Nevertheless, it is very convenient to review it again.
At the boundary between two different media or at a surface with a specific charge
and current densities, the electric and magnetic fields are not continuous. Fig.C.1
presents two different media with their associated electric and magnetic fields ~E1,
~H1 and ~E2, ~H2, and conductivities σ1, σ2. The boundary conditions are:
1) A discontinuity appears in the normal component of the electric flux density
~D = ~D2− ~D1 at the boundary due to the charge density across that boundary:
nˆ · ( ~D2 − ~D1) = ρe. But since the surface is an infinite PEC, its conductivity
is σ1 =∞1. Thus, ~E1 = ~H1 = 0 and the condition is reduced to
nˆ · ~D2 = nˆ · (2 ~E2) = ρe (C.0.1)
2) Because of the absence of a magnetic charge, the normal to the magnetic flux
density ~B = ~B2− ~B1 is: nˆ · ( ~B2− ~B1) = 0. Since ~H1 = 0, the condition reduces
to
1σ1 = ∞ means that the field can not penetrate the medium, thus there is no electric or
magnetic fields inside the volume
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nˆ · ~B2 = nˆ · (µ2 ~H2) = 0 (C.0.2)
3) Across the boundary, the tangential components of the electric fields are con-
tinuous: nˆ× ( ~E2 − ~E1) = 0. Thus, with ~E1 = 0, the condition reduces to:
nˆ× ~E2 = 0 (C.0.3)
4) There is a discontinuity between the tangential components of the magnetic
fields: nˆ× ( ~H2 − ~H1) = ~Js. Applying ~H1 = 0, the condition reduces to:
nˆ× ~H2 = ~Js (C.0.4)
Figure C.1: Region of interest for the boundary conditions between two media.
The electric and magnetic fields ~E2 and ~H2 can be split into the incident and reflected
fields in their medium: ~E2 = ~Ei + ~Er. The current at the surface from condition 4)
can be expressed as
~Js = nˆ× ( ~Hi + ~Hr) = nˆ× ~Hi + nˆ× ~Hr (C.0.5)
Since the surface is an infinite PEC, using the method of images [2], nˆ× ~Hi = nˆ× ~Hr.
Thus,
~Js = 2(nˆ× ~Hi) = 2(nˆ× ~Hr) (C.0.6)
It is worth mentioning that ~Hi 6= ~Hr, but | ~Hi| = | ~Hr| for a lossless surface. These
two conditions can be derived from image theory [3], where the PEC is only affecting
the direction, not the magnitude of the electric or magnetic fields. Both incident
and reflected magnetic (or electric) fields can be decomposed into a pair of vectors,
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one perpendicular to the surface, ~H⊥i or ~H
⊥
r , and one parallel to the surface, ~H
‖
i or
~H‖r , where the perpendicular vector is obtained as ( ~H · nˆ)nˆ/|nˆ|2. Since the magni-
tudes of the incident and reflected fields are equal, then ~H
‖
i = ~H
‖
r . And since the
perpendicular vector does not affect the operation nˆ × ~H, it can be asserted that
Eq.C.0.6 holds.
From condition 3): nˆ×( ~Ei+ ~Er) = 0. And by symmetry considerations: nˆ· ~Ei = nˆ· ~Er.
If another cross product is applied to both parts of the equality of condition 3),
nˆ× (nˆ× ~Er) = −nˆ× (nˆ× ~Ei), and using Eq.A.0.6,
~Er = 2nˆ(nˆ · ~Ei)− ~Ei (C.0.7)
Eq.C.0.7 gives the field reflected from the reflector surface, already obtained in
Eq.2.3.37. And in the same way, using nˆ × ~Hi = nˆ × ~Hr and relation 2): nˆ · ~Hi =
−nˆ · ~Hr, Eq.2.3.38 can also be obtained,
~Hr = ~Hi − 2nˆ(nˆ · ~Hi) (C.0.8)
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Local coordinate system
The definition of the local coordinate system (CS) (xl, yl, zl) introduced in Section
3.2 depends on the geometry of the reflector. Since parabolic reflectors were the
original target, a specific CS transformation was developed to perform transforma-
tions between the non-tilted CS and the local CS. The z-axis is already known, since
it has to be equal to the normal to the surface. Therefore, from Eq.3.3.9
zˆl = nˆ = −xˆ′ sin θ
′
2
cosφ′ − yˆ′ sin θ
′
2
sinφ′ − zˆ′ cos θ
′
2
(D.0.1)
Then, assuming that for the vertical plane (φ′ = 0◦) xˆl is along the x′z′ plane and
yˆl = yˆ
′, and that for the horizontal plane (φ′ = 90◦) xˆl = xˆ′ and yˆl is along the y′z′
plane, it is possible to yield to the CS transformation matrix
M =

sinφ′2 + cosφ′2 cos θ
′
2
−(1− cos θ′
2
) sinφ′ cosφ′ − sin θ′
2
cosφ′
(1− cos θ′
2
) sinφ′ cosφ′ − cosφ′2 − sinφ′2 cos θ′
2
sin θ
′
2
sinφ′
− sin θ′
2
cosφ′ − sin θ′
2
sinφ′ − cos θ′
2
 (D.0.2)
However, it would be more suitable to describe the transformation independently of
the reflector geometry. Daniele Bresciani from the Research and Technology Depart-
ment of Thales Alenia Space has provided such transformation. The transformation
is shown here under his approval.
A general transformation matrix can be defined as
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M =

M11 M12 M13
M21 M22 M23
M31 M32 M33
 (D.0.3)
The condition imposed to Eq.D.0.1, zˆl = nˆ, is again valid. Therefore, M31 = n
l
x,
M32 = n
l
y and M33 = n
l
z. Now, in order to reduce further the number of unknowns,
we can assume that xˆl has no component in yˆ
′, i.e., M12 = 0. Then, like any rotation
matrix (such as Eq.D.0.2), Eq.D.0.3 has to be an orthogonal matrix (M−1 = MT ).
Therefore, the following two conditions are obtained
M11M31 +M12M32 +M13M33 = 0 (D.0.4a)
M211 +M
2
12 +M
2
13 = 1 (D.0.4b)
It is also possible to obtain yˆl as yˆl = zˆl× xˆl. With all these conditions it is possible
to obtain all the components of Eq.D.0.3
M =

± n′z√
n′2x +n′2z
0 ∓ n′x√
n′2x +n′2z
∓ n′xn′y√
n′2x +n′2z
±
√
n′2x + n′2z ∓ n
′
yn
′
z√
n′2x +n′2z
n′x n
′
y n
′
z
 (D.0.5)
In the local CS defined in Section 3.2, nˆ points inwards from the reflector. Therefore,
the uppers signs in Eq.D.0.5 should be used.
It is also possible to impose that yˆl is the unit vector that has no component in xˆ
′,
i.e., M21 = 0. Then knowing that the matrix has to be orthogonal, the following
conditions are obtained
M21M31 +M22M32 +M23M33 = 0 (D.0.6a)
M221 +M
2
22 +M
2
23 = 1 (D.0.6b)
Finally, knowing xˆl = yˆl × zˆl yields
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M =

±
√
n′2y + n′2z ∓ n
′
xn
′
y√
n′2y +n′2z
∓ n′xn′z√
n′2y +n′2z
0 ± n′z√
n′2y +n′2z
∓ n′y√
n′2y +n′2z
n′x n
′
y n
′
z
 (D.0.7)
The three transformations are equally valid mathematically. However, the difference
between them is translated into a different layout of the unit-cells. Therefore, it is
expected that they show slightly different performances when used to lay a specific
unit-cell on the reflector surface. To that end, Fig. D.1a and Fig. D.1b show the
two principal planes of the far-field of a parabolic reflector antenna with a FSS on
its surface, for the three transformations, using an offset configuration with d = 600
mm, f = 400 mm and θf = 50
◦, and fed by an ideal Gaussian beam source (see
Section 3.4.5). The unit-cell is the one used in Chapter 4.
Transformation 1 comes from Eq. D.0.2. Transformation 2 comes from Eq.D.0.5
And transformation 3 comes from Eq. D.0.7. As it can be observed in the two
figures, the transformation that gives the lower cross-polarisation is transformation
2.
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Figure D.1: Comparison of the local coordinate system transformations for the far-
field (a) vertical plane (Φ = 0◦) and the (b) horizontal plane (Φ = 90◦).
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Parabola definition
Fig. E.1 a) shows the geometry of a parabola, where D is a line called directrix, V is
the point called vertex that gives the minimum of the parabola, and F is the focus.
The distance from the focus to the vertex equals the distance from the vertex to the
directrix. Following this assumption it is possible to stablish the next postulate:
 The distance from the focus to any point Pn on the parabola equals the distance
from the same point on the parabola to a point on the directrix Dn, being the
line formed by the points Pn and Dn perpendicular to the directrix.
As a derivation of this postulate it can be stated that:
 If a line L parallel to the directrix is traced at a specific distance (positive
with respect to the y-axis) from the focus, as Fig. E.1 b) shows, all possible
paths FPnLn have the same length.
Figure E.1: Geometry of a parabola.
Using a 2-D Cartesian coordinates (x, y), the focus is placed at (0, p), and the
directrix at y = −p. Taking a point on the parabola, and following the postulate
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stated above, for every point, both paths PnDn and FPn are equal for the same n
yn + p =
√
(yn − p)2 + x2n (E.0.1)
what gives
4pyn = x
2
n (E.0.2)
Eq. E.0.2 can be generalized for a vertex V not only in the origin but at an arbitrary
point (h, k)
4p(yn − k) = (xn − h)2 (E.0.3)
It is possible to rewrite Eq. E.0.3 as
y = ax2 + bx+ c (E.0.4)
where a = 1/(4p), b = −h/(2p) and c = (h2 + k)/(4p). Equation E.0.4 is the so
called equation of the parabola.
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Appendix F
Change of coordinates
F.1 Cartesian to Spherical and vice-versa
Fig.F.1 shows a typical spherical coordinates system used in physics and engineering:
Figure F.1: Spherical coordinates system.
Cartesian coordinates to spherical coordinates
ρ =
√
x2 + y2 + z2 (F.1.1)
θ =

arccos
(
z√
x2 + y2 + z2
)
z > 0
pi
2
z = 0
pi + arccos
(
z√
x2 + y2 + z2
)
z < 0
(F.1.2)
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φ =

arctan
(
y
x
)
x > 0 & y > 0 (1st Q)
2pi + arctan
(
y
x
)
x > 0 & y < 0 (4th Q)
pi
2
sgn(y) x = 0
pi + arctan
(
y
x
)
x < 0 (2nd & 3rd Q)
(F.1.3)
At the z-axis, where x2 + y2 = 0, φ is not defined since it gives a singularity. For
x > 0, y > 0 and z > 0, the transformation from spherical to Cartesian coordinates
is
x = ρ sin θ cosφ (F.1.4a)
y = ρ sin θ sinφ (F.1.4b)
z = ρ cos θ (F.1.4c)
Unit vector transformation from Cartesian to spherical coordinates

ρˆ
θˆ
φˆ
 =

sin θ cosφ sin θ sinφ cos θ
cos θ cosφ cos θ sinφ − sin θ
− sinφ cosφ 0


xˆ
yˆ
zˆ
 (F.1.5)
Unit vector transformation from spherical to Cartesian coordinates

xˆ
yˆ
zˆ
 =

sin θ cosφ cos θ cosφ − sinφ
sin θ sinφ cos θ sinφ cosφ
cos θ − sin θ 0


ρˆ
θˆ
φˆ
 (F.1.6)
F.2 Cartesian to Cylindrical and vice-versa
Cylindrical to Cartesian
x = r cosφ (F.2.1a)
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y = r sinφ (F.2.1b)
z = z (F.2.1c)
Cartesian to cylindrical
ρ =
√
x2 + y2 (F.2.2)
φ =

0 x = 0 & y = 0
arcsin
(
y
r
)
x ≥ 0
− arcsin
(
y
r
)
+ pi x < 0
(F.2.3)
z = z (F.2.4)
Unit vector transformation from cylindrical to Cartesian coordinates

xˆ
yˆ
zˆ
 =

cosφ − sinφ 0
sinφ cosφ 0
0 0 1


rˆ
φˆ
zˆ
 (F.2.5)
Unit vector transformation from Cartesian to cylindrical coordinates

rˆ
φˆ
zˆ
 =

cosφ sinφ 0
− sinφ cosφ 0
0 0 1


xˆ
yˆ
zˆ
 (F.2.6)
F.3 Spherical to Cylindrical and vice-versa
From spherical to cylindrical
r = ρ sin θ (F.3.1a)
φ = φ (F.3.1b)
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z = ρ cos θ (F.3.1c)
From cylindrical to spherical
ρ =
√
r2 + z2 (F.3.2a)
θ = arctan
(
r
z
)
(F.3.2b)
φ = φ (F.3.2c)
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