Abstract. We study videoconferencing for meetings with some co-located participants and one remote participant. A standard Skype-like interface for the remote participant is compared to a more immersive 3D interface that conveys gaze directions in a natural way. Experimental results show the 3D interface is promising: all significant differences are in favor of 3D and according to the participants the 3D interface clearly supports selective gaze and selective listening. We found some significant differences in perceived quality of cooperation and organization, and on the opinions about other group members. No significant differences were found for perceived social presence of the remote participants, but we did measure differences in social presence for co-located participants. Measured gaze frequency and duration nor perceived turn-taking behavior did differ significantly.
Introduction
Collaboration between physically dispersed teams has become very important in the last decades, in industry and in science. Because of this development much research has been done on systems for multiparty videoconferencing and many systems are on the market now. Videoconferencing systems such as Skype or Adobe Connect offer a 2D picture-in-picture interface on a single video screen. All the participants are seated facing the camera and are visible in separate video frames. These frames are combined at a central location and the output is broadcast to the participants. Added value of the use of such systems, as compared to phone conferences, is that both speech and facial expressions are communicated. However, due to this setup, such videoconferencing systems fail to support selective gaze and selective listening [13] . Participants cannot show in a natural way to whom they look and they are not aware of who is visually attending to them. Though these disadvantages of distributed meetings with only mediated communication are well-known (e.g., [13] ), remote meetings are often used to avoid having to choose between traveling too much or meeting too little.
In this paper we focus on hybrid meetings, where one remote person is connected to a meeting taking place in a meeting room. Hybrid meetings are interesting because both face-to-face interaction and mediated interaction occur in the same group [2] . Remote participants might, as a consequence of their isolation, feel different about the group, the process and the outcomes of the meeting [2] . This feeling will be strengthened if co-located meeting participants use the opportunity they have to form a cohesive subgroup, making the remote participant a marginal member of the group [2] . As Yankelovich put very aptly in [20] : "If you have ever dialed-in to a meeting taking place in a conference room, you probably know what it feels like to be a second-class citizen". Hybrid meetings suffer from almost all problems of fully distributed meetings but the difference in user experience between the remote participants and the colocated participants results in many additional problems that mainly have to do with social presence [20] , the feeling of being together with another. A few important problems of the remote participant are the inability to participate in informal conversations (important for forming relationships and trust) and difficulty to break into a conversation. The people in the meeting room tend to forget about the remote participant because the physical presence of the people in the room takes their attention [20] . These and other problems make it difficult for the remote participant to stay engaged and keep paying adequate attention.
In this paper, we examine the effects of two different user environments for videoconferencing. The environments aim to improve the user experience of a remote participant. We compare a "standard" conventional video conferencing interface with an interface where video streams were presented to remote participants in an integrated 3D environment. In the conventional interface, co-located meeting participants all look straight into their webcam and they are visible to the remote participant in separate video frames presented in a horizontal row and in random order on a classical large screen. In the meeting room the video image of the remote participant is projected on a large projection display at the head of the table. Such a multimodal interface already communicates both speech and facial expressions. However, non-verbal behavioral cues like gaze direction and selective listening are lacking. The integrated 3D interface aims to enhance the group process and social presence of the participants by conveying gaze directions of both co-located participants and the remote participant in a natural way. To accomplish this other camera positions are chosen (explained in Section 3) and the video images of the co-located participants are presented to the remote participant in a more immersive way: they appear to be sitting around a virtual table, in a location that is consistent with the real, physical, situation. The colocated participants are presented to the remote participant on the same classical screen that was used for the conventional interface.
Other research projects have focused on improvement of audio-or videoconferencing systems before, and often conveying gaze direction was an important part of the efforts (e.g., [14, 16, 20] ). In contrast to these projects, where they built special systems that often were expensive, we used rather basic low cost equipment (cameras, normal computers, microphones, standard screens). Hence the environments are easy to realize and change once the software is available.
This research takes place in the context of the European Network of Excellence on Social Signal Processing (SSPNet) and the European Augmented Reality Multi-party Interaction project (AMI and its successor AMIDA). SSPNet focuses on recognition, interpretation and synthesis of non-verbal behavioral cues in data captured with sensors like microphones and cameras. The aim is to provide computers with the ability to sense and understand human social signals and to design computer systems capable of adapting and responding to these signals. AMIDA concentrates on multi-party interaction during meetings and aims to develop technologies that can provide live meeting support to remote and co-located meeting participants. Part of the work is capturing non-verbal meeting interactions (posture, gestures, head orientation) and to look at ways to transform these into a virtual reality representation of a meeting room and meeting participants [9] . The real-time display of, for instance, head orientations will not always display gaze direction accurately, but it allows a fairly realistic representation of the focus of attention of participants (e.g., looking at a speaker, addressing someone). Within AMIDA we developed a demonstrator system to support remote meeting participation [1] . This User Engagement and Floor Control (UEFC) demo uses, amongst others, automatic speech recognition, visual focus of attention recognition and addressee detection. It can automatically support (remote) participants in identifying (1) if they are being addressed and (2) who is speaking to whom. The graphical user interface of the UEFC demo presents an overview of the meeting room and separate video images of the faces of the other participants. Although the design of the interface was not the focus of [1] , an important observation was that participants appreciated the overview and the separate images of faces but had difficulty establishing mutual gaze in remote interactions. The experimental user environments that are evaluated in this paper were inspired by the experiences with the UEFC demo and aim to improve mutual gaze in interactions.
This paper presents the effects of the two experimental environments on perceived social presence and perceived quality of the group process and satisfaction with the outcome. In addition, subjective data will be presented on the turn-taking process, recognition of gaze behavior (awareness of who is looking to whom) and usability of the environments, as well as preliminary results of the analysis of objective data on gaze behavior. The paper is organized as follows. Section 2 presents related work. In Section 3 we describe the design of the two experimental conditions in more detail and we present the hypotheses. Section 4 describes the methodology used in the user study we conducted and Section 5 gives the results, followed by a discussion of the results in Section 6. Finally, conclusions and future work can be found in Section 7.
Transmission of Gaze Behavior in Mediated Communication
Studies comparing mediated communication with face to face communication often point out the importance of non-verbal behavior (facial expressions, head nods, gaze and gestures) for turn-taking and for the transmission of social and affective information [17] . To be conveyed, non-verbal behavior depends on the presence of visual information. Hence it is to be expected that technologies that do not support visual information show impaired communication [19] . However, simply adding a video channel to the supporting technologies does not always result in improved mediated communication that resembles face to face communication more in the sense that it is more efficient. Whittaker [18, 19] argues we should identify the contributions of various communication behaviors (e.g., speech, gaze, gestures, backchannel feedback) in supporting core communication phenomena, such as turn-taking. If we can also specify how the affordances of various mediated communication technologies affect behaviors we will be able to predict more precisely how technologies affect communication [19] . Much research has been done to elucidate the role of gaze in mediating turn-taking behavior in face to face communication (e.g., [7] ). One hypothesis that Whittaker [19] treats is that technologies that do not transmit gaze behavior properly will disrupt turn-taking.
Results of studies that investigated this hypothesis are mixed. Sellen [13] found no differences between an audio-only system and three different videoconferencing systems on measures of turn-taking behavior, such as duration of turns, turn frequencies, number of interruptions. Compared to face to face communication, both the audioonly system and all videoconferencing systems showed reduced ability of listeners to take the floor spontaneously (less interruptions) and speakers used more formal techniques to hand over the floor (e.g., naming a possible next speaker). However, subjective data gathered by questionnaires did show differences in perceived influence of the systems. Participants mentioned several benefits of video. Video was thought to: (a) lead to more natural and more interactive conversations; (b) help identify and discriminate among speakers and to help to generally keep track of the conversation; (c) allow one to determine whether others are paying attention; (d) may support selective gaze and selective listening; (e) make them feel more part of the group and less remote from the other participants.
Vertegaal [16] also argues that just adding video to increase the number of cues conveyed does not necessarily improve communication when it comes to regulation of conversations. He believes turn-taking problems with multiparty conferencing systems may be attributed to a lack of cues about other participants' attention. He developed a system, the GAZE Groupware System, which provides awareness about the participants' gaze direction. By conveying only gaze direction the system allowed meeting participants to establish who is talking or listening to whom without some of the drawbacks of videoconferencing systems.
Another study [6] studied the impact of adding spatial cues, such as individual views and gaze awareness, to videoconferencing systems. They found that the spatial interfaces scored higher than a standard 2D control interface on social presence and co-presence measures but lower on task performance because of higher mental load.
The porta-person [20] is a telepresence device designed to improve the user experience of remote participants in hybrid meetings. It was inspired by the Hydra system [14] that uses a set-up of separate video displays representing each remote participant in order to preserve the notion of physical location of participants. The porta-person device contains a display screen, a video camera, stereo speakers and microphones on a rotating platform. It takes video images of the room and the device can present a video image of the remote participant and his or her voice. The device also conveys gaze direction and is designed to enhance the sense of social presence of remote meeting participants. The first experiences with the system were positive but the system turned out to be far too expensive to run field trials on a bigger scale.
Experimental Conditions and Hypotheses
The present study was designed to examine the effects of two different videoconferencing environments. We compare a standard 2D videoconferencing interface with an interface where video streams were presented to remote participants in an integrated 3D environment. The main difference between these environments is that the integrated 3D environment aims to support selective gaze and selective listening. In that environment gaze behavior of participants is transmitted in such a way that it is visible to all the participants (including the remote participant) to whom they look and who is visually attending to them.
Standard 2D Videoconferencing Interface
In the condition with the standard 2D videoconferencing interface (STANDARD), the three co-located participants (LP1, LP2 and LP3) are presented to the remote participant (RP) in a way similar to the presentation in a Skype or Adobe Connect meeting: the co-located participants have a webcam right in front of them. The camera images are presented to the remote participant in separate video frames positioned in a horizontal row and in 'random' order. Consequently, view directions on the screen do not match the real view directions. The images were presented to the RP on a classical large (52") video screen, see Figure 1 .
Fig. 1. Presentation of co-located participants to the remote participant in STANDARD

Integrated 3D Videoconferencing Interface
In the condition with the integrated 3D video conferencing interface (3D) the placement of the cameras is different. See Figure 2 for an overview of the room with the camera settings. If the co-located participants look to the screen with the remote participant they look into the camera. In this condition view directions on the screen of the RP match the real view directions as good as possible.
Fig. 2. Meeting room setting Integrated 3D version
Additionally the video images of the three co-located participants are presented to the remote participant in a more immersive representation around a virtual table, thus aiming to enhance the social presence of the remote participant. For this presentation we used the same video screen as was used in the other condition. Consequently the presentation was not really 3D but it offered the right perspective on the people in the meeting room. See Figure 3 . Presentation of the remote participant in the meeting room was the same as in the other condition (see Figure 2 , right picture).
Hypotheses
In both conditions we used the same cameras and the same screens for presentation of the video images. The quality of the images was good enough to capture non-verbal signals like facial expressions, eye movements and postures of participants in both conditions. However, recognition of gaze direction will be more difficult in STAN-DARD than in the 3D environment that was designed to reflect gaze directions in a natural way. Note that in STANDARD the co-located participants LP1 and LP3 look away from the camera when they look to the screen with the RP, hence in the perception of the RP they look away from him/her. Because of this, added to the fact that in STANDARD video images are presented to the RP in random order, we expect that in STANDARD (compared to 3D) the group process and turn-taking process will be impaired, resulting in lower scores on the group process questions and turn-taking, usability and recognition questions of the questionnaire described in section 4.4. In addition, because in the 3D environment the co-located participants are presented to the remote participant in a more immersive way and they really seem to look at the remote participant when addressing him or her, the 3D condition is expected to establish a higher involvement of the remote participant in the group discussion (higher participation, a feeling of 'being there'). Hence, compared to STANDARD, the perceived social presence in the 3D condition is expected to be higher. The differences between STANDARD and 3D are expected to have more impact on the remote participants than on the participants in the meeting room. 
User Study -Method
The two user environments for video-mediated hybrid meetings have been compared in a user study that measured the effects of the different environments on perceived social presence, satisfaction with the decision making process of the group and perceived turn-taking behavior and usability. In addition gaze behavior was observed. This section describes the setup of this study.
Participants and Experimental Design
Participants in the study were 40 young adults (5 women and 35 men) with ages ranging from 18 to 38 (most between 21 and 29). They were researchers (most PhD students) and students from the Computer Science department of the University of Twente who were not paid for their participation. They discussed in the hybrid meeting environment for the first time. Participants took part in hybrid small group meetings (10 groups with four participants in each group). Three participants of each group met in a common (instrumented) meeting room and one participant took part remotely, via a videoconferencing system.
Within-group design is chosen for this experimental study, which means that each group performed a task in each of the two conditions. The conditions were counterbalanced, hence 5 groups started with the standard 2D videoconferencing interface and the other 5 started with the integrated 3D interface.
The experiment took place in the Smart XP Lab at the University of Twente. All sessions were captured with 4 web-cameras (1 per participant), 3 ceiling-mounted video cameras in the meeting room and one camera in the remote participant's room, capturing the image on the video screen the RP saw.
Group Decision Tasks
Since decision making tasks require more coordination and group member interaction than many other tasks [1] , the groups were given two decision making tasks on which to come to consensus. One task was to select one student (out of three) to admit into the university's undergraduate program. The other task was to select a location (out of three possible locations) for a new 24-hour supermarket. These tasks were taken from [3] and adapted in the sense that there was no demonstrably best answer. According to Stasser and Steward [15] this is a judgement task and the best the group can do is come to consensus. In this kind of tasks the decision process is not so much focusing on exchanging critical information and finding the truth. Instead the decision process "is more aptly characterized by egalitarian social combination schemes such as majority-or plurality-wins models" [15; pp. 432] .
In a few additional adaptations to the tasks we followed [8] . Instead of receiving different hidden profiles, all group members had the same information about the student candidates and the possible locations. This was done to avoid participants looking at the paper description during the discussion. As our intention was to observe the visual attention we took away the paper descriptions during discussion. To initiate an engaging group discussion, the participants received different roles in the discussion: they had to defend different beliefs and values probably leading to different choices. E.g., for the student selection task one participant role emphasized intellectual ability while another role emphasized diversity in cultural backgrounds.
The tasks were counter-balanced within each condition and order of condition, to rule out influences of the tasks on the results.
Procedure
Participants were scheduled in groups of 4 on the basis of availability at certain times. In some groups participants knew each other, in other groups they did not and there were mixed groups as well. Participants met in a room next to the meeting room. They received a short introduction, only stating that they participated in a user study on videoconferencing support for group meetings and that they would engage in two group discussions, each followed by filling in a questionnaire. Then the remote participant was randomly chosen from the four participants in the group and brought to a separate room, while the three other group members entered the meeting room.
The group started with a warm-up discussion of 5 minutes about a topic they chose from a list of topics. During this discussion we checked if all the equipment functioned well. Then participants got 5 minutes time to independently read the first group decision task. They studied the available alternatives and their role in the discussion, and they were asked to make a preliminary choice. They were told in advance that the task descriptions would not be available during the discussion. Additional time was given on request. After the task descriptions were taken away, participants engaged in a discussion for 15 minutes. Two minutes before the end of the discussion time the experimenter warned the participants they only had two minutes left to come to a final decision which every team member can agree with. After the discussion all four participants went to the room where they met, to fill in a questionnaire. In the meantime settings in the meeting room and the remote participant room where prepared for the second part of the session.
When people returned in the meeting room (respectively the remote participant room) they received the second group decision task and followed the same procedure in the other condition: 5 minutes reading, handing in task descriptions, 15 minutes discussion -with a warning to come to consensus -and filling in a questionnaire in the other room. In the end there was a short post-interview with the group.
Measures
The questionnaire participants filled in after each group decision task consisted of several parts: a part to assess perceived group process (18 questions), a part with a social presence questionnaire (19 questions), and a part with 11 questions about usability, turn-taking and recognition of gaze direction and other non-verbal signals. All questions were rated on a 5-point Likert scale, where '1' meant 'Strongly disagree' and '5' meant 'Strongly agree'.
The group process part of the questionnaire consisted of 12 questions about perceived group process quality [10] , 5 questions about satisfaction with the decision making process [11, 12] and one question about overall satisfaction with the final group decision [12] .
In the social presence questionnaire we included parts of the validated social presence questionnaire of Harms and Biocca [5] and a few questions taken from Hauber et al. [6] . From Harms and Biocca we used 16 questions: the complete subscales Copresence and Attention Allocation and a few items from the subscales Message Understanding and Perceived Behavioral Interdependence. We left out the subscales Perceived Emotional Interdependence and Perceived Affective Understanding because we expected these to be of less relevance in this meeting context. The three questions taken from Hauber et al. [6] were labelled Co-presence as well. We added them because they were formulated in relation to face-to-face contact (e.g., "sometimes it was just like being face-to-face with the RP/LPs" and "it sometimes felt as if the RP/LPs and I were in the same room") and hence were expected to be very relevant for our study. The co-presence questions of Harms and Biocca were formulated in terms of noticing each other (e.g., "The RP/LPs always noticed me" and "My presence was obvious to the RP/LPs"), which of course is also relevant.
The rest of the questions were about turn-taking, floor control and usability, taken from [6, 12] and a few questions we made for this study: about recognition of gaze direction and other non-verbal signals.
During the discussions visual focus of attention of the participants was observed and annotated real-time. Every observer monitored one of the participants and annotated who the participant was looking at. If the participant did not look at one of the other participants it was annotated the participant looked somewhere else.
Results
This section presents the results of the questionnaires, an analysis of the observed gaze behavior of the participants, and the results of the post-interviews.
Group Process and Satisfaction with the Outcome
We used exploratory factor analysis (principal component analysis with oblimin rotation) to find underlying dimensions in the data from the questionnaire part on perceived group process quality and satisfaction with the decision making process. Two questions about overall satisfaction with the process and the outcome were excluded from this analysis, as well as a question about trustworthiness of the group members. Because of their deviating form, these questions were studied separately. In the factor analysis the question "group members brought a variety of perspectives to bear on the tasks" loaded on a separate factor and will be treated separately as well.
The remaining questions loaded on three factors. The first factor contains 7 questions (e.g., "The general quality of the group members' contributions to group discussions was very good" and "The evaluation of arguments was very thorough") and was labelled Group process and contributions. The second factor contains 4 questions (e.g., "The group discussions were unorganized" and "There were disruptive conflicts") and was labelled Organization and cooperation. The third factor contains 3 questions (e.g., "People were friendly in my group" and "Comments reflected respect for one another") and was labelled Group members.
Cronbach Alpha tests were used to analyze the reliability of the subscales identified by the factor analysis for both the STANDARD and the 3D condition. For Group process and contributions the alpha reliabilities were .73 in 3D and .85 in STAN-DARD. Organization and cooperation had an alpha of .66 in 3D and .75 in STAN-DARD and the alphas of Group member were .65 (3D) and .89 (STANDARD). Hence reliabilities varied from reasonable (.65) to high (.89) [4] .
We used Wilcoxon signed ranks tests (α=.05) to analyze the differences between the two experimental conditions on the three subscales and four questions of the group process part of the questionnaire. We did the tests for all participants (40 persons) and for the 10 remote participants (RP) and 30 co-located participants (LPs) separately. The results of the analyses are shown in Table 1 .
As can be seen in Table 1 , there were no factors or questions on which the STAN-DARD condition scored significantly higher than the 3D condition. 3D scored significantly better on Organization and cooperation. This effect is strong for the LPs (p < .01) and not significant for the remote participants. Here we have to keep in mind that the group of remote participants was only small (10 people) and hence finding statistically significant differences will only be possible if the differences are really consistent and quite large. We found a marginally significant difference in favor of 3D for Group member (all group members) and Group process and contribution (only RPs). Furthermore, to our surprise, with the RPs we found a significant difference, in favor of 3D, on satisfaction with the final decision. On the questions on trustworthiness of group members and satisfaction with the solution process there were no significant difference between the conditions. 
Social Presence
Cronbach Alpha tests were used to find out if the subscales of Harms and Biocca and Hauber were reliable in both the STANDARD and the 3D condition. The results are shown in Tabel 2. Except for Attention Allocation, all scales are reliable hence we decided to use the scales in the analyses. To study the differential effects of the two experimental conditions on social presence we again used the Wilcoxon signed rank test. The results are presented in Table 3 . Because analyses for all participants (All) and for the remote participant (RP) did not show significant differences, these columns are left empty. During the interviews we noticed there was a difference in perceptions between the co-located participants LP2 that were in the position facing the screen with the remote participant and LP1 and LP3 that had to look to their left or right to see the remote participant. Hence we repeated the Wilcoxon tests for LP2 (10 persons) and LP1+LP3 (20 persons) separately as well. For "All participants" and for the "Remote Participant" and the participants on location 2 no significant differences between the conditions were found on any of the social presence subscales. Participants on locations 1 and 3, however, did perceive significant differences, all in favor of 3D, on three of the subscales of the social presence questionnaire of Harms and Biocca [5] : Co-presence, Attention Allocation and Perceived Behavioral Interdependance.
Turn-Taking, Usability, Recognition of Non-verbal Cues and Gaze Direction
The remaining questions on turn-taking, usability and recognition of non-verbal signals and gaze direction were analyzed separately because no reliable subscales could be identified. The questions and the results of Wilcoxon tests we used to analyze the differences between the experimental conditions can be found in Table 4 . No significant differences between the conditions were found for any of the turntaking questions. The perceived effort it took to follow the discussion and ease of recognition of non-verbal signals did not differ significantly either. But very significant differences, again in favor of 3D, were found for all participants on the statements "I got the feeling that the other participants/the remote participant looked at me " and "It was clear to whom the other participants/the remote participants talked." Hence the participants clearly noticed the intended difference between the two conditions. 
Visual Focus of Attention
To find out if there was a difference between the experimental conditions in the frequency and duration the co-located participants looked at the remote participant we used the annotations of the observers. For every participant in the discussions, we derived the number of times they looked at each of the other participants in the discussions. From the durations of each of these counted gaze acts we also derived how long (in seconds) the participant looked at each of the other participants during the whole discussion. Because there were small differences between the durations of the discussions, in the analyses we used variables that correct for duration of the discussion. Instead of using the number of times participant x looked at participant y during the discussion we used the number of times participant x would have looked at participant y if the discussion would have lasted an hour (relative number of times). Instead of using the total time participant x looked at participant y during the discussion we used the percentage of the discussion time participant x looked at participant y (percentage of time). To find out if the two experimental conditions were different in how often and how long the co-located participants looked at the remote participant we used the paired ttest. The results are presented in Table 5 . No significant differences were found between the conditions in how often and how long the co-located participants looked at the remote participant. Similar analyses of the relative number of times and the percentage of time other participants in the discussion (LP1, LP2, LP3) were looked at yielded no significant differences between STANDARD and 3D either. 
Group Interviews
The post-interviews with the groups were open-ended, starting with the question if they had a preference for one of the environments and, if so, what was the preferred environment and what were the reasons. Seven groups unanimously chose 3D as their favorite. In the three remaining groups only the remote participants had a deviating opinion: one of them said he had no preference, the other two preferred STANDARD. They did not like the 3D view with the virtual table and the backgrounds of the images that did not fit together very well. Most important reasons that were mentioned: 3D was more natural (mentioned by 7 groups), more intuitive (mentioned twice). Some groups added that 3D worked well: they really felt this was a good way to meet or to have a conversation. In 3D it was more clear who looked/talked to whom (5 times) and most remote participants said that in 3D it was clear when people looked at them and they could see if they had the attention of the others. A few remote participants said they had the idea they looked the others in the eyes. In STANDARD they had to find out first if they were addressed and if it was their turn to speak. Moreover, in STANDARD many remote participants did not know to whom the co-located participants talked. Four groups mentioned that in 3D the remote participant was more involved in the group and in two groups the co-located participants said that in STANDARD they paid less attention to the remote participant. Participants on locations 1 and 3 (LP1 and LP3) often mentioned the cameras in STANDARD were inconvenient -too close in front of them. Another thing often mentioned was that in STANDARD it was difficult to look at the remote participant on the screen and at the same time look in the camera. Only people who were aware of how the remote participant would probably see them mentioned this. Others reacted by saying they never thought about the fact that the remote participant would see them from the side if they looked at the image of the remote participant. Often participants LP2, the people right in front of the screen with the remote participant, said they did not notice much difference between 3D and STANDARD.
Discussion
The participants clearly noticed the intended difference between the two conditions. In 3D both the remote participants and the co-located participants stated they could better distinguish who was being addressed. In addition, many of the remote participants got the feeling the co-located participants looked at them and many of the colocated participants got the feeling the remote participant looked at them. As a result of this we would expect the remote participants to be more involved in the 3D meetings than in the STANDARD meetings. However, no significant differences were found for the remote participants on any of the social presence subscales, though mean scores were consistently higher in 3D. (Hence the differential effects, if any, were not strong enough to be significant for 10 participants.) The situation was different for the two local co-located participants LP1 and LP3 that were affected by the differences between the two interfaces: here we did measure significant differences in favor of 3D on the social presence subscales co-presence, attention allocation and perceived behavioral interdependence. This indicates, for instance, that in the 3D condition LP1 and LP3 felt more present to and felt more noticed by the remote group member and visa versa and they remained more focused on each other during interaction than in the STANDARD condition.
To our surprise, no significant differences between the conditions were found for any of the turn-taking questions and the perceived effort it took to follow the discussion did not differ either. Hence, though the participants could distinguish gaze directions better, that did not influence their perceived turn-taking behavior. The analysis we did on the observer annotations of visual focus of attention did not show any significant differences between STANDARD and 3D in how often or how long the co-located participants looked at the remote participant. If the 3D condition would resemble face-to-face communication more than the STANDARD condition we would have expected more attention for the remote participant in the 3D condition. It will be interesting to do more analyses on the behavioral data to see if objective measurements support the outcomes of the subjective measurements and for instance number of interruptions, the time no-one spoke at all, or participants started talking at the same time really did not differ between the conditions. On the questionnaires measuring the perceived quality of the group process and the discussions, significant differences in favor of 3D were found on the organization of and cooperation in the meetings and on the opinions about the other group members. Trustworthiness of the group members did not differ between the conditions. The results of the group interviews at the end of the user study mainly support the results of the questionnaires: overall 3D was preferred by most participants. Actually we did expect the differences between the conditions to be very clear for remote participants and not so clear for the co-located participants because for them the only difference between the conditions was the gaze behavior of the RP. But obviously the differences were clearly noticeable, especially for LP1 and LP3. The 3D environment was found to be more natural and intuitive and suitable to support remote meetings or conversations. Based on the interviews we would have expected to find differences in perceived turn-talking behavior. Possible explanation for the absence of these differences might be that the meeting participants thought that in STANDARD they succeeded to have equally fluent turn-taking behavior, despite the missing directional gaze cues. Further analyses of observational data should show if that was really the case or meeting participants are not really very conscious about their turn-taking behavior.
Conclusions
This study compared two user environments that aim to support remote participation in hybrid meeting. One environment, named STANDARD, is the control environment. It resembles a conventional video conferencing environment: co-located meeting participants all look straight into their webcam and their video images are presented to the remote participant in separate frames, presented in a horizontal row. This environment fails to support selective gaze and selective listening. The experimental environment, named integrated 3D or shortly 3D, is designed to convey gaze directions in a natural way. Results of the user study indicate that the 3D environment is promising: all differences that were significant were in favor of 3D and according to most participants the environment clearly supports selective gaze and selective listening in a natural way. Moreover, remote participants often mentioned they felt as if co-located participants looked at them. Nevertheless, on the social presence measures no significant differences between the two environments were found for remote participants, possibly because the number of groups and hence of remote participants was only 10. Another possible explanation was put forward by Hauber et al. [6] . In their study they did not find any significant results on social presence measures. They conclude that the social presence measure might not be sensible enough to find differences and suggest to add objective or physiological measurements. In our study we did find significantly higher scores for 3D on the social presence subscales copresence, attention allocation, and perceived behavioral interdependence for colocated participants in locations 1 and 3, the locations where they had to look to their left or right to see the screen with the remote participant. In addition we found some significant differences on measures of perceived quality of group process. We did not find any significant differences between 3D and STANDARD in perceived turntaking behavior. Considering the fact that in the interviews and the questionnaires the participants clearly stated that in 3D they could better distinguish who was being addressed, we intend to further analyze observational data (gaze annotations, video recordings) to find out if differences in turn-taking behavior occurred between the two environments.
