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ABSTRAKT
Táto bakalárska práca sa zaoberá rozpoznávańım l’udských tváŕı, pomocou techńık hl-
bokého učenia. Rozpoznávanie tváŕı sa použ́ıva pre dve hlavné úlohy a to overenie a iden-
tifikácia. V práci sú oṕısané techniky hlbokého učenia najmä konvolučné neurónové siete,
ktoré sú najvýznamneǰsou metódou pre spracovanie obrazov – detekcia, klasifikácia a seg-
mentácia obrazu. Proces rozpoznávania tváre prebieha v štyroch hlavných krokoch ktoré
sú: detekcia tváre, výber tváre, extrakcia tváre a klasifikácia tváre. Boli vytipované tri
existujúce riešenia rozpoznávania tvári (OpenFace, FaceNet a Face Recognition), ktoré
sú poṕısané v práci, najmä prinćıp na ktorom rozpoznávajú l’udské tváre. Pomocou tes-
tovania s dátovou sadou Labeled Faces in the Wild (LFW), bola stanovená presnost’
a časová náročnost’ jednotlivých aplikácii. Testovanie FaceNet a Face Recognition pre-
behlo aj na reálnych dátach s detekciou tváŕı vo videu a pri st’ažených podmienkach. Test
sa zaoberá porovnańım dvojice obrázkov a určeńım či sa jedná o tú istú osobu. Výsledky
testovania sú zobrazené v prehl’adnom grafe a tabul’ke.
KL’ÚČOVÉ SLOVÁ
FaceNet, Face Recognition, hlboké učenie, konvolučná neurónová siet’, LFW, OpenFace,
rozpoznávanie tváŕı, XGBoost.
ABSTRACT
This bachelor thesis explores the area of face recognition using deep learning technique.
Face recognition is used for two main reasons: verification and identification. In this thesis
we describe the techniques of deep learning, mostly the convolutional neural networks,
which are the most significant method for processing images – detection, classification
and segmentation of the image. The process of face recognition is divided into four
main steps: face detection, face selection, face extraction and face classification. We
chosen three of the existing programs for face recognition (OpenFace, FaceNet and
Face Recognition), which are described in this thesis, in particular the principle of the
human face recognition. Thanks to the tests with the data set of Labeled Faces in the
Wild (LFW) we could specify the accuracy and the time requirement of each application.
Testing of FaceNet and Face Recognition ran on real data with face detection in video
with complicated conditions. The test compares two images and tries to determine if is
the same person. The test results are show in graph and table.
KEYWORDS
FaceNet, Face Recognition, deep learning, convolutional neural networks, LFW, Open-
Face, facial recognition, XGBoost.
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1.1.2 Hlboké neurónové siete . . . . . . . . . . . . . . . . . . . . . . 14
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4.1 Závislost’ medzi FP a citlivost’ou. . . . . . . . . . . . . . . . . . . . . 28
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ÚVOD
Táto práca sa zaoberá rozpoznávańım l’udských tváŕı pomocou techńık hlbokého
učenia. Stále časteǰsie sa stretávame s implementáciami, ktoré dovol’ujú rozpoznávat’
l’ud́ı medzi sebou.
Doposial’ sa nepodarilo vyvinút’ systém s presnost’ou rozpoznávania tváŕı 100 %.
Existujú už však systémy na rozpoznávanie tváŕı, ktoré sa bĺıžia k tejto hranici.
Napr. FaceNet od spoločnosti Google dosahuje úspešnost’ cez 99 %.
Táto práca porovnáva stav súčasných systémov na rozpoznávanie l’udských tváŕı
z hl’adiska presnosti a časovej náročnosti.
Prvá čast’ sa zaoberá teóriou rozpoznávania l’udských tvári a implementáciou
hlbokého učenia. Sú tu poṕısané hlavné úlohy rozpoznávania tváŕı. Túto čast’ tvoŕı
popis architektúry hlbokého učenia a rozdelenie na konvolučné neurónové siete a hl-
boké neurónové siete.
V druhej časti sú podrobne poṕısané vytipované existujúce riešenia na roz-
poznávanie l’udských tváŕı. Z existujúcich riešeńı bol zvolený Face Recognition, ktorý
je považovaný za najjednoduchšiu knižnicu rozpoznávania tvári, FaceNet ktorý sa
vyznačuje dobrou presnost’ou a OpenFace, ktorý bol z praktického testovania vy-
nechaný, vzhl’adom na horšiu presnost’ rozpoznávania osôb, ktorú udáva na svojich
internetových stránkach.
Poslednú čast’ tvoria výsledky testovania. Testovanie bolo zamerané na presnost’
a časovú náročnost’ vybraných programov. Prvé testovanie prebehlo na dátovej sade
Labeled Faces in the Wild (LFW). Druhý test prebehol s reálnymi dátami a roz-
poznávańım l’ud́ı vo videu. K testovaniu sa použ́ıvala databáza 24 neznámych osôb.
V práci bola navrhnutá vlastná metóda pre rozpoznávanie osôb vo videosekvenciach
v pŕıpade, že existuje viac ako jeden referenčný sńımok danej osoby. Navrhnutá
metóda bola otestovaná a výsledky boli zverejnené v tabul’kách a grafe. Na automa-
tizáciu rozpoznávania osôb bol použitý program XGBoost, pri ktorom si už́ıvatel’
môže vytvorit’ vlastný model na testovanie. Ná záver bolo otestované rozpoznávanie
osôb vo videosekvenciach na jednotlivých sńımkoch vidéı.
9
1 ROZPOZNÁVANIE L’UDSKÝCH TVÁRÍ
Rozpoznanie tváre je akt́ıvna téma výskumu od sedemdesiatych rokov [11].
Rozpoznávanie tváŕı sa použ́ıva pre dve hlavné úlohy: [1]
1. overenie (prispôsobenie jeden k jednému): pri prezentácii s obrazom tváre
neznámeho človeka s tvrdeńım o totožnosti, zist’ujúc, či jedinou osobou je ten,
o ktorom tvrd́ı, že je;
2. identifikácia (prispôsobenie jeden na mnohé): vzhl’adom k obrazu neznámeho
človeka, určit’ jeho osobnú identitu porovnańım s obrazcami z databáz obrázkov
známych osôb.
Na obrázku 1.1 je znázornený systém, ktorý je zameraný na proces rozpoznávania
tváre v štyroch hlavných krokoch: [2] detekcia tváre, výber tváre, extrakcia tváre
a klasifikácia tváre.
Obr. 1.1: Architektúra systému rozpoznávania tváre [2].
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Obrázky tváŕı musia byt’ odolné voči interpersonálnemu obrazu variácíı [11], ako
je vek, výrazy a styling. Jafra a Arabnia [1] poskytujú komplexný prehl’ad o tech-
nikách rozpoznávania tváre do roku 2009.
1.1 Architektúra hlbokého učenia
Hlboké učenie je podskupina strojového učenia sa, ktorá sa zameriava na algoritmy
inšpirované štruktúrou a funkciou mozgu nazývanými umelé neurónové siete [3].
Okrem toho že konvolučné neurónové siete sú škálovatel’né, ich d’aľśım pŕınosom je
schopnost’ vykonávat’ automatickú extrakciu prvkov z nespracovaných údajov. Yos-
hua Bengio je d’aľśım ĺıdrom v hlbokom vzdelávańı, hoci začal so silným záujmom
o automatické učenie, ktoré vel’ké neurónové siete dokážu dosiahnut’ [3]. Hlboké
učenie vyniká v problémových oblastiach, kde sú vstupy (a dokonca aj výstupy)
analógové. Znamená to, že v tabul’kovom formáte nie sú len malé množstvá, ale
obrázky pixelových údajov, dokumentov z textových dát alebo súborov zvukových
údajov [3]. V dôsledku skúmania hlbokého učenia za posledné roky [4], existuje vel’ké
množstvo súvisiacich pŕıstupov. Pre spracovávanie obrazov sú najvýznamneǰsie kon-
volučné neurónové siete. Neurónové siete nám pomáhajú zoskupovat’ a klasifikovat’
[5]. Čoraz viac spoločnost́ı využ́ıva hlboké učenie v jadre svojich služieb [6]. Fa-
cebook využ́ıva neurónové siete na automatické značkovanie algoritmov, Google
pre vyhl’adávanie fotografíı, Amazon pre odporúčania produktov a Instagram pre
svoju vyhl’adávaciu infraštruktúru. Avšak klasický a pravdepodobne najpopulárneǰśı
pŕıpad použ́ıvania týchto siet́ı je pre spracovanie obrazu. Za posledné roky nastalo
vel’ké zlepšenie vyhl’adávania obrázkov napŕıklad v Google vyhl’adávači a takisto
čoraz lepšiu identifikáciu tvári na Facebooku, ktorý ponúka
”
otagovanie“ osôb [7].
Konvolučné neurónové siete majú prepojenie vrstvy zatial’ čo hlboké neurónové siete
tvoŕı len vrstva plného spojenia. V dôsledku toho sa konvolučná neurónová siet’
použ́ıva pre rozpoznávanie obrazov a hlboké neurónové siete sa obvykle použ́ıvajú len
pre spracovanie signálu 1D ako rozpoznávanie reči. Vrstvy sú vytvorené z neurónov,
často nazývaných ako uzol alebo jednotka [8]. Uzol je miesto, kde sa uskutočňuje
výpočet. Uzol kombinuje vstup z dát so sústavou koeficientov, ktoré zosilňujú alebo
tlmia tento vstup, č́ım priradia významnost’ vstupom pre úlohu, ktorú sa algorit-
mus snaž́ı źıskat’. Tieto vstupné váhy sú sumarizované a súčet prechádza cez tzv.
aktivačnú funkciu uzla, aby sa určilo, či a do akej miery tento signál postupuje
d’alej cez siet’ a ovplyvňuje konečný výsledok, napŕıklad klasifikáciu. Úroveň vrstvy
je riadok týchto neurónových uzlov. Výstup každej vrstvy je súčasne vstupom na-
sledujúcej vrstvy, počnúc vstupnou vrstvou, ktorá prij́ıma dáta.
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1.1.1 Konvolučné neurónové siete
Ide o softvérové siete, ktoré pozostávajú z vrstiev malých výpočtových jednotiek, tzv.
neurónov, ktoré hierarchicky posielajú spracovávanú informáciu [7]. Reprezentáciu
obrázka, tvoria neurónové siete trénované v rámci rozpoznávacieho procesu. Ten
sa dá mierne prirovnat’ k postupnému zostrovaniu. Prvá vrstva určuje, kde sú na
fotke svetlé a tmavé miesta, d’aľsia vrstva zač́ına rozpoznávat’ hrany, d’aľsia tvary,
nasledujúca objekty, d’aľsia typy objektov a napokon dôjde k celkovému hodnote-
niu situácie a pochopenia významu. Konvolučné neurónové siete sú koncepčne (ale
nie exaktne) podobné biologickému systému neurónov a synapsíı mozgu. Nie sú
jediným riešeńım, sú však najrobustneǰsie a použ́ıvajú sa predovšetkým na úlohy,
ktoré súvisia so spracovańım obrazovej informácie [7]. Konvolučné neurónové siete
sú navrhnuté tak, aby spracovávali údaje, ktoré majú podobu viacnásobného pola.
Sú jedným z najvýznamneǰśıch metód pre spracovanie obrazov [9]. Konvolučné
neurónové siete sú vysoko efekt́ıvne a bežne použ́ıvané v aplikáciach poč́ıtačového
videnia. Skladajú sa z troch typov vrstiev: konvolučná vrstva, podsvorková vrstva
a vrstva združovania [9].
∙ Konvolučnú vrstvu tvoŕı digitálny obraz a matica konvolúcie, ktorá sa ob-
vykle nazýva filter. V konvolučnej vrstve prebieha konvolúcia vstupného ob-
razu s konvolučnou maticou a potom sa generuje výstupný obraz. Výstupný
obraz je odpoved’ filtra alebo mapa filtra. Postup konvolúcie je znázornený na
obr. 1.2 a 1.3
Obr. 1.2: Digitálna reprezentácia obrazu a matica konvolúcie [9].
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Obr. 1.3: Pŕıklad výpočtu konvolúcie [9].
∙ Podsvorková vrstva znižuje vel’kost’ vstupného obrazu a vykonáva maximálne
združovanie obrazu. Dôvodom použitia podsvorkovej vrstvy je menej paramet-
rov čo umožňuje rýchleǰsie testovanie.
∙ Vrstva združovania predstavuje neurónovú siet’ privádzanú dopredu do vekto-
rov s vopred definovanou d́lžkou. Neuróny v tejto vrstve majú plné spojenie
so všetkými aktiváciami v predchádzajúcich vrstvách.
Týmto spôsobom konvolučné neurónové siete transformujú pôvodný obraz vrstvu
po vrstve z pôvodných hodnôt pixlov na hodnotu konečnej vrstvy.
V najjednoduchšom pŕıpade je konvolučná neurónová vrstva zoznamom vrstiev,
ktoré premieňajú obrazový objem pixlov na výstupný objem. Každá vrstva ak-
ceptuje výstupný objem 3D a transformuje ju na výstupný 3D zväzok pomocou
diferencovatel’nej funkcie.
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1.1.2 Hlboké neurónové siete
Obrázok 1.4 ukazuje hlboký neurónový model použ́ıvaný v systéme rozpoznávania
výrazov tváre. Vstupná sńımka je zobrazená v odtieňoch šedej, pretože informácie
o farbe nie sú potrebné na rozpoznanie tváre. [4] Hlboký neurónový model má tri
skryté vrstvy uvedené na obrázku 1.4. Počet uzlov každej skrytej vrstvy je 1000, 2000
a 2000. Horná vrstva je softmaxová vrstva, ktorá má 7 uzlov. Každý uzol zodpovedá
každej emócii. Napokon, výstup je pravdepodobnost’ emócíı.
Obr. 1.4: Model hlbokej neurónovej siete pre rozpoznávanie výrazu tváre [4].
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2 APLIKÁCIE ROZPOZNÁVANIA TVÁRE
2.1 OpenFace
OpenFace je open source framework, ktorý implementuje najmoderneǰsie algoritmy
na rozpoznávanie l’udskej tváre [10].
Obr. 2.1: OpenFace: analýza tváre vrátane detekcie orientačných bodov na tvári,
sledovanie pohybu hlavy, sledovanie očného pohl’adu a rozpoznanie akčnej jednotky
[10].
∙ Detekcia orientačných bodov na tvári – existuje široký výber vol’ne dostupných
nástrojov pre zist’ovanie orientačných bodov na tvári v obrazoch alebo videách,
avšak vel’mi málo pŕıstupov poskytuje zdrojový kód a namiesto toho po-
skytujú len spustitel’né binárne súbory. To rob́ı reprodukciu experimentov
na rôznych tréningových sadách alebo použitie rôznych orientačných bodov
anotácie t’ažké. Ďalej binárne súbory umožňujú iba určitú preddefinovanú fun-
kcionalitu a nie sú často multiplatformové, takže integrácia systému v reálnom
čase, ktorá by spol’ahlivo detegovala orientačné body je takmer nemožná.
∙ Sledovanie pohybu hlavy – v skoršom riešeńı odhadu pohybu hlavy je systém
Watson, ktorý je implementáciou generalizovaného modelu vzhl’adu založeného
na AdaptiveView kamerách. Pre presné sledovanie pohybu hlavy potrebuje byt’
OpenFace opatrený parametrami kalibrácie kamery (ohnisková vzdialenost’,
d́lžka a hlavný bod). V ich nepŕıtomnosti OpenFace použ́ıva hrubý odhad
založený na vel’kosti obrázku.
∙ Sledovanie očného pohl’adu – na sledovanie očného pohl’adu využ́ıva OpenFace
rámec CLNF (Conditional Local Neural Fields). Rámec CLNF sa použ́ıva
na detekciu známych orientačných bodov. Patria sem očné viečka, dúhovka
a zrenica. Akonáhle je umiestnenie oka a zrenice detegované pomocou modelu
CLNF, použ́ıva tieto informácie k výpočtu.
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Obr. 2.2: Vzor odhadu pohl’adu, zelené čiary predstavujú odhadované vektory pre
očný pohl’ad [10].
∙ Detekcia akčnej jednotky – modul detekcie intenzity a pŕıtomnosti akčnej jed-
notky v OpenFace je založený na najnovšom uznávanom rámci akčnej jed-
notky. Ide o priamu implementáciu s niekol’kými zmenami, ktoré slúžia na
prispôsobenie, aby lepšie fungovala na prirodzených sekvenciách vidéı z nevi-
ditel’ných dátových súborov.
Je tiež schopný vykonávat’ všetky tieto úlohy spoločne v reálnom čase. Hlavné
pŕınosy OpenFace sú [10]:
1. implementuje a rozširuje najmoderneǰsie algoritmy;
2. nástroj s otvoreným zdrojovým kódom;
3. prichádza s modelmi testovania, pripravenými na použitie;
4. je schopný výkonu v reálnom čase bez potreby GPU (grafického procesora,
ktorý zaist’uje rýchle grafické výpočty);
5. obsahuje systém zasielania správ umožňujúcich jednoduché implementovanie
interakt́ıvnych aplikácíı v reálnom čase;
6. k dispoźıcii ako grafické použ́ıvatel’ské rozhranie (pre Windows) a ako nástroj
pŕıkazového riadku (pre Ubuntu, Mac OS X a Windows).
OpenFace poskytuje logický tok [11] znázornený na obrázku 2.3, aby źıskal ńızko-
rozmerné zobrazenie tváre pre tváre v obraze.
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Obr. 2.3: Logický tok pre rozpoznávanie tváre s neurónovými siet’ami [11].
Obrázok 2.4 znázorňuje implementáciu OpenFace. [11] Python použ́ıva knižnicu
numpy pre pole a operácie lineárnej algebry, OpenCV pre primit́ıvne poč́ıtačové vide-
nie a scikit-learn pre klasifikáciu. Poskytuje tiež skripty, ktoré použ́ıvajú matplotlib,
ktorý produkuje údaje o kvalite publikácie v rôznych formátoch a interakt́ıvnom
prostred́ı naprieč platformami. Použ́ıva dlib – vopred vyškolený detektor tváre pre
vyššiu presnost’ než detektor OpenCV.
Obr. 2.4: Štruktúra OpenFace projektu [11].
Vzhl’adom na to, že OpenFace udáva na svojich stránkach horšie výsledky s da-
tabázou LFW (presnost’ len 0.9292 ± 0.0134) [12] ako FaceNet a Face Recognition,
som ho do svojho testovania presnosti a časovej náročnosti nezahrnula.
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2.2 FaceNet
FaceNet reprezentuje jednotný systém overenia tváre (je to tá istá osoba), rozpoz-
nania (kto je tento človek) a zoskupovanie (nájdi konkrétnych l’ud́ı medzi týmito
tvárami) [13]. Siet’ je nakonfigurovaná tak, aby vzdialenosti priamo zodpovedali po-
dobnosti tváre: tváre tej istej osoby majú malé vzdialenosti a tváre odlǐsných l’ud́ı
majú vel’ké vzdialenosti. Po vytvoreńı tejto väzby sa stávajú vyššie uvedené úlohy
jednoznačnými: overenie tváre jednoducho znamená prahovanie vzdialenosti medzi
dvoma tvárami; rozpoznávanie sa stáva klasifikáciou k-NN problému a zoskupovanie
sa môže dosiahnut’ použit́ım mimoriadnych techńık, ako je k-prostriedok alebo aglo-
meračne zhlukovanie [13]. FaceNet udáva presnost’ rozpoznávania tvári s databázou
LFW 0,992 ± 0,003 [14].
Spôsob, ktorý využ́ıva FaceNet na rozpoznávanie tvári je čisto dátovo riadený
spôsob, ktorý rob́ı svoje zobrazenie priamo z pixelov tváre. Namiesto toho, aby
použ́ıval navrhnuté funkcie, použ́ıva rozsiahlu sadu údajov označeńı tváŕı na do-
siahnutie vhodnej poźıcie, osvetlenia a iných variačných podmienok. Obrázok 2.5
ukazuje neuveritel’nú variabilitu, ktorú môže FaceNet zvládnut’.
Obr. 2.5: Osvetlenie a variácie postojov [13].
Tento obrázok zobrazuje výstupné vzdialenosti FaceNetu medzi dvojicami vzdiale-
nost́ı rovnakej a inej osoby v rôznych pózach a osvetl’ovaćıch kombináciách. Vzdiale-
nost’ 0:0 znamená, že tváre sú identické, 4:0 zodpovedá tomu, že tváre sú rozdielne.
Môžeme vidiet’, že hranica 1,1 by správne rozpoznala zhodný pár.
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FaceNet priamo smeruje výstup tak, aby bol kompaktným 128-D vkladańım pomo-
cou funkcie trojnásobnej straty založenej na klasifikácii najbližšieho bĺızkeho suseda
(LMNN) [13]. Trojica pozostáva z dvoch zodpovedajúcich miniatúr tváre a miniatúry
iného človeka. Straty majú za ciel’ oddelit’ pozit́ıvnu dvojicu od zápornej vzdialenosti.
Obr. 2.6: Tréningová siet’ na rozĺı̌senie troch obrázkov [15].
FaceNet použ́ıva hlbokú konvolučnú siet’. Využ́ıva dve rôzne siet’ové architektúry,
ktoré mali vel’ký úspech [13].
Prvá architektúra je založená na Modely Zeiler Fergus, ktorý pozostáva z niekol’kých
prekladaných vrstiev záhybov, nelineárnej aktivácie, lokálnej minimalizácie odozvy
a maximalizovania vrstvy združovania.
Druhá architektúra je založená na úvodnom modele Szegedy et al., ktorý bol nedávno
použitý ako v́ıt’azný pŕıstup pre ImageNet. Tieto modely môžu zńıžit’ počet para-
metrov až 20-krát a majú potenciál aby zńıžili počet FLOPS požadovaných pre
porovnatel’ný výkon. Výhodou FaceNetu je ovel’a vyššia efekt́ıvnost’ reprezentácie:




Face Recognition sa považuje za najjednoduchšiu knižnicu rozpoznávania tváŕı na
svete [16]. Tento nástroj mapuje obraz l’udskej tváre do 128 dimenzionálneho vek-
torového priestoru, kde sú obrázky tej istej osoby bĺızko pri sebe a obrázky rôznych
l’ud́ı sú d’aleko od seba. Pri použit́ı prahu vzdialenosti 0,6 úvadza model dlib pres-
nost’ 99,38 % na štandardnom referenčnom rozpoznávańı tváre LFW [17]. Táto pres-
nost’ znamená, že ked’ sa zobraźı dvojica obrázkov tváre, program správne identifi-
kuje, či dvojica obrázkov patŕı rovnakej alebo dvom rozdielnym osobám. Vlastnosti
Face Recognition sú:
∙ nájde všetky tváre, ktoré sa zobrazujú na obrázku;
∙ źıska miesta a obrysy oč́ı, nosa, úst a brady každého človeka;
Obr. 2.7: Obrys oč́ı, nosa, úst a brady [16].
∙ rozpozná, kto sa nachádza na obrázku.
Prvým krokom pre rozpoznávanie tváŕı pomocou Face Recognition je vyhl’adanie
všetkých tvári [18]. Je zrejmé, že muśıme nájst’ tváre na fotografii predtým, ako
s nimi chceme začat’ pracovat’. Detekcia tváre je skvelá funkcia pre fotoaparáty.
Ked’ fotoaparát dokáže automaticky vyberat’ tváre, môže pred odfoteńım zaistit’, že
všetky tváre sú zaostrené.
Pre nájdenie všetkých tváŕı v obraze stač́ı, že obrázok bude čierno-biely, pretože
nepotrebujeme farebné údaje na vyhl’adanie tváŕı. Potom sa pozrieme na každý
pixel v našom obraze jeden po druhom. Pri každom pixeli sa chceme pozriet’ na
pixely, ktoré ho priamo obklopujú. Naš́ım ciel’om je zistit’, ako tmavý je aktuálny
pixel v porovnańı s okolitými pixelmi. Potom nakresĺıme š́ıpku ukazujúcu, v akom
smere sa obraz stáva tmavš́ı. Ak tento proces zopakujeme pre každý pixel v obraze,
skonč́ıme tým, že každý pixel bude nahradený š́ıpkou. Tieto š́ıpky sa nazývajú gra-
dienty a ukazujú tok svetla na tmu v celom obraze. Ak analyzujeme priamo pixely,
naozaj tmavé obrazy a naozaj svetlé obrázky tej istej osoby budú mat’ úplne odlǐsné
20
pixelové hodnoty. Ale ked’ zoberieme do úvahy iba smer, ktorým sa meńı jas, oba
skutočne tmavé obrazy a naozaj jasné obrazy skončia s rovnakým presným vyobra-
zeńım.
Ukladanie gradientu pre každý pixel dáva však pŕılǐs vel’a detailov. Bolo by lepšie,
keby sme mohli vidiet’ základný tok svetla/tmy na vyššej úrovni, aby sme mohli
vidiet’ základný vzor obrazu. Za týmto účelom rozdeĺıme obrázok na malé štvorčeky
s rozmermi 16 × 16 pixelov. Na každom štvorčeku spoč́ıtame, kol’ko gradientov uka-
zuje v každom hlavnom smere (kol’ko bodov smerom nahor, doprava, dole, . . . ).
Potom nahrad́ıme štvorec š́ıpkou, ktorá bola zastúpená najčasteǰsie. Konečným
výsledkom je, že pôvodný obrázok otoč́ıme do vel’mi jednoduchého zobrazenia, ktoré
jednoduchým spôsobom zachyt́ı základnú štruktúru tváre. Pomocou tejto techniky
teraz môžeme l’ahko nájst’ tváre v akomkol’vek zobrazeńı.
Obr. 2.8: Nahradenie pixelov gradientami [18].
Ďaľśım krokom Face Recognition je projektovanie tváŕı. Základnou myšlienkou
je pŕıst’ so 68 špecifickými bodmi (tzv. orientačné body), ktoré existujú na každej
tvári – hornej časti brady, vonkaǰsieho okraja oka, vnútorného okraja každého obočia
atd’. Potom budeme trénovat’ stroj tak, aby bolo možné nájst’ týchto 68 špecifických
bodov na každej tvári. Teraz, ked’ vieme, že sú to oči a ústa, budeme jednoducho
otáčat’ a menit’ rozsah obrazu tak, aby oči a ústa boli sústredené čo najlepšie viz
obr. 2.9. Na to budeme použ́ıvat’ len základnú transformáciu obrazu, ako je rotácia
a rozsah, ktorý zachováva paralelné linky (tzv. Afinné transformácie).
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Obr. 2.9: Transformácia tváre tak, aby bola dokonale centrovaná [18].
Kódovanie tváŕı. Najjednoduchš́ım pŕıstupom rozpoznávania tváŕı je priamo po-
rovnat’ neznámu tvár, so všetkými obrázkami známych l’ud́ı [18]. Ked’ nájdeme
predtým označenú tvár, ktorá vyzerá vel’mi podobne ako naša neznáma tvár, muśı
to byt’ tá istá osoba.
V skutočnosti je s týmto pŕıstupom obrovský problém. Webové stránky ako Face-
book s miliardami už́ıvatel’ov a bilión fotografíı nemôžu porovnávat’ každú označenú
tvár s každým novým nahraným obrázkom. To by trvalo pŕılǐs dlho. Musia byt’
schopńı rozpoznat’ tváre v milisekundách, nie v hodinách.
Na rozpoznávanie tváŕı stač́ı źıskat’ niekol’ko základných merańı z každej tváre. Po-
tom sa môže neznáma tvár porovnat’ so základnými meraniami známych osôb a nájst’
tvár s najbližš́ımi meraniami. Môžeme napŕıklad merat’ vel’kost’ každého ucha, vzdia-
lenost’ medzi očami, d́lžku nosa . . .
Posledný krok je vyhl’adanie osoby z kódovania. Tento krok je v skutočnosti
najjednoduchš́ım krokom v celom procese. Jediné, čo muśıme urobit’, je nájst’ osobu
v databáze známych l’ud́ı, ktorá má najbližšie merania s neznámou osobou. Všetko,
čo muśıme urobit’, je trénovat’ klasifikátor, ktorý môže prijat’ merania z nového tes-
tovacieho obrazu a povedat’, ktorá známa osoba je najbližšie k hodnotám merania




3.1 Databáza Labeled Faces in the Wild:
Jedná sa o databázu obrázkov l’udských tváŕı, ktorá bola navrhnutá ako pomôcka pri
štúdiu problému rozpoznávania tváŕı. [19] Všeobecne termı́n
”
rozpoznávanie tváre“
môže odkazovat’ na niekol’ko rôznych problémov ako napŕıklad:
1. vzhl’adom na dva obrázky, z ktorých každý obsahuje tvár, rozhodnút’, či dvaja
l’udia predstavujú rovnakú osobu;
2. vzhl’adom na obraz tváre osoby rozhodnút’, či ide o konkrétneho jednotlivca
(to sa rob́ı na základe porovnania tváre s modelom pre daného jednotlivca
alebo inými obrázkami jednotlivca);
3. vzhl’adom na obrázok tváre rozhodnút’, ktorá osoba medzi skupinou l’ud́ı, je
osoba na obrázku.
Databáza, ktorú nazývame Labeled Faces in the Wild (LFW), je určená na riešenie
prvého z týchto problémov, aj ked’ v pŕıpade potreby môže byt’ použitá aj na riešenie
ostatných problémov.
Hlavný ciel’ databázy, je poskytnút’ vel’kú sadu neobmedzených obrázkov tváŕı
[19]. Neobmedzené obrázky sú také obrázky, ktoré ukazujú vel’ký rozsah rozdielov
viditel’ných v každodennom živote. Patria sem variácie v póze, v osvetleńı, vo vyjad-
rovańı, v pozad́ı, v rase, v etnickom pôvode, vo veku, v pohlav́ı, v oblečeńı, v účese,
v kvalite fotoaparátu, v sýtosti farieb, v zaostreńı a v d’aľśıch parametroch.
Podrobnosti o databáze, súhrnné štatistiky a vlastnosti databázy sú: [19]
∙ Databáza obsahuje 13 233 ciel’ových sńımok tváre. Niektoré obrázky obsahujú
viac ako jednu tvár. Tvár, ktorá obsahuje centrálny pixel obrazu, ktorý je
považovaný za definujúcu tvár obrazu, sa považuje za ciel’ovú plochu. Tváre
iné než ciel’ová plocha by sa mali ignorovat’ ako
”
pozadie“.
∙ Databáza obsahuje 5 749 adresárov rôznych jednotlivcov. Z nich má 1 680 l’ud́ı
dva alebo viac obrázkov v databáze. Zvyšných 4 069 l’ud́ı má len jeden obrázok
v databáze.
∙ Obrázky sú dostupné vo formáte JPEG s rozĺı̌seńım 250 x 250 pixelov. Väčšina
obrázkov je farebná, hoci pár obrázkov je len v odtieňoch šedej.
Databáza použ́ıva súbor obrázkov, ktoré sa zhromažd’ovali v novinových článkoch
na internete [19]. Nie je vel’a obrázkov, ktoré sa vyskytujú za extrémnych svetelných
podmienok alebo je len vel’mi málo obrázkov, ktoré sa vyskytujú za ńızkych sve-
telných podmienok. Existuje obmedzený počet bočných pohl’adov na tvári a málo
zobrazeńı zhora alebo zdola. Rozsah a rôznorodost’ pŕıtomných obrázkov sú vel’mi
vel’ké.
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3.2 Testovanie s programom XGBoost
XGBoost je skratka pre
”
Extreme Gradient Boosting“. [20] Poskytuje implementáciu
strojov na zvýšenie gradientu, ktorý vytvoril Tianqi Chen spolupráci s d’aľśımi
vývojármi. Tianqi Chen poskytuje stručný a zauj́ımavý spätný pŕıbeh o vytvo-
reńı XGBoostu v ”Story and Lessons Behind the Evolution of XGBoost”[20]. Je
to open source softvérová knižnica, ktorá poskytuje rámec na zvýšenie gradientov
pre jazyky C++, Java, Python, R a Julia. Podporuje prácu na systémoch Linux,
Windows a macOS.
3.2.1 Ciel’ a funkcia
Knižnica je zameraná na laserovú výpočetnú rýchlost’ a výkonnost’ modelu. Ponúka
niekol’ko pokročilých funkcíı [20].
Modelové funkcie
Implementácia modelu podporuje funkcie aplikácíı scikit-learn a R, s novými dopl-
nkami ako je regulácia. Podporujú sa tri hlavné formy zvyšovania gradientu: [20]
∙ gradient boosting algoritmus nazývaný aj gradient boosting machine vrátane
rýchlosti testovania,




zvyšovanie regulácie L1 a L2“.
Funkcie systému
Knižnica poskytuje systém na použitie v rôznych poč́ıtačových prostrediach, a to
nielen: [20]
∙ paralelizácia konštrukcie stromu pomocou všetkých procesorových jadier počas
testovania,
∙ distribuované výpočty pre testovanie vel’mi vel’kých modelov,
∙ výpočty mimo jadro pre vel’mi vel’ké množiny údajov, ktoré nezapadajú do
pamäte,
∙ optimalizácia vyrovnávacej pamäte dátových štruktúr a algoritmu na čo naj-
lepšie využitie hardvéru.
Funkcie algoritmu
Implementácia algoritmu bola navrhnutá pre čo najlepšiu efekt́ıvnost’ výpočetného
času a pamät’ových zdrojov [20].
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Niektoré funkcie implementácie kl’́učových algoritmov zahŕňajú: [20]
∙
”
roztrúsené vedomie“ – automatické spracovanie chýbajúcich dát,
∙
”
štruktúra bloku“ – podpora paralelizácie konštrukcie stromu,
∙ pokročilé testovanie – možnost’ podporit’ už vytvorený model novými dátami.
3.2.2 Výhody XGBoostu
1. Rýchlost’ spustenia XGBoostu [20] – všeobecne plat́ı, že XGBoost je v porov-
nańı s inými implementáciami na zvyšovanie gradientu skutočne rýchly. Szi-
lard Pafka vykonal niekol’ko objekt́ıvnych porovnávaćıch kritéríı na porovnanie
výkonu XGBoostu s inými implementáciami na zvyšovanie gradientu. Svoje
výsledky zverejnil na GitHub. Testovanie prebehlo so súbormi s vel’kost’ami
10K, 100K, 1M, 10M a výsledky sú vidiet’ na obr. 3.1.
Obr. 3.1: Výsledky testovania rýchlosti[21].
2. Výkonnost’ XGBoostu – dominujú štruktúrované alebo tabul’kové súbory dát
o klasifikačných a regresných problémoch s predikat́ıvnym modelovańım.
Algoritmus, ktorý XGBoost použ́ıva
Knižnica XGBoost implementuje algoritmus zvyšovania gradientu. [20] Tento al-
goritmus prechádza množstvom rôznych názvov, ako je zvýšenie gradientu, via-
ceré adit́ıvne regresné stromy, stochastické zvyšovanie gradientu alebo stroje na
zvyšovanie gradientu. Zlepšeńım je technika súborov, ktorá umožňuje pridávat’ nové
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modely na opravu chýb v existujúcich modeloch. Modely sa pridávajú postupne, až
kým sa nedosiahne požadované vylepšenie. Zvýšenie gradientu je pŕıstup, pri ktorom
sa vytvárajú nové modely, ktoré odstraňujú nedostatky a chyby predchádzajúcich
modelov a potom sa pridajú do konečnej predpovede. Nazýva sa to zvyšovanie gra-
dientu, pretože sa použ́ıva algoritmus na prechodový gradient, aby minimalizoval
stratu pri pridávańı nových modelov. Tento pŕıstup podporuje regresné a klasifikačné
predikat́ıvne modelovacie problémy [20].
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4 VÝSLEDKY EXPERIMENTÁLNEJ ČASTI
4.1 Výsledky testovania s databázou LFW
Testovanie sa zaoberalo presnost’ou a časovou náročnost’ou vybraných programov
na rozpoznávanie tváre – FaceNet a Face Recognition. Súbor údajov LFW [19] je
štandardným kritériom pri rozpoznávańı tváre. Test sa zaoberá porovnańım dvo-
jice obrázkov a určeńım či sa jedná o tú istú osobu. Ideálna prahová vzdialenost’
obmedzuje nesprávne určenie rozdielnych osôb ako rovnakých – FP (nad prahom)
a určenie rovnakých osôb ako rozdielnych – FN (pod prahom). Výsledky testovania
presnosti oboch programov sú v tab. 4.1.
Tab. 4.1: Výsledky testovania.
Grafickú závislost’ medzi nesprávnym určeńım rozdielnych osôb ako rovnakých a cit-
livost’ou merania je vidiet’ v grafe 4.1 na základe ROC kriviek. ROC krivka je krivka,
ktorá vyjadruje vzt’ah medzi citlivost’ou a špecifitou testu pre rôzne prahové hod-
noty. Najlepš́ı výsledok testu sa vyznačuje krivkou ROC, ktorá má najväčšiu plochu
pod krivkou. Ideálny test má plochu pod krivkou rovnú 1, čo znamená že má 100%
senzitivitu aj špecifitou. Z ROC kriviek v grafe 4.1 vidiet’, že lepšie výsledky do-
sahuje FaceNet. Má vyššiu citlivost’ merania pri nižšom počte nesprávne určených
rozdielnych osôb ako rovnakých, čo prestavuje chybu testovania pri ideálom prahu
(1) približne 0,13 % čo odpovedá presnosti 99,87 %. Face Recognition má chybu tes-
tovania pri ideálnom prahu (0,55) približne 0,14 %, čo je presnost’ 99,86 %.
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Obr. 4.1: Závislost’ medzi FP a citlivost’ou.
Podobné tváre podl’a Face Recognition majú osoby na obrázku 4.2 ale aj mnoho
d’aľśıch osôb, ktoré Face Recognition určil nesprávne ako rovnaké osoby.
Obr. 4.2: Nesprávne určenie rozdielnych osôb ako rovnakých – Face Recognition.
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FaceNet určil že na fotke je tá istá osoba napŕıklad pri osobách na obrázku 4.3.
Obr. 4.3: Nesprávne určenie rozdielnych osôb ako rovnakých – FaceNet.
Porovnávańım programov z časového hl’adiska je rýchleǰśı FaceNet, pri ktorom trvá
výpočet na jednej fotke priemerne 0,146 s a pri Face Recognition trvá výpočet na
jednej fotke priemerne 0,454 s.
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4.2 Výsledky testu s databázou vidéı a obrázkov
Databázu tvoŕı 24 neznámych l’ud́ı, z ktorých každý má 75 fotiek. Fotky sú vo vel’mi
dobrej kvalite a každá osoba má fotky z rôznych uhl’ov tváre, s bočnými pohl’admi,
zavretými očami, miernym úsmevom alebo podsadeńım brady a vytvoreńım tzv.
dvojitej brady. V databáze má každý človek l’ubovol’ný počet vidéı, v obvyklom
trvańı 2 až 3 s. Videá sú v horšej kvalite a sú častokrát rozmazané.
Testovanie s databázou obrázkov a vidéı vo vel’mi dobrej kvalite dopadlo horšie ako
testovanie s databázou LFW. Výsledky testu sú vidiet’ v tabul’ke 4.2.
Tab. 4.2: Výsledky testovania na databáze s videami
Pri testovańı s databázou vidéı a obrázkov neznámych l’ud́ı sa zhoršila presnost’
oboch programov. FaceNet dosahoval presnost’ len 99,52 %, čo predstavuje zhoršenie
o 0,35 %. Face Recognition má presnost’ 99,71 %, čo znamená že si zhoršil presnost’
o 0,15 % oproti testovaniu s databázou LFW.
Výber vzorových obrázkov, ktoré sa nachádzajú v databáze s videami je vidiet’ na
obr. 4.4.
Obr. 4.4: Vzorové obrázky z databáze s videami.
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Ďalej testovanie prebiehalo už len s programom Face Recognition, nakol’ko dosa-
hoval lepšie výsledky presnosti a chybovosti pri testovańı s databázou neznámych
osôb. Pre zlepšenie výsledkov na testovańı s databázou vidéı a neznámych osôb bolo
vyskúšané vziat’ do úvahy priemer, medián a smerodajnú odchýlku z vypoč́ıtaných
pŕıznakov pre každú osobu z databázy neznámych osôb zo 75 fotiek každej osoby.
Pre výpočet priemeru zo 75 pŕıznakov pre každú osobu bola použitá funkciu v ja-
zyku python numpy.avarage. Následne boli výsledky uložené do textového súboru.
Podobne bol vypoč́ıtaný medián pre každú neznámu osobu zo 75 pŕıznakov. Pre
výpočet bola použitá funkciu numpy.median a výsledný vektor bol taktiež uložený
do súboru pre každú osobu. Testovanie s databázou vidéı sa však aj po použit́ı prie-
meru a mediánu moc nezlepšilo. Výsledky testovania je vidiet’ v nasledujúcej tabul’ke
4.3.
Tab. 4.3: Výsledky testovania s použit́ım priemeru a mediánu.
V porovnańı s tabul’kou 4.2 je vidiet’, že pri testovańı Face Recognition s použit́ım
priemeru z vypoč́ıtaných pŕıznakov sa výsledná chybovost’ zńıžila o 0,0361 %. Pri tes-
tovańı s použit́ım mediánu sa výsledná chybovost’ programu Face Recognition zńıžila
o 0,0288 %. Tu je vidiet’, že vyššie zńıženie chybovosti nastalo pri testovańı s použit́ım
priemeru. Chybovost’ programu Face Recognition bolo d’alej skúšané zńıžit’ tým,
že sa pridelila každej osobe určitá váha. Tomu predchádzal výpočet smerodajnej






(𝑥𝑖 − 𝑥)2 (4.1)
Následne bola vypoč́ıtaná aj smerodajnú odchýlku pre databázu LFW a výsledok
bol uložený do súboru. Zo smerodajnej odchýlky databázy LFW a zo smerodajných






Váhy pre každú osobu boli upravené normalizáciou tak, aby súčet hodnôt v každom







Ďalej bola každá hodnota vo vektore váhy vynásobená vypoč́ıtanou konštantou
každej osoby. Výsledkom bol vektor normalizovanej váhy, ktorého súčet hodnôt bol
128 pre každú osobu. Pre lepšie znázornenie boli normalizované váhy vykreslené pre
3 náhodné osoby. Výsledky normalizovaných váh je vidiet’ na grafe 4.5. Je zrejmé
že, hodnoty normovaných váh sú pre všetky osoby približne rovnaké.
Obr. 4.5: Vykreslenie normovaných váh pre 3 osoby
Normalizované váhy boli použité pri testovańı s databázou vidéı a výsledky testo-
vania sú zobrazené v nasledujúcej tabul’ke 4.4.
Tab. 4.4: Výsledky testovania s použit́ım priemeru a normovaných váh
V porovnańı s tabul’kou 4.3 a konkrétnych výsledkov s použit́ım priemeru je vidiet’, že
normováhy pre každú osobu nepomohli zńıžit’ chybovost’ programu Face Recognition.
Naopak, s použit́ım normováh sa chybovost’ zvýšila o 0,00365 % oproti testovaniu iba
s priemerom. To môže byt’ spôsobené tým, že pri teste programu Face Recognition
s použit́ım len priemerných pŕıznakov každej osoby boli brané do úvahy len fotky
neznámych osôb, ktoré sú vo vel’mi dobrej kvalite. Pri testovańı s normováhami sa vo
výpočte váh zohl’adňovala aj smerodajná odchýlka databáze LFW. Nakol’ko sú fotky
v databáze LFW v zlej kvalite, môže toto byt’ hlavná pŕıčina, prečo sa pri testovańı
s normovanými váhami chybovost’ programu Face Recognition ešte o trochu zvýšila
oproti testovaniu s priemerom.
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4.3 Výsledky testovania s programom XGBoost
Na automatizáciu porovnávania osôb z databázy LFW s databázou vidéı a obrázkov
neznámych osôb bol použitý program XGBoost. Pre testovanie bol vytvorený pre
každú osobu vlastný model, ktorý bol uložený do súboru. Ked’ bolo vytvorených
všetkých 24 modelov, prebehlo nač́ıtanie z pamäti a následný výpočet. Výstup XG-
Boostu boli jednotlivé počty TP, TN, FP a FN z ktorých boli následné vypoč́ıtané
potrebné štatistické údaje ako napŕıklad presnost’, chybovost’, senzitivita, falošne
pozit́ıvny pomer a podobne. Na nájdenie ideálneho pomeru presnosti a chybovosti
bolo potrebné nájst’ ideálnu prahovú vzdialenost’. Testovanie bolo začaté s prahovou
vzdialenost’ou 0,005 a následné bol prah zvyšovaný až po 0,15. Výsledky boli spra-
cované do tabul’ky 4.5.
Tab. 4.5: Výsledky testovania XGBoostu
Ako je vidiet’ v tabul’ke 4.5, ideálna prahová vzdialenost’ je 0,04. Pri tejto vzdia-
lenosti má program presnost’ 97,86 % a chybovost’ 2,14 %. Pri zväčšovańı prahovej
vzdialenosti sa zhoršovala presnost’ aj narastala chybovost’ programu, načo má vplyv
hlavne fakt, že referenčné fotky neznámych l’ud́ı sú vo vel’mi dobrej kvalite oproti
testovaćı videám z tejto databázy. Rozdiel v kvalite obrázkov a vidéı bolo pokúšané
zmiernit’ rozš́ıreńım databázy neznámych osôb o náhodnú úpravu fotiek. Náhodne
vybraná fotka bola bud’ zmenšená na polovicu, Gaussovo rozmazaná alebo bola ap-
likovaná afinna transformácia. Na všetky tieto úpravy bola použitá priamo funkcia
v pythone pomocou knižnice cv2. Vd’aka týmto úpravám vznikla väčšia variabi-
lita pôvodných sńımok. Avšak, ani napriek zhoršeniu kvality referenčných fotiek
sa program nedokázal dobre vysporiadat’ s rozdielom v kvalite medzi referenčnými
obrázkami a testovaćımi videami. Výsledná štatistika je zobrazená v grafe 4.6.
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Obr. 4.6: Závislost’ medzi FP pomerom a citlivost’ou
Ako vidiet’, výsledky testovania s XGBoostom nedosahujú dobré výsledky. V porov-
nańı s ROC krivkou Euklidovskej vzdialenosti je ROC krivka XGBoostu výrazne
horšia. Principiálne bol však postup testovania správny a pri použit́ı iných databáz
môžu byt’ výsledky viditel’ne lepšie. V budúcnosti by bolo zauj́ımavé tieto zistenia
rozvinút’ a overit’.
Na záver experimentálnej časti bolo otestované rozpoznávanie osôb na jednotlivých
sńımkoch vidéı. Databáza obsahuje 1 105 vidéı. Každá osoba má l’ubovolný počet
vidéı. Testovanie pozostávalo z prechádzania všetkých vidéı a výpisu osoby, ktorú
na sńımke program rozpoznal. Za správne určené video bolo považované to, kde
najväčš́ı počet rozpoznaných tvári v jednotlivých sńımkoch odpovedal danej osobe.
Face Recognition určil správne 1 063 vidéı a iba na 38 videách nastala chyba v ne-
správnom rozpoznańı osoby na sńımke. 4 videá boli tak v zlej kvalite, že program
z nich nedokázal rozpoznat’ žiadnu osobu. Výsledky sú v grafe 4.7.
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Obr. 4.7: Počet vidéı určených bez chyby, s chybou a neurčených vôbec
Z celkového hl’adiska mal však program dobrú presnost’ a primárne určil, že na
sńımkoch videa prevláda osoba, ktorá v skutočnosti na videu naozaj je. Percentuálne
vyjadrenie priemerného počtu správne určených sńımok z celkového počtu rozpoz-





kde TP je 9 693 (počet správne rozpoznaných sńımok vidéı) a Total je 9 742 (celkový
počet rozpoznaných sńımok vo videách).
Podobne bolo vypoč́ıtané aj percentuálne vyjadrenie priemerného počtu nesprávne
určených sńımok z celkového počtu. Počet nesprávnych sńımkov je 49. Štatistiku
testu je možné pozorovat’ z grafu 4.8.




Práca sa zaoberala rozpoznávańım l’udských tváŕı v obrazoch pomocou algoritmov
hlbokého učenia. Ciel’om danej práce bolo oboznámenie sa s technikami hlbokého
učenia; rozobratie súvisiacich pŕıstupov, najmä konvolučných neurónových sieti;
preskúmanie existujúcich programov na rozpoznávanie l’udských tváŕı v obraze a vy-
tipovanie dvoch najlepš́ıch programov na testovanie z hl’adiska presnosti a časovej
náročnosti.
Bola uskutočnená inštalácia programov na rozpoznávanie l’udských tváŕı – FaceNet
a Face Recognition. Na základe testovania s databázou obrázkov známych l’ud́ı LFW
bola stanovená presnost’ jednotlivých programov. Tu bolo overené, že lepšie výsledky
s databázou LFW dosahuje program FaceNet. Presnost’ pri ideálnej prahovej vzdia-
lenosti bola 99,87 %. Presnost’ Face Recognition bola len o trochu nižšia a to 99,86 %,
pri ideálnej prahovej vzdialenosti. Pri tejto vzdialenosti program dosahoval chybu
testovania len 0,14 %. Pri testovańı programov s reálnymi dátami l’ud́ı vo videu sa
presnost’ programov trochu zńıžila. Pri FaceNet bola presnost’ na dátovej sade s vi-
deami 99,52 % a pri Face Recognition sa presnost’ pohybovala okolo 99,71 %.
Pre zlepšenie výsledkov boli navrhnuté metódy na zńıženie chybovosti v pŕıpade,
že je k dispoźıcíı viac ako jeden referenčný sńımok osoby. Bola otestovaná metóda
priemeru a mediánu, pričom lepšie výsledky boli dosiahnuté pri požit́ı priemerného
vektoru. Pri tomto teste dosahoval Face Recognition presnost’ 99,75 %. Pri testo-
vańı s použit́ım mediánu bola presnost’ programu 99,74 %. V práci bola overená aj
metóda pridelenia váhy každému modelu. Táto metóda sa moc neosvedčila nakol’ko
Face Recognition pri nej dosahoval presnost’ 99,74 %. Z otestovaných metód je možné
považovat’ za najlepšiu metódu testovanie s priemerom.
Pri teste časovej náročnosti dosahoval lepšie výsledky FaceNet, ktorý ukončil výpočet
parametrov na jednej fotke za približne 146 ms, pričom pri Face Recognition to bolo
453 ms.
Na automatizáciu rozpoznávania osôb bol použitý program XGBoost. Pri ideálnej
prahovej vzdialenosti 0,04 dosahoval presnost’ 97,86 %. Tento výsledok je výrazne
horš́ı ako napŕıklad pri použit́ı priemerného vektoru. Program sa nedokázal adap-
tovat’ na výrazný rozdiel v kvalite referenčných fotiek oproti testovaćım fotkám.
Na záver experimentálnej časti bolo otestované rozpoznávanie osôb na jednotlivých
sńımkoch vidéı. Percentuálny počet správne určených sńımok bol 99,497 % oproti
0,503 % nesprávne určených sńımok.
V práci boli experimentálne otestované presnosti a časové náročnosti programov
FaceNet a Face Recognition. Oba programy dosahovali nižšiu presnost’ pri použit́ı
databázy s videami, kde bolo k dispoźıcii viac referenčných sńımok danej osoby. Z
výsledkov je najideálneǰsie testovanie s použit́ım priemerného vektoru vypoč́ıtaných
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pŕıznakov pre dané osoby. Vzhl’adom na vel’ký rozdiel v kvalite referenčných a tes-
tovaćıch obrázkov, testovanie s programom XGBoost dopadlo horšie. Pre zlepšenie
výsledkov s programom XGBoost by bolo dobré do budúcnosti overit’ presnost’ na
databázach s menš́ım rozdielom v kvalite obrázkov.
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¡https://www.hindawi.com/journals/acisc/2017/1320780/¿
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Na priloženom CD sa nachádza BakalárskaPráca VeronikaHorňáková.pdf, ktorá ob-
sahuje textovú čast’ záverečnej práce. Ďalej CD obsahuje dve ukážkové databázy –
Test image database fromLFW a database2. Test image database fromLFW obsa-
huje 3 osoby z databazy LFW. Database2 by mali tvorit’ referenčné fotky neznámych
l’ud́ı. Pre demonštračné účely obsahuje database2 pät’ osôb z databázy LFW. Pre
testovanie je vhodné doplnit’ do adresára Test image database fromLFW celú da-
tabázu LFW. Do database2 je vhodné dat’ fotky neznámych osôb a pre testovanie
s XGBoostom je nutné pridat’ do database2 testovacie videá.
Ďalej sa tu nachádzajú štyri skripty. V pŕıkazovom riadku je vhodné najprv spustit’
Calcelate Distances.py, pomocou ktorého sa vypoč́ıtajú pŕıznaky z obrázkov z da-
tabázy Test image database fromLFW. Výsledky sa uložia do symptoms.txt. Ako
nasledujúce treba spustit’ Modify Images.py. Modify images.py vypoč́ıta pŕıznaky na
obrázkoch z databázy database2 a ulož́ı ich do textového súboru do zložky každej
osoby. Vypoč́ıta pŕıznaky z pôvodnej fotky a potom náhodne fotku rozmaže, zmenš́ı
alebo transformuje a vypoč́ıta pŕıznaky aj z modifikovaných fotiek. Ako nasledujúce
sa spust́ı skript XGBoost CreateModel.py. Tento skript nám vytvoŕı vlastný model
pre každú osobu z database2 a ulož́ı do textového súboru. Nakoniec pomocou XGBo-
ost ProcessModel.py prebehne nač́ıtanie vytvorených modelov a porovnávanie osôb.
Program nakoniec vyṕı̌se počet TP, TN, FP, FN a total.
/ ................................................ koreňový adresár priloženého CD
BakalárskaPráca VeronikaHorňáková.pdf...............Text záverečnej práce
Test image database fromLFW.........................Vzorová databáza LFW
database2..........................................Databáza neznámych osôb
Calculate Distances.py.........Skript na výpočet pŕıznakov z databázy LFW
Modify Images.py.....................Skript na výpočet pŕıznakov z database2
XGBoost CreateModel.py...............Skript na vytvorenie vlastných modelov
XGBoost ProcessModels.py...Skript na nač́ıtanie modelov a rozpoznávanie osôb
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