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Résumé – Comme pour le système visuel (en particulier les photorécepteurs de la rétine) pour lequel une seule couleur est échantillonnée à 
chaque position spatiale, il existe une catégorie d’images couleurs provenant de camera dites mono-CCD, pour lesquelles une seule couleur 
par pixel est à disposition. Ce type d’échantillonnage correspond à un multiplexage spatial des informations de couleur, mélangeant les 
informations chromatiques avec la dimension spatiale. Nous avons étudié l'échantillonnage spatio-chromatique de la rétine humaine et 
découvert qu’il code indépendamment les informations de luminance de celles d’opposition de couleurs dans la représentation de Fourier 
spatiale. Cette analyse nous permet de définir un algorithme efficace d’interpolation dans le cadre des images acquises par une camera mono-
CCD. 
Abstract – As in the visual system (in particular retina photoreceptors) where only one color is sampled at each spatial location, there is a 
kind of color images coming from so-called mono-CCD cameras, where there is only one color by pixel. This kind of color sampling is a 
spatial multiplexing of color information, mixing chromatic information with spatial dimension. We have studied this spatio-chromatic 
sampling in case of the human retina and found that it processes independently luminance information and opponent colors in the Fourier 
spatial spectrum. This analysis allow us to define an efficient interpolation algorithm for color images sampled by mono-CCD cameras. 
 
1. Introduction 
Une image couleur est généralement constituée de trois 
matrices de pixels, acquises par trois capteurs mesurant les 
énergies reçues dans trois bandes de longueur d’onde. Pour 
réduire le coût de fabrication des capteurs numériques, il a été 
proposé d’échantillonner une image couleur avec un seul 
capteur sur lequel est placé une matrice de filtres couleurs, 
appelé « Color Filter Array » (CFA). A chaque pixel d’une 
telle image correspond une sensibilité chromatique et l’on 
peux dire qu’il n’y a qu’une couleur par pixel. La plus 
commune des matrices de filtres couleurs, voir figure 1, est 











Figure 1 : Représentation de la matrice de filtres couleur Bayer 
CFA. 
A partir d’une image acquise a travers une matrice de 
filtres couleurs il est nécessaire d’interpoler les pixels 
manquants dans chacun des plans couleur, pour permettre une 
manipulation des images sur d’autres supports numériques. 
Autrement dit il est nécessaire de transformer l’image avec 
une couleur par pixel en une image à trois couleurs par pixel. 
Plusieurs solution à ce problème ont été proposé dans la 
littérature [1-19]. La solution la plus simple consiste à utiliser 
un filtre bilinéaire et interpoler chaque plan indépendamment. 
Cette solution est très efficace, mais génère un lissage de la 
luminance et l’apparition de fausses couleurs comme en 
témoigne la figure 2. 
 
      
(a)              (b) 
Figure 2 : Interpolation d’image par un filtre bilinéaire appliqué 
sur chaque plan. (a) Image original (b) image interpolée après sous 
échantillonnage par la matrice de filtres couleurs 
Il est possible de s’inspirer du système visuel humain pour 
réaliser cette interpolation [21]. En effet la rétine, qui contient 
les récepteurs visuels, peut-être comparée à une matrice de 
filtres couleurs, car chacun des photorécepteurs est sensible à 
une seule gamme de longueur d’onde, donc une seule couleur 
est échantillonnée à chaque position spatiale. Or il est montré 
par les expériences de psychophysique que le système visuel a 
une grande acuité spatiale en luminance et code la couleur en 
opposition de composantes, avec une moindre acuité. Nous 
allons voir que ce codage de l’image apporte une solution 
élégante au problème de cette interpolation. 
2. Échantillonnage spatio-chromatique 
2.1 Multiplexage spatial des couleurs 
Une image couleur est habituellement définie par trois 
plans, chacun correspondant à l’énergie mesurée par le 
capteur dans trois domaines de longueur d’onde. Appelons 
I= Ci{ }, i∈ R,G, B[ ] une telle image. 
Pour comprendre quelles informations sont contenues dans 
une image ou les couleurs sont multiplexées spatialement, 
nous allons simuler la transformation d’une image en trois 
composante à une image avec une seule couleur par pixel. 
Nous pouvons écrire qu’une image )(kR acquise a travers une 
matrice de filtre couleur s’écrit : 
 
R(k)= Ci (k).mi (k)i∑
 (1)  
avec ( )yxk ,= , x et y étant entiers. 
 Où )(kCi  représente les trois plans couleurs et )(kmi sont 
trois fonctions à valeur 0 ou 1, suivant que la couleur de type 
i  est présente ou non à la position k . Dans le cas de la 
matrice de filtres couleurs inventée par Bayer les fonctions 
)(kmi sont les suivantes : 
 
mR(x,y) = (1+ cos(πx))⋅(1+cos(πy)) /4
mG(x,y) = (1−cos(πx)⋅cos(πy))/2
mB(x,y) = (1−cos(πx))⋅(1−cos(πy)) /4
 (2) 
Ces fonctions prennent uniquement les valeurs 0 ou 1 pour 
les positions entières. Ces fonctions de modulation spatiales 
ont une partie constante et une partie fluctuante. Comme ces 
fonctions sont binaires la partie constante peut-être définie 
par la moyenne. Cette moyenne est équivalente à la 
probabilité que le récepteur soit présent à la surface du 
capteur. Donc nous pouvons décomposer les fonctions de 
modulation en une partie constante, égale à la probabilité de 
présence de la couleur donnée sur le capteur et une fonction 
de modulation appelée ˜ m i (k ). 
 mi (k )= pi + ˜ m i (k)  (3) 





   + Ci (k) ˜ m i (k)i∑
Chr(k)
    (4) 
Nous appelons la première partie Lum(k)  car c’est une 
combinaison positive des trois signaux RGB et la deuxième 
partie Chr(k) .  
Remarquons que la luminance ne dépends pas des 
fonctions de modulation, la luminance est définie à chaque 
position spatiale, c’est à dire avec le maximum de résolution. 
Dans le cas de la matrice de filtres couleurs définie par Bayer, 
il y a deux fois plus de récepteur vert que de rouge et de bleu, 
il s’ensuit que la luminance est définie par (R+2G+B)/4. Nous 
voyons donc que la « chromaticité » de la luminance doit être 
en correspondance avec le capteur pour obtenir un maximum 
de résolution pour celle-ci. 
Voyons maintenant quel type de signal est porté par la 
chrominance. Pour cela nous allons regarder celle-ci en face 
de chaque type de photorécepteurs. C’est à dire nous allons 
multiplier la chrominance par une des fonction de modulation 
pour sélectionner les positions de la chrominance en face d’un 
seul type de photorécepteur. Remarquons tous d’abord que : 
 ˜ m i (k )=(1−pi )mi (k )− pm (k)≠i∑  (5) 
D’ou : 
Chr(k).mj(k)=mj(k). Ci(k) (1−pi)mi(k)− pm(k)≠i∑[ ]i∑  
 =(1−pj )C j (k)− pC(k)≠ j∑  (6) 
Cette dernière équation montre que la chrominance est en 
fait composée de trois oppositions de couleur. Par exemple 





4CB(k)  (7) 
Qui est proche de rouge moins cyan. 
En multipliant par les fonctions de modulation on réalise 
une sorte de démultiplexage du signal de chrominance. 
2.2 Représentation spectrale 
Dans le cas de la rétine naturelle la disposition des 
photorécepteur est aléatoire, donnant des fonctions de 
modulation n’ayant aucune régularité et dont le spectre de 
chrominance est diffus. Dans le cas de la matrice de Bayer, 
nous avons vu que les fonctions de modulation sont 
périodiques, composées de fonctions sinusoïdales. Leur 
représentation en Fourier est alors localisée.  
( ) ( )1 11 12ˆ ( , ) 2
1 11 1
m fx fy fx r fy sR r sr s
π δ π δ π
     = − ⋅ −∑ ∑   + +
=− =−     
( ) ( )1 12 2ˆ ( , )
1 10 0
m fx fy fx r fy sG r sr s
π π δ π δ π
      = − − ⋅ −∑ ∑   + +≠ ≠     (8) 
( ) ( ) ( ) ( )1 12ˆ ( , ) 2
1 1
r s
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π δ π δ π
   
− −   
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La figure 3(d) montre un exemple du spectre d’une image 
couleur échantillonnée par la matrice de Bayer.  
La luminance précédemment définie se trouve au centre du 
spectre, de période en accord avec la résolution maximale, 
c’est à dire avec un maximum d’énergie localisée en base 
fréquence du spectre. Alors que la chrominance, qui comme 
nous l’avons vu est modulée, se trouve centré sur les bords du 
spectre. A partir de la décomposition précédente il est 
possible de déterminer quelle partie du spectre est contenue 
dans chacune des neufs parties du spectre. 
 
ˆˆ ˆˆ ( ) ( ) ( ) ( )
ˆ ˆ( ) ( )
R fk p C fk C fk m fki i i ii i
lum fk Chr fk
= + ∗∑ ∑    (9) 
Comme nous pouvons le constater sur la figure 3, la 
luminance au milieu du spectre à une plus grande largeur de 
bande que la chrominance. Ceci est dû à la corrélation qui 
existe entre les différentes plans de couleurs. En effet on peux 
espérer, sauf dans des cas de figures particuliers, que la 
somme de signaux corrélés (ie la luminance) occupe une plus 
grande largeur de bande que la différence (ie la chrominance). 
En effet sur la figure 3, malgré que le spectre des plans rouge 
vert et bleu semble donner une part quasiment égale entre le 
lobe central et les lobes de périphérie, le spectre de r(k) 
(figure 3(d)) montre une large prédominance de la luminance 
par rapport à la chrominance. Cette propriété est 
indémontrable sans supposer un modèle spectral d’image, 
mais nous pouvons espérer qu’elle a lieu pour toutes images 
naturelles. 
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Figure 3 : Transformée de Fourier 2D de (a) l’image rouge sous 
échantillonnée (b) l’image verte (c) l’image bleue (d) l’image 
complète avec une seule couleur par pixels. 
La taille du spectre de luminance comparée à celle de la 
chrominance nous permet de reconstruire une luminance de 
plus grande largeur de bande que celle imposée par la théorie 
de Shannon, comme nous allons le voir dans le paragraphe 
suivant. 
3. Reconstruction de l’image couleur 
A partir du spectre de l’image couleur sous-échantillonnée, 
nous voyons que la luminance et la chrominance sont 
localisées. Il est donc possible d’estimer la luminance par un 
filtrage passe-bas de l’image multiplexée. Ensuite la 
chrominance peut être extraite par simple soustraction de la 
luminance à l’image multiplexée. Comme nous l’avons vu, 
cette chrominance est multiplexée spatialement et les 
fonctions de modulation précédemment définies permettent 
de réaliser le démultiplexage. Finalement il est possible 
d’interpoler la chrominance démultiplexée par un filtre 
bilinéaire. Notons au passage que cette interpolation n’affecte 
pas la qualité de l’image car le système visuel humain est peu 
sensible à la résolution spatiale de la chrominance. Ensuite 
l’image couleur est reconstruite comme la somme de la 
luminance estimée et la chrominance interpolée. Le 




















Figure 4 : Diagramme de reconstruction. 
 
Le filtre passe-bas de luminance optimal doit être calculé 
en fonction de l’appareil d’acquisition et de ses propriétés 
spatiales. Il est également possible de déterminer le filtre 
optimal pour une image donnée en connaissant la densité de 
probabilité de chacun des plans. 
Mais dans le cas général il est impossible de calculer le 
filtre optimal. Nous savons seulement que celui-ci doit 
s’annuler pour les fréquences correspondant au centre de la 
chrominance ( { })0,(),,(),( πππ=fyfx ) et être unitaire pour la 
fréquence centrale )0,0(),( =fyfx . Si nous choisissons par 
exemple d’utiliser un filtre à réponse impulsionnelle finie, 
avec une taille de 5x5, nous pouvons imposer en plus des 
zéros que la partie de la luminance soit la plus plate possible. 
Le filtre suivant réalise ces conditions. La figure 5 montre la 
fonction de transfert de ce filtre. 
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Figure 5 : Noyau du filtre de sélection de la luminance et réponse 
fréquentielle correspondante. 
 
Il est difficile de réaliser avec un filtre à réponse 
impulsionnelle finie de taille 5x5, le gabarit de filtre que nous 
voulons. Celui de la figure 5 est montré à titre d’exemple. 
Pour l’interpolation de la chrominance, le filtre interpolateur 
peut-être très passe-bas, réduisant ainsi les erreurs 
d’estimation de la chrominance. 
La figure 6 montre les différentes étapes de reconstruction 
de l’image couleur. Nous voyons qu’il subsiste des artefacts 
de fausse couleur, spécialement dans les zones de hautes 
fréquences de luminance. En effet dans ces zones la 
luminance et la chrominance se recouvrent, générant ainsi un 
bruit de chrominance sur luminance. Pour palier ces artéfact , 
il serait nécessaire de réaliser un filtrage adaptatif tenant 
compte des fréquences locales. Mais ce n’est pas le sujet de 
cet article. 
 
   
(a)   (b) 
 
(c) 
Figure 6 : (a) Image de luminance estimée (b) Image de 
chrominance démultiplexée et interpolée (c) Image reconstruite 
4. Conclusions 
Le modèle d’échantillonnage spatio-chromatique de la 
rétine humaine nous permet de définir un algorithme de 
reconstruction d’image sous-échantillonnée. Le sous-
échantillonnage est ici régulier, alors que dans la rétine 
humaine les photorécepteurs sont disposés aléatoirement[20].  
En dépit de cette différence le système visuel humain nous 
a servi de modèle pour comprendre comment la luminance 
peut-être estimée avec le maximum de résolution. 
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