Computational investigations of cellular functions: Three cases  on membrane morphogenesis, organization and assembly of a  multi-protein complex, and the molecular origin of muscle  elasticity by Hsin, Ya-chieh
c© 2010 Ya-chieh Hsin
COMPUTATIONAL INVESTIGATIONS OF CELLULAR FUNCTIONS: THREE CASES
ON MEMBRANE MORPHOGENESIS, ORGANIZATION AND ASSEMBLY OF A
MULTI-PROTEIN COMPLEX, AND THE MOLECULAR ORIGIN OF MUSCLE
ELASTICITY
BY
YA-CHIEH HSIN
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Physics
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2010
Urbana, Illinois
Doctoral Committee:
Assistant Professor Aleksei Aksimentiev, Chair
Professor Klaus Schulten, Director of Research
Professor Taekjip Ha
Associate Professor Alfred Hubler
Abstract
In this article, three biological inquiries on cellular functions investigated through a combination of theoretical
and computational methods are discussed: the morphology of the biological membrane, assembly of a multi-
protein complex, and the molecular origin of elasticity in muscle protein.
In the photosynthetic purple bacterium Rhodobacter (Rba.) sphaeroides, light is absorbed by membrane-
bound light-harvesting proteins LH1 and LH2. LH1 directly surrounds the reaction center (RC) and, together
with PufX, forms a dimeric (RC-LH1-PufX)2 protein complex known as the photosynthetic core complex.
In LH2-deficient Rba. sphaeroides mutants, core complex dimers aggregate into tubular vesicles with a
radius of ∼25-55 nm, making core complex dimer one of the few integral membrane proteins known to
actively induce membrane curvature. A three-dimensional electron microscopy density map showed that the
Rba. sphaeroides core complex dimer exhibits a prominent bend at its dimerizing interface. To investigate
the curvature properties of this highly bent protein, molecular dynamics simulations were employed to fit
an all-atom structural model of the core complex dimer within the electron microscopy density map. The
simulations reveal how the dimer produces a membrane with high local curvature, the curvature matching
the size of the tubular vesicles containing only core complex dimers.
To understand the molecular basis of the bent geometry of the Rba. sphaeroides core complex dimer,
the PufX protein was subject to further investigation. To date, no high resolution structure is available
for the entire Rba. sphaeroides core complex dimer. In particular, the location of PufX within the core
complex dimer is debated. Placement of PufX has direct implication on the dimerizing mechanism and
the self-assembly process of the Rba. sphaeroides core complex dimer. We have constructed and tested
via molecular dynamics a model of PufX dimer based on the Glycophorin A (GlyA) dimer. The PufX
dimer model was shown to be structurally stable both in its monomeric and dimeric states, and the residues
participating in PufX helix-helix interactions in the dimeric state were identified. The dimerized PufX
helices display a stable GlyA-like crossing angle, which, during the self-assembly process, possibly results
in the highly bent and V-shaped structure of core complex dimer responsible for inducing local membrane
curvature in the photosynthetic membrane.
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Titin is a mechanical protein that protects muscle from overstretching by producing a restoring force
when a muscle fiber is extended beyond its normal length. Force spectroscopy studies have shown that titin
exhibits several regimes of elasticity. Disordered segments bring about a soft, entropic spring-type elasticity;
secondary structures of titins immunoglobulin-like (Ig-) and fibronectin type III-like (FN-III) domains pro-
vide a stiff elasticity. We demonstrated that titin exhibits a third type of elasticity due to tertiary structure
and involving domain-domain interaction and reorganization along the titin chain. Through simulations
employing equilibrium molecular dynamics, steered molecular dynamics, and free-energy calculations, the
mechanical properties of a six-Ig domain of titin (I65-I70), for which a crystallographic structure is available,
were investigated. The results reveal a soft tertiary structure elasticity. A remarkably accurate statistical
mechanical description for this elasticity is derived and applied. Simulations studied also the stiff, sec-
ondary structure elasticity of the I65-I70 chain due to the unraveling of its domains and revealed how force
propagates along the chain during the secondary structure elasticity response.
iii
To my family, and all who have kindly treated me as one.
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Chapter 1
Introduction
During my time at Professor Schulten’s Theoretical and Computational Biophysics Group, I was very for-
tunate to have participated in several projects that I feel deal with very biologically relevant topics. These
projects diverge in the systems studied, and the questions being asked are also vastly different. However,
looking back, there has been always a clear theme: we would like to understand the precise molecular mecha-
nisms that drive a particular cellular function by employing a combination of computational and theoretical
methods.
In this article, three cases of such investigations are presented: the morphology of the biological mem-
brane, organization and assembly of a multi-protein complex, and the molecular origin of elasticity in a
muscle protein. After some thoughts I regret to leave out our work on the excitation energy transfer network
in the photosynthetic core complex [3; 4] and on myosin VI. For the former case I feel my colleagues have
provided the most essential brainpower, and these works would be best presented by the masterminds; for
the latter case, we are still developing our thoughts and understandings of the messages in the simulation
and experimental data. Hopefully this story will be told in a wholesome form very soon.
1.1 The morphology of the biological membrane
When I joined TCBG, Klaus kindly introduced me to the organelle-scale system of bacterial photosynthetic
unit. The group has worked on photosynthesis-related problems for perhaps more than three decades,
elucidating the mechanism with which bacteria harvest sunlight via protein-bound pigments and how this
energy is rapidly transported [3; 5–28], how then the light energy is processed in the reaction center (RC) [29–
38], and also the structure of a light-harvesting protein-pigment complex [39–44]. It was overwhelming both
in terms of Klaus’s contribution to the field, as well as the amount of knowledge to digest. Along with TCBG
members JC Gumbart, Danielle Chandler, and two other students, we had a weekly study group to slowly
catch up with the literature and piece by piece learn the complex photosynthetic unit made up of hundreds
of protein complexes. Eventually we were drawn to one particularly intriguing aspect of the bacterial
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photosynthetic unit: while some photosynthetic units are spherical invaginations of the membrane, others
reside in flat, lamellar membrane in different bacterial species [45–48]. This aspect is particularly fascinating
as these membranes, spherical or flat, were seen to house mainly only two types of light-harvesting complexes
in various imaging studies [49–55]. It was then appealing to appoint these light-harvesting complexes as the
determinant of the shapes of the photosynthetic membranes, and molecular dynamics simulations were
carried out to test this hypothesis. After few months of running computationally costly (at the time)
simulations, our prayers were answered and we observed that the two light-harvesting complexes each bend
the membrane via very different mechanisms [56].
At the time, Anton Arkhipov and Ying Yin in the TCBG were in the midst of their productive in-
vestigation on the BAR domain [57–60], arguably the poster child for the family of membrane curvature-
sensing proteins [61; 62]. This circumstance made it even more exhilarating to be working on the problem
of membrane-remodeling, as BAR domain employs yet another molecular mechanism to sculpt the mem-
brane [57–62]. Indeed, the geometry of cellular membrane is beginning to be recognized as an important
mechanism for membrane-protein organization (in addition to the critical cellular functions such as cellular
compartmentalization, endocytosis, exocytosis, etc. [61–64]), acting as a queue to signal certain curvature-
sensing proteins (and lipid molecules as well) to be at the right place at the right time in cells [65–67].
In Chapter 3, one of the aforementioned light-harvesting complex partially responsible for the shape of
photosynthetic membrane is discussed. This protein complex is known as the photosynthetic core complex,
a large molecular assembly composed of the light-harvesting complex 1 (LH1) and the reaction center (RC).
In certain species, a third protein, PufX, is found, although its location is yet to be pinpointed. We found
that the dimeric photosynthetic core complex in Rhodobacter (Rba.) sphaeroides has a unique overall shape:
it is an integral transmembrane protein that is intrinsically bent, looking V-shaped when viewed along
the membrane. A direct consequence of this geometry is that the core complex imprints its shape to the
membrane, inducing cylindrical curvature that, when the core complexes aggregate, form tubular membranes.
1.2 Organization and assembly of a multi-protein complex
That core complex dimer bends the membrane via its geometry was not the end of the story. As there is no
full structure available for the photosynthetic core complex dimer, the question still remains why the core
complex possesses this unique arched shape.
With great help from Christophe Chipot, we carried out a series of simulations in attempt to answer this
question, discussed in Chapter 4. The structural element we considered was the elusive PufX protein, which
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is believed by some to be located at the center of the core complex dimer [53; 68]. This placement of PufX
requires the direct dimerization of PufX helices, and a model of the PufX dimer was thusly constructed and
tested. We proposed that the dimerization of PufX is feasible, and the conformation of a PufX dimer leads
naturally to the overall bending of the core complex dimer following the assembly of the LH1 and RC.
1.3 The molecular origin of protein elasticity
The third topic to be covered in this article veers away from the photosynthetic core complex. Through
the kindness of my officemate Eric Lee, who works on several mechanical proteins, I was encouraged to
start contemplating on how the elasticity in the muscle protein, titin, comes about. Titin is a chain-like
protein made up of mainly disordered segments and immunoglobulin-like (Ig-) or fibronectin type III-like
(FN-III) domains. The disordered segments of titin are thought to provide a soft, entropic elasticity, while
the unraveling of the secondary structures of the Ig- and FN-III domains allocates a much stiffer elasticity.
The publication of the crystal structure of a six-Ig domain segment of titin [69] rendered it possible to
probe a third type of elasticity that arises from the domain-domain arrangement in the titin chain. Eric
performed a steered molecular dynamics simulation stretching apart the six-Ig segment without disrupting
the secondary structure of the individual domains, and the force applied in stretching the chain (in the
0-100 pN range relevant for muscle function) was measured as a function of the extension of the chain. The
next task was to understand the shape of the resulting force-extension curve.
For this purpose we devised a statistical mechanical multidomain chain model, which uses data from
free-energy calculations as an input. The free-energy calculations were designed to probe the energetics
associated with two types of domain-domain motions: bending and twisting between domain pairs. With
lots of encouragement, direction, inspiration, and persistence from Klaus, we implemented these degrees of
freedoms one after another into the multidomain chain model, adding also the slight intrinsic stretching of
each domain (which I remember Klaus insightfully suggested over our lunch of steak and lobster in a bright
sunny day near a resort north of Seattle). Accounting for all these degrees of freedom, the force-extension
curve observed in simulation could be quantitatively accounted for by the model [70].
In a separate study, we revisited the secondary structure elasticity of a single titin Ig-domain with the aim
of bridging the simulation and experimental timescale. Restricted by available computational resources in
the past, simulations employing the steered molecular dynamics method typically were configured to unravel
single titin domains within the nanosecond timescale, whereas the equivalent timescale in atomic force
microscopy experiments is on the order of millisecond. The difference in timescale has historically posed the
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question if the molecular events observed in simulations are representative to those occurring in experiments.
To address this issue, a set of simulations were carried out to systematically test the relationship between
timescale and the unraveling events of a titin domain, with the longest simulation being in the microsecond
range. The results of these simulations demonstrated that the same molecular mechanism governs the
unraveling of a titin domain, and that measurements from simulations and experiments can be interpreted
by a single mathematical model [71]. With the timescale between simulation and experiment constantly
being narrowed, it is quite an exciting time to be a computational biophysicists. Being able to compare
directly with experimental results is allowing the molecular dynamics protocols to be accordingly adjusted
and become more and more accurate and realistic. It seems that molecular dynamics methodology is indeed
maturing into a “computational microscope” that Klaus has visioned, and I am glad to have witnessed some
of its development.
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Chapter 2
Molecular Dynamics Methodologies
Here we overview the computational methods employed in the investigations discussed in the following
chapters. Each of these methods are well-documented elsewhere in the stated references. Most of these
methods are highly flexible in their capability; the descriptions here are limited to how the methods were
applied for the present investigations.
2.1 Equilibrium molecular dynamics
Classical molecular dynamics (MD) is a computational method with which one studies the time-dependent
behaviors of a many-body system. MD is widely used to study the structure-function relationship of
biomolecules. A typical MD simulation typically contains a biomolecule of interest and other molecules
(i.e., water and ions) that render the environment as physiologically realistic as possible. The atoms within
these molecules are treated as point masses that exert forces on each other. According to laws of classical
mechanics, the interacting forces and the resulting movements of all atoms in the system can be computed
according to Newton’s Second Law:
~Fi = mi~¨ri, (2.1)
where ~Fi is the total force exerted on atom i, which is determined from a set of input parameters known as
the forcefield.
A MD forcefield contains a set of files that define how atoms apply forces on each other. These forces
are expressed as a sum of potentials:
UMD = Ubond + Uangle + Udihedral + Uimproper + Uvdw + Uelec. (2.2)
The first four terms describe the bonded interactions in the system: atoms that are chemically connected.
The four types of bonded interactions are illustrated in Figure 2.1. Bonded interactions are assumed to take
on harmonic forms, i.e., each bond (or angle) is represented by an equilibrium length (or angle) and a force
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constant. More precisely,
Ubond(r) =
1
2
kb(r − r0)2, (2.3)
where kb is the force constant of the bond and r0 is the bond equilibrium length. The treatment is similar
for the angle bending potential experience by atoms connected by two covalent bonds and sharing a single
atom at the vertex:
Uangle(θ) =
1
2
kθ(θ − θ0)2, (2.4)
where kθ is the force constant and θ0 is the equilibrium bond angle.
Bond
Angle
Dihedral
Improper
Figure 2.1: Schematic view of all types of bonded interactions. a) Bond stretching between two covalently bonded atoms. b)
Angle bending between two covalent bonds. c) Dihedral torsional term. d) Improper torsional term.
A set of four atoms separated by exactly three covalent bonds is termed as a dihedral. All dihedrals in
the system are subject to a torsion potential described by
Udihedral(φ) =
∑
n
Vn
2
[1 + cos(nφ− γ)], (2.5)
where Vn is the barrier height of rotation, φ is the dihedral angle, i.e., the angle between the plane containing
the first three atoms in one dihedral and the plane containing the last three atoms, and γ is the phase shift.
The “multiplicity” n is usually 1, 2, or 3.
As shown in Figure 2.1, a set of four atoms with three of them bonded to a center atom is known as an
improper bond. To maintain the planarity of the impropers, an improper torsional energy may be included
in the form
Uimproper(ψ) =
1
2
kimp(ψ − ψ0)2, (2.6)
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where kimp is the force constant, and ψ0 is the equilibrium improper angle. kimp is usually quite large to
restrain the improper atoms in a plane. ψ is the angle between the plane containing the first three atoms
and the plane containing the last three, and ψ0 is typically 0.
The non-bonded interactions in Equation 2.2 include the Van der Waals interaction approximated through
the Lennard-Jones 12-6 function:
UV DW = 4²ij [(
σij
rij
)12 − (σij
rij
)6], (2.7)
where ²ij is the potential well depth for atoms i and j, rij is the distance between the two atoms, and σij is
the collision distance of the two atoms. The last non-bonded interaction takes into account of electrostatic
interactions, computed through the Coulomb potential
Uelec(rij) =
qiqj
4pi²0rij
, (2.8)
where qi and qj are the charges assigned to atoms i and j, respectively, and ²0 is the dielectric constant in
vacuum.
A forcefield provides the parameters defined in Equations 2.3-2.8. Popular forcefield packages include
CHARMM [72–74], X-PLOR, AMBER, and GROMACS, which are all supported by the MD program
NAMD [2]. All equilibrium simulations reported in this work in Chapters 3-5 were performed using NAMD [2]
and the CHARMM27 force field [73; 75], including CMAP corrections [74]. Water molecules were described
with the TIP3P model [76]. Long-range electrostatic forces were evaluated by means of the particle-mesh
Ewald (PME) summation approach with a grid spacing of < 1 A˚. An integration time step of 1 or 2 fs
was used in the framework of the Verlet r-RESPA algorithm [77] to numerically solve the equations of
motion. Bonded terms and short-range, non-bonded terms were evaluated every time step, and long-range
electrostatics every other time step. Constant temperature (T = 310 K) was maintained using Langevin
dynamics [78], with a damping coefficient of 1.0 ps−1. A constant pressure of 1 atm was enforced using
the Langevin piston algorithm [79] with a decay period of 200 fs and time constant of 50 fs. The MD
methodology is reviewed in Phillips et al. [2].
2.2 Molecular dynamics flexible fitting method
Equilibrium MD as described above requires the structure of the interested biomolecule as an input. Often
such structure is obtained from experimental techniques such as X-ray crystallography or nuclear magnetic
resonance spectroscopy, but sometimes there might not be a high-resolution structure available.
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Molecular dynamics flexible fitting method (MDFF) [80; 81] alleviates the problem of lack of high-
resolution structural data by utilizing low-resolution data from cryo-electron microscopy (EM) or other EM
methods. For the case of the photosynthetic core complex dimer, presented in Chapter 3, an all-atom
model of the protein complex was first constructed by combining available partial structures and homology
modeling [56]. This model was then refined through an MDFF simulation [3; 82], which uses a low-resolution
EM envelope of the complex [83], too coarse to provide atomistic information, to guide the all-atom model
into a configuration that conforms to the EM map.
In an MDFF simulation, two external potentials (UEM, USS) are added to the usual MD potential (UMD):
Utotal = UMD + UEM + USS. (2.9)
In Eq. 2.9, the external potential UEM, derived from the EM map, steers the atoms into high-density areas;
USS imposes harmonic restraints to preserve secondary structure and prevent overfitting, a common concern
in flexible fitting methods [80].
Typically a rigid-body docking is first performed in vacuo to place the all-atom model into the EM
density map, using docking softwares such as the Situs package [84]. The MDFF simulation can then be
performed using NAMD [2], with the external potentials applied using grid-steered molecular dynamics [85].
The MD potential (UMD in Eq. 2.9) is described by the CHARMM27 force field [73; 75] with the CMAP
correction [74], while water molecules were described with the TIP3P model [76], just like in an equilibrium
MD simulation. The MDFF potentials UEM and USS contain adjustable parameters as described in [80];
default parameters ξ = 0.3 kcal mol−1 and kµ = 200 kcal mol−1 A˚−2 were used in the work described in
Chapter 3.
2.3 Free energy perturbation method
While traditional equilibrium MD allows elucidation of how proteins undergo dynamic structural transfor-
mation, frequently one would like to also gain insight into the chemical nature of a transition. The alchemical
free energy perturbation (FEP) method, implemented in NAMD [86], allows such calculations of free energy
difference between two thermodynamic states, a and b. To illustrate through an example, in Chapter 4, we
seek to understand how the mutation of a single amino acid alters the propensity of a protein to dimerize.
In this case, one can view state a as the wild-type protein, and state b being the mutated protein. The
transition from state a to b is divided into a series of intermediate states (that are not necessarily physical);
such transition is parametrized by a single variable, λ (i.e., λ = 0 corresponds to state a, λ = 1 corresponds
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to state b, and λ between 0 and 1 corresponds to a mixture of the two states) [87]. In the intermediate states
where λ is between 0 and 1, both states a and b are manifested through the dual-topology paradigm [86; 88].
Reverse FEP simulations is also typically carried out to probe the reversibility of a transition and to improve
the accuracy of the free-energy estimates employing the simple overlap sampling (SOS) scheme [89].
2.4 Adaptive biasing force method
The adaptive biasing force (ABF) method [90; 91], adapted into NAMD (derived for the NVT ensemble) [92],
can be employed to calculate the reversible work, or potential of mean force (PMF), along a pre-defined
transition pathway. Unlike FEP, which computes the free energy difference between two chemically altered
states, ABF computes the free energy difference between two states that are only different in conformation.
The ABF method is applied in Chapter 5 to calculate the energetics associated with bending and twisting
of a connected protein domain.
The ABF method uses a continuously updated estimate of a free energy profile along an a priori selected
reaction coordinate to apply a bias that overcomes energetic barriers, eventually leading to a free-diffusion
type motion along the reaction coordinate. The free energy derivative can then be determined and the PMF
recovered by thermodynamic integration [93].
2.5 Steered molecular dynamics
Steered molecular dynamics (SMD) simulations [94–96] have proven to be valuable in complementing force
spectroscopy experiments, uncovering the molecular mechanisms governing protein elasticity [71; 97]. In an
SMD simulation, an external force is applied to an atom (or a group of atoms), referred to as the SMD
atom, while another selected group of atoms are fixed in position. The external force is applied to the SMD
atom by a hypothetical spring (Figure 2.2); the spring is assigned a force constant kSMD typically around
3kBT/A˚2 [94–96].
The force can be applied in two ways: constant force or constant velocity. In constant velocity SMD, the
SMD spring is dragged with a selected velocity, while the force applied can be measured by the extension
of the SMD spring. Comparing to single-molecule force spectroscopy experiments with comparable setup,
the experimental pulling apparatus employs a much slower velocity than the case of SMD simulations. The
higher pulling velocity in MD is required due to computational cost. Implications in the difference of pulling
velocity in simulation and experiment is discussed in Chapter 5.
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vFigure 2.2: Schematic of an SMD simulation. A protein is fixed at one end (blue sphere) while pulled at the other end (red).
A hypothetical spring is attached to the pulled atom (or group of atoms), and external force is applied either at a constant
velocity, or constant force.
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Chapter 3
Morphology of Biological Membrane
Material in this chapter is reproduced in part with permission from Jen Hsin, James Gumbart, Leonardo G. Trabuco, Elizabeth
Villa, Pu Qian, C. Neil Hunter, and Klaus Schulten, “Protein-induced membrane curvature investigated through molecu-
lar dynamics flexible fitting,” Biophysical Journal, 97:321-329 (2009) and Jen Hsin, Danielle E. Chandler, James Gumbart,
Christopher B. Harrison, Melih Sener, Johan Strumpfer and Klaus Schulten, “Self-assembly of photosynthetic membranes,”
ChemPhysChem, 11:1154-1159 (2010).
Far from being a uniform surface, the cellular membrane is a dynamic ensemble of lipids and proteins
where many molecular events take place. The cellular membrane not only serves as a barrier (and selective
passage) between the interior and the exterior of the cell, it also provides partitioning and organization within
the cell, much like walls and screens inside a house. Since a living cell constantly needs to transport materials
within itself and also exchange material with the outside world, one can imagine that the membrane has to be
frequently remodeled to facilitate cellular functions. Indeed, geometrical curvature is ubiquitous in biological
membranes and is essential for numerous vital processes, such as endocytosis/exocytosis, cellular fusion, and
cellular compartmentalization. Due to the importance of the membrane architecture, the precise mechanisms
that drive the formation and reshaping of the biological membrane is receiving a rising interest [61–64]. In
this chapter, we discuss a multi-protein complex, namely the photosynthetic core complex, that induces
membrane curvature through its intrinsic geometric shape.
3.1 Mechanisms of membrane shaping
Several possible mechanisms shaping the cellular membrane (Figures 3.1a) have been proposed; these mecha-
nisms can be roughly divided into two categories. On the one hand, lipid molecules making up the membrane
can create membrane curvature if the distribution of lipid types differs between the two sides of the bilayer,
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as outlined in Figures 3.1b and c. On the other hand, membrane proteins associated with the membrane can
also bend the membrane (Figures 3.1d-g). For example, integral membrane proteins that span the transmem-
brane region are thought to induce membrane curvature either through aggregation properties (Figures 3.1e)
or geometrical shape (Figures 3.1g) [61; 62; 98–100]. Asides from lipids and proteins, other factors such as
the attachment of the membrane to the cytoskeleton also contribute to membrane curvature [61; 62].
a) b) c)
d) e)
f ) g)
Figure 3.1: Proposed mechanisms of membrane reshaping. A flat membrane in a) can be remodeled either by the properties of the
embedding lipid molecules or by associated proteins. In b) and c), a curved lipid patch is created by the asymmetric distribution
of lipid molecules with different headgroup/lipid tail size ratio. In d), a scaffolding protein bends the membrane from the outside;
such mechanism is employed by the BAR domain protein [57; 101; 102]. In e), the oligomerization/aggregation properties of a
transmembrane protein bends the membrane; such mechanism is employed by the light-harvesting complex II (LH2) [56; 103].
Amphipathic helices can also curve the membrane, shown in f), with an example being the ALPS protein [104; 105]. Lastly,
intrinsic geometry of a transmembrane protein can imprint its shape on the surrounding membrane, as shown in [56; 82; 98; 100].
Through experimental methods (e.g., mutation studies and in vitro protein/lipid reconstitution), a few
integral membrane proteins have been found to induce the formation of large-scale membrane structures,
examples including the reticulon protein family, the DP1/Yop1p proteins, and the bacterial light-harvesting
proteins [61; 106–108]. However, the dynamic process of membrane remodeling is difficult to detect ex-
perimentally. In the past few years, molecular dynamics (MD) has emerged as a suitable tool for direct
observation of membrane remodeling since the process occurs on the ns-µs timescale [56; 57; 67; 82; 103; 109–
112]. Recently, MD studies of the Rhodobacter (Rba.) sphaeroides light-harvesting complex I (LH1) and
light-harvesting complex II (LH2) showed that both transmembrane proteins induce membrane curvature,
revealing how these proteins build the spherical membrane vesicles, the photosynthetic chromatophores, that
house these proteins [56; 82; 103].
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3.2 Chromatophores: The photosynthetic unit
Using light and electron microscopy, microbiologists have long noticed the large protrusions populating
photosynthetic bacterial membranes [45; 108; 113; 114]. The shape of these membrane protrusions were
observed to vary significantly with the growth environment or upon the removal of certain proteins [108; 113–
116]. Later, through biochemical analysis and imaging techniques such as electron microscopy (EM) and
atomic force microscopy (AFM), photosynthetic proteins were found to be the primary constituents of these
membrane protrusions, termed chromatophores (for reviews see [44; 117; 118]).
In photosynthetic bacteria, light is first absorbed by peripheral light-harvesting (LH) complexes, which
transfer the excitation energy to a reaction center (RC). The reaction center, together with another membrane
protein, cytochrome bc1, use the excitation energy to produce a transmembrane charge gradient, which is uti-
lized by the protein complex, ATP synthase, to produce ATP. Each photosynthetic chromatophore is thought
to be equipped with all these proteins at a certain stoichiometry. For example, in the case of Rba. sphaeroides,
on average, ten dimeric RC-light-harvesting complex I supercomplexes (RC-LH1; also known as the photo-
synthetic core complex) [43; 119], 100 light-harvesting complex II (LH2), five bc1 [120; 121], and 1-4 ATP
synthase [122–124] per chromatophore is expected, the ratio depending heavily on environmental factors,
like light intensity.
Although all these membrane-bound photosynthetic protein complexes (RC-LH1, LH2, bc1, and ATP
synthase) are believed to be present in chromatophores, so far imaging studies have only identified RC-LH1
and LH2 (Figure 3.2a). In addition, studies have shown that the presence and concentration of RC-LH1 and
LH2 are the dominant factors in determining the shape and size of the Rba. sphaeroides chromatophores.
Indeed, the concentration of LH2 in Rba. sphaeroides increases with decreasing light intensity, leading to chro-
matophores with smaller radii [115; 116]. Also, deletion of LH2 in Rba. sphaeroides results in tubular chro-
matophores populated with orderly arranged dimeric RC-LH1 complexes, and the tubular chromatophores
can extend and elongate the bacterial cell (Figure 3.2b) [83; 108; 113; 125; 126]. These experiments prompt
the consideration that both LH2 and RC-LH1 are curvature-inducing elements in chromatophores, with the
former causing spherical curvature [56; 103] and the latter tubular curvature.
3.3 The membrane-bending photosynthetic core complex
The RC-LH1 core complex in Rba. sphaeroides is dimeric, and contains an additional polypeptide, PufX. For
this reason, the dimeric core complex is also denoted as the RC-LH1-PufX complex. The large core complex
molecular assembly is approximately 10 nm along the dimer’s short axis and 20 nm along the long axis
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LH2
(RC-LH1-PufX)2 core complex
a) b)
Figure 3.2: Two examples of chromatophore shapes. a) Spherical chromatophore (radius 30 nm) found in wild-type
Rba. sphaeroides containing LH2 (purple) and the dimeric (RC-LH1-PufX)2 core complex (RC: green, LH1: blue, PufX:
red). Placement of the proteins was performed in [25] using a combination of structural and imaging data. b) Mutant
Rba. sphaeroides lacking LH2 possesses tubular chromatophores, which are populated with helically ordered core complex
dimers [83]. The tubular chromatophore shown here has a radius of 36 nm. Placement of PufX is still under debate as
discussed in Chapter 4.
(Figure 3.3a). MD simulations of the core complex dimer first faced the obstacle of incomplete structural
information. Unlike the case for LH2, there is no high-resolution structure available for a complete core
complex. For this reason computational studies on RC-LH1-PufX made use of several modeling techniques,
incorporating structural data at different resolutions.
3.3.1 Equilibrium simulation of a modeled core complex dimer
An initial Rba. sphaeroides core complex model was constructed combining homology modeling, solution
structures, and crystal structures. The protein components were assembled into a dimeric complex guided by
an 8.5-A˚-resolution cryo-electron microscope (EM) projection map [56; 127] (Figure 3.3a). All-atom MD was
employed to equilibrate the resulting core complex model. The simulation revealed that the dimeric complex
spontaneously bends slightly at the dimerizing interface (θcore ∼ 172◦) due to the relative orientation of the
two RCs (Figure 3.3b) [56]. The bent dimer was observed to pull its surrounding membrane along, thereby
inducing a local curvature [56].
The bending reported in [56] rationalizes how the large RC-LH1-PufX dimer can fit into a curved chro-
matophore membrane, but the bending produced is actually insufficient to sustain the size of a Rba. sphaeroides
chromatophore. Indeed, θcore ∼ 172◦ can be related to the radius of curvature (R) via [56]
R = 5 tan(
θcore
2
) nm, (3.1)
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a) b)t = 0 ns t = 20 ns
θcore
Figure 3.3: Rba. sphaeroides RC-LH1-PufX model and equilibration [56]. a) Top and side view of the RC-LH1-PufX complex
immersed in a membrane patch before MD equilibration. LH1 shown in blue, RC in green, PufX in red, and membrane in light
blue. Water is not shown for clarity. For the side view, some lipid molecules are hidden to show better the protein complex.
An alternative placement for PufX is discussed in [68]. b) Simulation system after a 20-ns equilibration. Top panel shows
the complex attaining a bending angle θcore ∼ 172◦. On the bottom panel, some LH1 helices are hidden to show the relative
orientation of the two RCs, colored by residue types, which formed a bent hydrophobic region.
leading to a radius of curvature of 72 nm, whereas a typical chromatophore has radius 25-55 nm [83; 108;
113; 125; 126] as shown in Figure 3.2.
3.3.2 Investigating membrane curvature using MDFF
A three-dimensional cryo-EM map of the Rba. sphaeroides RC-LH1-PufX dimer was published in a single-
particle analysis study [83], and revealed that the complex indeed is bent, but with a sharper bending angle
(θcore ∼ 146◦) than was observed computationally (Figures 3.4a and b). It became necessary to improve the
atomistic model of the Rba. sphaeroides RC-LH1-PufX complex to better reflect the quaternary structure
unveiled by the EM density map, even though the low resolution of the map disallows direct extraction of
atomistic data.
In this situation computational methods combining structural information at different resolutions is
useful, the particular methodology employed was the molecular dynamics flexible fitting (MDFF) method [80;
81; 85], described in Section 2.2. MDFF was developed to transform, in a realistic manner, an all-atom
structure, obtained either through crystallography or modeling, to an alternative configuration defined by a
lower-resolution EM density. In an MDFF simulation two potentials, in addition to the force field describing
the interactions between atoms, are incorporated into the MD simulation. One of the potentials steers atoms
into high-density regions of the EM map, while the other maintains the secondary structure of the protein.
With properly tuned parameters for these two potentials, a biomolecule can be fitted into an EM map within
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ns timescales, revealing the atomic structures and interactions within protein complexes in physiologically
relevant conformations [128–131].
a) c)
θcore
b)
before MDFF
after MDFF
Figure 3.4: Application of MDFF for the membrane-bending properties of Rba. sphaeroides core complex dimer. a) EM
envelope obtained in a single-molecule analysis study, showing a large bending [83]. b) Modeled core complex dimer from [56],
which is initially flat. c) Core complex fitted into the EM map employing MDFF, resulting in a much more prominent bending
angle θcore. The membrane curves along with the complex [82].
In addition to aiding the generation of new atomistic structures, MDFF permits the inclusion of additional
molecules not coupled to the EM map in simulations. This feature of MDFF is directly applicable for the
case of protein-induced membrane curvature, since lipid molecules need to be described in the simulated
systems but should not in general be coupled to the EM map. Employing MDFF, an all-atom core complex
dimer model conforming to the geometry of the EM density map was obtained. The core complex dimer
remained bent even after MDFF forces were released and the membrane-protein system was allowed to
undergo equilibrium dynamics in an extended simulation [82].
3.4 Membrane curvature properties of the core complex dimer
As shown in Figure 3.4c, the membrane patch surrounding the core complex dimer became highly curved.
Quantitative analysis on the geometry of the membrane patch can then be performed to assess the membrane-
bending effects of the core complex dimer. In this aim, a surface was fitted to the membrane patch, which
allowed direct extraction of the curvature characteristics of the membrane. Given the simple geometry of
the membrane patch, a three-dimensional quadratic equation was chosen, which has the form
z(x, y) = a+ bx+ cx2 + dy + exy + fy2. (3.2)
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By convention, the z-axis in Equation 3.2 is the direction perpendicular to the flat membrane plane at time
t = 0, and the x- and y-axes are defined to be the long axis and the short axis of the dimer, respectively.
Coefficients a, b, c, d, e, and f are free parameters determined during the fitting.
Once a best-fit surface in the form of Equation 3.2 is obtained, radii of curvature can be computed both
along the x-axis (rx) and the y-axis (ry) for each point P = (x, y). The radius of curvature along the
x-axis at point P is computed by measuring the radius of the osculating circle (the circle that has the same
curvature as P ) passing point P that lies in the x-z plane. The radius of curvature along the y-axis, ry,
is defined similarly. Given a surface defined by Equation 3.2, rx and ry can be readily evaluated via the
general expressions [132]
rx =
[1 + ( dzdx |y)2]3/2
d2z
dx2 |y
=
[1 + (b+ ey + 2cx)2]3/2
2c
, (3.3)
and
ry =
[1 + ( dzdy |x)2]3/2
d2z
dy2 |x
=
[1 + (d+ ex+ 2fy)2]3/2
2f
. (3.4)
The curvature at point P , κx and κy, is then given by κx = 1/rx and κy = 1/ry.
A best-fit surface can be computed for each frame of the trajectory generated from the MD simulation,
demonstrating the evolution of the curvature of the membrane as depicted in Figure 3.5a. In Figure 3.5b,
the best-fit surface of the final frame of the membrane patch is colored according to its radius of curvature:
red denotes most acute curvature, and blue denotes lesser curvature. Three things can be observed from
Figure 3.5b: (1) membrane curvature produced by the core complex dimer reached 46 nm (Figure 3.5c),
comparable to the known radius of chromatophore vesicles in the range of 25-55 nm [83; 108; 113; 125; 126];
(2) the curvature generated by the core complex dimer is only prominent around one axis (the dimer’s
short axis), consistent with prior experimental observations that the core complexes aggregate into tubular
membrane [83; 125; 126] (Figure 3.2b); and (3) the axis of maximum curvature appears to be slanted in
respect to the dimer axes. In fact, the slanting of the maximum curvature axis was observed similarly in
another independent simulation, and might be an intrinsic property in the curvature of the core complex
dimer [82].
3.5 Consequences of local curvature properties
The local curvature properties of the core complex dimer (Figure 3.5) lead to other global aspects of the
core complex aggregate. Here, two features are discussed.
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Figure 3.5: Evolution and analysis of core complex dimer-induced membrane curvature. a) Snapshots of the best-fit surface of
the membrane patch throughout the 34-ns simulation [82]. The MDFF forces were turned on in the first 5 ns, and gradually
turned off for the remainder of the simulation. The membrane patch can be seen to be bent and also twisted. b) Best-fit
surface of the membrane patch from the last frame of the simulation colored by radius of curvature. c) Evolution of membrane
curvature over simulation time.
3.5.1 Global packing arrangement of the core complexes
The twisting of the membrane patch around the core complex dimer (i.e., point (3) above) has direct
implications for how the dimers are arranged in the tubular vesicles in LH2-deficient Rba. sphaeroides,
demonstrated in Figure 3.6. Consider the case where the core complex dimers are stacked directly on top of
each other along their short dimer axes (Figure 3.6a), then their local curvatures are not complementary and,
therefore, they do not produce a regular tubular surface. However, if the core complex dimers are placed
with an offset that aligns each dimer’s axis of maximum curvature, then the dimers’ local curvatures become
complementary and a tubular surface results (Figure 3.6b). Therefore, the twisting of the RC-LH1-PufX
dimer’s curvature translates to a stacking offset between two dimers.
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The packing arrangement of core complex dimer can be further explored by constructing two all-atom
tubular vesicles, one built with the dimers stacked along their short dimer axes (Figure 3.6a-iv), and the
other built by stacking the dimers with a slight offset (Figure 3.6b-iv). Compared to the EM image of a
native core complex tube from LH2-deficient Rba. sphaeroides, which shows that the dimers are organized in
a helical arrangement [83], the tubular vesicle in Figure 3.6b-iv matches the EM image better. Therefore, the
“offset” stacking arrangement of RC-LH1-PufX dimers that leads to the helical organization of the dimers,
i.e., a global effect, can be explained by the twisting of the core complex dimer’s local curvature.
3.5.2 Self-assembly via curvature-mediate interactions
Computational studies have established that both Rba. sphaeroides LH2 and core complex dimers are
membrane-curving elements, with the former curving the membrane through aggregation properties [56;
67; 103], and the latter via its geometry [3; 67; 82]. Assembly of these complexes should then produce
chromatophores with a global curvature shown in Figure 3.2a. Indeed, a set of Monte Carlo simulations
were performed [133]. In each simulation, a collection of membrane-curving “beads” mimicking the size and
geometry of the LH2 and the core complexes were placed on a flexible surface. Each bead, as well as certain
bead-to-bead interaction, was designed to produce a specific local curvature; bending of the membrane was
ascribed an energetic cost calculated through the Helfrich free energy [62; 134]. An originally flat membrane
consisting of a random mixture of LH2 and RC-LH1-PufX beads was seen to become vesicular as it ap-
proached equilibration, forming segregated domains [133]. A separate set of coarse-grained MD simulations
similarly showed that in a membrane populated with curvature-inducing capsids, a vesicle spontaneously
formed as attractive interactions between capsids were observed [135; 136]. Altogether, the formation of
chromatophores is possibly a result of the spontaneous aggregation of the protein elements, which occurs to
minimize the energy penalty of bending the membrane (Figure 3.7).
3.6 Advantages of a curvy photosynthetic membrane
Computational studies over the past few years on the curvature properties of photosynthetic proteins [56;
82; 103; 133; 139] are providing a plausible mechanism for the self-assembly of the chromatophores that can
be a general principle for the formation of cellular organelles. The protein components of the chromatophore
not only serve photosynthetic functions, but each also possesses unique membrane-shaping properties. Since
bending the membrane comes with an energetic cost, the optimal arrangement for these particular membrane-
bending elements is a tightly-packed aggregate, resulting in the formation of a well-defined functional unit.
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Figure 3.6: Local curvature properties of the RC-LH1-PufX dimer and the long-range organization of native Rba. sphaeroides
tubes. a) In a stacking arrangement in which core complex dimers are placed directly on top of each other, their local curvatures
cannot complement each other. b) In a stacking arrangement in which dimers are placed with a slight offset that aligns their
maximum curvature axes, their local curvature effects are complementary and form a cylindrical surface. The tubular vesicles
produced by stacking dimers with an offset leads to helical arrangement of dimers, and better resembles the EM image of the
native tubular photosynthetic vesicle [83].
Formation of the photosynthetic chromatophore is not only relevant in terms of membrane architec-
ture, but also provides functional advantages. For example, the electronic excitation resulting from light
absorption has to be transferred to an RC for charge separation and further processing. A closer pack-
ing between the light-harvesting complexes and the RC facilitates this process by lowering the excitation
transfer times between complexes, and as a result increasing the overall quantum efficiency of the chro-
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Figure 3.7: Schematic diagram displaying curvature-mediated “attraction” between two membrane-bending proteins. In a),
two proteins mimicking the curvature effect of the Rba. sphaeroides core complex dimer are placed far apart in the membrane,
with each protein bending its surrounding membrane that requires energy ∆E. The shaded area in the membrane indicates the
most prominent local curvature. In b), the two proteins are stacked together, and in this arrangement there is less membrane
bending, indicated by fewer shaded areas. The energy required to bend the membrane is, therefore, less than the scenario
depicted in a). Detailed theoretical calculations of the interactions between membrane-curving proteins can be found in several
studies, e.g. [137; 138].
matophore [3; 25; 133; 140]. Another example concerns the subsequent steps of photosynthesis, which
involves diffusions of quinones and cytochrome c2. These processes are also likely more efficient in a con-
nected, compact compartment of the cell such as the chromatophore as opposed to having the constituent
proteins loosely distributed over a large membrane area [117]. The advantages of compartmentalization
become readily evident by a comparison with the plant and cyanobacterial systems [24; 141; 142]. In evo-
lutionarily more advanced oxygenic photosynthetic species [143], not only do the individual light-harvesting
complexes display a greater packing density of pigments (per amino acid), but also the constituent proteins
are organized in a dense arrangement in the form of thylakoid membranes [144]. Formation of densely packed
cellular compartments seem to arise as a result of evolutionary pressures. It appears that cellular functional
units arise readily upon the assembly of their protein components, and the formation of functional units in
turn facilitates the work of the proteins, interweaving structure and function into a complex relationship.
3.7 Summary
In the photosynthetic purple bacterium Rba. sphaeroides, light is absorbed by membrane-bound light-
harvesting proteins LH1 and LH2. LH1 directly surrounds the reaction center (RC) and, together with
PufX, forms a dimeric (RC-LH1-PufX)2 protein complex known as the photosynthetic core complex. In
LH2-deficient Rba. sphaeroides mutants, core complex dimers aggregate into tubular vesicles with a ra-
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dius of ∼25-55 nm, making core complex dimer one of the few integral membrane proteins known to ac-
tively induce membrane curvature. A three-dimensional electron microscopy density map showed that the
Rba. sphaeroides core complex dimer exhibits a prominent bend at its dimerizing interface. To investigate
the curvature properties of this highly bent protein, molecular dynamics simulations were employed to fit an
all-atom structural model of the core complex dimer within the electron microscopy density map. The sim-
ulations reveal how the dimer produces a membrane with high local curvature, even though the location of
PufX cannot yet be determined uniquely. The resulting membrane curvature agrees well with the size of the
tubular vesicles containing only core complex dimers, and demonstrates how the local curvature properties
of the core complex dimer propagate to form the observed long-range organization of the Rba. sphaeroides
tubular vesicles. Simulations performed in this investigation is listed in Table 3.1
System Sim. Type Potentials Applied Num. of Atoms Sim. Time
Core Complex/50%POPE50%POPG EQ UMD∗ 688,373 20 ns
Core Complex/50%POPE50%POPG MDFF UMD∗, USS†, UEM† 688,373 5 ns
Core Complex/50%POPE50%POPG MDFF/EQ UMD∗, USS† 688,373 10 ns
Core Complex/50%POPE50%POPG EQ UMD∗ 688,373 19 ns
Core Complex/50%POPE50%POPG MDFF UMD∗, USS†, UEM† 890,307 17 ns
Table 3.1: Summary of simulations performed. “EQ” denotes equilibrium simulations; “MDFF” denotes molecular dynamics
flexible fitting simulations; “MDFF/EQ” denotes the continuation simulation after an MDFF run during which one of the
MDFF forces was released to prepare for the subsequent equilibrium simulation without any MDFF force.
∗Applied to all atoms in the system.
†Applied only to atoms of the RC-LH1-PufX dimer.
22
Chapter 4
Organization of a Macromolecular
Assembly
Material in this chapter is reproduced in part with permission from Jen Hsin, Christophe Chipot, and Klaus Schulten. “A
glycophorin A-like framework for the dimerization of light-harvesting core complexes,” Journal of the American Chemical
Society, 131:17096-17098 (2009) and Jen Hsin, Danielle E. Chandler, James Gumbart, Christopher B. Harrison, Melih Sener,
Johan Strumpfer and Klaus Schulten, “Self-assembly of photosynthetic membranes,” ChemPhysChem, 11:1154-1159 (2010).
Membrane curvature due to Rba. sphaeroides (RC-LH1-PufX)2 core complex dimer is a direct result of
its highly bent geometry, which is unique to dimeric core complex. In PufX-deficient Rba. sphaeroides, or
in other species lacking PufX, the RC-LH1 core complex is monomeric and ring-like, and does not possess
a bent geometry [145–147]. The question remains what is the molecular basis for the dimerization and
the resulting bent geometry of the Rba. sphaeroides RC-LH1-PufX complex. To address this issue directly,
high-resolution structural information on the organization of the Rba. sphaeroides core complex is necessary,
yet, similar to other integral membrane proteins [148], the crystal structure of the core complex is difficult
to solve.
Here we apply computational methods in an attempt to answer the question why is the Rba. sphaeroides
core complex bent. Combining modeling with molecular dynamics (MD) simulations, the protein components
of the core complex were pieced together like a jig-saw puzzle, with the model constantly being checked
against known features of the core complex derived from prior biochemical experiments. The important
structural element considered was the PufX protein, which is a single transmembrane helix known to play
the determining role in core complex dimerization [117; 149; 150], but its location within the complex has
yet to be precisely established.
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4.1 Protein organization in the photosynthetic core complex
A number of intriguing aspects of the bacterial photosynthetic core complex are yet to be explained [117; 150],
with the most central question being how are the protein components in the core complex organized. In
different bacterial species, the photosynthetic core complex can take on very different organizations. In
some cases, the LH1 forms a complete ring, an example being Rhodospirillum rubrum [119; 146; 151; 152]
(Figure 4.1a). The core complexes of certain species contain an additional, single transmembrane alpha-
helical protein. In Rhodopseudomonas palustris, this extra protein is called the W protein, and the LH1 ring
is seen to exhibit a gap where the W protein resides [55; 145] (Figure 4.1b). In the Rhodobacter species, the
extra protein is PufX, which causes the core complex to dimerize (Figure 4.1c and d) in Rba. sphaeroides [68;
126; 127; 153; 154]. Some Rba. bacteria, however, possess monomeric core complexes in the organization
portrayed in Figure 4.1b, despite the presence of PufX, an example being Rba. velkampii [155].
a)
RC
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PufX
LH1
RC RC
LH1 LH1 W
RCRC
PufX
LH1b) c) d)
Figure 4.1: Schematics of different organizations of the bacterial photosynthetic core complexes. a) A core complex in which
the LH1 subunits form a complete ring, as seen in Rhodospirillum rubrum. b) A core complex in which the LH1 subunits forms
a ring with a gap, with an extra polypeptide near the gap, as seen in the crystal structure of Rhodopseudomonas palustris [145].
c) and d) Two proposed organizations for a dimeric core complex, the dimerization of which requires the extra polypeptide,
PufX. c) is drawn according to the highest structural data for a dimeric core complex [127], which places PufX near the LH1
gaps. In d), PufX is assumed to dimerize and is situated at the center of the core complex [53; 68]. Dimeric core complexes
are seen in certain Rhodobacter species, the best-known case being Rba. sphaeroides.
In Rba. sphaeroides, it is well-known that the deletion of PufX results in monomeric rings, suggesting that
PufX is directly involved in the dimerization of the core complex [149; 154] with an unknown mechanism.
The major puzzle regarding PufX is its precise placement within the core complex (for reviews see [117; 150]).
While an 8.5 A˚-resolution two-dimensional cryo-electron microscopy (cryo-EM) projection map, currently the
highest resolution structural information of the complex, places PufX near the gap of the LH1 openings [126;
127] (Figure 4.1c), other imaging studies suggested that PufX is at the center of the core complex dimer [53;
68; 156] (Figure 4.1d). The latter conjecture could easily explain why PufX-deficient core complex would
shift from a dimeric to a monomeric organization, but requires PufX to have a natural propensity to dimerize.
Yet, only monomeric PufX solution structures have been reported so far [157; 158].
To address the possibility of PufX dimerization, Busselez et al. [155] hypothesized that a GxxxG (glycine-
anything-anything-anything-glycine) motif [159] found in the Rba. sphaeroides PufX sequence is responsible
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for PufX dimerization. This hypothesis is built upon prior findings that the GxxxG motif in the well-studied
glycophorin A (GpA) dimer plays an indispensable role in the stability of this transmembrane dimer [160].
4.2 The mysterious PufX protein
As discussed above, one proposed placement of PufX is at the dimerizing junction of the core complex
dimer [68]. Since two PufX helices are expected per core complex dimer [161], this placement requires the
dimerization of PufX, yet only monomeric structures of PufX have been solved [157; 158]. More intriguingly,
the two published solution structures of PufX diverge on how the PufX helix reside in the membrane: in
one case PufX was proposed to be a straight, upright helix [157], and in the other case PufX was suggested
to have a significant bending in the transmembrane (TM) region [158] (Figure 4.2).
a)
b)
Figure 4.2: Difference in the two solution structures of PufX. In a), the PufX structure is straight [157]; in b), the PufX appears
to be bent [158]. The approximate membrane region is outlined by two dashed lines; the glycine residue at position 29 (Gly29)
is shown in green VdW representation. The N-terminal end (cytoplasmic) of PufX is orientated upward in this figure as well
as all subsequent figures in this chapter.
To investigate the possibility of a PufX dimer, a set of MD simulations were performed [139]. According
to the two-stage model for membrane-protein folding [162; 163], oligomerization of integral, TM α-helices is
preceded by their insertion in the membrane, each helical segment assumed to be independently stable. Fol-
lowing the two-stage model, a PufX monomer should be independently structurally stable in the membrane
environment before dimerization occurs. For this reason, the first set of simulations focused on the robust-
ness of the PufX monomer in the membrane. The second set of simulations then explored the structural
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characteristics of a PufX dimer model based on the analogous GpA scaffold [160]. In addition, free-energy
calculations were carried out to probe the effect of a point mutation in the GxxxG motif, in particular
whether or not replacement of a glycine by a large aliphatic residue would abolish the dimerization of PufX
and lead to the formation of monomeric core complex.
4.2.1 Structural stability of a PufX monomer
The initial conformation of the PufX monomer was taken from the solution structure of Wang et al. [157];
residues 1 to 69 were included in accordance with prior studies [164]. PufX was placed in an upright,
TM orientation amidst a fully hydrated POPE membrane (Figure 4.3a) and simulated at thermodynamic
equilibrium for 15 ns employing the MD package NAMD [2]. During the simulation, the secondary structure
of the PufX TM region fluctuated marginally, retaining the general conformation of an integral α-helix with
flexible terminal loops (Figure 4.3b). Noteworthy changes in the PufX-membrane interactions were observed.
In particular, the helical segment tilted in the membrane, and even bent spontaneously (Figure 4.3c). The
TM α-helix formed a bending angle about Gly31, and straightened back towards the end of the simulation.
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Figure 4.3: MD simulation of the PufX monomer. a) A single α-helix is immersed in a POPE bilayer. PufX is shown in orange,
the water box in transparent gray, and POPE in green with phosphorus atoms shown as blue spheres. b) Time evolution of
the PufX secondary structure (pink: α-helix; cyan: turn; white: coil; red: pi-helix). c) Free-energy as a function of the bending
angle, φ, of the helix. Insets: Snapshots showing a bent and a straight helix.
A glance at the bending free energy suggests that the helix is, in fact, naturally slightly bent, with an
energetic cost for returning to an upright conformation. The free-energy penalty required to bend the helix
by ±10◦ is less than 2kBT (Figure 4.3c), reflecting the intrinsic flexibility of PufX. This flexibility resonates
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with the fact that two PufX solution structures were solved independently, one showing a seemingly straight
helix [157], while the other brought a prominent bend to light [158] (Figure 4.2). It is possible that the
two different PufX solution structures can be reconciled on the basis of the intrinsic flexibility of PufX.
Furthermore, the TM hydrophobic region of PufX is approximately 40 A˚ long, whereas the thickness of the
POPE hydrophobic core is 35 A˚. Such a “hydrophobic mismatch” is known to induce tilting and bending of
TM helices, together with aggregation and oligomerization [165; 166].
4.2.2 Structural stability of a PufX dimer
Having established that the PufX monomer is structurally robust, a PufX dimer model was constructed,
mimicking the GpA dimerization motif (PDB code 1AFO) [160], as suggested in Busselez et al. [155]. The
conformation of the equilibrated PufX monomer was employed to build the dimer model. Interestingly
enough, the PufX dimer model produced is similar to the solutions supplied by the HEX docking code [167]
(Figure 4.4).
90
Phe37
Trp32
Trp31
Lys28
Met27
Phe37
Figure 4.4: HEX-generated docking result for the PufX dimer compared to the GpA-based model. The HEX result is shown
in transparent and overlaid on top of the initial conformation of the GpA-based PufX dimer model shown in opaque. On the
right, side chains (Met27 to Phe38) are shown; several side chains are labeled for clarity.
A 50 ns simulation was carried out for the dimer-membrane system (Figure 4.5a), during which the
secondary structure of both α-helices showed little fluctuation (Figure 4.5b), indicating that PufX in a
dimeric state retains structural integrity. At the beginning, due to the slight curvature witnessed in the
monomer simulation, the two α-helical segments formed a smaller crossing angle at the N-terminus than
at the C-terminus. By the end of the simulation, however, both α-helices straightened and intersected
with a consistent crossing-angle. The crossing angle for PufX dimer was determined to be approximately
-38◦ (Figure 4.5c), the minus sign denoting right-handedness, comparable to the -40◦ angle measured for
GpA [160]. In addition, spatial arrangement of the TM regions departs only moderately from the initial
27
configuration.
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Figure 4.5: MD simulation of the PufX dimer. a) PufX dimer-membrane system. The coloring scheme is the same as in
Figure 4.3. PufX1 is colored in orange and PufX2 in blue. Two snapshots of the TM helices are shown at the beginning and
at the end of the simulation. b) Time evolution of the secondary structure of the two α-helices. c) Time evolution of their
crossing angle, θ. d) Time evolution of their buried molecular surface area. e) Two-dimensional plot highlighting the key
residues responsible for PufX dimerization. Insets: Two highly interacting pairs of residues: Trp32-Gly35 and Trp32-Gly34.
To assess whether and how the α-helices interact throughout the simulation, the buried molecular surface
area of the dimer was determined to provide an estimate for the surface area of interaction (Figure 4.5d).
The two helical segments remained closely associated during the simulation, with the buried surface area
increasing to ∼650 A˚2. For GpA, this quantity was measured to be 587 A˚2 [168]. The MD study also
allowed the key residues participating in PufX dimer interaction to be identified. In Figure 4.5e, a heptad of
residues, i.e., Met27, Lys28, Trp32, Gly34, Gly35, Val36, and Phe38, is found to contribute predominantly
to PufX dimerization, reminiscent of the dimerization scheme of GpA [160].
4.3 Mutation effect on the PufX dimer
Whereas Rba. sphaeroides expresses dimeric core complexes, other Rba. species, e.g., Rba. velkampii, which
also expresses PufX, produce only monomeric core complexes. Busselez et al. [155] ascribed this difference
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in oligomerization states to differences in the PufX oligomerization states, which are rooted in sequence
alterations. The Rba. sphaeroides PufX sequence contains a GxxxG motif. In Rba. velkampii, however, the
corresponding sequence is GxxxV, and the Gly35 to Val35 mutation was hypothesized to abolish dimerization
of PufX and lead to the formation of monomeric core complexes [155].
To examine the alleged [155] disruptive effect of a G35V point mutation on PufX dimerization, free-energy
perturbation (FEP) calculations (Chapter 2.3) were carried out [86; 88]. In FEP simulations, dodecane was
used as a membrane mimetic to avoid the slow relaxation times of the lipid molecules compared to typical
MD timescales [86; 169]. The present calculations follow the thermodynamic cycle shown in Figure 4.6a,
where Gly35 is transformed quasi-statically into valine, in both the monomeric and the dimeric states, using a
general-extent parameter, λ [87]. To improve the accuracy of the free-energy estimates, each calculation was
repeated twice using different initial conditions, and the simple overlap sampling (SOS) scheme was employed
to combine forward and reverse transformations [89]. Repeated simulations of the PufX monomer in both for-
ward and reverse directions yielded a consistent free-energy change of ∆G1 = 3.7±0.3 kcal/mol, within chemi-
cal accuracy. Repeated simulations of the PufX dimer, also in both directions, yielded a free-energy change of
∆G2 = 8.5±0.3 kcal/mol, resulting in the net alchemical free-energy change of ∆∆G = 1.2±0.6 kcal/mol (Ta-
ble 4.1). Comparable site-directed mutagenesis experiments were conducted for GpA, replacing Gly83 with
Val83, leading to a slightly higher apparent free-energy change, namely, on the order of 3-4 kcal/mol [170].
a)
b) c)
Figure 4.6: Free-energy calculation of the G35V point mutation. a) Thermodynamic cycle delineating the G35V mutation.
b) and c) Free energy as a function of the general extent parameter λ for both the forward (dark) and the reverse (light)
transformations, in the case of the PufX monomer and the dimer mutation. Inset: Overlapping thermodynamic ensembles for
the forward and the reverse transformations at λ = 0.5.
In view of the magnitude of the free-energy change measured here, the hypothesis of Busselez et al. [155] ap-
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pears to be reasonable, yet somewhat incomplete. The free-energy penalty for the G35V mutation possibly
reduces the probability of PufX dimer formation in Rba. velkampii. The low free-energy penalty, however,
suggests that other factors may be at play for determining the actual oligomerization state of PufX.
Set name ∆G
Set1-G35V-Mon 3.9±1.0
Set1-V35G-Mon -3.3±0.9
Set2-G35V-Mon 4.0±0.9
Set2-V35G-Mon -3.4±0.9
Set1-G35V-Dim 9.0±1.0
Set1-V35G-Dim -8.2±0.8
Set2-G35V-Dim 8.6±1.0
Set2-V35G-Dim -8.0±0.9
Set ∆GSOS
Set1-Mon 3.6±0.3
Set2-Mon 3.7±0.3
Set1-Dim 8.6±0.4
Set2-Dim 8.3±0.3
Set ∆∆Gdimerization
Set1 1.4±0.7
Set2 0.9±0.6
Table 4.1: Summary of all FEP calculation results. Each FEP simulation is repeated twice, denoted by “Set1” and “Set2”.
Under the column “Set name” in the first table (left), “G35V” denotes the forward transformation and “V35G” denotes the
reverse transformation; “Mon” denotes the monomer system and “Dim” denotes the dimer system. In the second table, results
obtained from the forward and the reverse transformations were used to improve the free-energy estimates (∆GSOS) via the
simple overlap sampling (SOS) scheme [89]. In the third table, the free-energy costs incurred in the point mutation in the
monomer and in the dimer were combined in accordance with the thermodynamic cycle of Figure 4.6a to calculate the relative
dimerization free-energy, ∆∆Gdimerization, between the wild type and the G35V mutant.
4.4 An alternative structural model of the core complex dimer
The present set of MD simulations reveals that a GpA-like dimerization construct for Rba. sphaeroides
PufX is viable over the timescale explored. No hint of dissociation was observed. In contrast, PufX
helix-helix association strengthened as the buried molecular surface increased. It is worth noting that
earlier TOXCAT [171] measurement revealed significant self-association of the Rba. capsulatus PufX TM
segment [172]. Emergence of a dimeric state for PufX would suggest that the dimer is located at the cen-
ter of the Rba. sphaeroides core complex, where it serves as a nucleation point for the self-assembly of
the dimeric core complex. In this picture, PufX dimerization in the membrane initiates the assembly of
the dimeric core complex, followed by docking of RC and LH1 subunits on both sides of the central PufX
dimer [153] (Figure 4.7a and b). In the resulting dimeric structure of the core complex, assuming that the
LH1 helices remain parallel to that of PufX in each core complex monomer, the magnitude of the PufX
helix-helix crossing angle (θPufX) can be related to the bending angle of the core-complex dimer (θcore) by
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means of an approximate geometric rule (Figure 4.7c):
θcore + θPufX ∼ 180◦. (4.1)
In the present study, the equilibrium simulation of the PufX dimer yielded θPufX ∼ 38◦, and θcore was
measured in single-particle EM study to be 146◦ [83].
While MD simulations suggest that a GpA-like dimerization scheme is plausible for Rba. sphaeroides
PufX, estimation of the free-energy cost incurred in the G35V mutation showed that the free-energy penalty,
while disrupting dimer association, is not sufficiently high to completely abolish formation of PufX dimers.
A GxxxG motif-based argument is, therefore, perhaps too rudimentary to rationalize in a nonambiguous
fashion the different PufX oligomerization states in different Rba. species. A definitive answer would require
further structural determination and biochemical mutation studies, which are expected to shed new light on
the overall structure and assembly of photosynthetic core complexes.
a)
θcore
θPufXb) c)
Figure 4.7: a) A putative scheme of the assembly of the Rba. sphaeroides core complex dimer, with the dimerization of PufX
being the first assembly event, followed by the associations of LH1 and RC. PufX: orange and blue; RC: green; LH1: red and
pink. b) Assembled Rba. sphaeroides core complex dimer. c) The crossing angle of the PufX helices, θPufX, can be related to
the bending angle of the core complex dimer, θcore, via an approximate geometric relation (Equation 4.1).
4.5 Summary
The core complex in photosynthetic bacteria plays a central role in the photosynthesis process. In perhaps
the most studied purple bacterium, Rba. sphaeroides, its core complex contains the light-absorbing Light-
Harvesting complex I, the Reaction Center, and an additional protein PufX, forming a dimeric (RC-LH1-
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PufX)2 complex. To date, no high resolution structure is available for the Rba. sphaeroides core complex
dimer. In particular, the location of PufX within the core complex dimer is debated. Placement of PufX
has direct implication on the dimerizing mechanism of the Rba. sphaeroides core complex dimer, as well as
the self-assembly process of the membrane-bound protein complex. Here we have constructed and tested
via molecular dynamics a model of PufX dimer based on the Glycophorin A (GlyA) dimer. The PufX
dimer model was shown to be structurally stable both in its monomeric and dimeric states, and the residues
participating in PufX helix-helix interactions in the dimeric state were identified. Free energy cost of single
mutation was computed to verify with previous studies. Most importantly, the dimerized PufX helices
display a stable GlyA-like crossing angle, which, during the self-assembly process, possibly results in the
previously reported highly bent and V-shaped structure of core complex dimer responsible for inducing local
membrane curvature in the photosynthetic membrane. Simulations performed in this investigation is listed
in Table 4.2.
System Simulation Type Number of Atoms Simulation Time
PufX-monomer-POPE EQ 54,516 15 ns
PufX-dimer-POPE EQ 90,562 50 ns
PufX-TM-monomer-DODE EQ (pre-FEP) 11,043 16 ns
PufX-TM-monomer-DODE FEP-G35V 11,043 16×2 ns
PufX-TM-monomer-DODE FEP-V35G 11,043 16×2 ns
PufX-TM-dimer-DODE EQ (pre-FEP) 20,584 24 ns
PufX-TM-dimer-DODE FEP-G35V 20,584 16×2 ns
PufX-TM-dimer-DODE FEP-V35G 20,584 16×2 ns
Table 4.2: Summary of simulations performed. “EQ” denotes equilibrium simulations; “FEP” denotes free-energy perturbation
calculations; “EQ (pre-FEP)” denotes equilibrium simulations performed prior to FEP; “G35V” denotes forward transformation
in the Gly35→Val35 mutation, and “V35G” denotes the same transformation carried out in the reverse direction. Each FEP
simulation is performed twice using different initial conditions, i.e., different positions and momenta.
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Chapter 5
The Elastic Muscle Protein Titin
Material in this chapter is reproduced in part with permission from Eric H. Lee, Jen Hsin, Gemma Comellas, Marcos Sotomayor,
and Klaus Schulten, “Discovery through the computational microscope,” Structure, 17:1295-1306 (2009), and Eric H. Lee, Jen
Hsin, Eleonore von Castelmur, Olga Mayans and Klaus Schulten, “Tertiary and secondary structure elasticity of a Six-Ig titin
chain” Biophysical Journal, 98:1085-1-95 (2010).
A smart strategy usually involves a plan B. As it turns out, the muscle proteins in our bodies responsible
for the physical motions like playing basketball or the beating of our hearts, also rely in their function
on having a plan B strategy. When contracting and extending, muscle fibers generate tremendous forces
that need to be buffered to protect muscle from damage. This role falls to the muscle protein titin, which
is an extensible chain composed of linked domains, making it a molecular rubber band. When a small
force is applied, titin employs its plan A and stretches apart without unraveling its individual domains.
When a stronger force is applied, plan B kicks in and further elasticity is generated by the unwinding of
the protein domains one at a time. By practicing two modes of response to different levels of forces, titin
provides the elasticity that muscle needs at a minimal structural cost. In this chapter, we discuss a series of
computational-theoretical investigations providing a molecular view on how titin’s two plans work.
5.1 Titin: A molecular rubber band
Mechanical proteins confer structural support and mechanical compliance to biological cells and tissues, for
example during muscular contraction (Figure 5.1a and b). The protein titin provides the passive elasticity
required to restore muscle to its resting length after contraction (Figure 5.1b). Through its elasticity, titin
protects muscle fibers also from mechanical injury. Titin is the largest protein in nature, composed mainly
of immunoglobulin-like (Ig- ) or fibronectin-III-like (FN-III) domains, as well as a disordered segment called
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the PEVK domain, which is made of mostly proline, glutamine, valine, and lysine amino acids (Figure 5.1c).
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Figure 5.1: Schematic diagram of a muscle sarcomere. In a), the representative protein components in a muscle sarcomere is
shown. b) When muscles contract and extend, the myosin filaments move along the actin filaments, with the protein titin that
spans the sarcomere acting as a molecular spring, protecting muscle from overstretching. c) An overview of the domains in a
titin chain. Titin is anchored at the Z-disc with the Z1Z2 domains, followed by the Z-repeat. The PEVK domain is a disordered
segment thought to provide titin its entropic elasticity. Connected Ig-domains and FnIII domains make up a large proportion
of the rest of the tiitn chain.
The current understanding of titin’s mechanical properties arose from a series of single-molecule force
spectroscopy investigations of isolated, native titin as well as recombinant fragments [173–178]. From these
experiments, a picture began to form describing how titin reacts to mechanical stretching forces. Upon
stretching, titin’s chain of domains first straightens without unfolding; this is followed by elongation of the
disordered PEVK segment; finally, at strong forces, the secondary structure of titin’s Ig- and FN-III domains
unravels. Thus, in addition to the entropic elasticity conferred by the protein’s disordered domains, titin’s
mechanical elasticity can be further classified into two distinct regimes: tertiary structure elasticity due to
domain-domain straightening, and secondary structure elasticity due to the unraveling of domains.
The secondary structure elasticity of titin derived from the Ig-domains has been studied exhaustively
employing experimental techniques such as optical tweezer and atomic force microscopy (AFM), as well
as computational methodology such as steered molecular dynamics simulations (SMD). A typical AFM
experiment testing the molecular response of a recombinant chain of Ig-domains is shown in Figure 5.2a: a
chain of Ig-domains is attached to an AFM cantilever (or AFM tip) and to a surface, with a force applied
to stretch the chain. Upon increasing the force, an Ig-domain in the chain would be unraveled, giving a
sharp drop in the applied force seen in the force-extension profile (Figure 5.2b). The unraveling of multiple
Ig-domains in sequence gives rise to the characteristic “sawtooth” force-extension profile [173–177; 179; 180].
MD investigations of the molecular origin of titin’s elasticity, however, were typically focused on a single
Ig-domain, rather than a chain of Ig-domains as performed experimentally, since simulation of multiple Ig-
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Figure 5.2: A representative setup and result of an AFM experiment with recombinant Ig-domains. a) Ig-domains are linked
together and attached to an AFM tip, while a force is applied at the end of the chain of domains. As force was applied, the
Ig-domains rupture one by one, giving rise to the force peak followed by a sharp drop in force shown in the force-extension
profile in b).
domains incur a considerable computational cost. Nonetheless, simulations of the forced-induced rapturing
of a single Ig-dmain shed light on how the terminal β-strands are responsible for stabilizing the protein
against rupture [71; 181–185], proving a molecular understanding of the secondary structure-based elasticity
of titin.
The molecular basis for titin’s tertiary structure elasticity, on the other hand, is less well characterized,
in part due to the lack of atomic resolution structures for multi-domain titin constructs (for simulation),
and due to the fact that it is at play at lower external forces and allocates only a small fraction of the
overall extension of titin, thus more subtle to detect (for experiment). The recent availability of the crystal
structure of a six-Ig fragment I65-I70 (Figure 5.3) [69] from the I-band of titin offers an opportunity to
computationally study, at atomic resolution, the overall flexibility of titin.
5.2 The soft tertiary structure elasticity
The crystal structure of a six-Ig fragment I65-I70 (Ig6) [69] was first solvated in a water box under physio-
logical ionic conditions and subject to equilibrium dynamics for 20 ns. Analysis of the root mean squared
deviation (RMSD) of the protein revealed that the individual domains of titin Ig6 remained stable. The
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Figure 5.3: Crystal structure of a six-Ig titin segment I65-70 (“Ig6”) [69]. (a) Cartoon representation displaying the β-fold
structure of the Ig-domains. Each domain differs slightly in amino acid content, but preserves the overall β-fold structure. b)
Surface representation showing that some domain pairs have longer linker region (made up of three residues), while some are
arranged in a more compact form (with no residue acting as a linker). This difference in linker length translates in different
flexibility and heterogeneity in domain-domain motion. The individual domains are color-coded the same way in all subsequent
figures.
bending and twisting angles between Ig-domains along the crescent shaped chain were observed to fluctuate
during relaxation, suggesting that such interdomain motions represent a source of elasticity. To describe
such elasticity, an SMD simulation was subsequently carried out on the Ig6 segment.
The Ig6 segment was extended from a crescent-shaped chain into a linear chain in an SMD simulation
without unraveling the individual domains (Figure 5.4a). SMD simulations [96] have successfully charac-
terized the elasticity of a single titin Ig-domain, I91 [175; 182], fibronectin [183], ankyrin [186], and cad-
herin [187]. During the SMD simulation, the equilibrated Ig6 structure had its N-terminus α-carbon fixed
while a force was applied to the C-terminus α-carbon at a stretching velocity of 10 A˚/ns. The direction
of stretching was chosen to lengthen the Ig6 chain, and force was applied until the chain was completely
straightened, but avoiding secondary structure disruption. The structural transition is illustrated in Fig-
ure 5.4a, and the extension (of the Ig6 chain) vs. simulation time, x(t), curve is provided in Figure 5.4b.
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Figure 5.4: Steered molecular dynamics (SMD) simulations probing the tertiary structure elasticity of titin Ig6. Shown in a) are
snapshots from a force-pulling simulation depicting the extension of Ig6 without unfolding the individual domains. b) Extension
vs. time plot. The blue trace is the measured extension of Ig6 during the SMD pulling simulation, with pulling velocity 10 A˚/ns.
The orange line is x(t) = vt. The Ig6 extension lags consistently behind the x(t) = vt trace by approximately 0.2 A˚, as
shown in the inset, which displays the averaged extension by a light blue trace. The resulting force-extension curve is shown
in c), with the black trace corresponding to the average force measured. The force fluctuation can be attributed to the SMD
spring as discussed in the text. The quantities fave and Σforce, discussed in the text, were computed over the extension range
of 10-60 A˚, i.e., after the initial relaxation and before the increase of the stretching force above 28 pN (value shown as a black
dashed line).
x(t) is governed by the Langevin equation in the strong friction limit, which can be written
γ x˙ = fchain(x)− kSMD (x − v t) + σξ(t), (5.1)
where fchain(x) is the force due to the tertiary elasticity of the Ig6 chain, kSMD is the SMD spring con-
stant (kSMD = 3kBT/A˚2; Section 2.5), v is the stretching velocity (i.e., v = 10 A˚/ns), and the last
term describes (thermal) Gaussian white noise with RMSD denoted by σ and 〈ξ(t)〉=0. According to the
fluctuation-dissipation theorem holds σ2 = 2kBTγ. As long as fchain(x) is negligible compared to γx˙, i.e.,
for |fchain(x)| ¿ |γx˙|, one can write for the average extension, 〈x(t)〉,
γ 〈x˙(t)〉 = − kSMD [〈x(t)〉 − v t], (5.2)
the solution of which is
〈x(t)〉 = vt − (vγ/kSMD)[1− e−kSMDt/γ ]. (5.3)
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One can recognize that, after exp(−kSMDt/γ) has decayed to zero, the average extension is 〈x(t)〉 ∼ vt −∆x,
where ∆x = vγ/kSMD is the extension of the SMD spring. The frictional coefficient, γ, can be estimated
from the value D ≈ 1.5×10−6 cm2/s of a typical protein diffusion coefficient [188] using D = kBT/γ. From
this follows ∆x = 0.2 A˚ which, indeed, agrees closely with the simulated extension as shown in Figure 5.4b.
F0 = kSMD∆x is the force that the SMD spring exerts on Ig6 for extension below 60 A˚. One can readily
show F0 = vγ, i.e., the force arising in the spring is just the frictional force that resists the tip of Ig6 being
dragged with velocity v. Using the expressions above one obtains F0 = 28 pN.
The force-extension curve from our simulation, covering a maximum extension of 100 A˚, is shown in
Figure 5.4c. The considerable noise in the force values (Σforce = 91pN) seen in Figure 5.4c can be attributed
largely to thermal fluctuations in the SMD spring. Using the known result for the position RMSD of a
harmonic spring, σpos =
√
kBT/kSMD, one can estimate the force RMSD through σforce = kSMD σpos =
√
kSMD kBT . One finds σforce=70 pN, which is 80% of the overall noise value Σforce seen in Figure 5.4c;
other degrees of freedom constitute the remainder 20% of the noise. The black trace in Figure 5.4c shows
the average force value, which is constant during the first half of the simulation period as suggested by the
deliberations above and, indeed, matches the estimated value of 28 pN closely.
So far, the information gained from Figure 5.4c does not reveal anything about fchain(x) characterizing
the tertiary structure elasticity of Ig6. However, the force trace (black) in Figure 5.4c exhibits an increase
above γv = 28 pN beyond 60 A˚ extension, 60 A˚ corresponding to the x value for which fchain(x) begins to
rise above the hydrodynamic drag of 28 pN. In this case Equation 5.2 is no longer valid, and the motion of
Ig6 is characterized by
γ 〈x˙(t)〉 = fchain[〈x(t)〉]− ks (〈x〉 − v t), (5.4)
which can be solved numerically. fchain[〈x(t)〉] is due to the domain-domain bending and twisting motions
as well as due to reversible elastic extension of individual Ig domains. These contributions to fchain(x) will
be discussed below.
5.2.1 Measuring the energetics associated with the domain-domain motion
To learn how the bending and twisting motions between domain pairs contribute to the overall tertiary
structure elasticity of the Ig-chain, adaptive biasing force (ABF) simulations [90–92] (Section 2.4) were
employed to compute the energetic cost, or, the potential of mean force (PMF), of domain-domain motion,
Vj(xj). Individual simulations were performed separately on the five pairs of neighboring Ig-domains: I65-66,
I66-67, I67-68, I68-69, and I69-70. For each domain pair, two ABF simulations were conducted, one probing
the bending degree of freedom, the other the twisting degree of freedom.
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The first set of simulations sampled the bending motion (illustrated in Figure 5.5a) in which the domains
bend at the linker towards and away from each other like two adjoining pages of a book, producing a free
energy profile as a function of the bending angle. Figure 5.5a shows the PMF as a function of bending angle
for each of the two-Ig pairs, with the initial conformation observed in the respective equilibrium simulation
of two Ig-domains denoted by a green diamond. The PMFs shown in Figure 5.5a show that the energetic
cost of altering the bending angle between domains of Ig6, i.e., flexing them open and closed, is actually
quite low, on the order of several kBT . The PMFs for all five Ig-pairs show, therefore, soft barriers to
domain-domain extension as a result of the low energy cost of opening and closing the individual domain
hinges via bending motions.
The second set of ABF simulations sampled the tertiary structure elasticity related to the twisting motions
between adjacent domains, illustrated in Figure 5.5b. Beginning from the structures of each Ig-pair derived
from equilibrium simulations, one domain was twisted away from the other. Figure 5.5b depicts the PMF
as a function of the twisting angle, α, for the five Ig pairs. The twisting motion PMFs reveal that small
angular deviations (approximately α≤ 40◦) encounter little mechanical resistance as a result of domain-
domain interactions. However, continued rotation towards larger twisting angles commands a significant
energy cost. In the case of the I67-68 pair, steric crowding appears to come into play at lower degrees of
twisting angle (approximately 37◦ away from equilibrium) compared with the other Ig pairs, the latter not
imposing a large penalty to additional twisting until angles between 50-60◦ are reached. The overall trend
of PMFs suggest that there exists heterogeneity along an Ig chain with respect to twisting angles as long
as the domains adopt moderate interdomain twisting angles, and that significant elasticity can derive from
twisting motion.
5.2.2 Modeling the multidomain tertiary structure elasticity
The “spring-like” behavior of titin’s tertiary structure elasticity comes about from multiple protein domains
connected through linkers. The ABF simulations measured the PMF to “open” the “hinges” between
adjacent domain pairs. With the PMF, one can describe the tertiary structure-based elastic behavior of
titin I65-70.
Here, a statistical mechanical model for a multidomain chain, developed in [189] and extended in [70], is
discussed. A (planar) multidomain chain is depicted in Figure 5.6a, in which, as an example, six domains
are connected into a chain, and the overall length of the chain is determined by the five hinge angles (θAB
to θEF ). Our ABF calculations treat each Ig pair as an individual unit, uncoupled from its neighbors. For
this reason the present model takes the schematic form shown in Figure 5.6b.
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Figure 5.5: ABF simulations probing the tertiary structure elasticity of titin Ig6. ABF simulations were carried out on each of
the connected Ig-domain pairs to probe the energetics of two types of motions: a hinge bending motion a) in which the domains
bend away from each other at the flexible linker, and a hinge twisting motion b) corresponding to a twisting of the chain. In a),
the PMF is shown as a function of the bending angle, with the position observed in respective equilibrium simulations marked
by green diamonds. In b), the PMF is plotted as a function of twisting angle, measured also against the equilibrium position.
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Figure 5.6: Schematics of the multidomain chain model. a) The overall length of a six-domain chain is described by five hinge
angles. b) The present multidomain chain model employs a representation in which domain pairs are connected together, each
domain pair contributing an independent hinge angle not coupled to other domain pairs. This depiction is schematic; every
domain contributes only once to the total extension as seen in a).
As shown in Figure 5.6b, a multidomain Ig chain is made of connected domain pairs, each pair j described
by a hinge-opening potential function V˜j(θj) determined by the ABF method. The angle dependence of V˜j(θj)
is first replaced by a length dependence via the geometric relation
xj(θj) = ` sin(θj/2), (5.5)
where xj is the end-to-end distance of the domain pair, θj is the hinge angle, and ` is the length of the
domain pair when it is fully opened (i.e., when θj = 180◦). In the following, ` is set to 90 A˚, approximately
the end-to-end distance of an open Ig pair. The inverse of Equation 5.5 reads θj = θj(xj).
Given each PMF, Vj(xj) = V˜j(θj(xj)), the length distribution, pj(xj), can be computed via the Boltz-
mann relation
pj(xj) = Z−1j exp[−Vj(xj)/kBT ], (5.6)
where Zj =
∫ +∞
−∞ exp(−Vj(xj)/kBT )dxj is the partition function.
Since the overall length of the connected chain,X, is the sum of the length ofN linker pairs (i.e. X =
∑N
j=1 xj ,
illustrated in Figure 5.6b), the overall length distribution of the multidomain chain is
P (X) =
∫ +∞
−∞
dx1
∫ +∞
−∞
dx2 . . .
∫ +∞
−∞
dxN p1(x1)p2(x2) . . . pN (xN ) δ
 N∑
j=1
xj −X
 , (5.7)
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which can be expressed [189]
P (X) = (2pi)(N−2)/2
∫ +∞
−∞
exp[−ikX]dk
N∏
j=1
p˜j(k) , (5.8)
where p˜j(k) is the Fourier transform of pj(xj), namely,
p˜j(k) = (2pi)−1/2
∫ +∞
−∞
pj(xj) exp[ikxj ]dxj . (5.9)
To compute P (X) using Equation 5.8, pj(xj) needs to be extracted first from ABF data. For this
purpose, the ABF data are fitted to a simple mathematical expression for pj(xj), such that taking the
Fourier transform of pj(xj) and the subsequent integration (Equation 5.8) are feasible. We choose to employ
a sum of two Gaussians, non-vanishing only for xj,min ≤ xj ≤ xj,max, namely
pj(xj) = a1 exp[−c1(xj − b1)2] + a2 exp[−c2(xj − b2)2], (5.10)
with parameters a1, b1, c1, a2, b2, and c2, and xj,min, xj,max fitted to ABF data.
The central limit theorem [190] states that for large N , P (X) assumes the form of a Gaussian with
average X¯ and mean square deviation Σ2, i.e.,
P (X) = (2piΣ2)−1/2 exp[−(X − X¯)2/2Σ2]. (5.11)
Here X¯ is the sum of the averages of xj (X¯ =
∑N
j=1 x¯j) and Σ
2 the sum of the mean square deviations σ2j
of pj(xj) (Σ2 =
∑N
j=1 σ
2
j ).
So far we have considered the length distribution of a multidomain chain without external force. However,
of interest is how the length changes when a (constant) force f is applied. The potential for the bending
motion of each hinge j is then
Vˆj(xj) = Vj(xj)− fxj . (5.12)
As a consequence, the length distribution of each domain pair, pˆj(xj), becomes
pˆj(xj) = exp[−Vˆj(xj)/kBT ]/
∫ +∞
−∞
exp[−Vˆj(xj)/kBT ]dxj . (5.13)
pˆj(xj) allows one to determine the average domain pair length 〈xj〉Vˆj (the subscript denotes that the average
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is performed over all configurations weighted by the Boltzmann factor corresponding to Vˆj)
〈xj〉Vˆj =
∫ +∞
−∞
xj pˆj(xj)dxj =
∫ +∞
−∞
xj exp[−Vˆj(xj)/kBT ]dxj/
∫ +∞
−∞
exp[−Vˆj(xj)/kBT ]dxj . (5.14)
One can then derive
〈xj〉Vˆj = 〈xj exp[fxj/kBT ]〉Vj/〈exp[fxj/kBT ]〉Vj . (5.15)
The average overall end-to-end distance, 〈X〉= ∑Nj=1〈xj〉Vˆj , can then be written
〈X〉 =
N∑
j=1
[〈xj exp[fxj/kBT ]〉Vj/〈exp[fxj/kBT ]〉Vj ] ≡ g(f). (5.16)
From this one obtains the force-extension curve f = g−1(〈X〉), which is well-defined since g is a monotonic
function of f [70].
In case that the applied force, f , is small, Taylor expansion of the exponential terms in Equation 5.16
yields
〈X〉 ≈
N∑
j=1
[〈xj〉Vj + (f/kBT )σ2j ] = X¯ + (f/kBT ) N∑
j=1
σ2j , (5.17)
where σ2j is the mean square deviation of the length distribution pj(xj) and X¯ is defined as
∑N
j=1〈xj〉Vj . It
is then obvious that the chain behaves as a spring of resting length X¯ and overall spring constant
kchain = kBT/
N∑
j=1
σ2j . (5.18)
This behavior is the one that also characterizes the statistical mechanics of the potential in Equation 5.11.
Equations 5.17 and 5.18 hold only for small forces, i.e., for fx ¿ kBT ; in general one needs to use Equa-
tion 5.16.
5.2.3 Bending motions in Ig-domain pairs lead to an elastic chain
The free-energy profiles for the hinge bending motions of the tandem Ig-pairs (Figure 5.5) permit one to
describe the collective elastic behavior of Ig6 employing the multidomain chain model derived above. The
shapes of the PMF profiles in Figure 5.5 point to two important aspects in the individual domain-domain pair
motion: (1) the free-energy profile of each domain pair opening is not harmonic, i.e., the length distribution
of domain pair j, pj(xj), is not necessarily Gaussian, and (2) the free energy of the bending motions of
the domain pairs, and consequently their length distributions, are not uniform, i.e., each pj(xj) is different,
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reflecting the heterogeneity of linker behavior. We will see that, in a multidomain chain made of repeat
domains, the above two localized features actually do not manifest themselves, and the chain overall behaves
like an elastic spring.
Taking the PMF results from Figure 5.5a (Vj(xj), where j denotes the five domain pairs AB, BC, CD,
DE, and EF ), the individual length distributions pj(xj) were computed via Equations 5.5 and 5.6 and
plotted in Figure 5.7a. The data were then fitted to a sum of two Gaussians (Equation 5.10). As seen in
5.7a, the pj(xj)’s are non-identical and non-Gaussian. The mean end-to-end distance of the domain pair j,
x¯j = 〈x〉Vj , and the root mean square deviation of the length distribution, σj = [〈(xj − x¯j)2〉Vj ]1/2, were
computed and are shown also in Figure 5.7a.
The five bending angles were then connected together to form a hypothetical multidomain chain as
depicted in Figure 5.6b and the overall length distribution of this chain, P (X), was computed via Equation 5.8
and plotted in Figure 5.7b (black curve). Although each pj(xj) is non-Gaussian (Figure 5.7a), the final P (X)
resembles closely a Gaussian distribution (black curve in Figure 5.7b) as expected from the central limit
theorem (Equation 5.11), with average X¯ =
∑5
j=1〈xj〉Vj , and overall root mean square deviation Σ
given by Σ2 =
∑5
j=1 σ
2
j . The Gaussian fit is shown in Figure 5.7b (gray curve). X¯ agrees well with
〈X〉 = ∫ dXP (X)X (352.3 A˚ vs. 358.1 A˚), and likewise Σ agrees well with [∫ dX(X − 〈X〉)2P (X)]1/2
(14.9 A˚ vs. 16.8 A˚). The close agreement is quite remarkable as the central limit theorem holds strictly only
in the limit N → ∞. This result implies that repeat proteins behave overall like harmonic elastic springs
in the limit of weak force, despite the non-elastic nature of individual domain pairs and the heterogeneity
among repeats. As numerous other elastic proteins are also made of repeat domains, e.g., ankyrin, cadherin
and fibrin [71; 97; 186; 187; 191], this result, i.e., that repeat proteins in obeying the central limit theorem
act as Brownian springs, is of general importance, though holds only for small extension.
The relationship between mechanical force and chain extension was computed using Equation 5.16, which,
in terms of the probability distributions pj(xj), is
〈X〉 =
5∑
j=1
[∫ +∞
−∞
xjpj(xj) exp[fxj/kBT ]dxj/
∫ +∞
−∞
pj(xj) exp[fxj/kBT ]dxj
]
. (5.19)
The chain extension, i.e. 〈X〉 - 〈X〉f = 0, versus applied force f is plotted in Figure S1C (dashed trace). At low
forces (f< 5 pN), the force-extension relation displays the linear behavior (Figure 5.7c, inset) given by Equa-
tions 5.17 and 5.18, derived in the small force limit, with effective spring constant kchain = kBT/Σ2soft/stiff ,
Σ2soft/stiff =
∑
j σ
2
j , where j includes all five domain pairs, both soft and stiff. One can compute the value of
kchain, and obtains kchain ≈ 0.005 kBT/A˚2. When force increases, the chain departs from the linear regime,
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Figure 5.7: Tertiary structure elasticity of a multidomain chain. a) The PMF resulting from ABF simulations can be related
to length distribution for an individual Ig linker pair, represented by open circles. Fits pj(xj) in the form of Equation 5.10 are
plotted as solid lines. Also shown in the plots are the mean end-to-end length of each domain pair, x¯j , the root mean square
deviation of each pj(xj), σj , and the approximate maximum extension of each domain pair, ∆xj,max. The hinges are labeled
as stiff or soft depending on their σj values. b) The overall length distribution for the chain of five Ig domain pairs, computed
using Equation 4 is shown (black), the Gaussian fit (Equation 6) being depicted in gray. c) Shown is the overall extension of
the modeled multidomain chain in response to mechanical force. At small forces (f < 5 pN), the force-extension curve is linear
(inset). The dashed curve is calculated from considering only the bending motion in the multidomain chain; the gray curve
includes both bending and twisting motions in the calculation; the black solid curve incorporates also the stretching degree of
freedom in each domain.
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becoming stiffer, as represented by an increased slope in the force-extension curve, corresponding to opening
of the stiffer hinges. At around ∼40 A˚ extension when both soft hinges (BC and DE) are maximally opened
(note ∆xsoft,max = ∆xBC,max + ∆xDE,max ≈ 40 A˚), the slope of the force-extension curve increases to
kBT/
∑
j σ
2
j , where now j = AB, CD, and EF , i.e., j counts now mainly the three stiff hinges. To determine
the appropriate fchain(x) one employs again Equation 5.19 to obtain 〈X〉. fchain(x) was then plugged into
Equation 5.4 and the applied force as a function of Ig6 extension during the SMD simulation was computed
numerically. The result is plotted as a blue trace in Figure 5.8.
At most, a ∼70 A˚ extension (∆xsoft,max+∆xstiff,max =
∑5
j=1∆xj,max ≈ 70 A˚) can be reached through
forces of a few tens of pN, i.e., for extensions deriving purely from domain-domain bending (Figure 5.8).
Beyond 70 A˚ extension, the tertiary structure elasticity due to domain-domain bending is exhausted.
Figure 5.8: Comparison of the SMD force-extension profile and that computed through the multidomain chain model, incor-
porating progressively more degrees of freedom of domain-domain motion. The background light gray trace is the raw SMD
simulation result, as shown in Figure 5.4c, and the black trace is the average. The blue and red traces were computed by using
the multidomain chain model to determine fchain(x) and solving Equation 5.4 as described in the text, with the blue trace
computed by considering only the bending motions between domain pairs, and the red trace considering both the bending and
twisting motions. The orange trace describes the last ∼10 A˚ of Ig6 extension stemming from the intrinsic stretching of the
individual domains; the elasticity characterizing this motion was measured from an equilibrium simulation. The agreement
between simulation (black) and theoretical description (red, orange) does not involve any fitting parameters.
5.2.4 Counting all the degrees of freedom
In order to describe the tertiary structure elasticity over a wider range, i.e., over the interval [0 A˚, 100 A˚],
one should account for all other degrees of freedom that permit stretching of up to 100 A˚. An obvious choice
is domain twisting neglected so far (Figure 5.9), which can be treated similar to the bending degree of
freedom described above. In this case the maximum extension is calculated to be
∑10
j=1∆j,max = 93 A˚ (see
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Figure 5.7c, gray trace). The Ig6 extension under SMD pulling, including both bending and twisting motions
in the chain, was calculated again via Equation 5.4 and plotted as a red trace in Figure 5.8. It is noteworthy
that fchain(x) accounting for bending and twisting renders the overall chain softer than it does if only bending
is accounted for. Every further degree of freedom accounted for renders a chain overall softer, a stiff degree
of freedom adds less so than a soft degree of freedom.
a)
b)
Figure 5.9: Multidomain chain extension stemming from hinge twisting. Length distribution data computed from ABF simula-
tion (Figure 5.5b) are shown as open circles, with the fitting equations (according to Equation 5.10) shown as solid curves. For
each domain pair, the average end-to-end domain pair length, x¯j , and the estimated maximum extension, ∆xj,max, are also
given. Fitting equations were allowed to take values within allowable domain pair extension length xj ≤ 90 A˚, even if ABF
simulations did not sample these regions.
Extension beyond 93 A˚ involves stretching of individual Ig domains. Significant further extension would
lead to rupture of domain secondary structure, but small extension involving reversible (on a ns time scale)
domain stretching is permitted without rupturing of secondary structure. To determine the underlying
force-extension characteristic of individual domains, we determined Uj(xj) for single domain extension by
simply monitoring xj(t) for the individual domains to obtain the RMSD value of xj(t) for each domain
(Figure 5.10). The resulting value measured ∼0.6 A˚, which corresponds to a force-extension curve for the
overall stretching of I65-I70 of f0(x) =
√
kBT/(6 · (0.6 A˚)2)(x − xeq) where xeq = 93 A˚ is the equilibrium
length of Ig6 after straightening it through domain-domain bending and twisting. Figure 5.7c shows the
force-extension curve for Ig6 determined following the procedure above, adding to domain-domain bending
and twisting (black solid curve). As shown by Figure 5.8 (orange trace), inclusion of the stretching degree
of freedom reproduces the simulated force response of the Ig6 chain during SMD pulling very clearly. At
extension x = 100 A˚ this force assumes a value of 200 pN which is sufficient to rupture the secondary
structure of individual Ig domains, i.e., at this extension the secondary structure elasticity regime of Ig6 sets
in.
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Figure 5.10: a) Fluctuation in end-to-end extension of an Ig domain vs. time for sim-EQ-I65. Ig domain length extension is
defined to be the difference between the end-to-end length at the given frame and the average value (over the simulation);
horizontal lines are drawn at +1 and -1 A˚ extensions as a guide to the eyes. The I65 end-to-end extension fluctuates by 1-2 A˚.
Such length fluctuation explains the remaining extension (∼10 A˚) seen in the SMD simulation of Ig6 not covered by hinge
bending and twisting. b) Distribution of end-to-end extension. This distribution can be well-described by a Gaussian fit (blue),
with RMSD value of σ = 0.6 A˚.
5.3 The stiffer secondary structure elasticity
Force spectroscopy experiments unfolding polyprotein Ig-chains have produced a distinct sawtooth force-
extension profile interpreted as the sequential rupture of individual Ig-domains [173–177; 179; 180]. All-atom
MD simulations up to this point have been limited by computational resources and by the availability of
relevant structures to simulating the unfolding of only single Ig-domains [181; 182; 184; 192]. Recent strides
in computational efficiency permit us now to carry out SMD simulations to completely extend and unfold
titin Ig6 [70].
After equilibrating the Ig6 structure, the N-terminal α-carbon of titin I65 was fixed and a stretching
force applied to the α-carbon of the C-terminus of titin I70 employing a constant velocity protocol [94]
with v=25 A˚/ns until all six domains had ruptured and fully extended. The resulting force-extension
curve (Figure 5.11a) shows clearly individual force peaks. These peaks, labeled (ii) through (vii), are
correlated with the unraveling of individual Ig-domains, producing a sawtooth-like profile similar to those
seen in experiment (for example, Figure 5.2b). The drop in force following each force peak, i.e., the domain
unraveling event, indicates a relief in stress along the Ig-chain. A detailed view of the structural dynamics
reveals that the domain unraveling in every case is initiated by the separation of the terminal β-strands that
are adjacent in each domain forming between them seven to nine hydrogen bonds. This strand separation
has been described in detail previously [71; 182; 193]. As the internal β-strands, less stable than the terminal
β-strands, readily unravel, the β-strands of unruptured domains are permitted to relax and stabilize their
interstrand hydrogen bonding. Peak (ii) corresponds to the rupture of I65, (iii) to I70, (iv) to I66, (v) to
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I67, (vi) to I69, and (vii) to I68. Thus, the order of domain unraveling is I65→ I70→ I66→ I67→ I69→ I68,
with the terminal domains rupturing before the ones in the middle of the Ig chain.
5.4 Merging the experiment and simulation timescales
One can readily notice that the height of the force peaks in Figures 5.2b and 5.11a are quite different.
In SMD simulations, the force required to rupture an Ig-domain is well-known to be much higher than
that observed in comparable single-molecule experiments [71]. Here we discuss a series of SMD simulations
unraveling a single Ig-domain at different pulling velocities, with the aim of comparing the rupture forces
with experimental values.
SMD simulations on titin’s I91 domain have previously revealed that the source of titin’s secondary
structure elasticity lay in the architecture of I91’s terminal β-strands [181; 182; 184; 192–194]. Specifically,
simulations showed that I91’s unfolding comes about through nearly synchronous breaking of a network of
hydrogen bonds that stabilize the domain’s terminal β-strands. I91 is depicted in Figure 5.12a-i in its fully
folded state. When I91 is stretched at a certain force, the β-strand pair called AB, shown in Figure 5.12a-ii,
ruptures first. At this stage of unfolding, further rupture is prevented by the stabilization of a β-strand
called A′G. Once A′G is disrupted at a very slightly higher force (Figure 5.12a-iii), though, I91 quickly
unravels completely. Simulations shed light on how the β-strand pairing involved in AB and A′G guard the
titin domain against forced unfolding like two pieces of “molecular velcro”.
How can one be certain, though, that overly fast simulations are capturing the same events, presumably
governing biological function, as in the experiment? Many mechanisms first observed in simulations of
titin have subsequently been confirmed with experiments, specifically in regard to the unfolding properties
of its Ig- and kinase domains. Based on predictions from simulations that the segments of parallel β-
strands AB and A′G are the force bearing components of I91, experimentalists engineered a mutant in
which the A′G β-strand interaction was weakened; when this mutant was stretched using AFM [175], the
characteristic two-stage (due to AB and A′G, but only AB contributing for the mutant) unfolding “hump”
seen in the native state was abolished, corroborating the scenario predicted by MD. MD simulations of I91
also suggested a previously unknown role for water participating in the domain unfolding; specifically, it
was observed that water molecules competed for interstrand hydrogens bonds on the surface of the protein,
thereby lowering the unfolding barrier for protein unfolding [182]. This key discovery, made possible only
through simulation, was previously considered to be an unimportant background event, but turned out to
play a central role in mechanical unfolding. Subsequent force spectroscopy experiments have validated this
49
0 200 400 600 800 1000 1200 1400 1600
0
500
1000
1500
b)
a)
Fo
rc
e 
(p
N
)
Extension (Å)
i
ii
iii
iv
vi
v
vii
i
viiviviv
iii
ii
I65 I66 I67
I68
I69
I70
Figure 5.11: SMD simulations for full unfolding of titin Ig6. Shown in a) is a force-extension curve from sim-STR1, in which
the entire I65-70 Ig-domain tandem was stretched until completely unfolded. Rather than exhibiting simultaneously rupturing
across all domains, domains unfold one-by-one, producing a sawtooth pattern in the force extension profile. The force peaks
corresponding to ruptures of individual domains are denoted by numerals, corresponding to the close up views of domain
rupture shown in b). The domains rupture in the order I65→ I70→ I66→ I67→ I69→ I68.
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Figure 5.12: Steered molecular dynamics (SMD) simulations of titin I91 up to the microsecond timescale. Unfolding simulations
of titin I91 reveal a barrier against an unraveling of the domain’s secondary structure stemming from extensive hydrogen bonding
in the β-strand pairs AB and A′G. Shown in a) are snapshots of titin I91 (i) before stretching, (ii) during rupture of the AB
β-strand pair, and followed subsequently by the (iii) rupture of the A′G β-strand pair. Shown in b) are the force-extension
curves (plotted in transparent background trace with moving average taken every other data point as solid colored trace) with
force peaks corresponding to separation of the AB and A′G β-strands in titin I91 at stretching velocities 28m/s (black), 8m/s
(red), 2.8m/s (light blue), 0.8m/s (green), 0.28m/s (dark blue), 0.028m/s (orange), and 0.0028m/s (purple). The peak force,
accompanied by the A′G rupture event, ranges from 1581 pN at the highest stretching velocity to 491 pN at the lowest velocity.
Shown in c) is the peak force as a function of stretching velocity over experimental and computational regimes. Red and
green dots are experimental data obtained from from Carrion-Vazquez et al. 1999 and Rief et al. 1997 [173; 174]; blue dots
are the averaged peak forces, measured in the SMD simulations reported here, for a given velocity; smaller grey dots represent
individual simulations. The continuous curve is a best match to the SMD averaged rupture forces vs. velocity obtained using
the mathematical model suggested in [195].
prediction by demonstrating that water molecules and other osmolytes (both actively regulated in vivo)
control the mechanical transition state structure of proteins [196]. Simulations also found that the catalytic
site of titin’s C-terminal kinase domain could be opened without significantly unraveling the protein [197].
These predictions were later confirmed in AFM experiments [198] which showed that mechanical strain to
titin kinase activated ATP binding before the domain unfolded. In the same study, mutations to residues
on titin kinase, identified in MD simulations to be involved with critical interactions with the phosphates on
ATP, were verified in experiments to significantly reduce the ATP affinity of titin kinase, further illustrating
the predictive power of molecular modeling.
A historic limitation of MD, however, was that computational capacity has restricted simulations so far
to the nanosecond timescale, requiring the use of stretching velocities about six orders of magnitude above
those employed in experiments. Since unfolding force depends on stretching speed, the protein rupture
forces arising in simulation are significantly higher than those seen in AFM on the same protein [199]. In
an effort to bridge the gap between MD and experiment, we extended the time scale of SMD simulations of
I91 by a thousand-fold [71], employing the most recent version of our group’s molecular dynamics program
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NAMD [2]. This permitted us to close the gap between computational and experimental stretching rates to
nearly two orders of magnitude.
Titin I91 was chosen for this study as it offers an abundance of experimental AFM [200] and molecular
dynamics [182; 184] data, and as the rupture barrier for I91 is easy to sample over multiple trajectories
since it occurs within the first 10 percent of the extension needed to fully unfold the protein. Furthermore,
a theoretical model, albeit a rather schematic one, for the rupture event is available that can account for a
wide range of stretching velocities [195] connecting experimental and computational regimes [174; 195]. The
constant velocity SMD method utilized in our simulations mimics the force application in AFM experiments.
The stretching velocities employed spanned a wide range; the fastest rate (280 A˚ /ns, or 28m/s) is comparable
to one previously employed in simulations on I91 [182]; the slowest rate applied in the new simulations is
four orders of magnitude slower (0.028 A˚ /ns, or 0.0028m/s) [71]. At a stretching velocity of 0.0028m/s,
it takes 1 µs to stretch I91 to the rupture point of the AB and A′G β-strands. Overall, I91 rupture was
sampled using seven different stretching velocities ranging from 280 A˚/ns (28m/s) to 0.028 A˚/ns (0.0028m/s)
(Figure 5.12b). The simulations employing velocities of 28, 2.8, 0.28, and 0.028m/s stretched I91 to a fully
extended polypeptide, whereas in simulations employing velocities of 8, 0.8, and 0.0028m/s only the first
25 A˚ of extension were sampled, which is just enough to capture the rupture of the AB and A′G β-strand
pairs.
The force-extension curves of the first 20 A˚ extension are shown in Figure 5.12b for representative sim-
ulations at each of the seven different stretching velocities, reflecting the rupture of hydrogen bonding
between β-strand pairs AB and A′G. Across all runs, the average peak rupture forces varied from 1581 pN
at v = 280 A˚/ns to 491 pN at v = 0.028 A˚/ns (Figure 5.12b). In each case, the rupture of I91, as seen
in the force peak, occurs between 11 and 14 A˚ extension, consistent with previously reported I91 unfolding
simulations. Furthermore, the forces reported here agree with those in simulations previously reported that
produced peak rupture forces of 2100 pN (v =500 A˚/ns) and 1350 pN (v =100 A˚/ns) [182]. The individual
SMD simulations, the pulling velocities employed, and the rupture forces, are listed in Table 5.1 below.
5.4.1 Mathematical model linking slow and fast stretching regimes
To see in how far the I91 rupture observed in SMD and AFM can be reconciled with a single mechanism,
the mathematical model described in Hummer and Szabo, 2003 [195] was employed to link the respective
slow and fast stretching regimes. Other models have been developed to describe unfolding kinetics of
molecules [201–203] in order to capture the force-dependency of a chemical reaction such as protein unfolding
and disulfide bond reduction. The Hummer and Szabo 2003 model [195] was successful in describing the
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Stretching Velocity (A˚/ns) Rupture Force (pN) Simulation Time (ns)
280 1685.6 1
280 1524.9 1
280 1419.1 1
280 1863.6 1
280 1507.3 1
280 1529.7 1
280 1543.2 1
80 1281.2 1
80 1207.9 1
80 1214.2 1
80 1208.6 1
80 884.3 1
80 1458.7 1
28 1148.8 10
28 1109.8 10
28 1028.9 10
28 880.7 10
28 854.4 10
28 932.4 10
28 891.9 10
8 854.4 10
8 787.8 10
8 868.1 10
8 995.0 10
8 852.7 10
8 821.2 10
2.8 816.4 25
2.8 633.7 25
2.8 802.3 25
2.8 834.8 100
2.8 809.5 100
2.8 875.4 100
0.28 594.8 150
0.28 536 150
0.28 646.5 500
0.028 491.0 1000
Table 5.1: Individual SMD simulations unraveling a single titin Ig domain. Each simulation contains 52,000 atoms; details on
the setup of these simulations can be found in [71].
relationship between stretching velocities and rupture forces observed in AFM stretching of I91 [174; 195],
and is, therefore, directly relevant here.
As shown in Figure 5.13, the model is based on a schematic potential that accounts for stability and
rupture of I91. With x being the stretching coordinate, I91 is described through a harmonic potential with
a spring constant km in the range [−∞, xb]; at x = xb the system separates, i.e., the potential is set to zero
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beyond this point. Accordingly, the potential V1 is
V1(x) =

1
2kmx
2 x ≤ xb
0 xb < x
(5.20)
I91 is represented in the model as a point moving under the influence of strong friction in this potential,
its motion being characterized through a diffusion constant D. The stretching of I91 is described through
an additional force pulling the point particle from x = 0 to x = xb. This force can be cast into a time-
dependent potential, namely,
V2(x) =
1
2
ks(x − v t)2 (5.21)
where ks is the spring constant of the pulling apparatus (i.e., for an SMD simulation, ks = kSMD). Accord-
ingly, four constants characterize this model, namely km, xb, ks, and D. In addition one needs to specify a
velocity v and one assumes that I91 is initially at x = 0. For simplicity of notation, we will use the effective
force constants κm and κs (where κmkBT = km and κskBT = ks) instead of ks and km.
V(x)
xxb
kBTκmx21
2
v
v
Figure 5.13: Schematic illustration of forced-rupture of a single molecule.
In applying the model it is suitable to replace the parameter D by another parameter, k0, defined through
k0 =
1√
2pi
Dκ3/2m xbe
−κmx2b/2 . (5.22)
k0 as given by this expression is approximately the rate of spontaneous rupture of I91 described by the
model. This parameter is preferred over D since it can be better estimated from simulation [71]. We will
also show, following [195], that the rupture force for a given velocity can be expressed in terms of k0, xb,
κm, and κs.
54
The average extension x¯(t) of I91 is [195]
x¯(t) =
vκs
D(κm + κs)2
[D(κm + κs)t+ e−D(κm+κs)t − 1] . (5.23)
To apply the model one determines from this equation the time t = τ when rupture occurs. This time can
be calculated from the obvious condition x¯(τ) = xb. The rupture force is then
F¯ = −κskBT [xb − v
∫ τ
0
S(t)dt], (5.24)
where S(t) denotes the fraction of I91 molecules not yet ruptured at time t, given by
S(t) = exp[− k0e
−κsx2b/2
vκsxb(κm/(κm + κs))3/2
(eκsvxbt−
1
2 (κsvt)
2/(κm+κs) − 1)] . (5.25)
The rupture force vs. stretching velocity curve in Figure 5.12b is obtained by determining F¯ as described
using the following parameters: kBTκs = 208.4 pN/A˚ (using the SMD spring constant actually employed
in the simulations), xb = 3.850 A˚, kBTκm = 286 pN/A˚, and k0 = 1.6×10−11 s−1. The parameters xb, κm,
and k0 were selected to yield an optimal fit to the rupture forces seen in the SMD simulations.
5.4.2 Simulation and experiment falling on the same curve
The positive result of our analysis using the mathematical model above is shown in Figure 5.12b where
the force-extension curve resulting from the model is plotted over the wide range of velocities (10−7-
103 A˚/ns) spanning simulation and experiment (results from Rief et al., 1997 and Carrion-Vazquez et
al. 1999 [173; 174]). For the model we employed the same κs as in the SMD simulations, namely, kBTκs =
208.4 pN/A˚ (T = 300 K); given that the effective spring constant in AFM experiments is smaller, namely,
kBTκs ∼ 1 pN/A˚ [174; 195], the computed curve, as expected, lies slightly above the experimental force
values. Figure 5.12b demonstrates that the microscopic model employed covers both simulation data and
experimental data, implying that simulations describe the same mechanical mechanism as seen in AFM
traces, and do so for all pulling velocities.
The high forces reported in earlier MD studies casted doubt on whether the unfolding phenomenon
captured by experiments is the same as that being captured in the simulations. The results from our
simulations show now that across a wide range of stretching velocities, the mechanism of I91 rupture remained
unchanged. The results of MD simulations reported over a decade ago have stood the test of time.
The conclusions from this success, however, is not to trust fast simulations in general, as I91 is clearly
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a fortunate case with a rupture event induced through small extension. In case of rupture events requiring
larger extension, fast stretching may direct a system into an alternative rupture pathway with then misleading
conclusions. On the other hand, the naive opinion often voiced that higher (than experimentally observed)
rupture forces in simulations imply an incorrect mechanism is proven wrong by the I91 example. This
example, indeed, shows the computational microscope at its best: it extends and explains AFM observation,
revealing the structural features actually involved in protein mechanics [71].
5.5 Summary
Titin is a mechanical protein that protects muscle from overstretching by producing a restoring force when a
muscle fiber is extended beyond its normal length. Defects in the titin gene have been correlated to muscular
dystrophy. Much of what is understood about titin today arose from single-molecule experiments [173–
177; 179; 204] and computer simulations [181; 182; 184; 192–194] which have shed light on how the structure
of titin resist mechanical stretching forces.
Two separate studies were completed [70; 71]. The first study [71] addresses the timescale gap between
experiment and simulation in the forced-unraveling event of a single titin domain. Restricted by available
computational resources in the past, simulations employing the steered molecular dynamics (SMD) method
typically were configured to unravel single titin domains within the nanosecond timescale, whereas the
equivalent timescale in atomic force microscopy (AFM) experiments is on the order of millisecond. The
difference in timescale poses the question if the molecular events observed in simulations are representative
to those occurring in experiments. To address this issue, a set of simulations have been carried out to
systematically test the relationship between timescale and the unraveling events of a titin domain, with the
longest simulation being in the microsecond range. The results of these simulations demonstrated that the
same molecular mechanism governs the unraveling of a titin domain, and that measurements from simulations
and experiments can be interpreted by a single mathematical model [71].
The second study [70] investigated the intrinsic elasticity of a chain of titin made of six connected
domains (I65-70, Ig6). The simulations measured two different modes of elasticity of titin, namely, the
so-called tertiary and secondary structure elasticities. At low stretching forces, titin domains straighten out
without unraveling, providing a soft elasticity (tertiary structure elasticity) that can be accurately captured
by a statistical mechanical model. At higher stretching forces, titin domains unravel one by one, providing
further elastic response (secondary structure elasticity) that matches also prior experimental reports.
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Chapter 6
Conclusion
The three sets of investigations discussed here deal with very different biological questions (membrane mor-
phology, organization of a multi-protein complex, and the molecular origin of elasticity in muscle proteins).
In the first part of this chapter, extensions to these investigations are described. In the second part of this
chapter, we contemplate about the importance of identifying potential biological principles, review what
biological principles were uncovered in the studies described here, and systems in which similar biological
principles might be at play.
6.1 Outlook
In Chapter 3, we described the membrane curvature effect of the photosynthetic core complex dimer from
the bacterial species Rba. sphaeroides using all-atom molecular dynamics. Yet, in Chapter 4, we clearly
state that the complete structure of the photosynthetic core complex dimer is still forthcoming. Is there
hidden inaccuracies in our description of the curvature properties of the core complex dimer due to the fact
that a modeled structure, instead of a crystal structure, was used?
Although the Rba. sphaeroides core complex dimer structure still needs to become better resolved to
address issues such as the location of PufX and the mechanism of core complex dimerization, curvature prop-
erties of the core complex dimer can already be preliminarily described, given that the dimer’s membrane-
bending characteristics arise mainly from the interactions between lipids and the transmembrane LH1 helices,
which are arranged in a distinct V-shape readily identified in the low-resolution EM map [83]. In other words,
molecular dynamics flexible fitting method applied in Chapter 3 could identify the correct placements of
LH1 transmembrane helices at the edge of the core complex dimer even if it might not yet attribute their
placements to the exact causes, e.g., to a yet to be determined molecular role of PufX. Indeed, earlier sim-
ulations performed in Chandler et al. [56] showed that excluding PufX (by replacing the PufX helices with
lipids) in the core complex dimer protein-lipid system resulted in a degree of membrane curvature similar
to the system with PufX in the few tens of nanoseconds of molecular dynamics equilibration. Therefore,
57
PufX, which is suggested to be situated within the core complex dimer in both arrangements proposed thus
far [53; 68; 117; 126; 127; 155; 156], should not affect the membrane curvature observed in Chapter 3 through
MDFF simulations. Although the absence of PufX in vivo does abolish the curvature of the photosynthetic
membrane as the RC-LH1 complexes form monomers instead of bent dimers [126], the molecular effect of
PufX on the curvature properties of the core complex dimer may not have been seen in simulations [56; 82],
perhaps due to the longer timescale required for such effect to take place. Briefly, curvature properties of the
core complex dimer is a result of its overall geometry, and can be studied even if details about the internal
structure of the complex are yet to be resolved.
Additionally, computational modelists are not powerless when there is a lack of structural data. Indeed,
modeling efforts of the Rhodospirillum molischianum light-harvesting complex II (LH2) [39–41] preceded
the eventual publication of the crystal structure of the complex [42], which was actually aided by the
stated computational models. Computational modeling provides a flexible strategy to integrate structural
clues arising from sequence-based structural prediction, homology modeling, molecular dynamics simulation-
based assessment, low-resolution data, and possibly other sources, into a working model that satisfies all the
constraints derived from, e.g., mutation studies and biochemical analysis.
The computational investigation described in Chapter 4 is actually a first step in constructing an all-
inclusive structural model for the Rba. sphaeroides photosynthetic core complex. Although the organization
of the core complex dimer is more complicated than the case of LH2, as there are more protein components
present, there are also abundant low-resolution imaging studies [53; 68; 83; 127] and solution structures [157;
158; 205; 206] available as inputs.
As the simulations described in Chapter 4 tested already the structural stability of a PufX dimer, current
ongoing investigation is probing the energetic of PufX dimerization to determine, quantitatively, the affinity
between two PufX helices, and if such affinity is strong enough for the hypothesized spontaneous dimerization
of PufX. Such calculation employs the adaptive biasing force method described in Section 2.4, and was
previously performed for glycophorin A [86]. Preliminary data (Figure 6.1) suggests that the disassociation
free energy of PufX is slightly lower compare to that of glycophorin A, and that the intrinsic propensity of
PufX to bend does indeed manifest itself in the dimerization pathway of PufX, rendering the dimerization
of PufX more complex, but nevertheless feasible. The slightly lower disassociation free energy of the PufX
dimer agrees well with the TOXCAT [171] measurement indicating significant, but lower in comparison to
glycophorin A, self-association of the Rba. capsulatus PufX transmembrane segment [172].
After the assessment of the strength of a PufX dimer, the LH1 subunits and the reaction center can be
assembled around a PufX dimer to complete the modeling of a full (RC-LH1-PufX)2 core complex dimer.
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Figure 6.1: a) Preliminary potential of mean force measurement of PufX dimerization. b) The simulated PufX dimer (green)
exhibits slight bending that results in a conformation observed in the solution structure of PufX [158] (blue), conforming to
prior results indicating that PufX has a natural propensity to bend [139].
This core complex dimer model will then be subject to equilibrium molecular dynamics simulations to test
its structural stability. In particular, the bending of the dimer should be built into the model (the bending
arising from the crossing angle of the PufX helices, as described in Chapter 4, Section 4.4, and Figure 4.7),
and should be maintained during the simulation. This equilibrium simulation will contain about one million
atoms including the core complex dimer model, lipid membrane, solvent environment, and neutralizing ions.
To accommodate the bending of the core complex dimer, a membrane with the appropriate curvature has
been generated using the steered molecular dynamics (Figure 6.2).
a) b)
Figure 6.2: Generation of a curved membrane patch using SMD. a) An equilibrated membrane patch before SMD simulation.
b) Atoms belonging to the headgroups of the upper leaflet in the center of the membrane patch were applied an SMD force.
After a 2-ns SMD simulation, the membrane patch was bent to a degree suitable for the placement of the bent core complex
dimer model and the subsequent equilibrium simulation of the protein-lipid system. Lipid molecules are shown in blue, with
the phosphorus atoms drawn as yellow spheres. Water box is shown in transparent gray.
Equilibrium simulation of the full core complex dimer not only provides an assessment on the structural
stability of the model, the interactions between the protein components can also be probed and compared
with experimental evidence. For example, an aspect to be surveyed is the affinity between PufX and the
LH1α helices. In a reconstitution study, PufX was suggested to interact preferentially with the LH1α
polypeptide, and less so with LH1β [207]. How PufX and LH1α interact, and how strong their affinity is,
can both be investigated computationally. Interactions between PufX and the pigments (bacteriochlorophylls
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and carotenoids) bound to the LH1 complex will also be monitored [172; 208].
Aside from structural properties of the core complex dimer, a curvature-related issues will also be studied.
As shown in Figure 3.7, it is plausible that core complex dimers aggregate through curvature-mediated
interactions. Indeed, through theoretical and experimental works, it has been suggested that while proteins
inducing isotropic curvature (i.e., spherical curvature) repel each other in the membrane, proteins inducing
anisotropic curvature (i.e., tubular/cylindrical curvature, as the case of Rba. sphaeroides core complex dimer)
attract [135; 137; 138; 209]. The latter proposition can be verified in simulation by performing equilibration
molecular dynamics on two cases: in one case with a single core complex dimer immersed in the membrane,
and in the other case two core complex dimers closely placed are present. The resulting membrane patches
can each be fitted to a mathematical surface described in Section 3.4, and the free-energy of membrane
bending can be computed via the Helfrich equation [62; 134; 210]
∆E =
Kb
2
∫
dA[κ1(x, y) + κ2(x, y)]2, (6.1)
where Kb is a coefficient denoting the bending modulus of the membrane (which can be computed from sim-
ulations and compared to experimentally measured values), and κ1 and κ2 are the principal curvatures that
can be calculated analogous to Equations 3.3 and 3.4. The free-energy will be calculated for the membrane
patch with only one core complex inserted (∆E1core), as well as for that with two core complexes (∆E2core).
By comparing 2∆E1core and ∆E2core, the nature of the curvature-mediated interaction of Rba. sphaeroides
core complex dimer can be deduced, e.g., whether the interaction is attractive or repulsive, and the strength
of such interaction.
6.2 Searching for biological principles
The scientific method requires devising sensible hypotheses, which is then to be tested by methodologies
either experimental or theoretical. Given an open question, proposing a hypothesis is not always an easy
task. Having a set of biological principles offers a “catalog” that aids the development of probable and
testable hypotheses. Here we use the biological principles identified in the previous chapters as examples.
In Chapter 3, a dimeric protein complex (Rba. sphaeroides photosynthetic core complex) was found to
induce curvature in the biological membrane simply by imposing its geometry onto its surrounding lipid
environment. It might be interesting to reflect on the recent study on ATP synthase, which was found to
form dimers at high-curvature regions of the membrane [100]. The dimerization of ATP synthase is not well
understood as there is no information on the structure of the dimerization region, nor on the mechanism
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of dimerization. However, the transmembrane region of ATP synthase also constitutes copies of alpha
helices that aggregate into a ring, similar to the ring-forming LH1 helices in the bacterial photosynthetic
core complex. Additionally, the dimerization of ATP synthase is thought to be triggered by individual
transmembrane helices that possess also the GxxxG motif [211–213]. It is tempting to consider that the
molecular mechanisms discussed in Chapter 4 is also at play here: dimerization of transmembrane helices is
stabilized by the GxxxG motif (feasible for the case of PufX assessed by molecular dynamics; Figure 4.5),
then the ring-like transmembrane complex of ATP synthase assembles around the dimerized helices, creating
a naturally bent ATP synthase dimer (Figure 4.7c), which in turn bends the membrane. Such conjecture
can be tested computationally as similarly done in Chapter 4.
In Chapter 5, a chain of protein made of connected repeat domains was shown to exhibit intrinsic
elasticity stemming from domain-domain arrangement (i.e., domain-domain bending and twisting), with
additional elasticity derived from the slight stretching of each domain without disrupting its secondary
structure. Even if the individual domain-domain motion is not spring like (i.e., the motion governed by
a non-Gaussian potential), by connecting several domains in a chain, the overall protein behaves like a
harmonic elastic spring in the limit of weak force, owing to the central limit theorem. As already noted in
Chapter 5, numerous other elastic proteins are also made of repeat domains, e.g., ankyrin, cadherin and
fibrin [71; 97; 186; 187; 191], indicating that the employment of repeat proteins as molecular springs might
be a common strategy for cells.
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