The problem we mainly deal with is the existence of a coding between two trace monoids. We introduce a new notion of coding: the strong coding (independent letters are mapped into independent traces). We prove that the existence of a strong coding between two trace monoids is decidable when the first monoid belongs to one of two large families of trace monoids that we specify. Our decision conditions are based on graph-theoretical properties of the dependence relations. A related question of Ochmariski (1988) is completely solved for strong codings.
Introduction
The theory of traces has encountered continuous interest since the works of Cartier and Foata [8] and Mazurkiewicz [26] . Cartier and Foata initiated the theory of trace monoids, motivated by combinatorial problems of rearrangements of words. Mazurkiewicz introduced traces to modelize the behaviour of concurrent processes. The theory of traces has now become a basic topic intensively studied in theoretical computer science. Let us mention the overviews [9, 27, 2, 29] and the recent monograph
[14]; a "Book of Traces" has appeared [16] . In this paper we study some decision problems on coding in relation with trace monoids. When working with traces, "coding" is understood as an injective morphism between two trace monoids. This definition generalizes in a natural way codings between free monoids, or the equivalent notion of variable-length code (see [5] ). Some decidability questions arise [28, 131 , suggested by the theory of codes: for two given trace monoids, (1) is there an algorithm to test whether a given morphism between them is a coding?, (2) is the existence of a coding between them decidable? Whereas these questions are easily solved in the free case [32, 5] with efficient algorithms for Problem 1 [3 1,3,7] , they have received only partial answers in the general situation of trace monoids.
Chrobak and Rytter solved Problem 1: it is undecidable whether a given morphism is a coding (see also [22] ). They studied the particular case in which the first monoid is free. The structure of the commutation graph of the second monoid heavily intervenes in the proof of their result. However, for particular commutation graphs, called transitive forests, the problem becomes decidable [lo] (see also [l] ).
On the other hand, Ochmai'rski observed that both problems can be solved, if the monoids are free commutative (see [28] and [lo] ).
We here focus on the second problem, that is only solved in the free and free commutative cases. We prove decidability for two large families of trace monoids. The decision algorithm uses graph-theoretical properties of the dependence relation graphs.
Our result uses a new notion of coding between trace monoids: the injective strong morphisms called strong codings. A strong morphism maps independent letters to independent traces. This notion is perhaps restrictive, but we think that it is more adapted to traces. Indeed, let us come back to the original motivations of the theory of traces.
The actions of a concurrent system are modelized by letters; the pairs of actions allowed to occur concurrently are represented by pairs of independent letters. Suppose now that the execution of each action a is performed by a microprocess P, (see [30] ). In a mathematical approach, P, can be translated by a coding F(a) of the action a. Our concept of strong morphism F requires that whenever the actions a and b are concurrent, their microprocesses P, and Pb are executed quite in parallel. Usual trace morphisms may allow P, and Pb to share some microactions; we forbid this situation by forcing P, and Pb to be performed independently.
We show in this paper that the existence of a strong coding between two trace monoids Mi and M2 is decidable, if the dependence relation's graph of Ml is either a quasi-simple graph (Theorem 7.6) or has a skeleton without clique of size 3 (Theorem 6.8). The first family generalizes the transitive forests, the second one contains all graphs without clique of size 3. In both cases, the decision algorithm tests whether the dependence graph Gz of M2 contains a certain splitting of the dependence graph Gi of MI. Roughly speaking, GZ must contain a copy of Gi with vertices of Gi possibly split into several ones.
For our purpose, we designed two tools for constructing strong codings. The idea is to arrange in a suitable way several codings locally defined on the cliques of Gi. In other words, we combine codings between free monoids to construct a strong coding between trace monoids.
In this work, we also find necessary or sufficient conditions for a strong coding to exist (Propositions 5.3 and 5.4). The characterization is not complete; it links the existence of a strong coding to conditions on the size of clique-coverings of Gi and the number of edges of G2.
We also positively solve a third problem (Proposition 3.7), formulated together with Problems 1 and 2 in [28, 131 . The question is whether trace codings canonically generate codings between free monoids. This paper is organized in the following way. In Section 2, we provide the notations and notions on codes and traces, needed for our results. We introduce in Section 3 the decision problems and the new notion of strong coding. In Section 4, we detail our two methods for constructing strong codings. In Section 5, we give necessary or sufficient conditions for the existence of a strong coding. Section 6 contains one of the main results; it deals with graphs whose skeleton has no clique with size 3. Finally, Section 7 contains the other main result, related to quasi-simple graphs.
A part of this work was presented at STACS '94 [6] .
Preliminaries
There are two ingredients in this work: codes and traces. We recall in this section some useful related definitions and known results.
More precisely, in Section 2.1, we recall some basic definitions on theory of graphs (see [21, 4] ), since a trace monoid is often represented by a graph. Section 2.2 is dedicated to codes and combinatorics on words [25, 5] , and Section 2.3 introduces the notion of trace monoid [9, 14] .
I. Graphs
In the sequel G = (A,D) denotes an undirected graph (graph for short), with A the set of vertices and D G A x A the set of edges. We denote by N(a) the set {a} U {bE A I (a,b)ED) f o neighbours of aEA. A vertex is called isolated if N(a) = {a}.
For a subset B of A, the subgraph of G induced by B is the graph (B,DB) with Dg=Dn(BxB).
Given a graph G and an equivalence relation -on A, the quotient graph G+ = (AI_, Di_) is the graph whose vertices are the equivalence classes A graph G is connected if for each pair a, b of vertices, there is a path connecting a and b. The relation "to be connected with" on vertices is an equivalence relation which partitions G into connected subgraphs called the connected components.
A clique C of the graph (A,D) is a subset of A such that the induced subgraph (C,Dc) is complete, i.e. (a, b) E D for any pair of distinct vertices a, b E C. In the following, a clique C is considered either as a subset of A or as a graph, depending on the context. A clique on n vertices is called an n-clique. A 3-clique is also called a triangle. In Sections 6 and 7, we will consider triangle-free graphs, which are graphs without triangle. Any graph has at least a clique-covering, namely all n-cliques with n < 2. Finally, we recall the concept of transitive forest (see [l] ) which will be considered in Sections 3 and 7.
A graph G is a rooted tree if it is connected and without cycles, with one vertex designated as the root. We say that G is a rooted forest if its connected components are rooted trees. Given a rooted tree G, the transitive closure of G, called a transitive tree, is the graph obtained from G by adding an edge between every pair of distinct vertices contained in the same path from the root to some leaf. In other words, any path is completed into a clique. We define in the same way transitive forests.
In [lo] , the authors give a recursive definition of simple graphs. This notion is equivalent to that of transitive forests. The definition of simple graph uses the following operations on graphs. In [33] , local conditions characterize transitive forests: a graph G is a transitive forest if and only if G contains neither P4 nor Cd as an induced subgraph. We recall that P4 denotes the path-graph of length 4 and Cd the cycle-graph of length 4, i. 
Free monoids
Let A be a finite alphabet and A' the free monoid generated by A. We denote by 1 the empty word and by A+ the set A* \ 1. The shufle u LLIV of two words u and v of A* is the subset of A* defined by For any set X, card X denotes its cardinality.
A subset X of A* is a code over A if for any n, m 2 1 and xi,. i.e. a set X is a code if any word of X' has a unique factorization in words of X.
Thanks to Sardinas and Patterson's algorithm [32] , one can decide whether a finite set X of words of A* is a code. After this work, several authors designed efficient algorithms to solve this problem [31, 3, 7] .
A set X is a pre$x code if no word in X is a proper prefix of another word in X, that is X nXA+ = 0. Suj'ix codes X are defined symmetrically such that X ~7 A+X = 0. A biprejix code is a code which is both prefix and suffix. In particular, any homogeneous set XC A+ is biprefix, X being homogeneous if all its words have the same length. For instance, for two words u, VE A+, the set u LLIU is a homogeneous code.
The following proposition presents the notion of code under another interesting point of view, more suitable for our aims. By using a coding for X we can associate with a word y in B' (text in plain language) an encoded message F(y) EX*. The injectivity of F ensures that the coded text can be deciphered in a unique way to get back the original text.
The existence of a coding between two free monoids B" and A* is trivially decidable: it suffices that card A >card B if card B = 0 or 1, otherwise card A > 2. Indeed, for a, bEA, a*b (resp. ba*) is a prefix-(resp. suffix) code.
Trace monoids
Let A be a finite alphabet and I CA x A be a symmetric irreflexive relation, called This statement is slightly more general than the result proved in [12] where the clique-covering of (A,D) is constituted only by l-cliques and 2-cliques.
There are two natural decompositions of (A, D) and (A,Z) which induce particular structures for M(A,D) (see [9] ). The first one is the decomposition of (A, D) into its connected components (Al, DI ), . . . , (A,, 0,). We recall that the free product Ml * . . ' * Al,, of n monoids Ml,. . ,M, satisfying Mi fIMj = 1 for any i,j = l,..., n, i # j, is the monoid whose elements are all finite sequences (xi , . . . ,xk) of elements of Ui=i ,,,,, ,(Mi \ 1) such that VZE{l,...,k-1) xl EMi + Xl+1 6 Mi.
Coding and traces
In this section, we study how coding with traces works. In [28] , a coding in trace monoids is defined as an injective morphism between two trace monoids. We decide to restrict this definition to strong morphisms, such that the images of independent letters are independent, rather than commuting only. This new notion of coding is, from our point of view, more suitable for traces. It is introduced in Section 3.3.
In Section 3.2, we state three decision problems proposed in [28, 131 and we recall their partial known solutions. Our aim is to study these problems for strong codings. The first problem is solved in [lo] . We easily solve the third problem in Section 3.4. The second problem is much more difficult. It is the central problem of the following sections.
I. Codings
Comparing with the case of the free monoid, Chrobak and Rytter defined in We prefer the more general definition given by Ochmanski in [28] , which is suggested by Proposition 2.3: Actually, it is easy to see that if we take A41 = AT in this definition, we obtain the definition of code proposed in [lo] . We recall that F : Ml -+ M2 is a morphism (also called trace morphism) if and only if F is induced by a map F : Al -+ M2 such that [9] Va,bEA,
allb + F(a)F(b) = F(b)F(a),
and that F is injective if
Decision problems
In [28] , Ochmanski studied codings between trace monoids and he proposed some necessary conditions for a trace morphism to be injective. Problem 1 has a negative answer, and the structure of the commutation graph 12 of M2 heavily intervenes in a proof of this result [lo] . Naturally there arises the problem of giving graph-theoretical characterizations of graphs 12 for which the injectivity of F is decidable.
More precisely, in [lo] , Chrobak and Rytter prove that, for free monoids Ml, Problem 1 is undecidable if Z;, contains Cd as an induced subgraph (see also [22] ), and that it is decidable if Z2 is a transitive forest. Another proof of the latter result can be found in [l] related to the disjointness problem for rational trace languages.
Remember that a transitive forest is a graph that does not contain P4 nor Cd as an induced subgraph. So, in the case that Ml is a free monoid, the decidability of the injectivity of F is unknown only when I2 contains P4 and not Cd as an induced subgraph.
Notice that Problems 1, 2 and 3 are easily solved when MI, M2 are free monoids (see Section 2) and when Ml,M2 are free commutative monoids (see [ 10, 281) . For instance, the existence of a coding between two free commutative monoids Ml and M2, is equivalent to the condition card Al <card AZ.
Strong codings
A natural notion of trace morphism arises by requesting that the images of independent letters not only commute but are also independent traces. Notice that the class of strong morphisms is strictly contained in the class of trace morphisms.
In this paper, we study strong codings. They are defined as follows.
Definition 3.3. A map F : Ml --+ M2 is a strong coding if F is a strong morphism which is injective.
For this subclass of codings, Problem 1 is solved just as in [lo] , since codings F : Ml + M2 where Ml is free, are always strong. Problem 3 is easily solved; we give a positive answer in the next subsection. Problem 2 is more complex, we prove decidability for some families of trace monoids MI in Sections 6 and 7.
As indicated by Example 3.4, injectivity and strongness are two distinct notions for trace morphisms.
Example 3.4. Let MI ,Ml be with dependence graphs:
Consider the morphism F : Ml 4 M2 defined by
F(a) = LX, F(b) = fl, F(c) = cry.
Clearly F is not strong. Let us prove that F is injective. By Proposition 2.6, MI is the free product of the free commutative monoids {a,~}@ and {b}@, and M2 is the free product of {tl,y}@ and {/?}@.
Suppose Therefore p = p',q = q', and ul = VI. The conclusion is identical for UI, UI E {b}@.
This proves that the morphism F is injective.
However the family of strong codings is rich enough to contain the interesting class of injective connected morphisms studied in [28] , as the following proposition shows. 
Solution to Problem 3
We here give a positive answer to Problem 3 for strong codings. 
We can suppose, without loss of generality, that ai # bl. Let U' = cpi(u) and u' = vi(u). By f(u) = f(u), we get F(u') = F(u'), and then u' = u', since F is a coding. As al # bl, then aili bl, otherwise 
Construction of strong codings
In our approach to Problem 2, we have designed two tools for producing strong codings. For both methods, some codes are locally defined on cliques of MI, seen as free monoids, and they are put together in a way to obtain a strong coding F : Ml -+ Mz. 2. a set of n cliques (C;)i=t ,..., n of (AZ, 02) such that alph F(A i ) C lJi =,,,.,, n C:; 3. n morphisms Fi : CT --f C;* between free monoids such that
for all i~{l,...,n} and all UEAI.
The latter condition means that morphisms Fi make the following diagram commute. . , n} such that ME C,!. By hypothesis we have
METC~:F(U) = FinC,(a), OZEZC;'F(~) = FiXc,(b).
Hence xc,(a) # 1, xc,(b) # 1, that is a, b E Ci. This is impossible as ali b. 0
Morphisms constructed by codes
The first method for constructing strong codings is the following one. 
Morphisms quasi-constructed by codes
We now describe the second construction, generalizing the first one. We first precise some notations. In the next definition, for any morphism Fi : C,? -+ C,!*, we denote by kerFi the equivalence relation on Ci defined by 
Notice that the class of trace morphisms constructed by codes is included in the class of morphisms quasi-constructed by codes. The inclusion is strict as indicated by the following example. Thus, using (*) and (**), we get and then This is a contradiction. El
Tools and conditions
In this section, we show that Problem 2 can be reduced to monoids A41 whose dependence graph (Al, D1 ) is connected (Proposition 5.1). We also give a tool which is often used in the proofs of the paper (Lemma 5.2). Finally, we give a necessary condition and a sufficient condition for the existence of a strong coding between two trace monoids (Propositions 5.3 and 5.4). The mo~hism we exhibit in the proof of the sufhcient condition is a morphism constructed by codes. In the previous lemma, a depends on a and also on the edge aDlb. Moreover, notice that there may exist several edges oD$ associated with aDlb. For our purpose, we can choose any of them. Later, when necessary, we will replace a by "a,(b) and fl by ab,(,). With this new notation, we want to point out that @a,(b) is the letter associated with a in reference to the edge aD1 b of (Al, 01).
Two tools for problem 2

Conditions for existence
Now, we give a necessary condition and a sufficient condition for the existence of a strong coding between two trace monoids. Proposition 5.3 says that, for a strong coding to exist, it is necessary to have "enough" edges in (A2,Dz). The minimum number of necessary edges is linked to the size of the clique-coverings of (Al, 01). Proposition 5.4 states that this lower bound is also sufficient, under the additional hypothesis that these edges are all independent.
In the remainder of this section, we limit our study to connected graphs (Al,Dl) with at least two vertices. The case of graphs with one vertex is easily solved: a strong coding exists if and only if (A2,D2) is a nonempty graph. 
Then c&,(~)D~cQ,(~~). Recall that, by Lemma 5.2, c$,(~) Eaiph F(x), ~l~~,(~~) EalphF(x').
Then F(x)D#(x') and xDix' as F is strong. This proves that C& is a clique. Now, the set {C& 1 dl~b, a # b} is a clique-covering of (Al,Di). Its cardinal&y is bounded by the number of dictinct edges f(a, b) = &(b)D@b,(+ thus by m. 0
In Section 4, we developped two techniques for constructing strong codings: morphisms constructed by codes, morphisms quasi-constructed by codes. In both cases, the morphisms are clique-decomposable into n components Fi : Ci+ --) Cl*, where (Ci)i=r,,,.,n is a clique-covering of (Ai,Dl), and (Ci)i=i,..,, are n cliques of (A2,Dz). So, the property described in Proposition 5.3 is verified by these two classes of morphisms.
We are able to prove that the converse of Proposition 5.3 is true, under an additional hypothesis. The proof uses the technique of morphisms constructed by codes and Example 4.4 well illustrates it.
Proposition 5.4. If n is the minimum size of the clique-coverings of (Al, D, ) and ij (Az,Dz) contains n independent edges, then there exists a strong coding F : MI ---) M2.
Proof. Let (Ci)i=i,,,,,n be a clique-covering of (Al, 01) and suppose that (AZ, 02) contains n edges (CliDZfii)i=\,.,,,n which are pairwise independent (i.e. {xi, /Ii}Zz{Ol,, fij}).
Then, for all iE{l,... n}, one defines a coding Fi : C,? -+ {ai, fli}*, using for instance a prefix code X c c$/li. Consider F defined by
F(a) = n Fi(a). {ilaEC,)
Thus F is a strong morphism since, for any a, b E AI, all b implies that {i ( a E Ci} n {_j 1 bE Ci} = 8.
Moreover, F is constructed by codes using the components Fi, since we have:
ViE{l,...,
n} V~EA~ TT{,,~,}F(u) = Fine,(a).
Then F is strong coding by Proposition 4.5. 0
Notice that in the latter proposition, the n edges can be replaced by cliques of arbitrary size 22. Proposition
can then be formulated as follows:
If n is the minimum size of the clique-coverings of (Al ,Dl ) and if M2 has a submonoid that is a direct product of n free monoids generated by at least two letters, then there exists a strong coding F : MI -+ M2.
Decidability for triangle-free skeletons
This section contains one of the main results of this paper. We prove that for a particular family of trace monoids Mt, the existence of a strong coding F from Mt into MZ is decidable. These monoids have dependence graphs (Al, D1 ) without triangle (Proposition 6.3) and more generally the "skeleton" of (Al,Dl) is triangle-free (Theorem 6.8). Roughly the skeleton of (Al,Dl) is obtained by merging any two vertices in (Al, 01) with the same neighbours.
In both cases, the existence of a strong coding is related to the existence inside (AZ, 02) of a "splitting" of (Al, Dl), i.e. a copy of (Al,Dl) whose vertices have been split. When such a splitting exists, we use the tools described in Section 4 for constructing a strong coding F : Ml --f M2.
We give the definitions of splitting and skeleton in Section 6.1. Proposition 6.3 is proved in Section 6.2, and the main Theorem 6.8 is established in Section 6.3.
Splitting and skeleton
We recall that a graph is triangle-free if it has no 3-clique.
We start with precise definitions of splitting and skeleton. These two operations have some relations with the substitution operation or composition operation on graphs, considered in the investigation of perfect graphs and comparability graphs [20, 23] .
The definition of a splitting is the following one. We say that the splitting G' is minimal if it contains no splitting of G as a proper induced subgraph.
Definition 6.1. Let G = (A,D), G' = (A',D')
The skeleton of a graph G is a particular quotient graph, related to the neighbours N(a) of the vertices a (see [24] ).
Definition 6.2. The skeleton, Skel(A,D), of a graph (A,D) is its quotient graph (A,_,, D,, ) under the equivalence relation -defined on A by a-b H N(a) =N(b).
In is a nonempty graph.
Triangle-free graphs
The next proposition deals with graphs (Ai, II1 ) without triangle. It is the first step towards the main result stating that the existence of a strong coding is decidable when Skel(A 1, D1 ) is triangle-free (Theorem 6.8). 
Then V, & alph F(a).
We are going to prove that the subgraph of (Al, 02) induced by (VakA, is a splitting of (Al, Dl ). Now the pair ~11, ~(2 independent of y is used to encode {al,a2,a3}.
F(al) = alala2, F(Q) = ala2aI, F(a3) = azalal, F(b) = fi, F(c) = y.
This morphism is no longer constructed by codes, but quasi-constructed by codes, as we proved in Example 4.7.
Triangle-free skeletons
As suggested by the previous example, Proposition 6.3 can be generalized to monoids We say that the rich splitting G' is minimal if it contains no rich splitting of SkeZ(G) as a proper induced subgraph. We state the main theorem of the section. (1)
To obtain Condition 1 in Definition 6.6, it remains to prove that we can choose
First notice that since F is strong, for any CEA,
Secondly we can suppose that a, ~1' E ( VI,l)I,lE,+_. If necessary, we add them to qal: we get again a splitting of SkeZ(A1, D1 ), using (2) and SkeZ(Al,Dl) is triangle-free. This is in contradiction with (2) .
Condition 1 in Definition 6.6 is therefore satisfied. Condition 2 is also true, since F is strong and by (2) . 0
For the proof of the sufficient condition of Theorem 6.8, we first show how to define a map F : Ml ---) M2 (Definition 6.9), secondly we prove three technical lemmata related to the definition of F (Lemmata 6.11, 6.12, 6.13), third we prove that F is a clique-decomposable morphism (Proposition 6.14) and finally that F is quasiconstructed by codes (Proposition 6.15). For some steps, we also give an example (Example 6.10).
In the sequel, we suppose that MI, M2 are two trace monoids such that Skel(Al, DI ) is triangle-free and that a subgraph of (AZ, D2) induced by a partition ( VI,l)IalE~,,_, 
F(ul) = c&x;, F(Q) = C(;CI,CQ& F(Q) = CQC&~, F(b) = p, F(c) = 'i.
The code XI,,] is a subset of the code rz: UJ rxi \ {N:N~}. Proof. The first part of the lemma directly follows from the definition of F. Indeed each letter a used in the definition of F(c) appears with an exponent n such that n = card [a] where Vral is the unique set containing a.
Lemma 6.11. Let a E V,,l and a' E v[b]. Zf { ~,a'} is
For the second part of the lemma, let c1 E VL~I and CEA~ be such that n,F(c) = a". We now describe how the clique-covering (Ci)r=i, ,..,,, of (Al, D1 ), the set of n cliques (C:)i=i....,n of (Az,Dz) and the n components The proof of the correctness of the projection is done as before. We again define Ci
In the second situation, recall that C,! is equal to the pair {a, ~1') associated with [a], curd [a] = n 22, such that {a, a'} C VIaI. The quasi-simple graphs generalize in a natural way the transitive forests, or equivalently the simple graphs (see Section 2). They are defined by induction.
As in Section 6, the decision algorithm again tests whether the graph (Az,D2) contains a certain splitting of (Ai, D1 ), called weak splitting. When a weak splitting is found, it is always possible to construct a particular strong coding, as described in Section 4.
We begin this section with the definitions of quasi-simple graphs and of weak splittings. Definition 7.1. A graph is quasi-simple if it can be obtained from graphs without triangle by the following rules:
1. Gi and G2 are quasi-simple graphs, then the graph Gi + G2 is quasi-simple. 2. If G is a quasi-simple graph, then the graph G. b is quasi-simple.
Note that the simple graphs and the graphs without triangle are all quasi-simple. Examples 7.2 and 7.3 show that quasi-simple graphs and graphs having triangle-free skeleton are two distinct families of graphs, whose intersection contains all graphs without triangle. 1. If G is triangle-free and G' is a splitting of G, then G' is a weak splitting of G.
2. Suppose G = G1 + G2. If Gi and Gi are two graphs with disjoint sets of vertices, such that Gi is a weak splitting of Gt and Gi is a weak splitting of G2, then G' = Gi + Gi is a weak splitting of G.
3. Suppose that G = Gi. b and all the connected components of Gt have size 32. If G{ is a weak splitting of Gi, then Gi is also a weak splitting of G. If G' has an induced subgraph Gi = (A', , D{ ) which is a weak splitting of Gi, i.e. Gi = H{ +. . . + HA + Gl with Gi a weak splitting of Gl, and, for any i E { 1,. . . , m}, there exists at least an edge relating Z&' to the subgraph of G' induced by A' \ A',, then G' is a weak splitting of G.
We say that the weak splitting G' is minimal if it contains no weak splitting of G as a proper induced subgraph. For proving Theorem 7.6, we need two properties of strong codings, one for the operation + on graphs (Proposition 5.1), the other for the operation . (Lemma 7.5). Proof. Suppose that there exists a strong coding F : Ml --+ M2. We will prove that M2 has an induced subgraph G' which is a weak splitting of G = (AI,@). The proof is by induction on the number of operations + and . used for consorting G.
If G is triangle-free, then the conclusion holds by Proposition 6.3. If G = Gi + G2, the conclusion also holds by Proposition 5.1 and by induction hypothesis.
The same is true if G = Gi s b and any connected component of Gi has size at least equal to two. Indeed, the restriction of F to M(Gl ) is still a strong coding. By induction hypothesis, (AZ,&) contains a weak splitting G' of Gr, which is also a weak splitting of G.
The last case is when G = Gi. b and Gi has connected components with size 1, namely HI,. for any iE(1,. . . , m}. It follows that G' is a weak splitting of G.
Conversely, let us suppose that an induced subgraph G' of (AZ, 02) is a weak splitting of G = (Al,Dl) .
The weak splitting G' is assumed to be minimal. We will show, by induction, how to define a morphism F : Ml -+ M2 which is constructed by codes and satisfies the following conditions:
1. F is constructed by homogeneous codes, 2. there exists k such that all codes have words with length k, 3. each code is over an alphabet with cardinality Q2. If G is triangle-free, then G' is a splitting of G, and F, as given in Proposition 6.3, is constructed by codes and satisfies Conditions l-3.
Suppose that G = Gi + G2 and G' = Gi + Gi, with Gi, Gi weak splittings of Gi , G2 respectively. By induction hypothesis, there exist two morphisms constructed by codes
F, : M(G1) -+ M(G;),
F2 : M(G2) --t M(G:)
which satisfy Conditions l-3. Let AI,, be the alphabet of M(G,) and At,2 the alphabet of M(G2). Let us denote by kl (resp. k2) the common length of the words in the codes used for F1 (resp. F2). We can suppose kl = k2 : if necessary replace We begin with the first case: Gi has no l-clique, and so no clique C,! is a l-clique.
We define The codes F~({cz~,u~,u~,~}) and FI({b,c}) are homogeneous (length k = 4).
Further comments
In August 1994, Diekert, Muscholl and Reinhardt [ 151 completely solved Problem 2 for strong codings. They proved that the existence of a strong coding F : A41 -+ M2 is NP-complete and hence decidable. The existence of a strong coding is equivalent to the existence of a particular graph morphism, called "covering", between (At ,Di ) and (AZ, 9). This condition is rather abstract, but it is decidable. For graphs (A 1, DI ) whose skeleton is triangle-free or which are quasi-simple, this is equivalent to the more concrete conditions of rich splitting and weak splitting respectively.
