We study the problem of searching for a mobile intruder in a polygonal region P with a door d (called a room) by a mobile searcher. The objective is to decide whether there exists a search schedule for the searcher to detect the intruder without allowing him to exit P through d, no matter how fast he moves, and if so, generate a search schedule. A searcher is called the k-searcher if he holds k flashlights and can see only along the rays of the flashlights emanating from his position, or two guards if two endpoints of the 1-searcher's flashlight move on the polygon boundary continuously.
Introduction
Recently, much attention has been devoted to the problem of searching for a mobile intruder in a polygonal region P of n vertices by a mobile searcher [4, 6, 7, [10] [11] [12] [13] [14] [16] [17] [18] [19] [20] [21] . Both the searcher and the intruder are modeled by points that can continuously move in P . A searcher is called the k-searcher if he holds k flashlights, where k is a positive integer, and can see only along the rays of the flashlights emanating from his position. The searcher can rotate a flashlight continuously, with bounded speed to change the direction of the flashlight. The objective here is to decide whether there exists a search schedule for the searcher to detect the intruder (i.e., illuminate the intruder once using the ray of some flashlight no matter how fast he moves), and if so, generate a search schedule. Note that the 1-searcher should always move on the polygon boundary continuously [10] ; otherwise, the search by the time he leaves the boundary is meaningless. If the endpoint of the ray of the 1-searcher is also required to move on the polygon boundary continu-ously, it introduces a slightly different type of 1-searchers, which is usually termed as two guards [8, 9] . A polygon is said to be k-searchable or walkable by two guards if there exists a search schedule of the k-searcher or two guards. This problem, called the polygon search problem, was widely studied in the literature [6, 10, 14, 16, 19, 21] .
In this paper, we focus on the problem of searching for a mobile intruder inside a room, which is a polygonal region P with a specified point d, called the door, on the boundary of P . In a search schedule, the intruder does not allow to exit P through d. Lee et al. gave the characterizations of the 1-searchable and 2-searchable rooms, and showed that if k 3, any room searchable by the k-searcher is searchable by the 2-searcher [11, 12] . An O(n log n) time algorithm for determining whether the given room is 1-searchable was presented in [12] , and the O(n 2 ) time and space algorithms for generating the search schedules of 1-searchers and 2-searchers were given in [11, 12] . Also, Park et al. gave a characterization of the rooms walkable by two guards, and sketched an O(n log n) time algorithm for the decision problem [13] . However, their characterizations lack unity (i.e., one characterization differs a lot from the other), and proofs of necessary and sufficient conditions are complicated [11] [12] [13] .
The goal of this paper is to give a unified and efficient solution to the room search problem. We present alternate characterizations of the 1-searchable, 2-searchable and two-guard walkable rooms, all in terms of non-redundant components and deadlocks (see Section 2 for their definitions). A study on the structure of non-redundant components and deadlocks gives critical visibility events which occur in any search schedule, and a vertex of P at which our search schedule ends (it plays a key role in solving the room search problem). We obtain simpler characterizations, and more efficient algorithms for all decision problems and schedule reporting problems. The uniformity of our characterizations is achieved by establishing explicit connections between 1-searchers and two guards (resp. 2-searchers).
In Section 2 of this paper, we give basic definitions for the room search problem, and review the known solutions to the two-guard problem [8, 9] . In Section 3, we present our simple characterization of the 1-searchable rooms, and then generalize it to two guards. In Section 4, we give optimal O(n) time algorithms for determining the 1-searchability and the two-guard walkability of a room, and an O(n log n + m) time and O(n) space algorithm for generating a search schedule (if it exists), where m ( n 2 ) is the number of search instructions reported. Our framework for 1-searchers is extended to 2-searchers in Section 5, with the time bounds changed to O(n 2 ). The extension is based on a generalization of the notion of visibility to that of link-2-visibility. The concluding remarks are finally given in Section 6.
Preliminary
We denote by P a simple polygon of n vertices, i.e., it has neither self-intersections nor holes. For convenience, assume that P is in a general position in the plane, i.e., no three vertices of P are collinear and no three edge extensions have a common point. Two points x, y ∈ P are said to be mutually visible if the line segment connecting them, denoted by xy, is entirely contained in P . For two regions Q 1 , Q 2 ⊆ P , we say that Q 1 is weakly visible from Q 2 if every point in Q 1 is visible from some point in Q 2 .
For a vertex x of P , let Succ(x) denote the vertex immediately succeeding x clockwise, and Pred(x) the vertex immediately preceding x clockwise. A vertex of P is reflex if its interior angle is strictly greater than 180
• . An important definition for reflex vertices is that of ray shots: the backward ray shot from a reflex vertex r, denoted by Backw(r), is the first point of P hit by a "bullet" shot at r in the direction from Succ(r) to r, and the forward ray shot Forw(r) is the first point hit by the bullet shot at r in the direction from Pred(r) to r. See Fig. 1 . Observe that Backw(r) (resp. Forw(r)) is the boundary point of P which is visible and closest to Succ(r) clockwise (resp. Pred(r) counterclockwise). This observation helps us define the ray shots with the notion of link-2-visibility in Section 5.
Let x, y denote two boundary points of P , and P [x, y] (resp. P (x, y)) the closed (resp. open) clockwise chain of P from x to y. We define the chain P [r, Backw(r)] (resp. P [Forw(r), r]) as the backward component (resp. forward component) of the reflex vertex r. The vertex r is referred to as the defining vertex of the component. See Figs. 1(a)-(b) for some examples, where two different components of p and q are shown in bold line. A backward (resp. forward) component is said to be non-redundant if it does not contain any other backward (resp. forward) component. See Fig. 1(c Fig. 1(c) for an example. Note that the point d may be identical to v 1 or v 2 . 
Review of the two-guard problem
A corridor is a simple polygon P with a point u on the boundary called 'entrance', and the other v on the boundary called 'exit'. We denote it by (P , u, v) . Also, denote the chains P [u, v] and P [v, u] by L and R, respectively. The two-guard problem for (P , u, v) asks if there is a walk on P such that two guards move along L and R, one clockwise and the other counterclockwise, in such a way that two guards are always mutually visible. Note that u and v can be defined as two edges (or two non-crossing, internal segments) of P . [8, 9] .) A corridor (P , u, v 
Lemma 1. (See

) is walkable by two guards if and only if the chains L and R are mutually weakly visible and neither u-deadlocks nor v-deadlocks occur. It takes (n) time to test the two-guard walkability of a corridor, and O(n log n + m) time to output an optimal walk schedule, where m ( n 2 ) is the number of the instructions reported.
The so-called counter-walks are also used in our search schedule. A counter-walk for a corridor (P , u, v) asks if there is a walk on P such that two guards move along L and R, one from u to v and the other from v to u, in such a way that two guards are always mutually visible. [8, 9] .) A corridor (P , u, v) allows a counter-walk if and only if L and R are mutually weakly visible and there are no two disjoint backward components ( Fig. 1(a) ) nor two disjoint forward components ( Fig. 1(b) ), with the point u contained in a component and the point v in the other. It takes (n) time to test the counter-walkability of a corridor, and O(n log n + m) time to output an optimal walk schedule, where m ( n 2 ) is the number of the instructions reported.
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It is clear that if (P , u, v) allows a counter-walk, then u and v are mutually visible, and all segments connecting two guards during the counter-walk intersect each other. Also, we can consider a counter-walk between two intersecting, internal line segments of P , i.e., two guards start from a segment and then move into the other [9, 20] . In this case, L and R are two boundary chains bounded by four endpoints of two segments, and two endpoints of any component, considered for checking the counter-walkability of the corridor, belong to L ∪ R.
The polygon P is said to be LR-visible if there is a pair of boundary points x and y such that P [x, y] and P [y, x] are weakly visible from each other [5] . Clearly, P is LR-visible with respect to the point pair x, y if and only if each non-redundant component of P contains either x or y. Das et al. have developed a linear-time algorithm to determine whether a polygon P is LR-visible or not [5] . Later, Bhattacharya and Ghosh [1] simplified the algorithm such that it uses only simple data structures and does not require a triangulation of the polygon. If P is LR-visible, then all of its non-redundant components can be computed in linear time [1, 5] . (Actually, the containment relation between forward components and backward components is further considered in the definition of non-redundant components given by Das et al. [5] . But, the main part of their algorithm is to compute the set of non-redundant forward or backward components.) Moreover, if P is LR-visible with respect to some point pairs x, y , all existed x-deadlocks and y-deadlocks can be reported in linear time.
Lemma 3.
(See [1, 5] .) It takes O(n) time to determine whether a polygon is LR-visible. Also, all non-redundant forward (resp. backward) components of an LR-visible polygon can be computed in O(n) time. [2] .) Suppose that P is LR-visible with respect to some point pairs x, y . It takes O(n) time to report all existed x-deadlocks and y-deadlocks.
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The above two lemmas together give an optimal algorithm for reporting all corridors in an LR-polygon which allow a walk of two guards [2] .
Characterizing the 1-searchable and two-guard walkable rooms
Denote by (P , d) a room that has a polygonal region P with a door d on the boundary of P . Assume that all boundary points are ordered by a clockwise scan of the boundary of P , starting and ending at the door d. (1) , without allowing him to exit P through d. The room (P , d) is said to be k-searchable if there exists a search schedule of the k-searcher. If both s(t) and f 1 (t) (or shortly, f (t)) of the 1-searcher are continuous on the boundary of P , the room (P , d) is also said to be walkable by two guards [9] .
The 1-searchable rooms
Let us first give the necessity of the 1-searchable rooms.
Theorem 1. A room (P , d) is not 1-searchable if one of the following conditions is true.
(A1) A d-deadlock occurs ( Fig. 2(a) ), or there are two disjoint components such that both of them do not contain d (e.g., Fig. 2(b) (Fig. 2(d) ). Fig. 2 . The conditions A1, A2 and A3. 1 The door d can also be considered as an edge of P . In this case, d 0 and d 1 are two endpoints of the edge-door, and the room search problem can similarly be defined [4] . Proof. Consider first the condition A1. If a pair of vertices v 1 and v 2 gives a d-deadlock (Fig. 2(a) ), then at the time that Succ(v 1 ) or Pred(v 2 ) is cleared, the intruder is able to reach the door d [9] . Since the vertex Succ(v 1 ) or Pred(v 2 ) has to be cleared once, no search schedules starting at d exist. The discussion for two disjoint components not containing d (Fig. 2(b) ) is the same as that for the d-deadlock.
For the condition A2, we can easily find three vertices (e.g., Fig. 2 (c)) such that no point of the shortest path between any two vertices is visible from the third. It then follows from Theorem 3 of [16] that the room (P , d) is not 1-searchable. (Note also that A2 is independent of d. So if A2 is true, no rooms for P are 1-searchable.)
Finally, consider the condition A3 ( Before giving the sufficiency proof, we define the instructions of the 1-searcher, which are used in our search schedule. The instructions of the 1-searcher are defined as the following actions: The searcher s and the endpoint f of his flashlight move along segments of single edges such that (i) no intersections occur among all line segments sf during the movement or (ii) any two segments sf intersect each other, and (iii) f jumps from a reflex vertex x to the other point y on the boundary of P such that the ray between s and f is extended. See Fig. 3 for an example, where arrows show the movements of s and f , and the shaded region denotes the clear part of (P , d) after an instruction is performed.
Note that an instruction (ii) can simply be performed by rotating the line segment connecting s and f around the intersection point of the starting and ending segments. The role of instructions (iii) is to allow the ray of the flashlight to move backwards "jumping over a dent". So an instruction (iii) is usually followed by an instruction (ii), as shown by dotted arrows in Fig. 3 ; otherwise, the search schedule is trivial or can simply be shortened. The clear region is reduced after the pair of the instructions (iii) and (ii) is performed (i.e., only a part of the cleared region is preserved afterwards). For an example, the triangle δ xyz in Fig. 3 is clear before the pair of the instructions (iii) and (ii) is performed, but becomes contaminated afterwards.
Remark. The instructions of the 1-searcher may include the other type of jump actions, i.e., (iv) the endpoint f of the flashlight jumps from the boundary point y to the reflex vertex x [10, 12, 16] . Note that the necessity (Theorem 1) is actually proved with instructions (iv). As we will see, the sufficiency (Theorem 2) is proved without instructions (iv). Therefore, instructions (iv) are not needed for the room search problem. (Interestingly, even instructions (iii) are not needed for the corridor search problem [20] .)
In the following, we refer to a flashlight rotation as a set of continuous instructions (ii) and (iii), including at least one instruction (ii). A flashlight rotation is said to be clockwise if the 1-searcher moves only in clockwise direction. As in [9] , we also refer to a walk or a counter-walk for the 1-searcher as a set of continuous instructions (i) and (ii).
A reflex vertex is said to be critical if its backward or forward non-redundant component does not contain d. Let r 1 , . . . , r j be the clockwise sequence of critical vertices which are defined by their backward components, and l 1 , . . . , l j the clockwise sequence of critical vertices which are defined by their forward components. Clearly, these critical vertices indicate the places where the intruder might hide around, and they thus give the important events occurring in any search schedule starting at d.
To simplify the sufficiency proof, we first make several observations and assumptions. Assume that both j and j cannot be zero simultaneously; otherwise, the whole polygon P is visible from the door d and thus (P , d) can simply be cleared. Either Forw(l 1 ) < r j or l 1 < Backw(r j ) holds; otherwise, r j and l 1 satisfy the condition A1 (see also Figs. 2(a)-(b)).
Assume below that j 1 and Forw(l 1 ) < r j hold. There exists at least one vertex v in P [r j , d) such that no v-deadlocks occur; otherwise, the d-deadlock occurs. Denote by e the minimum vertex of P [r j , d) such that no e-deadlocks occur. Our search schedule given below always ends at the vertex e, although e may be recontaminated (i.e., it can become contaminated for the second or more time). This explicit definition of the ending vertex e is important to the solution of the room search problem, as it helps a lot design a simple search schedule. (In the symmetric case that j 1 and l 1 < Backw(r j ), we define e to be the maximum vertex of P (d, l 1 ] such that no e-deadlocks occur.)
It follows from the definition of critical vertices that r j < Backw( In order to avoid from being detected, the intruder may hide around the vertices Succ(r i ) (1 i j ) and Pred(l i ) (1 i j ). Since it is known from our assumption that Forw(l 1 ) < Forw(l 2 ) < . . . < Forw(l j ) < r 1 , we give below a search schedule that is devoted to clearing all vertices Succ(r i ).
Denote by P (r i Backw(r i )) (1 i j ) the region obtained by cutting off the backward component of r i along r i Backw(r i ). Clearly, the point d is contained in P (r i Backw(r i )). Our search schedule mainly has three steps; each devotes to clearing up to some region P (r i Backw(r i )) or the whole room (P , d).
• In the FIRST STEP, the region P (r 1 Backw(r 1 )) is cleared using a walk.
• In the INTERMEDIATE STEP, we clear the region P (r i Backw(r i )) one by one, for i = 2, 3, . . . , j , and terminate it (i.e., stop the work of clearing P (r i Backw(r i ))) as soon as the component P [r i , Backw(r i )] containing e is found. A flashlight rotation and possibly a walk are used to clear a region P (r i Backw(r i )). For the sake of giving a simple and fast search schedule, we do not insist on that all regions P (r i Backw(r i )) (1 i j ) should be cleared once.
• In the FINAL STEP, the room (P , d) is cleared. First, we perform a flashlight rotation around the current vertex r k (k j ), which stops as soon as the endpoint f of the flashlight goes over the vertex e. Then, a counter-walk and a walk are used to clear the room (P , d). Our search schedule always ends at e.
To make the search simple, all flashlight rotations are performed clockwise. The main task for a walk, a counterwalk or a flashlight rotation is to check weak visibility between two chains. The above separation among three steps is crucial to test for weak visibility: a reflex vertex v of a chain that blocks Pred(v) or Succ(v) from being visible from the other chain usually makes A1 or A2 true, or contradicts with the definitions of critical vertices r i and the vertex e, or the inequality Pred(e) < l 1 (i.e., A3 (Figs. 4(a)-(b) ), or the condition A1 or A2 is true (Figs. 4(c)-(d) ). No d-deadlocks occur; otherwise, A1 is true ( Fig. 4(e) ). Also, a deadlock does not occur for r 1 and Backw(r 1 ) simultaneously; otherwise, A2 is true (Fig. 4(f) ). Hence, the region P (r 1 Backw(r 1 )) can be cleared using a walk from d to r 1 Backw(r 1 ). 
INTERMEDIATE STEP: clearing the region P (r i
Backw
FINAL STEP: clearing the room (P , d).
Assume that the flashlight has been moved to r k Backw(r k ), for some k j . We first rotate the flashlight around the vertex r k , and stop the rotation as soon as the endpoint f of the flashlight goes over the vertex e (see Fig. 6 ). Denote by sf the stopping position of the flashlight. Clearly, f e holds.
, contradicting the known inequality Pred(e) < l 1 .
Let us now complete the search schedule. Suppose first that f = e. If there are no vertices 
if e < Forw(v) < v or v < Backw(v), v ∈ P [e, Forw(r)], ever holds), or the blocking vertex v and r give an e-deadlock (if Backw(v) < r, v ∈ P [e, Forw(r)], ever holds). Since no deadlocks occur between two chains P [r, e] and P [e, Forw(r)], the room (P , d) can then be cleared using a walk from rForw(r) to e.
Finally, in the case f > e, there are reflex vertices v in P [s, f ] such that Forw(v) > f holds (Fig. 6(b) ). Let r be the vertex such that Forw(r) is the maximum among the forward ray shots from P [s, f ]. Again, the flashlight can be moved from sf to rForw(r) using a counter-walk, and then, a walk from rForw(r) to e clears the room (P , d). 2
The two-guard walkable rooms
Recall first that instructions (i) and (ii) of the 1-searcher are allowed for two guards, but instructions (iii) are not. There is some class of 1-searchable rooms which is not walkable by two guards [12] . Also, there is some class of polygonal rooms which is walkable by two guards but cannot be represented as an instance of the two-guard problem for some corridor (P , u, v) , where d is identical to u or v [13] . In our search schedule designed for the 1-searcher, instructions (iii) are used in flashlight rotations. For examples, instructions (iii) are needed in the INTERMEDIATE STEP for clearing the polygons shown in Figs. 7(a)-(b) , and in the FINAL STEP for clearing the polygon shown in Fig. 7(c) . These situations clearly prohibit a walk of two guards.
To characterize the rooms walkable by two guards, we add two more necessary conditions. In the following, we give our characterization of the two-guard walkable rooms.
Lemma 5. A room (P , d) is not walkable by two guards if one of the following conditions is true. (A4)
Theorem 3. A room (P , d) is walkable by two guards if and only if none of the conditions A1 to A5 is true.
Proof. Necessity simply follows from Theorem 1 and Lemma 5.
Turn to the proof of sufficiency. We use the same notation as in the proof of Theorem 2. Assume that both j 1 and Forw(l 1 ) < r j hold. Denote by e the minimum vertex of P [r j , d) which does not have deadlocks. Assume that e is not contained in P [r j , Backw(r 1 )]; otherwise, the room (P , d) can be cleared by a walk from d to e. Also, Pred(e) < l 1 holds. (The condition A5 is used in the symmetric case that j 1 and l 1 < Backw(r j ) hold.) Our search schedule is exactly the same as that of 1-searchers, except for that all flashlight rotations are replaced by counter-walks. Recall that the chain walked by the 1-searcher s in a flashlight rotation is weakly visible from the chain scanned by the endpoint f of the flashlight. In the absence of all configurations specified by A1 to A5, we can show that the chain scanned by f in the flashlight rotation is also weakly visible from the chain walked by s, and neither configuration of two disjoint components prohibiting a counter-walk exists. (r 1 )) . The treatment is exactly the same as that in the proof of Theorem 2, as only a walk is used. As in the proof of Theorem 2, there is a walk for two guards to further move from rForw(r) to r i Backw(r i ).
INTERMEDIATE STEP: clearing the region P (r i Backw(r i )), 2 i j , provided that the vertex e is not contained in
FINAL STEP: clearing the room (P , d).
Assume that the line segment connecting two guards has been moved to r k Backw(r k ), for some k j . Since all points of P [r j , Pred(e)] have deadlocks, two vertices r k and e are mutually visible. Otherwise, the blocking vertex v ∈ P [Backw(r k ), Pred(e)] makes Backw(v) < r k hold and thus three vertices r k , r j and v satisfy the condition A4, or the blocking vertex v ∈ P [e, d) makes r k < Forw(v) hold and thus two vertices r k and v satisfy the condition A1. A contradiction occurs in either case.
Again, we first rotate the line segment connecting two guards around r k , using a counter-walk, until a guard reaches the vertex e. Denote by g 1 g 2 the stopping position of the segment connecting two guards. Assume that g 1 < g 2 = e holds. (As shown in the proof of Theorem 2 and discussed for the visibility between r k and e, all points of two chains P [r k , g 1 ] and P [Backw(r k ), g 2 ] are visible from r k . Thus, the counter-walk for rotating the segment connecting two guards into g 1 g 2 is always possible.) As in the proof of Theorem 2, if all points of P [g 1 , g 2 ] are visible from g 2 , the room (P , d) can simply be cleared. Otherwise, denote by r the reflex vertex of P [g 1 , g 2 ] such that Forw(r) > g 2 holds and Forw(r) is the maximum among these forward ray shots. The line segment connecting two guards is then moved from g 1 g 2 into rForw(r) using a counter-walk, and finally, a walk from rForw(r) to e clears the room (P , d). 2
Algorithms and their complexities
In this section, we first present optimal O(n) time algorithms for determining the 1-searchability and the twoguard walkability of a room (P , d) . The optimality of our algorithms is founded on our characterizations, several observations made below and two known linear-time algorithms (Lemmas 2 and 3) [2, 5] . Next, we analyze the time and space complexities of our schedule reporting algorithms, which are given in the proofs of Theorems 2 and 3.
Lemma 6. Suppose that a room (P , d) is 1-searchable or walkable by two guards. Then, the polygon P is LR-visible.
Proof. Let r denote the largest critical vertex such that r < Backw(r) holds, and l the smallest critical vertex such that Forw(l) < l holds. (If the vertex r (resp. l) does not exist, then P is LR-visible with respect to d, l (resp. d, r ) and we are done.) Note that r < l holds, but both r < Forw(l) and Backw(r) < l cannot hold simultaneously; otherwise, A1 is true, contradicting that (P , d) is 1-searchable or walkable by two guards. As discussed in the previous section, the polygon P is then LR-visible with respect to d, r or d, l , depending on whether Forw(l) < r or l < Backw(r) holds. 2 Before describing our algorithms for determining the 1-searchability and the two-guard walkability of a room, we first make several observations. All of them immediately follow from the definition of critical vertices.
Observation 1.
If there are two disjoint components such that A1 is true, then we can assume that these two components are non-redundant, or equally, two defining vertices of them are critical.
Observation 2. If A2 is true, then we can assume that the vertex v 2 for A2 is critical.
Observation 3. If A3 is true, then we can assume that two vertices u and v for A3 are critical.
Observation 4.
If A4 (resp. A5) is true, then we can assume that two vertices a 1 and a 2 for A4 (resp. b 2 and b 3 for A5) are critical.
Theorem 4. It takes O(n) time to determine whether a room (P , d) is 1-searchable or walkable by two guards.
Proof. First, run the linear-time algorithm of Das et al. [1, 5] to check whether P is not LR-visible or there are two disjoint components not containing d. If yes, then the room (P , d) is neither 1-searchable nor walkable by two guards. Otherwise, we compute in O(n) time all non-redundant components (including the corresponding ray shots) [5] . Denote by r 1 , . . . , r j and l 1 , . . . , l j two sequences of critical vertices, as described in the proof of Theorem 2. In the following, we further show that the existence of a d-deadlock or one of the conditions A2 to A5 can be verified in linear time.
Consider how to determine whether a d-deadlock occurs. Suppose that there are no two disjoint components in P which do not contain d, but there is a pair of the vertices v 1 Suppose now that A1 is not true for the room (P , d). Assume that v 1 (resp. v 3 ) is the vertex closest to the door
. Since the components of v 1 and v 3 are non-redundant in this case, they can simply be found. Let P denote the region of P obtained by cutting off the components of v 1 and v 3 along v 1 Forw(v 1 ) and v 3 Backw(v 3 ), respectively. Next, we check whether there is a critical vertex in the polygon P such that its backward or forward component is completely contained in the chain P (v 1 , v 3 ) . If yes, the found vertex (i.e., v 2 ), v 1 and v 3 satisfy A2. Otherwise, the condition A2 cannot be true for (P , d) .
Turn to the condition A3. Following the proof of Theorem 2, it suffices to check whether r j and l 1 satisfy A3. Assume that neither A1 nor A2 is true for the room (P , d) , and that r j < l 1 holds (otherwise, A1 is true). If the polygon P is LR-visible with respect to both point pairs d, r j and d, l 1 , then P is LR-visible with respect to any
In this case, we can simply verify whether all points of P [r j , l 1 ] have deadlocks (Lemma 4), and determine whether A3 is true for the room (P , d) .
It follows from the proof of Lemma 6 that P is LR-visible with respect to at least one of d, r j and d, l 1 . Assume below that P is LR-visible only with respect to the pair, say, d, r j . In this case, the vertex l 1 is not contained in the component P [r 1 , Backw(r 1 )], but P is still LR-visible with respect to any point pair d, d , Fig. 9(a) . Assume that all points of P [r j , Backw(r 1 )] are known to have deadlocks by the algorithm of [2] ; otherwise, the condition A3 cannot be true for (P , d). We now want to determine whether all points of P (Backw(r 1 ), l 1 ] have deadlocks. Note that Lemma 4 cannot be used here, as P may not be LR-visible with respect to d, x , x ∈ P (Backw(r 1 ), l 1 ]. However, we can modify P a little so that the weak-visibility condition is satisfied in the new polygon. Let r i denote the maximum vertex such that Backw(r i ) is contained in P (Backw(r 1 ), l 1 ]. For the polygon shown in Fig. 9 Fig. 9(b) for an example. The polygon P is now LR-visible with respect to any point pair d, x , x ∈ P (Backw(r 1 ), l 1 ]. As discussed above, we can then determine whether all points of P (Backw(r 1 ), l 1 ] have deadlocks in the polygon P . Since any two vertices giving a deadlock in P are also the vertices of P , the same deadlock occurs in P . Thus, we can determine in O(n) time whether the condition A3 is true for the room (P , d) .
Finally, consider the condition A4. (The condition A5 can be dealt with analogously.) Without loss of generality, assume that the vertex a 2 for A4 is just r j , and all points of P [r j , l 1 ] do not have deadlocks (otherwise, the condition A3 is true). Similar to the work done for A3, we first find the boundary points of P which have deadlocks, and then compute all the points having deadlocks in the new polygon P obtained after the chain P (d, Succ(r i )) is deleted. (In the case that the vertex l 1 does not exist, we simply let r i = r j .) Let P [r j , v] denote the found chain such that all points of P [r j , v] have deadlocks and the vertex v is closest to d clockwise. Next, take r j as a new starting point. We then compute in O(n) time all non-redundant backward components, which do not contain r j and whose defining vertices belong to P (r j , v]. Finally, we determine, by a simple scan of the polygon boundary, whether there are two disjoint backward components such that one is some backward component computed for the starting point r j , and another is an original component P [r k , Backward(r k )], 1 k j . If yes, the condition A4 is true; otherwise, it can never be satisfied in the room (P , d) . Hence, the condition A4 can be verified in O(n) time, too. The proof is complete. 2 Proof. After it is verified that none of A1, A2 and A3 is true, we run the constructive algorithm given in the proof of Theorem 2 to output a search schedule of the 1-searcher. The time taken for outputting the search schedule can be analyzed as follows. First, we compute in O(n log n) time the ray shots of all reflex vertices, using the ray shooting query algorithm [3] . The critical vertices r 1 , . . . , r j , l 1 , . . . , l j as well as the ray shots of some non-critical vertices used in our search schedule are then found. As in the proof of Theorem 4, we can compute in O(n) time the vertex e, as well as the first backward or forward component containing e (which gives the condition for terminating the INTERMEDIATE STEP). Since all ray shots have been computed, the weak visibility between two chains can be determined in linear time [9] . Since all flashlight rotations in our search schedule are performed clockwise, the total time taken for them is also O(n). Let us now analyze the time taken for walks and counter-walks. Denote by C i the polygonal chain where the 1-searcher moves in a walk or a counter-walk, and |C i | the number of vertices of C i . Clearly, the time spent for such a walk or counter-walk is O(n|C i |) [9] . Since all chains C i used in our search schedule, excluding two endpoints of them, are disjoint, the union of them is at most the whole boundary of P . Hence, the total time taken for all walks is O(n 2 ). Finally, it is easy to see that the space requirement of our algorithm is O(n).
By a similar argument, we can show that the same time and space bounds hold for a search schedule of two guards. 2
Extension
The solution of the room search problem for 1-searchers can be extended to 2-searchers directly (see also [18] ). Let us first define the instructions of the 2-searcher, which are used in our search schedule. Two endpoints f 1 , f 2 of the flashlights are kept to be visible from the 2-searcher s in the following actions: (i) f 1 or f 2 moves along segments of single edges, (ii) s moves from a point inside P to the other, and (iii) f 2 jumps from a reflex vertex to the other point on the boundary of P such that the ray between s and f 2 is extended. Note that the movement of f 1 is continuous on the polygon boundary. (In the special case that three points f 1 , s and f 2 are always kept on a line, the 2-searcher degenerates to the 1-searcher.) If instructions (iii) are not allowed, it introduces a slightly different type of 2-searchers, which is termed as three guards [20] .
Our solution of the room search problem for 1-searchers mainly depends on the definitions of ray shots, components and d-deadlocks. In the following, we first introduce the concept of link-2-ray shots, which can be considered as ray shots with notion of link-2-visibility. A one-to-one correspondence between ray shots and link-2-ray shots is then established so that the solution for 1-searchers (resp. two guards) can be extended to 2-searchers (resp. three guards). Our solution for 2-searchers is not only more space-efficient but also much simpler than the previous one [11] .
Link-2-ray shots
Let us first review the concept of link-2-visibility. Two points x, y ∈ P are said to be mutually link-2-visible if there exists another point z such that the segments xz and zy are entirely contained in P . For two regions Q 1 , Q 2 ⊆ P , we say that Q 1 is weakly link-2-visible from Q 2 if every point in Q 1 is link-2-visible from some point in Q 2 .
Let r denote a reflex vertex that has a component not containing d. Denote by N(r) the vertex which is adjacent to r and contained in the component of r. We define the backward link-2-ray shot of r to be the boundary point of P , which is link-2-visible and clockwise closest to N(r), and denote it by Backw 2 (r). See Fig. 10 for an example. Analogously, the forward link-2-ray shot of r, denoted by Forw 2 (r), is defined to be the boundary point of P which is link-2-visible and counterclockwise closest to N(r).
In a similar manner, we define the chain P [r, Before closing this section, we give the known result on the problem of searching a corridor by three guards, which is obtained by generalizing the solution of its two-guard counterpart. [20] .) A corridor (P , u, v (P , u, v) , and O(n log n + m) time to generate a walk schedule, where m is the number of the instructions reported.
Lemma 7. (See
Searching a room by the 2-searcher
Our results obtained for the 1-searchable rooms can be generalized to the 2-searchable rooms as follows. The walk of a corridor by two guards has been generalized to that by three guards (Lemma 7), and the counter-walk of a corridor by two guards can be generalized to that by three guards analogously [20] . Since a flashlight rotation is performed only when all points of the chain scanned by f are visible from the crossing point of two considered ray shots or the vertex r k in the FINAL STEP (see the proof of Theorem 2), it can simply be generalized to the link-2-flashlight rotation, i.e., a rotation of f 1 and f 2 is performed only when all points of the chain scanned by f 1 are link-2-visible from the crossing point of two considered link-2-ray shots or the vertex r k . The rest of the proof is similar to that of Theorem 2. We omit the detail. Proof. The link-2-ray shots of all reflex vertices can be computed in O(n 2 ) time, using the window partition algorithm [15] . As in the proof of Theorem 4, we then check whether B1, B2 or B3 is true. If none of them is true, we run the constructive algorithm in the proof of Theorem 7 to report a search schedule. Clearly, our algorithm takes O(n 2 ) time and O(n) space. 2
Conclusion
We have proposed a new approach to the room search problem, which leads to optimal linear-time algorithms for determining the 1-searchability and the two-guard walkability of a room, and more efficient algorithms for all schedule reporting problems. The simplicity and the efficiency of our algorithms are obtained by investigating critical visibility events and constructing a search schedule based on them. Our framework for 1-searchers is then extended to 2-searchers, with the notion of link-2-visibility.
There are some related questions which may be interesting for further research. Is it possible to find simpler algorithms for determining the 1-searchability and the two-guard walkability of a room, without invoking the algorithms of [2, 5] ? Is it possible to develop an O(n log n) time algorithm for determining the 2-searchability of a room, or to be exact, an O(n log n) time algorithm for computing all link-2-ray shots? Note that the three-guard walkability of a corridor can be determined in O(n log n) time [20] . Finally, it is worth to pointing out that the solution of the room search problem can be used as a subroutine in solving the most challenge problem of searching a simple polygon by multiple searchers [22] . We are working in this direction.
