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a b s t r a c t
In this paper we study the variational inequality problems with a particular splitting struc-
ture, inwhich themapping F does not have an explicit form and only its function values can
be employed in the numerical methods for solving such problems. Studies and applications
of such problems can be found in Fukushima (1992) [3], Glowinski (1984) [4], Glowinski
(1989) [5] and Xu (2007) [15]. The paper He et al. (2006) [6] presents an efficient predic-
tion–correction method for such problems. Based on the predictor method in the latter,
this paper presents two classes of correction methods which are more convenient to be
carried out than that in this reference. Numerical experiments show that the new method
is effective.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let Ω be a nonempty closed convex subset of Rn and F be a continuous mapping from Rn into itself. The variational
inequality problem, denoted by VI(Ω, F), is to determine a vector u∗ ∈ Ω such that
(u− u∗)T F(u∗) ≥ 0, ∀u ∈ Ω. (1.1)
Notice that the variational inequality VI(Ω, F) is invariant when we multiply F by some positive scalar β; thus VI(Ω, F) is
equivalent to the following projection equation [1,2]
u = PΩ [u− βF(u)],
where PΩ(·) denotes the projection onto Ω under the Euclidean norm. In other words, solving VI(Ω, F) is equivalent to
finding a zero point of the residue function
e(u, β) := u− PΩ [u− βF(u)]. (1.2)
The problem concerned in this paper is the VI(Ω, F) (1.1) with the following particular splitting structure
u =
(
x
y
)
, F(u) =
(
f (x)
g(y)
)
(1.3)
and
Ω = {(x, y) | x ∈ X, y ∈ Y, Ax+ By = b}, (1.4)
∗ Corresponding author.
E-mail addresses: xuminghua@jpu.edu.cn, mathxumh@yahoo.com.cn (M.H. Xu).
0898-1221/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2009.12.013
M.H. Xu et al. / Computers and Mathematics with Applications 59 (2010) 2074–2086 2075
where X ⊂ Rn1 , Y ⊂ Rn2 , A ∈ Rm×n1 , B ∈ Rm×n2 are given matrices, and b ∈ Rm is a given vector, f : X → Rn1 ,
g : Y→ Rn2 are givenmonotone operators. Studies and applications of such problems can be found in [3–5,15]. By attaching
a Lagrange multiplier vector λ ∈ Rm to the linear constraints Ax + By = b, Problem (1.1) with structure (1.3)–(1.4) can be
explained as the following form [6]: Findw = (x, y, λ) ∈ W , such that(x
′ − x)T {f (x)− ATλ} ≥ 0,
(y′ − y)T {g(y)− BTλ} ≥ 0,
Ax+ By− b = 0
∀w′ ∈ W, (1.5a)
where
W = X× Y × Rm. (1.5b)
Problem (1.5) is called a Structured Variational Inequality (SVI), denoted by VI(W,Q ), where
Q (w) = Q (x, y, λ) =
f (x)− ATλg(y)− BTλ
Ax+ By− b
 (1.6)
is monotone whenever f and g are monotone, since for ∀w′ = (x′, y′, λ′), w = (x, y, λ) ∈ W ,
(w′ − w)T (Q (w′)− Q (w)) = (x′ − x)T (f (x′)− f (x))+ (y′ − y)T (g(y′)− g(y))
− (x′ − x)TAT (λ′ − λ)− (y′ − y)TBT (λ′ − λ)+ (λ′ − λ)T (Ax′ − Ax)+ (λ′ − λ)T (By′ − By)
= (x′ − x)T (f (x′)− f (x))+ (y′ − y)T (g(y′)− g(y))
≥ 0.
We denote the solution set of SVI byW∗. Similar to [6], wemake the following standard assumptions throughout this paper:
Assumption A. • X and Y are simple closed convex sets. A set is said to be simple when the projection onto the set is
simple to carry out. Examples of simple sets are the nonnegative orthant, a ball, a half-space, or a box.
• f (x) (resp. g(x)) is monotone and Lipschitz continuous with respect toX (resp. Y). Lf (resp. Lg ) is the Lipschitz constant
of mapping f (resp. g).
• The solution set of VI(W,Q ), denoted byW∗, is nonempty.
We now briefly describe the notations used in this paper. All matrices and vectors are real. In is the identity matrix of
order n. If x ∈ Rn, X ∈ Rn×n and G ∈ Rn×n is a positive definite matrix, then ‖x‖ = √xT x is the Euclidean norm and
‖x‖G =
√
xTGx is the G-norm of vector x, respectively, and ‖X‖ = supx6=0 ‖Xx‖‖x‖ is the induced matrix norm or natural matrix
norm, where the transpose of x is denoted by xT . PW,G(v) is the projection of v ontoW under G-norm, i.e.,
PW,G(v) = argmin{‖v − u‖G | u ∈ W}.
From the assumptions and the definition above, it follows that [6]
(v − PW,G(v))TG(u− PW,G(v)) ≤ 0, ∀v ∈ Rl,∀u ∈ W, (1.7)
where l = n1 + n2 +m.
Consequently, we have
‖PW,G(v)− PW,G(u)‖G ≤ ‖v − u‖G, ∀v, u ∈ Rl (1.8)
and
‖u− PW,G(v)‖2G ≤ ‖v − u‖2G − ‖v − PW,G(v)‖2G, ∀v ∈ Rl, ∀u ∈ W . (1.9)
Lemma 1.1. Let W be a closed convex set in Rl and G ∈ Rl×l be any positive definite matrix. Then w∗ is a solution of VI(W,Q )
if and only if
w∗ = PW,G[w∗ − αG−1Q (w∗)], ∀α > 0. (1.10)
Proof. See [7], pp. 267. 
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Following Lemma 1.1, the problem (1.5) can be solved by finding a zero point of the mapping
eG(w,W,Q ) = w − PW,G[w − αG−1Q (w)]. (1.11)
We denote the Euclidean distance fromw to the solution setW∗ by
dist(w,W∗) = min{‖w − w∗‖ | w∗ ∈ W∗}.
It is clear that
dist(w,W∗) = 0 ⇔ eG(w,W,Q ) = 0.
Thus, the term ‖eG(w,W,Q )‖ is referred to as the error bound of VI(W,Q ), since it measures the magnitude of w away
from the solution setW∗.
Based on the Assumption A and motivated by [7–16], paper [6] recently presents a practical prediction–correction
method for problem VI(W,Q ). For a given triplet wk = (xk, yk, λk) ∈ W , the method in [6] generates the predictor
w˜k = (x˜k, y˜k, λ˜k) ∈ W by the following procedure:
Step 1. Let ν ∈ (0, 1), be a given constant, H be a given symmetric positive definite matrix. Set
x˜k = PX
{
xk − 1
rk
(
f (xk)− AT [λk − H(Axk + Byk − b)])} , (1.12)
where rk > 0 is a chosen parameter such that
‖ξ kx ‖ ≤ νrk‖xk − x˜k‖, ξ kx = f (xk)− f (x˜k)+ ATHA(xk − x˜k). (1.13)
Step 2. Set
y˜k = PY
{
yk − 1
sk
(
g(yk)− BT [λk − H(Ax˜k + Byk − b)])} (1.14)
where sk > 0 is a chosen parameter such that
‖ξ ky ‖ ≤ νsk‖yk − y˜k‖, ξ ky = g(yk)− g(y˜k)+ BTHB(yk − y˜k). (1.15)
Step 3. Update λ˜k via
λ˜k = λk − H(Ax˜k + By˜k − b). (1.16)
Note that the predictor w˜k = (x˜k, y˜k, λ˜k) ∈ W is produced in the following order,
• obtain x˜k ∈ X from given (xk, yk, λk) ∈ W ;
• obtain y˜k ∈ Y from given (x˜k, yk, λk) ∈ W ;
• update λ˜k ∈ Rm from given (x˜k, y˜k, λk) ∈ W ,
this prediction procedure adopts the new information whenever possible. This process only requires the function values
f (xk) and g(yk).
Based on the predictor w˜k = (x˜k, y˜k, λ˜k), the following corrector is suggested by the paper [6]:
wk+1 = PW,Gk{wk − αkG−1k q(wk, w˜k)}, (1.17)
where q(wk, w˜k) = Q (w˜k)+ (A, B, 0)THB(yk − y˜k), matrix Gk is updated in the following manner:
Gk =
Rk 0 00 Sk + BTHB 0
0 0 H−1
 , Rk = rkIn1 , Sk = skIn2 and ξ k =
ξ kxξ ky
0
 , (1.18)
and the step-size
αk = γ (λ
k − λ˜k)TB(yk − y˜k)+ (wk − w˜k)TGkd(wk, w˜k, ξ k)
‖d(wk, w˜k, ξ k)‖2Gk
,
where γ ∈ (0, 2), d(wk, w˜k, ξ k) = (wk − w˜k)− G−1k ξ k.
Remark 1.1. For any rk ≥ Lf+‖A
THA‖
ν
(resp. sk ≥ Lg+‖B
THB‖
ν
), a pair of x˜k and ξ kx (resp. y˜
k and ξ ky ) can be obtained to satisfy
(1.13) (resp. (1.15)). The claim has been proved (see Remark 3.1 in [6]). Thus, we can choose the scalars rk, sk and matrix H
properly so that there are two constants ηmin, ηmax and the inequality
0 < ηmin ≤ ‖Gk‖ ≤ ηmax (1.19)
holds true for any k during the iteration procedure above.
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However, in the correction process, if thematrix B is not equal to the unitmatrix I , we need to solve a quadratic programming
problem to get PW,Gk{wk − αkG−1k q(wk, w˜k)} and obtain the corrector wk+1. Note that the matrix Gk in (1.17) is updated in
each iteration. This is a slight disadvantage of the method. In order to overcome the disadvantage of the method, this paper
presents two classes of correction methods. We will see that the correctors of the new method can be produced in the
following form:
wk+1 = PW,M{wk − αM−1di(wk, w˜k)}, (1.20)
whereM is any l× l positive definite matrix and can be fixed for each iteration, and di(wk, w˜k) ∈ Rl, i = 1, 2 will be defined
in (3.3) and (3.4), respectively. In this newmethod, we can adaptively choose thematrixM according to the special problem,
sayM = Il, and thus method (1.20) can more easily produce the corrector than the method (1.17) since in the new method
matrixM can be fixed for every correction step (1.20) and in the method (1.17) the matrix Gk is updated in each prediction
process.
The paper is organized as follows. In Section 2, we summarize some preliminaries and basic concepts. Based on the
predictor in [6], two classes of correction methods for VI(W,Q ) and some theoretical results are given in Sections 3 and 4.
Numerical experiments and some concluding remarks are addressed in Sections 5 and 6, respectively.
2. Preliminaries
Definition 2.1. Let T : Rn ⇒ Rn be a point-to-set mapping. For given u ∈ Ω , u˜ ∈ T (u) is said to be a test vector of u for
problem (1.1) if
u = u˜ ⇔ u ∈ Ω∗, (2.1)
whereΩ∗ is the solution set of problem (1.1).
It is clear that, for a given u ∈ Ω , there are differentways to give u˜which is a test vector of u. For example, u˜ = PΩ [u−βF(u)]
can be viewed as a test vector of u for problem (1.1).
Definition 2.2. Let u ∈ Ω and u˜ ∈ T (u) be a test vector of u for problem (1.1). A continuous function ϕ(u, u˜) : Rn×n → R
is said to be an error measure function of VI(Ω, F) if there is a constant c0 > 0, such that
ϕ(u, u˜) ≥ c0‖u− u˜‖2. (2.2)
Nowwegive two conditions, andwill see that two classes of correctionmethods can be produced based on the conditions.
Condition 2.1. For given u ∈ Ω and its test vector u˜ ∈ Ω , there are an error measure function ϕ(u, u˜), a direction d1(u, u˜)
and a constant τ > 0, which satisfy
(u− u∗)Td1(u, u˜) ≥ ϕ(u, u˜), ∀u∗ ∈ Ω∗, (2.3)
and
ϕ(u, u˜)
‖d1(u, u˜)‖2 ≥ τ . (2.4)
Condition 2.2. For u, u˜ ∈ Ω, ϕ(u, u˜) and d1(u, u˜) defined in Condition 2.1, there is a direction d2(u, u˜)which satisfies
u˜ = PΩ{u˜− [d2(u, u˜)− d1(u, u˜)]} (2.5)
and
(u˜− u∗)Td2(u, u˜) ≥ ϕ(u, u˜)− (u− u˜)Td1(u, u˜), ∀u ∈ Ω, u∗ ∈ Ω∗. (2.6)
Under Condition 2.1, we can get a new iterate by setting
u1(α) = PΩ,M [u− αM−1d1(u, u˜)], (2.7)
whereM is any n× n positive definite matrix,
α = γα∗, γ ∈ (0, 2) (2.8)
and α∗ is computed according to
α∗ = argmax{q(α)} = ϕ(u, u˜)‖M−1d1(u, u˜)‖2M
,
where q(α) is a quadratic function which will be defined by (2.13).
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Similarly, under Condition 2.2, we can also get a new iterate by setting
u2(α) = PΩ,M [u− αM−1d2(u, u˜)], (2.9)
where α can also be defined by (2.8), even if the search direction d2(u, u˜) in (2.9) is different from the search direction
d1(u, u˜) in (2.7).
Now we give some analysis results on u1(α) and u2(α). Let
θ1(α) := ‖u− u∗‖2M − ‖u1(α)− u∗‖2M (2.10)
and
θ2(α) := ‖u− u∗‖2M − ‖u2(α)− u∗‖2M (2.11)
be the profit functions with respect to u1(α) and u2(α), respectively. By setting
u(α) = u− αM−1d1(u, u˜). (2.12)
q(α) = 2αϕ(u, u˜)− α2‖M−1d1(u, u˜)‖2M , (2.13)
we can find the following results.
Lemma 2.1. Let the Condition 2.2 be satisfied, then we have
(u− u∗)Td2(u, u˜) ≥ ϕ(u, u˜), ∀u ∈ Ω, u∗ ∈ Ω∗. (2.14)
Proof. Let v = u˜− (d2(u, u˜)−d1(u, u˜)), it follows from (2.5) that PΩ(v) = u˜. Following from the property of the projection
mapping:
(v − PΩ(v))T (u− PΩ(v)) ≤ 0, ∀v ∈ Rn, ∀u ∈ Ω, (2.15)
we get
{[u˜− (d2(u, u˜)− d1(u, u˜))] − u˜}T (u′ − u˜) ≤ 0, ∀u′ ∈ Ω. (2.16)
Setting u′ = u in (2.16), we get
(u− u˜)Td2(u, u˜) ≥ (u− u˜)Td1(u, u˜). (2.17)
Adding (2.17) and (2.6), we obtain
(u− u∗)Td2(u, u˜) ≥ ϕ(u, u˜). (2.18)
The proof of the lemma is complete. 
Theorem 2.1. Let Condition 2.1 be satisfied, θ1(α) and u(α) be defined by (2.10) and (2.12), respectively, then for any α ≥ 0,
we have
θ1(α) ≥ q1(α), (2.19)
where
q1(α) = q(α)+ ‖u(α)− u1(α)‖2M (2.20)
and q(α) is defined by (2.13).
Proof. Since u1(α) = PΩ,M [u(α)] and u∗ ∈ Ω , it follows from (1.9) that
‖u1(α)− u∗‖2M ≤ ‖u(α)− u∗‖2M − ‖u(α)− u1(α)‖2M . (2.21)
Consequently, using the definition of θ1(α), we have
θ1(α) ≥ ‖u− u∗‖2M − ‖u(α)− u∗‖2M + ‖u(α)− u1(α)‖2M
= ‖u− u∗‖2M − ‖u− αM−1d1(u, u˜)− u∗‖2M + ‖u(α)− u1(α)‖2M
= 2α(u− u∗)Td1(u, u˜)− α2‖M−1d1(u, u˜)‖2M + ‖u(α)− u1(α)‖2M
(2.3)≥ q(α)+ ‖u(α)− u1(α)‖2M .
The assertion of the theorem is proved. 
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Theorem 2.2. Let Condition 2.2 be satisfied, θ2(α) and u(α) be defined by (2.11) and (2.12), respectively, then for any α ≥ 0,
we have
θ2(α) ≥ q2(α),
where
q2(α) = q(α)+ ‖u(α)− u2(α)‖2M (2.22)
and q(α) is defined by (2.13).
Proof. Since u∗ ∈ Ω , u2(α) = PΩ,M [u− αM−1d2(u, u˜)] and (1.9), we have
‖u2(α)− u∗‖2M ≤ ‖u− αM−1d2(u, u˜)− u∗‖2M − ‖u− αM−1d2(u, u˜)− u2(α)‖2M .
Thus,
θ2(α) ≥ ‖u− u∗‖2M − ‖u− αM−1d2(u, u˜)− u∗‖2M + ‖u− αM−1d2(u, u˜)− u2(α)‖2M
= ‖u− u2(α)‖2M + 2α(u2(α)− u∗)Td2(u, u˜)
= ‖u− u2(α)‖2M + 2α(u˜− u∗)Td2(u, u˜)+ 2α(u2(α)− u˜)Td2(u, u˜)
(2.6)≥ ‖u− u2(α)‖2M + 2αϕ(u, u˜)− 2α(u− u˜)Td1(u, u˜)+ 2α(u2(α)− u˜)Td2(u, u˜). (2.23)
Since u2(α) ∈ Ω , setting u′ = u2(α) in (2.16), we get
(u2(α)− u˜)Td2(u, u˜) ≥ (u2(α)− u˜)Td1(u, u˜). (2.24)
Substituting (2.24) in the right hand side of (2.23), we have
θ2(α) ≥ ‖u− u2(α)‖2M + 2αϕ(u, u˜)− 2α(u− u˜)Td1(u, u˜)+ 2α(u2(α)− u˜)Td1(u, u˜)
= ‖u− u2(α)‖2M + 2αϕ(u, u˜)− 2α(u− u2(α))Td1(u, u˜)
= ‖u− u2(α)− αM−1d1(u, u˜)‖2M + 2αϕ(u, u˜)− α2‖M−1d1(u, u˜)‖2M
= ‖u(α)− u2(α)‖2M + q(α).
Now, the assertion of the theorem is proved. 
Theorem 2.3. Let q1(α) and q2(α) be defined by (2.20) and (2.22), respectively, then we have
q2(α)− q1(α) ≥ ‖u2(α)− u1(α)‖2M , ∀α ≥ 0. (2.25)
Proof. Since u1(α) = PΩ,M [u(α)] ∈ Ω and u2(α) ∈ Ω , it follows from (1.9) that
q2(α)− q1(α) = ‖u(α)− u2(α)‖2M − ‖u(α)− u1(α)‖2M
= ‖u(α)− u2(α)‖2M − ‖u(α)− PΩ,M [u(α)]‖2M
(1.9)≥ ‖u2(α)− u1(α)‖2M .
The proof is complete. 
Remark 2.2. Theorem 2.3 shows that u2(α) seems better than u1(α).
Remark 2.3. If u and u˜ are taken as the kth iteration solution and the predictor of the k + 1th iteration solution for the
problem VI(Ω, F) respectively, then u1(α) or u2(α) can be regarded as the k + 1th iteration solutions of VI(Ω, F) or the
corrections of the predictor u˜.
3. A new prediction–correction method for VI(W,Q )
As before, we let wk be the kth iterate solution of VI(W,Q ), w˜k be the predictor produced by (1.12)–(1.16) and w∗ =
(x∗, y∗, λ∗) ∈ W be a solution of VI(W,Q ). In this section, we will prove that if the variables u, u˜ and u∗ in the previous
section are replaced bywk, w˜k andw∗, respectively, then both Conditions 2.1 and 2.2 are correct and thus we can form two
classes of correction methods based on the kth iterate solutionwk and the predictor w˜k for VI(W,Q ).
To begin with, we first deduce a new form of the predictor w˜k produced by (1.12)–(1.16). From (3.11) in [6], we have
w˜k = PW,Gk{wk − G−1k [Q (w˜k)+ (A, B, 0)THB(yk − y˜k)+ ξ k]}. (3.1)
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Thus, we have
w˜k = PW,Gk{w˜k − G−1k [Q (w˜k)+ (A, B, 0)THB(yk − y˜k)+ Gk(w˜k − wk)+ ξ k]}.
= PW {w˜k − [Q (w˜k)+ (A, B, 0)THB(yk − y˜k)+ Gk(w˜k − wk)+ ξ k]}. (3.2)
From (1.12)–(1.16) and (3.2) it is easy to check that wk is a solution point of problem (1.5) if and only if wk = w˜k and then
the predictor w˜k is a test vector ofwk according to the Definition 2.1.
By letting
d1(wk, w˜k) = Gk(wk − w˜k)− ξ k (3.3)
and
d2(wk, w˜k) = Q (w˜k)+ (A, B, 0)THB(yk − y˜k). (3.4)
Eq. (3.2) can be written as
w˜k = PW {w˜k − [d2(wk, w˜k)− d1(wk, w˜k)]}. (3.5)
Let
ϕ(wk, w˜k) = (λk − λ˜k)T (Byk − By˜k)+ (wk − w˜k)Td1(wk, w˜k). (3.6)
In the next sections, we will prove that the Conditions 2.1 and 2.2 are both satisfied while u, u˜, d1(u, u˜), d2(u, u˜), ϕ(u, u˜),Ω
are replaced bywk, w˜k, d1(wk, w˜k), d2(wk, w˜k), ϕ(wk, w˜k),W , respectively.
In order to simplify notation in the following analysis, we ignore the index k in the vectorwk, w˜k, ξ k,Gk, etc.
3.1. Verifying Condition 2.1
Lemma 3.1. Let w˜ be generated by (1.12)–(1.16) ϕ(w, w˜) be as in (3.6), then we have
ϕ(w, w˜) ≥ min
{
1
2
, (1− ν)
}
‖w − w˜‖2G. (3.7)
Proof. First, we have
ϕ(w, w˜) = (w − w˜)TG(w − w˜)+ (λ− λ˜)T (By− By˜)− (w − w˜)T ξ .
Since H is a symmetric positive definite matrix, H has a unique factorization, H = LLT , in which L is lower triangular with a
positive diagonal. By using
‖LT (By− By˜)+ L−1(λ− λ˜)‖2 = ‖y− y˜‖2BTHB + 2(λ− λ˜)T (By− By˜)+ ‖λ− λ˜‖2H−1 ,
we have
(λ− λ˜)T (By− By˜) ≥ −1
2
(
‖y− y˜‖2BTHB + ‖λ− λ˜‖2H−1
)
= −1
2
(
y− y˜
λ− λ˜
)T (
BTHB
H−1
)(
y− y˜
λ− λ˜
)
and consequently (see the notation of G in (1.18))
ϕ(w, w˜) ≥
x− x˜y− y˜
λ− λ˜
T

R
S + 1
2
BTHB
1
2
H−1

x− x˜y− y˜
λ− λ˜
− (w − w˜)T ξ . (3.8)
Using (1.13), (1.15) and Cauchy–Schwarz inequality,
−(w − w˜)T ξ ≥ −ν
(
x− x˜
y− y˜
)T (
R
S
)(
x− x˜
y− y˜
)
.
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Substituting the above inequality into (3.8), we get
ϕ(w, w˜) ≥
x− x˜y− y˜
λ− λ˜
T

(1− ν)R
(1− ν)S + 1
2
BTHB
1
2
H−1

x− x˜y− y˜
λ− λ˜

≥ min
{
1
2
, (1− ν)
}x− x˜y− y˜
λ− λ˜
T R S + BTHB
H−1
x− x˜y− y˜
λ− λ˜

= min
{
1
2
, (1− ν)
}
‖w − w˜‖2G
and thus assertion is proved. 
According to the Definition 2.2, we know that ϕ(w, w˜) is an error measure function of VI(W,Q ).
Lemma 3.2. Let w˜ be generated by (1.12)–(1.16), then we have
(w − w∗)Td1(w, w˜) ≥ ϕ(w, w˜). (3.9)
Proof. Sincew∗ = (x∗, y∗, λ∗) is a solution of VI(W,Q ) and x˜ ∈ X, y˜ ∈ Y, we have
(w˜ − w∗)TQ (w∗) ≥ 0. (3.10)
It follows from (3.5) that
(w˜ − w∗)T {d1(w, w˜)− d2(w, w˜)} ≥ 0. (3.11)
Adding (3.10) and (3.11) and using the notation of d2(w, w˜), we get
(w˜ − w∗)T {d1(w, w˜)− (Q (w˜)− Q (w∗))− (A, B, 0)THB(y− y˜)} ≥ 0
and consequently from the monotonicity of Q (w) that
(w˜ − w∗)Td1(w, w˜) ≥ (w˜ − w∗)T (A, B, 0)THB(y− y˜). (3.12)
UsingAx∗+By∗ = b andAx˜+By˜−b = H−1(λ−λ˜) (see (1.16)), the right hand side of (3.12) can bewritten as (λ−λ˜)T (By−By˜).
Thus, we have
(w˜ − w∗)Td1(w, w˜) ≥ (λ− λ˜)T (By− By˜)
and it follows that
(w − w∗)Td1(w, w˜) ≥ (λ− λ˜)T (By− By˜)+ (w − w˜)Td1(w, w˜). (3.13)
The right hand side of (3.13) is ϕ(w, w˜) and the assertion is proved. 
Lemma 3.3. Let d1(w, w˜) and ϕ(w, w˜) be defined by (3.3) and (3.6), respectively, we have
ϕ(w, w˜) >
1
2
‖G−1d1(w, w˜)‖2G, (3.14)
and thus
ϕ(w, w˜)
‖d1(w, w˜)‖2 >
1
2‖G‖ . (3.15)
Proof. It follows from (3.8) that
ϕ(w, w˜) ≥ 1
2
(
‖λ− λ˜‖2H−1 + ‖By− By˜‖2H
)
+ ‖x− x˜‖2R − (x− x˜)T ξx + ‖y− y˜‖2S − (y− y˜)T ξy. (3.16)
Under condition (1.13) and ν < 1, we have
1
r
‖ξx‖2 < r‖x− x˜‖2 and thus ‖R−1ξx‖2R < ‖x− x˜‖2R.
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Therefore, we get
‖x− x˜‖2R − (x− x˜)T ξx >
1
2
‖x− x˜‖2R − (x− x˜)T ξx +
1
2
‖R−1ξx‖2R
= 1
2
‖x− x˜− R−1ξx‖2R.
Similarly, using (1.15), we obtain
‖y− y˜‖2S − (y− y˜)T ξy >
1
2
‖y− y˜− S−1ξy‖2S .
Therefore, it follows from (3.16) that
ϕ(w, w˜) >
1
2
‖x− x˜− R−1ξx‖2R +
1
2
(‖By− By˜‖2H + ‖y− y˜− S−1ξy‖2S)+ 12‖λ− λ˜‖2H−1 . (3.17)
We notice that (since ((S + BTHB)− S) is positive semi-definite) (ξy)T S−1ξy ≥ (ξy)T (S + BTHB)−1ξy and thus
‖S−1ξy‖2S ≥ ‖(S + BTHB)−1ξy‖2(S+BTHB). (3.18)
By a manipulation, we have
‖By− By˜‖2H + ‖y− y˜− S−1ξy‖2S = ‖y− y˜‖2(S+BTHB) − 2(y− y˜)T ξy + ‖S−1ξy‖2S
(3.18)≥ ‖y− y˜‖2
(S+BTHB) − 2(y− y˜)T ξy + ‖(S + BTHB)−1ξy‖2(S+BTHB)
= ‖y− y˜− (S + BTHB)−1ξy‖2(S+BTHB). (3.19)
Substituting (3.19) into (3.17) and using the notation of d1(w, w˜) and G, the assertion of this lemma is proved. 
From Lemmas 3.2 and 3.3, we know that the conditions in Condition 2.1 are satisfied if u = wk, u˜ = w˜k, u∗ = w∗ and
Ω = W .
3.2. Verifying Condition 2.2
Theorem 3.1. Let d1(w, w˜), d2(w, w˜) and ϕ(w, w˜) be defined by (3.3), (3.4) and (3.6), respectively, we have
(w˜ − w∗)Td2(w, w˜) ≥ ϕ(w, w˜)− (w − w˜)Td1(w, w˜) = (λ− λ˜)TB(y− y˜). (3.20)
Proof. Since w˜ ∈ W andw∗ ∈ W∗ is a solution of VI(W,Q ), we have
(w˜ − w∗)TQ (w∗) ≥ 0.
Using the monotonicity of Q it follows that
(w˜ − w∗)TQ (w˜) ≥ (w˜ − w∗)TQ (w∗) ≥ 0.
Because Q (w˜) = d2(w, w˜)− [A, B, 0]THB(y− y˜) (see (3.4)), from the above inequality we obtain
(w˜ − w∗)Td2(w, w˜) ≥ (w˜ − w∗)T [A, B, 0]THB(y− y˜). (3.21)
Similar as in (3.12), the right hand side of (3.21) is (λ− λ˜)TB(y− y˜). By the definition of ϕ(w, w˜), we have
(λ− λ˜)TB(y− y˜) = ϕ(w, w˜)− (w − w˜)Td1(w, w˜). (3.22)
Thus, we derive the assertion of this theorem immediately. 
Combining the Theorem 3.1 and the Eq. (3.5), we know the Condition 2.2 also hods in the situation we considered.
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3.3. Two new classes of correction methods for VI(W,Q )
Since the Conditions 2.1 and 2.2 are both satisfied while u, u˜, d1(u, u˜), d2(u, u˜), ϕ(u, u˜) andΩ in Conditions 2.1 and 2.2
are replaced respectively bywk, w˜k, d1(wk, w˜k), d2(wk, w˜k), ϕ(wk, w˜k) andW , similar to (2.7)–(2.9), we can give two classes
of correction methods for VI(W,Q ) in the following.
Under Condition 2.1, the first class of correction method can be given as that in (2.7):
wk+1 := wk+11 (α) = PW,M [wk − αM−1d1(wk, w˜k)], (3.23)
whereM is any l× l positive definite matrix,
α = γα∗, α∗ = ϕ(w
k, w˜k)
‖M−1d1(wk, w˜k)‖2M
, γ ∈ (0, 2). (3.24)
Similar to (2.9), under Condition 2.2, the second class of correction method can also be obtained by setting
wk+1 := wk+12 (α) = PW,M [wk − αM−1d2(wk, w˜k)], (3.25)
where α can also be defined by (3.24).
3.4. A new prediction–correction method for VI(W,Q )
Let wk = (xk, yk, λk) ∈ W be the kth iteration solution of VI(W,Q ). Based on the predictor in [6] and the discussions
above, a new prediction–correction method for VI(W,Q ) can be described briefly as below.
Algorithm 1. New prediction–correction method for VI(W,Q )
Step 1. Compute the predictor w˜k = (x˜k, y˜k, λ˜k) by (1.12)–(1.16).
Step 2. Compute the correctorwk+1 by (3.23) or (3.25).
Step 3. If ‖eM(wk+1,W,Q )‖ < ε or ‖wk − w˜k‖ < ε (where ε > 0 is a given tolerance precision), then stop, otherwise,
k := k+ 1 goto Step 1.
Remark 3.4. Comparing the new corrector (3.23) or (3.25) with the old corrector (1.17), it is easy to see that the new
corrector is more convenient to be produced than the old corrector since the matrix M used in the new method can be
properly chosen and can be fixed in whole iteration process while the matrix Gk in (1.17) is updated in each iteration.
4. Convergence
Similar to Theorems 2.1–2.3, we can establish the following first two convergence results.
Theorem 4.1. Let wk+11 (α) and w
k+1
2 (α) be defined by (3.23) and (3.25), respectively, w
∗ ∈ W be a solution of problem
VI(W ,Q ), then for any α ≥ 0, we have
‖wk − w∗‖M − ‖wk+11 (α)− w∗‖M ≥ q1(α) (4.1)
‖wk − w∗‖M − ‖wk+12 (α)− w∗‖M ≥ q2(α) (4.2)
where qi(α) = q(α)+ ‖w(α)− wk+1i (α)‖2M , i = 1, 2,w(α) = wk − αM−1d1(wk, w˜k) and
q(α) = 2αϕ(wk, w˜k)− α2‖M−1d1(wk, w˜k)‖2M . (4.3)
Theorem 4.2. Let q1(α) and q2(α) be defined by (4.1) and (4.2), respectively, then we have
q2(α)− q1(α) ≥ ‖wk+12 (α)− wk+11 (α)‖2M , ∀α ≥ 0. (4.4)
Lemma 4.1. For any given triplet (xk, yk, λk) ∈ W , let the (x˜k, y˜k, λ˜k) ∈ W be generated by (1.12)–(1.16). Then there exists a
constant a > 0 such that for all k ≥ 0,
‖eG(w˜k,W,Q )‖G ≤ a‖wk − w˜k‖G. (4.5)
Proof. See Proposition 5.1 in [6]. 
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Lemma 4.2. Let w˜k, wk be generated by Algorithm 1, then
‖wk+1 − w∗‖2M < ‖wk − w∗‖2M − ρ‖wk − w˜k‖2G, (4.6)
wherew∗ ∈ W∗,
ρ = min
(
1
2
, (1− ν)
)
γ (2− γ )
2ηmax‖M−1‖ > 0,
γ ∈ (0, 2) and constant ηmax is defined in (1.19).
Proof. Following from Theorem 4.1, we have
‖wk+1 − w∗‖2M ≤ ‖wk − w∗‖2M − γ (2− γ )α∗ϕ(wk, w˜k), ∀w∗ ∈ W∗, (4.7)
where α∗ is defined by (3.24).
Since
α∗ = ϕ(w
k, w˜k)
‖M−1d1(wk, w˜k)‖2M
≥ ϕ(w
k, w˜k)
‖M−1‖ ‖d1(wk, w˜k)‖2 ,
according to inequality (1.19) and Lemma 3.3, we have that
α∗ >
1
2‖M−1‖ ‖G‖ ≥
1
2ηmax‖M−1‖ . (4.8)
Substituting (4.8) into (4.7), and following from Lemma 3.1, we have
‖wk+1 − w∗‖2M < ‖wk − w∗‖2M −min
(
1
2
, (1− ν)
)
γ (2− γ )
2ηmax‖M−1‖‖w
k − w˜k‖2G.
Thus, we obtain the assertion of this lemma. 
Similar to Theorem 5.1 in paper [6], we can now prove the followingmain convergence result related to the newmethod.
Theorem 4.3. The sequence {wk} generated by Algorithm 1 converges to somew∞ which is a solution of VI(W,Q ).
Proof. From Lemma 4.2, we have
‖wk+1 − w∗‖M ≤ ‖w0 − w∗‖M , ∀k ≥ 0, (4.9)
wherew0 is the initial solution of VI(W,Q ). And thuswk is bounded. Further, it follows from (4.6) that
ρ
∞∑
k=0
‖wk − w˜k‖2G ≤ ‖w0 − w∗‖2M .
Therefore, we have
lim
k→∞ ‖w
k − w˜k‖2G = 0, (4.10)
and thus {w˜k} is also bounded. Further, we have
lim
k→∞ ‖w
k − w˜k‖2M = 0.
Combining (4.10) and the Lemma 4.1, we have
lim
k→∞ ‖eG(w˜
k,W,Q )‖G = 0.
Let w∞ be a cluster point of sequence {w˜k} and the subsequence {w˜kj} converges to w∞. Since eG(w,W,Q ) is continuous
function ofw, it follows that
eG(w∞,W,Q ) = 0.
Following from Lemma 1.1,w∞ is a solution of VI(W,Q ).
Since limk→∞ ‖wk − w˜k‖M = 0 and limj→∞ w˜kj = w∞, for any given ε > 0, there exists an N > 0 such that
‖wkN − w˜kN ‖M < ε2 and ‖w˜
kN − w∞‖M < ε2 . (4.11)
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Table 1
Numerical results of Algorithm 1 applied to problem (5.16).
Problem size n No. of iter. CPU time (s) Error
50 17 0.3724 5.6544×10−6
100 17 1.3400 6.4006×10−6
150 17 4.0980 6.1449×10−6
200 18 9.7780 4.4824×10−6
250 18 19.0134 7.5504×10−6
300 18 34.1250 7.7817×10−6
Therefore, for any k ≥ kN , it follows from (4.11) and Lemma 4.2 (Following from Lemma 4.2, we have that ‖wk+1−w∗‖M ≤
‖wk − w∗‖M ) that
‖wk − w∞‖M ≤ ‖wkN − w∞‖M ≤ ‖wkN − w˜kN ‖M + ‖w˜kN − w∞‖M < ε
and the sequence {wk} converges tow∞. 
5. Numerical experiments
In this section, we consider the following matrix optimization problem:
min
{
1
2
‖X − C‖2 | X ∈ SnΛ ∩ SB
}
, (5.12)
where
SnΛ = {X ∈ Rn×n | XT = X, X  0} (5.13)
and
SB = {X ∈ Rn×n | XT = X, X ≥ 0}, (5.14)
C is a given symmetric matrix, ‖·‖ is the Frobenius norm, X  0means that X is a positive semi-definitematrix while X ≥ 0
expresses that each element of X is nonnegative, and SnΛ ∩ SB is nonempty. Note that problem (5.12)–(5.14) can be convert
to the following equivalent one:
min
1
2
‖X − C‖2 + 1
2
‖Y − C‖2
s.t X − Y = 0,
X ∈ SnΛ, Y ∈ SB.
(5.15)
The KKT condition of (5.15) is the following variational inequality: Findw∗ = (X∗, Y ∗, Z∗) ∈ W such that{〈X − X∗, (X∗ − C)− Z∗〉 ≥ 0,
〈Y − Y ∗, (Y ∗ − C)+ Z∗〉 ≥ 0,
X∗ − Y ∗ = 0,
∀w ∈ W, (5.16a)
where
〈X, Y 〉 = trace(XTY ), W = SnΛ × SB × Rn×n. (5.16b)
The problem (5.16) is the special case of problem (1.5) for f (X) = X − C, g(Y ) = Y − C, A = In, B = −In, and b is a zero
matrix of order n× n.
In the following numerical experiments, we set ν = 0.4, γ = 1.8 H = In, M = I3n, w0 = 0 ∈ R3n×n, ε = 10−5 and
computewk+1 by (3.25) in Algorithm 1. Set C = (C ′1+C1)/2, where C1 = rand(n), rand(n) is the Matlab function producing
an n × nmatrix with random entries. Note that for problem (5.16) we have ξ kx = 2(xk − x˜k) and ξ ky = 2(yk − y˜k), thus we
can set rk = sk = 3/ν to ensure the inequalities (1.13) and (1.15) holding for any k during the iterations.
Our implementation is in Matlab and all programs are run on IBM notebook PC R51. For different problem size n, Table 1
shows the computational results. There, we report the number of iterations it takes to reach convergence, the run time in
seconds, and the error (5.17). For some other matrices C , numerical experiments also show that the suggested method is
very effective for the problem considered here.
error = ‖wk − w˜k‖. (5.17)
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6. Conclusions
In this paper, a new prediction–correction method based on the predictor proposed by [6] is introduced for solving
monotone variational inequality problemswith a special structure. Comparedwith the prediction–correctionmethod in [6],
the newmethod is mainly improved by proposing two classes of correctionmethods which are more convenient to be carry
out than that in [6]. Furthermore, since the new method can be easily implemented by doing some simple projections
and just using the value of function F , the new method can be called a direct method for variational inequality problems.
Furthermore, numerical experiments show that the new method is very effective and simple.
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