Cooperative regenerating codes are regenerating codes designed to tradeoff storage for repair bandwidth in case of multiple node failures. Minimum storage cooperative regenerating (MSCR) codes are a class of cooperative regenerating codes which achieve the minimum storage point of the tradeoff. Recently, these codes have been constructed for all possible parameters (n, k, d, h), where h erasures are repaired by contacting any d surviving nodes. However, these constructions have very large sub-packetization. -MSR codes are a class of codes introduced to tradeoff subpacketization level for a slight increase in the repair bandwidth for the case of single node failures. We introduce the framework of -MSCR codes which allow for a similar tradeoff for the case of multiple node failures. We present a construction of -MSCR codes, which can recover from two node failures, by concatenating a class of MSCR codes and scalar linear codes. We give a repair procedure to repair the -MSCR codes in the event of two node failures and calculate the repair bandwidth for the same. We characterize the increase in repair bandwidth incurred by the method in comparison with the optimal repair bandwidth given by the cut-set bound. Finally, we show the subpacketization level of -MSCR codes scales logarithmically in the number of nodes.
I. INTRODUCTION
In an (n, k, d, l) regenerating code [1] , a file comprised of B symbols from a finite field F q is encoded into a set of nl code symbols and they are stored across n nodes in the network with each node storing l code symbols. The parameter l is called the sub-packetization level of the code. A data collector can download the data by connecting to any k nodes. In the event of node failure, node repair is carried out by having the replacement node connect to any d nodes and download β ≤ l symbols from each node. A cut-set bound on the number of symbols downloaded from each of the d nodes for the repair of a single node was given in [1] as RB ≥ l d−k+1 . The codes which achieve the above cut-set bound with equality are termed as minimum storage regenerating (MSR) codes. Explicit constructions of MSR codes for d ≥ 2k − 2 are given in [2] using the product-matrix framework. In [3] , existence of MSR codes was shown for all parameters (n, k, d) as l → ∞. Explicit construction of zigzag codes (high-rate systematic repair MSR codes) were given in [4] for d = n − 1. However, these codes require a sub-packetization that is exponential in k. Explicit construction of MSR codes for all parameters (n, k, d) with l = (d − k + 1) n were given in [5] . The sub-packetization level l was improved to r n r (r = n − k) for d = n − 1 by the same authors in [6] . With the help of coupled-layer construction, MSR code with parameters (n = qt, k = q(t − 1), d = n − 1, l = q t = r n r ) was presented in [7] for auxilary parameters q ≥ 2, t ≥ 2.
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A. -MSR Codes
These are codes which tradeoff subpacketization for slight increase in repair bandwidth and are obtained by the concatenation of a MSR code with a scalar linear code having large minimum distance. For the repair of any failed node, the amount of information downloaded from each helper node is at-most (1 + ) times that of the optimal for some > 0. For constant r = n − k, the subpacketization level l scales logarithmically with the number of nodes. -MSR codes are known for two cases (i) All the remaining nodes are contacted for repairing the failed node [9] . (ii) Only a subset of the remaining nodes are contacted for repair [10] . In this case, for the repair of any failed node, a set of P nodes needs to be contacted compulsorily and P −P nodes can be contacted arbitrarily.
B. Cooperative Regenerating Codes
In cooperative repair for h node failures, node repair is carried out in two rounds. In the first round, each of the replacement node connect to any d nodes of the n − h surviving nodes and download β 1 ≤ l symbols from each node. In the second round, the replacement nodes exchange data among themselves. Every replacement node downloads β 2 symbols from every other replacement node. Hence, the repair bandwidth per replacement node is given by γ = dβ 1 + (h − 1)β 2 . The cut-set bound on repair bandwidth for h failed nodes under cooperative repair [11] is given by RB ≥ h(h+d−1)l h+d−k . The codes which achieve the above cut-set bound with equality are termed as minimum storage cooperative regenerating (MSCR) codes. Constructions of MSCR codes for d = k were proposed in [12] . Constructions of MSCR codes for d ≥ 2k − 3 which can repair two erasures were presented in [13] . For general values of h, d, MSCR codes were given in [14] which achieve optimal repair bandwidth. These codes require large subpacketization level l ≈ (d − k + 1) h( n h ) . In a recent work [15] , explicit constructions of scalar MSCR codes (β = 1) for d ≥ max{2k−1−h, k} and l = d−k+h were constructed using invariant repair spaces.
C. Our Contributions
In this paper, we consider the problem of constructing near-optimal minimum storage cooperative regenerating codes for two erasures. (i) We introduce -MSCR code framework. (ii) We give a construction of -MSCR codes which are obtained by concatenating an MSCR code (which can repair two erasures) and a scalar linear code. A quick review of MSCR codes with specific parameters is given in Section II and the construction of -MSCR codes itself is presented in Section III. (iii) We present a method to repair the code under two erasures (Section IV) and calculate the repair bandwidth incurred by the method (Section V). (iv) We characterize the resulting from the repair method under consideration (Section V). It turns out that is a finite value and cannot be made arbitrarily small. (v) We also show that these codes have sub-packetization level logarithmic in the number of nodes (Section V).
II. REVIEW OF MSCR CODES
In this section, we will introduce vector MDS codes and note that MSCR codes are vector MDS codes. Subsequently, we will present an (n, k, d = k + 1, h = 2, l = 3 ( n 2 ) ) MSCR code which can recover from 2 erasures by contacting k + 1 nodes. Vector MDS Codes: A linear code C vec is said to be a vector code with parameters (n, K S , d min , l) if nl code symbols are grouped into n vector-code symbols and each vectorcode symbol is of size l over B. The minimum distance d min of C vec is the minimum number of vector-code symbols in which any two codewords differ or equivalently minimum weight of any non-zero codeword. The nl code symbols themselves form a [nl, K S ] scalar code of dimension K S over B. A vector code can be described in terms of its parity check matrix A = [A 1 , A 2 . . . , A n ] as follows:
Note that MSCR codes are vector MDS codes. MSCR Codes: We describe a (n, k, d = k + 1, h = 2, l = 3 ( n 2 ) ) MSCR code C Y over a finite field B (given in [14] ) via its r × n parity check matrix as follows:
where H i is an l×l matrix, r = n−k. To define H i , we need to consider the l scalar code-symbols in a vector code-symbol as indexed by an m = n 2 -length 3-ary representation
In the following, we define the function f .
It is required that {λ 1,0 , λ 1,1 , λ 2,0 , λ 2,1 , . . . , λ n,0 , λ n,1 } are all distinct elements in B. The following claim gives the structure of the function f which will be used in the later parts of the paper.
Then, based on the definition of function f above, we have
III. -MSCR CODES FOR TWO ERASURES
Definition 1. Consider a vector MDS code C with parameters (n, kl, d min = n − k + 1, l). For any > 0, we say that C is an -MSCR code for h erasures, if any h erasures can be repaired by contacting d of the remaining nodes with a total repair bandwidth which is at most (1 + ) h(h+d−1)l (h+d−k) . In the following, we give a construction of -MSCR code which can be recovered from two erasures.
Construction III.1. An -MSCR code is a vector MDS code obtained by concatenating an MSCR code which can recover from two node failures and a scalar linear code. We will first describe the parameters of the constituent codes and then give the method of concatenation. MSCR Code: The first constituent code is an MSCR code with parameters (n, k, d = k + 1, h = 2, l = 3 ( n 2 ) ) described in Section II. We consider the case when r = n − k ≥ 5.
The number of codewords in the scalar code is assumed to be M i.e., M = q K . We will denote this code by C S . -MSCR Code: Given the above two codes, -MSCR code C is a vector MDS code with the parameters (M, K S = (M − r)N l, d min = r + 1, L = N l). The number of nodes in the -MSCR code equals the number of codewords in the scalar code C S . The nodes themselves are indexed by the codewords of the scalar code C S . Let a i = (a i,1 , a i,2 , . . . a i,N ) denote the i th codeword of the scalar code. The parity check equation satisfied by the -MSCR code C is given by
. . .
Theorem III.2. The code C given in Construction III.1 is a vector MDS code.
Proof: Please see [16] .
IV. REPAIR OF -MSCR CODES FOR TWO ERASURES
In this section, we will describe the repair of -MSCR codes for two erasures. We would like to note that as in the case of -MSR codes, an -MSCR code is said to have (P, P ) repair property if for repairing h = 2 erasures, P nodes are contacted, P of which are compulsory nodes and the remaining P − P nodes are arbitrary. Remark 1. It is clear that using (n, k, d < n−1) MSR codes, simultaneous repair of multiple erasures can be performed. However, it is not possible for the case of -MSR codes. This is because for repair of -MSR codes when all the remaining nodes are not contacted, the code has to satisfy (P, P ) repair property and there is a set of P compulsory nodes which have to be contacted. If the second erasure is from one of the compulsory nodes, then we cannot recover from the two erasures.
Suppose that the nodes c 1 and c 2 indexed by codewords a 1 , a 2 ∈ C S have failed. (3) represents the parity check column H i of C corresponding to any codeword a i ∈ C S . We give the repair procedure for repairing c 1 1 and c 2 1 . The same procedure can be applied for repairing all c 1 j , c 2 j , j ∈ [2, N ], since all parity check columns are block diagonal matrices.
The parity check equation corresponding to a i,
We would like to note here that the repair procedure is different for the case when a 1,1 = a 2,1 and for the case when a 1,1 = a 2,1 . This is because whenever a 1,1 = a 2,1 , then based on the construction of MSCR code, the function g(a 1,1 , a 2,1 ) denoted as g 12 is well defined if a 1,1 < a 2,1 . Otherwise we use the function g(a 2,1 , a 1,1 ) denoted as g 21 and hence the repair is performed based on partitioning the indices according to this function. However, when a 1,1 = a 2,1 , then the function g(a 1,1 , a 2,1 ) is not defined and for a 3,1 = (a 1,1 = a 2,1 ), we perform the repair based on partitioning the indices with respect to g(a 1,1 , a 3,1 ) denoted as g 13 if a 1,1 < a 3,1 . Otherwise we use the function g(a 3,1 , a 1,1 ) denoted as g 31 .
A. Case 1: a 1,1 = a 2,1
We construct three disjoint sets Q, V, Γ based on the codewords in C S as follows:
Considering the parity check equation corresponding to b(g 12 , k), k ∈ [0, 2] and substituting ∀q i ∈ Q, a qi,1 = a 1,1 and ∀v i ∈ V, a vi,1 = a 2,1 , we have σ t
Applying Claim 1 with i = a i,1 , i 1 = a 1,1 , i 2 = a 2,1 , we can define the following: λ ai,1 := λ ai,1,f (ai,1,b(g12,0)) = λ ai,1,f (ai,1,b(g12,1)) = λ ai,1,f (ai,1,b(g12,2)) , a i,1 ∈ {a 1,1 , a 2,1 }. λ a1,1,0 := λ a1,1,f (a1,1,b(g12,0)) = λ a1,1,f (a1,1,b(g12,2)) . λ a1,1,1 := λ a1,1,f (a1,1,b(g12,1) ) . λ a2,1,0 := λ a2,1,f (a2,1,b(g12,0)) = λ a2,1,f (a2,1,b(g12,1) ) . λ a2,1,1 := λ a2,1,f (a2,1,b(g12,2)) . λ a1,1,0 , λ a1,1,1 , λ a2,1,0 , λ a2,1,1 , λ ai,1 , a i,1 ∈ {a 1,1 , a 2,1 } are all different.
Using the notation defined above, we can write (4) for k ∈ [0, 1] and sum over k ∈ [0, 1] resulting in
. We now construct a matrix P 1 based on a polynomial as follows:
For all i ∈ [0, r − 4], the degree of p i (x) < r, hence
We have that
We can compute P 1 L 2 and P 1 L 4 at the first replacement node by downloading {c qi 1,b(g12,0) , c qi 1,b(g12,1) }, ∀q i ∈ Q, {µ b vi,1,1 }, ∀v i ∈ V respectively. L 5 can be recovered using the equation P 1 L 5 = −P 1 L 2 − P 1 L 4 by downloading any subset k = (|Γ| − (r − 3)) symbols from [µ b γi,1,1 ] i∈ [1,|Γ|] . From (L 1 +
By inverting a square submatrix of E L1 E L3 , we can recover F L1 and F L3 . We omitted some steps in the above proof due to lack of space. Please look at [16] for further details. We can write an equation similar to (5) for k ∈ {0, 2} and by performing similar calculations as above, we can recover {c 2 1,b(g12,0) } ∪ {c 2 1,b(g12,2) } ∪ { k=0,2 c 1 1,b(g12,k) } at the second replacement node. Please refer to the table for the summary of the downloads and recovery in the two rounds.
where k = |Γ| − (r − 3) and |Γ| = M − 2M q . Note that we need to contact all nodes in Q, V compulsorily.
B. Case 2: a 1,1 = a 2,1 Consider a node indexed by codeword a 3 in C S such that ∀j ∈ [N ], a 1,j = a 2,j , a 3,j = a 1,j = a 2,j . Such a codeword exists in C S if there is a codeword in C S of Hamming weight N . (The existence of such codewords is guaranteed as we use the same scalar linear code used in [10] ). Based on a 3 , we build three sets W, Y, Z where
and consider the parity check equation corresponding to b(g 13 , k). By following a similar procedure as that of Case 1 (details present in [16] ), we get,
where k = |Z| − (r − 5), k = |Z| − (r − 3) and |Z| = M − 2M q . Please refer to the table for the summary of the downloads and recovery in the two rounds. Note that we need to compulsorily contact all the nodes given by the sets W, Y .
V. REPAIR BANDWIDTH ANALYSIS OF -MSCR CODES
In this section, we give the repair bandwidth for the repair method described in Section IV and compare it with that of the optimal. We also characterize the sub-packetization level.
Lemma V.1. The number of nodes P contacted for the repair of two erasures (described in Section IV) is at least (M − r).
Proof: Please see [16] . Remark 3. It is not straight-forward to characterize the number of compulsory nodes in terms of the Hamming weight of the individual codewords as in [10] . Hence, we leave it for future work.
Theorem V.2. The repair bandwidth for the method described in Section IV is at most (1+ ) times away from the optimal repair bandwidth where ≤ ( r P +1 )( 1 2 +(2−δ) P 3 )−1, P is the total number of nodes contacted for the repair of the two failed nodes.
Proof: Let P denote the set of contacted nodes for repair and let |P| = P . For a given node i and each j ∈ [N ], if we assume that a i,j is helping the repair process via one of the sets (Q, V, Γ, W, Y, Z), then we have RB tot = RB a1,1 =a2,1 + RB a1,1=a2,1 and from (7) and (8), we have RB a1,1 =a2,1 ≤ |{j ∈ [1, N ] : a 1,j = a 2,j }| 2l 3 + i∈P (|{j ∈ [1, N ] : a 1,j = a 2,j , a i,j = a 1,j }|l + |{j ∈ [1, N ] : a 1,j = a 2,j , a i,j = a 2,j }|l + |{j ∈ [1, N ] : a 1,j = a 2,j , a i,j = a 1,j , a i,j = a 2,j }| 2l 3 )
RB a1,1=a2,1 ≤ |{j ∈ [1, N ] : a 1,j = a 2,j }|l
After simplification (full details are present in [16] ), we get,
From cut-set bound, the optimal repair bandwidth for cooperative repair is
as h = 2, K S = (M − r)N l, d = P ≤ (M − 2), L = N l for our code. To derive an upper bound on , we consider the following equations:
).
From (11) and (12), ≤ 2 . Also, considering first and third terms from (12), we have,
Since
Corollary V.3. For the case of r = 5, our construction with the given repair procedure results in an -MSCR code whose repair bandwidth is (1 + ) = 5 6 3+(2−δ)2P P +1 (∼ 5 3 , when δ is close to 1 and P is large) times away from the optimal repair bandwidth.
Theorem V.4. Given positive integers r, q, u and an > 0, there exists an (M, K S = (M − r)N l, d min = r + 1, L = N l) B -MSCR code satisfying the (P, P ) repair property with sub-packetization scaling logarithmicaly with M for constant q, u and the required field size of the order of M for constant q. Proof: Subpacketization: An -MSCR code with length M = q K and L = N l = N 3 ( n 2 ) , is obtained by combining • (n = q, k = q − r, l = 3 ( n 2 ) ) B MSCR code and • Scalar linear code C S (N, M = q K , D = δN ) q with K = ug and g N ≈ 1 √ q−1 .
Since M = q ug and L = N 3 ( q 2 ) (assuming q = n), we have log M = for construction of -MSCR code, we need a field size of at least M = q K . As a result, we need a field size of at least 2q K q + 1 for -MSCR code. For constant q, the required field size O q (q K q) scales as O q (M ) which proves the above theorem.
VI. CONCLUSIONS
We have presented a construction of -MSCR codes which can repair two erasures and characterized the gap to optimal bandwidth. Its part of ongoing work to (i) characterize the number of compulsory nodes, (ii) extend this construction for r erasures, (iii) give a construction which has repair bandwidth arbitrarily close to that of the optimal.
