Barriers to the adoption of formal IT governance practice: A Malaysian case by Othman, Mohd Fairuz Iskandar
  
BARRIERS TO THE ADOPTION OF 
FORMAL IT GOVERNANCE PRACTICE: A 
MALAYSIAN CASE 
Mohd Fairuz Iskandar Othman 
BSc. Computer Science, MSc. Internetworking 
Submitted in fulfilment of the requirements for the degree of 
Doctor of Philosophy 
 
School of Information Systems  
Science and Engineering Faculty 
Queensland University of Technology  
Brisbane, Australia 
2016 
 
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case i 
 
Keywords 
Barriers, frameworks, inhibitors, IT Governance, Malaysia, standards 
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case ii 
Abstract 
In spite of the numerous benefits suggested for organisations to adopt formal 
ITG practice, research has shown that these practices show low levels of adoption. 
Therefore, research is needed to understand and identify the barriers that inhibit 
adoption. Hence, the main objective of this research is to develop and empirically 
validate a theoretical model of barriers to formal ITG practice adoption. In 
developing the theoretical model, several theories were used to underpin this 
research. An integrated approach was chosen, combining Diffusion of Innovations 
Theory, Organisational Innovativeness Theory, and Institutional Theory - using the 
Technology-Organisation-Environment (TOE) as the framework of choice. The 
proposed theoretical model was validated using the PLS approach to structural 
equation modelling, on data collected from a cross-sectional survey involving 135 
participants consisting of management staff in charge of formal ITG practice 
adoption. The results show that costs, complexity and consultant ineffectiveness act 
as barriers to adoption of formal ITG practice. Interestingly, lack of external pressure 
was found to facilitate adoption. This study advances the theoretical understanding of 
barriers to formal ITG practice adoption, and it contributes to practice by providing 
insightful implications for organisations in their journey towards adoption of formal 
ITG practice. 
 
Keywords: Barriers, inhibitors, standards, frameworks, IT Governance, Malaysia 
 
 
 
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case iii 
Table of Contents 
Keywords .................................................................................................................................................i 
Abstract .................................................................................................................................................. ii 
Table of Contents .................................................................................................................................. iii 
List of Figures ...................................................................................................................................... vii 
List of Tables ...................................................................................................................................... viii 
List of Appendixes .................................................................................................................................. x 
List of Abbreviations ..............................................................................................................................xi 
Statement of Original Authorship ....................................................................................................... xiii 
Acknowledgements .............................................................................................................................. xiv 
CHAPTER 1: INTRODUCTION ..................................................................................................... 16 
1.1 Chapter Introduction .................................................................................................................. 16 
1.2 Background ................................................................................................................................ 16 
1.3 Context ....................................................................................................................................... 17 
1.4 Purpose ...................................................................................................................................... 18 
1.5 Research Strategy....................................................................................................................... 19 
1.6 Significance, Scope and Definitions .......................................................................................... 20 
1.7 Thesis Outline ............................................................................................................................ 25 
CHAPTER 2: LITERATURE REVIEW ......................................................................................... 27 
2.1 Chapter Introduction .................................................................................................................. 27 
2.2 IT Governance ........................................................................................................................... 27 
2.2.1 Corporate Governance and Enterprise Governance vs. IT Governance ......................... 30 
2.2.2 IT Management vs. IT Governance ................................................................................ 32 
2.3 State of the art in ITG research .................................................................................................. 34 
2.4 Formal ITG practice ................................................................................................................... 36 
2.4.1 Introduction .................................................................................................................... 36 
2.4.2 Re-defining ITG framework to Formal ITG practice ..................................................... 37 
2.4.3 Benefits of adopting Formal ITG practice ...................................................................... 38 
2.5 Standards and Frameworks facilitating effective ITG ............................................................... 40 
2.5.1 Standards ........................................................................................................................ 40 
2.5.2 Frameworks .................................................................................................................... 41 
2.6 Chapter Conclusion .................................................................................................................... 42 
CHAPTER 3: THEORETICAL DEVELOPMENT OF A-PRIORI MODEL .............................. 45 
3.1 Chapter Introduction .................................................................................................................. 45 
3.2 Conceptualising Formal ITG Practice as an Innovation ............................................................ 45 
3.2.1 Previous Conceptualisation of Formal ITG practice ....................................................... 46 
3.2.2 Innovation Defined ......................................................................................................... 47 
3.2.3 Organisational Innovation Adoption Theory and Research ............................................ 48 
3.2.4 Formal ITG Practice as an Incremental, Administrative Innovation .............................. 51 
3.3 Potential Theories in the Study of Barriers to Innovation Adoption .......................................... 54 
3.3.1 Diffusion of Innovations (DOI) Theory .......................................................................... 56 
3.3.2 Organisation Innovativeness Theory .............................................................................. 58 
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case iv 
3.3.3 Institutional Theory ........................................................................................................ 59 
3.3.4 Technology-Organisational-Environmental (TOE) Framework ..................................... 63 
3.3.5 Integrating Multiple Theoretical Lenses ......................................................................... 64 
3.4 Identifying the Dependent Variable ........................................................................................... 65 
3.5 Deriving the Candidate Independent Variables ......................................................................... 66 
3.5.1 Identifying Analogous Domains from Which to Extract Candidate Barriers ................. 67 
3.5.2 Literature Search Methodology ...................................................................................... 69 
3.5.3 Synthesized Extraction of Candidate Barrier Factors ..................................................... 72 
3.6 The Resulting Literature-Based A Priori Model & Hypotheses ................................................ 81 
3.7 Chapter Conclusion.................................................................................................................... 89 
CHAPTER 4: RESEARCH METHODOLOGY ............................................................................. 90 
4.1 Chapter Introduction .................................................................................................................. 90 
4.2 Epistemological Foundations of the Study ................................................................................ 90 
4.2.1 Applying a Mixed Methods Approach ........................................................................... 92 
4.3 Research Design ........................................................................................................................ 94 
4.4 Overall Qualitative Study .......................................................................................................... 98 
4.4.1 Pilot Qualitative Study.................................................................................................... 99 
4.4.2 Unit of Analysis and Case Selection ............................................................................ 102 
4.4.3 Data Collection ............................................................................................................. 103 
4.4.4 Codifying the Data ....................................................................................................... 104 
4.4.5 Main Qualitative Study ................................................................................................. 112 
4.5 Overall Quantitative Study ...................................................................................................... 113 
4.5.1 Characteristics of Survey Research .............................................................................. 113 
4.5.2 Construct Operationalisation ........................................................................................ 118 
4.5.3 Survey Instrument Design ............................................................................................ 142 
4.5.4 Sampling Procedures .................................................................................................... 148 
4.5.5 Pre-test and pilot test .................................................................................................... 153 
4.5.6 Administering the Questionnaire .................................................................................. 168 
4.5.7 Data Analysis................................................................................................................ 171 
4.6 Chapter Conclusion.................................................................................................................. 178 
CHAPTER 5: DATA ANALYSIS AND RESULTS ...................................................................... 179 
5.1 Chapter Introduction ................................................................................................................ 179 
5.2 Qualitative Study Data Analysis and Results .......................................................................... 179 
5.2.1 Main qualitative study findings .................................................................................... 179 
5.2.2 Validity and reliability .................................................................................................. 211 
5.3 Quantitative Study Data Analysis and Results......................................................................... 213 
5.3.1 Survey administration ................................................................................................... 213 
5.3.2 Data treatment .............................................................................................................. 219 
5.3.3 Descriptive statistics ..................................................................................................... 222 
5.4 Research Model Validation...................................................................................................... 224 
5.4.1 Measurement model evaluation .................................................................................... 224 
5.4.2 Structural model evaluation .......................................................................................... 230 
5.4.3 Effect sizes.................................................................................................................... 231 
5.4.4 Predictive relevance (Q2) of the model ......................................................................... 232 
5.5 Analysis of the Impact of Individual Backgrounds and Control Variables.............................. 232 
5.6 Chapter Conclusion.................................................................................................................. 235 
CHAPTER 6: DISCUSSION AND CONCLUSION ..................................................................... 236 
6.1 Chapter Introduction ................................................................................................................ 236 
6.2 Revisiting the Research Questions ........................................................................................... 236 
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case v 
6.2.1 Research question 1 ...................................................................................................... 237 
6.2.2 Research question 2 ...................................................................................................... 237 
6.2.3 Research question 3 ...................................................................................................... 238 
6.3 Discussion of the Findings ....................................................................................................... 239 
6.4 Contributions ........................................................................................................................... 248 
6.4.1 Contributions to theory ................................................................................................. 248 
6.4.2 Contributions to practice ............................................................................................... 249 
6.4.3 Suggestions for improving level of adoption ................................................................ 250 
6.5 Major Strengths and Limitations of the Study ......................................................................... 252 
6.5.1 Strengths ....................................................................................................................... 252 
6.5.2 Limitations .................................................................................................................... 253 
6.6 Directions for Future Research ................................................................................................ 256 
6.6.1 Directly related to the study .......................................................................................... 256 
6.6.2 In alignment / complimentary to the study ................................................................... 257 
6.7 Chapter Conclusion .................................................................................................................. 258 
CHAPTER 7: BIBLIOGRAPHY .................................................................................................... 259 
CHAPTER 8: APPENDICES .......................................................................................................... 299 
8.1 Materials Supporting the Qualitative Study ............................................................................. 299 
Appendix A Participant approach email – Interview ............................................................... 299 
Appendix B Participant information form – Interview ............................................................ 300 
Appendix B  Participant information form – Interview (continued) ........................................ 301 
Appendix C Consent form – Interview .................................................................................... 302 
Appendix D Pilot version of semi-structured interview protocol ............................................ 303 
Appendix D  Pilot version of semi-structured interview protocol (continued) ........................ 304 
Appendix D Pilot version of semi-structured interview protocol (continued) ......................... 305 
Appendix E Actual version of semi-structured interview protocol .......................................... 306 
Appendix E  Actual version of semi-structured interview protocol (continued) ..................... 307 
Appendix E  Actual version of semi-structured interview protocol (continued) ..................... 308 
Appendix E  Actual version of semi-structured interview protocol (continued) ..................... 309 
Appendix E  Actual version of semi-structured interview protocol (continued) ..................... 310 
Appendix E  Actual version of semi-structured interview protocol (continued) ..................... 311 
Appendix E  Actual version of semi-structured interview protocol (continued) ..................... 312 
Appendix F Codebook and content analysis form ................................................................... 313 
8.2 Materials Supporting the Quantitative Study ........................................................................... 324 
Appendix G Sample construct booklet .................................................................................... 326 
Appendix H Extracting measures from past literature ............................................................. 327 
Appendix I Summary of extracted items from the literature .................................................... 330 
Appendix J List of initial candidate items ................................................................................ 332 
Appendix K Participant information form – Instrument development..................................... 335 
Appendix K  Participant information form – Instrument development (continued) ................ 335 
Appendix L  Participant consent form – Instrument development........................................... 337 
Appendix M Participant withdrawal form – Instrument development ..................................... 337 
Appendix N Own category test results..................................................................................... 339 
Appendix O Priority ranking results ........................................................................................ 349 
Appendix P Clusters, priority ranking and suggested label ..................................................... 361 
Appendix Q Web-based version of the survey instrument ....................................................... 373 
Appendix R Paper-based version of the survey instrument ..................................................... 374 
Appendix R Paper-based version of the survey instrument (continued) .................................. 375 
Appendix R Paper-based version of the survey instrument (continued) .................................. 376 
Appendix R Paper-based version of the survey instrument (continued) .................................. 377 
Appendix R Paper-based version of the survey instrument (continued) .................................. 378 
Appendix R Paper-based version of the survey instrument (continued) .................................. 379 
Appendix R Paper-based version of the survey instrument (continued) .................................. 380 
Appendix R Paper-based version of the survey instrument (continued) .................................. 381 
Appendix R Paper-based version of the survey instrument (continued) .................................. 382 
Appendix R Paper-based version of the survey instrument (continued) .................................. 383 
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case vi 
Appendix S  First contact email ............................................................................................... 384 
Appendix T  Second contact email .......................................................................................... 385 
Appendix U  Third contact email ............................................................................................. 386 
Appendix V  Fourth contact email ........................................................................................... 387 
Appendix W  Fifth contact letter ............................................................................................. 388 
Appendix X Thank you letter .................................................................................................. 389 
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case vii 
List of Figures 
Figure 1: Exploratory sequential mixed method ................................................................................... 20 
Figure 2: Corporate and Key Asset Governance (Weill & Ross, 2004) ................................................ 31 
Figure 3: ITG vs. ITM (Peterson & Fairchild, 2003) ............................................................................ 34 
Figure 4: Technological-Organisational-Environmental (TOE) Framework ........................................ 63 
Figure 5: Initial theoretical model ......................................................................................................... 82 
Figure 6: Research design ..................................................................................................................... 97 
Figure 7: An overview of the employed Survey Design Process ........................................................ 117 
Figure 8: Using Websort for card sorting activity ............................................................................... 129 
Figure 9: Extracts from the original survey instrument depicting some sample instructions 
provided.............................................................................................................................. 144 
Figure 10: Three layers of IT Governance (from (Van Grembergen & Haes, 2009)) ......................... 149 
Figure 11: Scree test criterion (SPSS output) ...................................................................................... 166 
Figure 12: Re-specified model ............................................................................................................ 209 
Figure 13: Results of PLS analyses for theoretical model ................................................................... 231 
 
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case viii 
List of Tables 
Table 1: Several definitions of IT governance (Pereira & da Silva, 2012; Simonsson & 
Johnson, 2006; Webb, et al., 2006) ...................................................................................... 27 
Table 2: Formal ITG practice addressing different ITG objectives (Mohamed & Singh, 2012) .......... 37 
Table 3: Innovation typology based on significance of change and type .............................................. 52 
Table 4: Databases, journal and conference proceedings searched in this study .................................. 70 
Table 5: List of keywords and abbreviations used ................................................................................ 71 
Table 6: The a priori barriers synthesisation process ............................................................................ 75 
Table 7: Synthesised barriers and their definitions ............................................................................... 78 
Table 8: Grouping of factors within specific context ............................................................................ 79 
Table 9: Cross referencing the literature with candidate barriers .......................................................... 80 
Table 10: Summary of the pilot study research context ...................................................................... 101 
Table 11: Comparison between qualitative and quantitative content analysis .................................... 105 
Table 12: Formal definition for Top management support construct .................................................. 120 
Table 13: Initial candidate items for Top management support .......................................................... 121 
Table 14: Articles used for Top management support item generation .............................................. 121 
Table 15: Categorisation task for Top management support construct ............................................... 124 
Table 16: Similarity matrix for Top management support items: frequency with which items 
were assigned to same category ......................................................................................... 125 
Table 17: Top management support item clusters ............................................................................... 125 
Table 18: Ranking of item meaning for Top management support: frequency by item ...................... 126 
Table 19: Determination of item priorities for Top management support........................................... 127 
Table 20: Resulting priority ranking for Top management support construct .................................... 127 
Table 21: Coding results for index card sorting test ........................................................................... 130 
Table 22: Kappa levels for strength of agreement (Landis & Koch, 1977). ....................................... 131 
Table 23: Resulting list of items per construct .................................................................................... 131 
Table 24: Literature on operationalisation of adoption construct........................................................ 136 
Table 25: Levels of adoption construct ............................................................................................... 138 
Table 26: Kaiser-Meyer-Olkin Measure of Sampling Adequacy and Bartlett’s Test of 
Sphericity (SPSS output) .................................................................................................... 163 
Table 27: SPSS output for communalities .......................................................................................... 164 
Table 28: Total variance explained (SPSS output) ............................................................................. 165 
Table 29: Rotated factor pattern matrix .............................................................................................. 166 
Table 30: Parallel analysis (Monte Carlo Output) adapted from (Pallant, 2010) ................................ 167 
Table 31: Summary of the different sets of respondents gathered ...................................................... 170 
Table 32: Summary of individual item reliability tests included in the measurement model 
evaluation ........................................................................................................................... 173 
Table 33: Summary of construct reliability tests included in the measurement model evaluation ..... 174 
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case ix 
Table 34: Summary of discriminant validity tests included in the measurement model 
evaluation ........................................................................................................................... 174 
Table 35: Summary of criteria used to evaluate the structural model using PLS ................................ 175 
Table 36: Summary of the actual study research context .................................................................... 183 
Table 37: Number of general citations for the barriers and relative criticality .................................... 184 
Table 38: Potential inter-relationships among the barriers .................................................................. 185 
Table 39: Summary of constructs – re-specified model ...................................................................... 210 
Table 40: Re-specified set of study hypotheses .................................................................................. 210 
Table 41: Non-response bias test ........................................................................................................ 217 
Table 42: Descriptive statistics for normality assessment ................................................................... 221 
Table 43: Respondent’s profile ........................................................................................................... 223 
Table 44: First order measurement model evaluation results .............................................................. 225 
Table 45: Matrix of loadings and cross-loadings for the first-order measurement model (all 
loading are significant at 0.001) ......................................................................................... 227 
Table 46: Construct correlation matrix and discriminant validity assessment (using Fornell-
Larcker criterion)................................................................................................................ 228 
Table 47: Collinearity Assessment ...................................................................................................... 230 
Table 48: Validation of the study hypotheses ..................................................................................... 230 
Table 49: Effect sizes for direct effects (α = 0.05) .............................................................................. 232 
Table 50: Cross validated redundancy (Q2) for the endogenous variable ........................................... 232 
Table 51: Effect of control variables on R2 of dependent variables (f2) .............................................. 233 
Table 52: Impact of control variables on model constructs ................................................................. 234 
Table 53: Information on ISO 27001 certification costs in Malaysia.................................................. 252 
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case x 
List of Appendixes  
Appendix A Participant approach email – Interview .......................................................................... 299 
Appendix B Participant information form – Interview ....................................................................... 300 
Appendix C Consent form – Interview ............................................................................................... 302 
Appendix D Pilot version of semi-structured interview protocol........................................................ 303 
Appendix E Actual version of semi-structured interview protocol ..................................................... 306 
Appendix F Codebook and content analysis form .............................................................................. 313 
Appendix G Sample construct booklet................................................................................................ 326 
Appendix H Extracting measures from past literature ........................................................................ 327 
Appendix I Summary of extracted items from the literature ............................................................... 330 
Appendix J List of initial candidate items ........................................................................................... 332 
Appendix K Participant information form – Instrument development ................................................ 335 
Appendix L  Participant consent form – Instrument development ...................................................... 337 
Appendix M Participant withdrawal form – Instrument development ................................................ 337 
Appendix N Own category test results ................................................................................................ 339 
Appendix O Priority ranking results ................................................................................................... 349 
Appendix P Clusters, priority ranking and suggested label ................................................................ 361 
Appendix Q Web-based version of the survey instrument .................................................................. 373 
Appendix R Paper-based version of the survey instrument ................................................................ 374 
Appendix S  First contact email .......................................................................................................... 384 
Appendix T  Second contact email ..................................................................................................... 385 
Appendix U  Third contact email ........................................................................................................ 386 
Appendix V  Fourth contact email ...................................................................................................... 387 
Appendix W  Fifth contact letter ......................................................................................................... 388 
Appendix X Thank you letter .............................................................................................................. 389 
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case xi 
List of Abbreviations 
ACIS Australasian Conference on Information Systems 
ACM Association for Computing Machinery 
ACPHIS Australian Council of Professors and Heads of Information Systems 
AIS Association of Information System 
BIF Barrier Identification Framework 
BSI British Standards Institution 
CAQDAS Computer Assisted Qualitative Data Analysis  
CEO Chief Executive Officer 
CIO Chief Information Officer 
CNII Critical National Information Infrastructures  
COBIT Control Objectives for Information and Related Technology 
DOI Diffusion of Innovations 
DOI Diffusion of Innovations 
ECIS  European Conference on Information Systems 
EG Electronic Governance 
EMS Environmental Management System 
ERP Enterprise Resource Planning 
GCERT Government Computer Emergency Response Team 
GLC Government-linked companies 
HICSS  Hawaiian International Conference on System Sciences  
IEC International Electro-technical Commission 
IHL Institute of Higher Learning 
ISACA Information Systems Audit and Control Association 
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case xii 
ISO International Organization for Standardization 
ISPA Information Security Professional Association 
ISS Information Systems Security 
IT Information Technology 
ITG Information Technology Governance 
ITGI IT Governance Institute 
ITIL Information Technology Infrastructure Library 
JIT Just In Time 
MAMPU Malaysian Administrative Modernisation and Management Planning Unit 
MSC Multimedia Super Corridor 
OGC UK Office of Government Commerce 
OI Organisational Innovativeness 
PACIS Pacific Asia Conference on Information Systems  
PMO Project Management Office 
PRISMA Pemantauan Rangkaian ICT Sektor Awam 
SEI Software Engineering Institute 
SME Small-medium enterprise 
SPI Software Process Improvement 
TAM Technology Acceptance Model 
UTAUT Unified Theory of Acceptance and Use of Technology 
Statement of Original Authorship
The work contained in this thesis has not been previously submitted to meet
requirements for an award at this or any other higher education institution. To the
best of my knowledge and belief, the thesis contains no material previously
published or written by another person except where due reference is made.
Signature:
Date: 12 May 2016
QUT Verified Signature
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case xiv 
Acknowledgements 
Over the course of the last few years, this dissertation was supported by several 
individuals to whom I would like to express my sincerest gratitude. 
First, this work would have never been completed without the guidance, 
ongoing support, and never ending understanding and patience of my principal 
supervisor Dr. Taizan Chan. I would often enter his office with loads of doubts, 
concerns and questions but always leave with renewed hope, inspiration, ideas and 
motivation. He was always available to discuss anything and resolve any issues 
regarding my PhD and often relating to his own journey towards his PhD. Our 
discussions covered many things from academic research to our families. Those 
discussions helped to instill in me the foundations of how to be a better researcher 
and a better person: from being attentive to detail, to always articulate your reasons 
for actions and decisions taken, and more importantly to always look for avenues to 
exploit opportunities in the face of adversity. Through his guidance, I am not only a 
better academic now, but a much better person.  
Second, I would like to thank my supervisory team of Dr Ernest Foo and 
Professor Karen Nelson. Although we seldom meet, they have been immense in 
providing input as well as participating in discussions and activities pertaining to my 
research. 
 Third, I would also like to extend my sincere thanks to my colleagues for their 
friendship and support. Special mention goes out to my Saudi brothers: Dr Fayez 
Alqahtani, and Dr Ayed Alwadain, and to my fellow Malaysians: Dr Hafiz, Dr 
Zeratul Izzah, Dr Noraswaliza, Dr Asrul, and Dr Rusdin.  
I would also like to thank the staff, school and faculty at QUT who have 
always helped me with administrative issues. Last but not least, to the Malaysian 
government and my employers, UTeM for giving me this opportunity to further my 
studies, bringing back new knowledge and experiences to share and help develop our 
younger generation of Malaysians.  
 
 
 Barriers to the Adoption of Formal IT Governance Practice: A Malaysian Case xv 
 
 
 
 
 
This dissertation is dedicated to my beloved family. 
Thank you to Abah, Mak, Aida, Anur, Zakwan, Rusydi, Adiba  
and to my in-laws. 
Special thanks goes to my wife, Samiyah and our children, Nur Amirah and 
Amin Rayyan for their endless encouragement, support and sacrifice. 
It is to them that I owe my all. 
Alhamdulillah. 
 
 
Chapter 1: Introduction 16 
Chapter 1: Introduction 
1.1 CHAPTER INTRODUCTION 
This chapter aims to provide a broad overview of the research. It outlines the 
research background (Section 1.2) and context (Section 1.3) of the research, and its 
purpose (Section 1.4). Section 1.5 describes the research strategy employed followed 
by the research significance, scope, definitions of terms used and limitations (Section 
1.6). Finally, Section 1.7 includes an outline of the remaining chapters of the thesis. 
1.2 BACKGROUND 
Information technology (IT) plays an integral part in helping organisations 
achieve their overall objectives. This critical dependence on IT for support, 
sustainability and growth has led to the need for its proper governance. IT 
Governance (ITG) is defined as the leadership, organisational structures and 
processes, and the related mechanisms that ensure the organization’s IT sustains and 
extends its strategy and objectives (IT Governance Institute, 2003). Surveys have 
shown that IT Governance has been and continues to be an important issue for top 
management in organisations. The CIO magazine’s ninth annual ‘State of the CIO’ 
survey for 2010, which was published recently, reveals that ITG came in third on a 
list of CIO’s top management priorities (CIO Magazine, 2010). Meanwhile, a 
research by Gartner reveals that IT Governance improvements have been a top ten 
issue for CIOs’ over the last four years (Gartner, 2010a). Furthermore, research 
shows that organisations with better than average ITG earn at least 20% higher 
returns on assets than organisations with weaker ITG (Weill & Ross, 2004).  
Realizing the benefits and importance of properly governing the use of IT, 
various standards and frameworks have been proposed by industry and academia. 
These standards and frameworks were developed to guide organisations in their 
adoption of ITG using tried and tested methods and industry best practices. 
International standards-making bodies, such as the International Organization for 
Standardization (ISO) and the British Standards Institution (BSI) have devised 
numerous standards facilitating effective ITG implementation, such as ISO/IEC 
27001 for information security management and ISO/IEC 20000 for IT service 
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management. Furthermore, a number of well-known frameworks and best practices 
have also been introduced, such as COBIT, ITIL, CMMI, PMBOK and PRINCE2. In 
this research, we collectively refer to these IT standards and frameworks as formal 
ITG practice,1 therefore adopting a similar reference to that made by Bhattacharjya 
and Chang (2006).  
While research on devising standards and frameworks has been going on at a 
fairly fast and hectic pace, little enthusiasm has been shown by organisations in 
adopting them. Winniford et al. (2009), in their survey on US companies, found that 
less than half of the companies had implemented any type of IT service management 
standard or framework. A recent survey by Debreceny and Gray (2013) found that, in 
general, there was very little usage of these standards and frameworks. Furthermore, 
research by the IT Governance Institute (ITGI) found that the level of adoption by 
organisations in developing countries is even lower (IT Governance Institute, 
2008b). Interestingly, while many organisations in developing countries continue to 
make large investments in IT (Gartner, 2010b), it seems that they fail to realize that 
their IT investments also require proper governance. Although some organisations in 
developing countries are aware of the importance of adopting relevant standards and 
frameworks, there seems to be a lack of commitment and motivation to adopt them 
(K. S. Tan, Eze, & Teo, 2008). 
 Furthermore, this research is in line with calls made by other researchers to 
conduct research on the adoption of IT-related standards and frameworks.  
Researchers like Thomas (2010) and J. West (2003) had previously argued that the 
lack of published studies on the adoption of IT-related standards in the information 
systems (IS) field highlights the need for empirical studies concerning the adoption 
issues. Further support is given by Byrne and Golder (2002), who explicitly state that 
the literature surrounding IT-related standards adoption is limited and that there is a 
need for more empirical studies. 
1.3 CONTEXT 
Although ITG has been a topic of research for the last 20 years, less focus has 
been accorded to identifying the factors that inhibit the adoption of formal ITG 
                                                 
 
1 In this thesis, the term ‘formal ITG practice’ is used throughout to refer to both standards (such as 
ISO/IEC 27001) and frameworks (such as ITIL) that facilitate effective ITG. 
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practices. Most studies have relied on the case study approach, and only focused their 
attention on certain industries and sectors. Moreover, most only used samples from 
developed countries. This makes their results less beneficial to other organisations, 
especially organisations in developing countries. Therefore, there exists a need for a 
more systematic approach and understanding of the barriers that inhibit their 
adoption in developing countries. To fill this current gap in research, this study looks 
into the issue of barriers to formal ITG practice, using Malaysia as a case study.  
Malaysia is among the leading emerging yet still developing economies (World 
Economic Forum, 2014), and has shown that it recognises the importance of IT 
through various initiatives like the Multimedia Super Corridor (MSC). Flagship 
applications include e-government, smart schools and tele-health initiatives (A. Y. L. 
Chong, 2011). It is not surprising then that the Business Software Alliance found that 
Malaysia “is fast becoming ever more competitive in information technology” in 
their 2011 edition publication of the Economist Intelligence Unit’s IT Industry 
Competitiveness Index (Economist Intelligence Unit, 2011). 
However, recent studies have suggested that the governance of IT and its 
acceptance in Malaysia is still low (Othman, Chan, & Foo, 2011; W. L. Teo & Tan, 
2010). W. L. Teo and Tan (2010), in their study on ITG adoption within the 
electronics manufacturing sector in Malaysia, found that only 15% of the 
respondents utilised COBIT and CMMi, while only 12% used ITIL. Othman et al. 
(2011), adopting the ITG maturity level assessment, as defined by W. Van 
Grembergen and Haes (2009), found that nearly 50% of organisations surveyed are 
still at a stage whereby ITG practices are repeatable at best (Level 0 – Level 2 out of 
5 levels). 
 This provides ample support to utilise Malaysia as a case study in our study of 
barriers to formal ITG practice in a developing country. 
 
1.4 PURPOSE 
This research developed a causal model of factors inhibiting the adoption of 
formal ITG practices.  
This research attempted to answer the main research question:  
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“Why is the level of adoption of formal ITG practices by organisations in 
Malaysia low?”  
Relevant to the main research question are the following sub-questions that 
were used as guidance throughout the entire course of this research:  
a. What are the existing factors already identified in academic and practitioner 
research that inhibit the adoption of formal ITG practices?  
b. To what extent are these existing factors applicable to Malaysia as a 
developing country and are there any additional factors specific to 
Malaysia?  
c. What unifying model can be used to explain the barriers to adoption of 
formal ITG practices in Malaysia?  
 
1.5 RESEARCH STRATEGY 
To address the research questions, this research employed an exploratory 
sequential mixed-methods design (refer to Figure 1), with emphasis on the 
quantitative part of the study (John W. Creswell, 2014; John W Creswell, Plano 
Clark, Gutmann, & Hanson, 2003).  
The research strategy designed to address the goals of this study consisted of 
(1) a synthesized literature review capturing potential barriers, and henceforth the 
derivation of an a priori model; (2) a qualitative study involving semi-structured 
interviews to justify and improve upon the a priori model; (3) a quantitative study 
using a survey questionnaire that was designed, distributed, synthesized and analysed 
to validate the model. Statistical measures were used to test the validity and 
reliability of the model; and (4) finally, the overall results (of the survey, semi-
structured interviews and literature review) were analysed, interpreted and reported. 
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Figure 1: Exploratory sequential mixed method 
 
1.6 SIGNIFICANCE, SCOPE AND DEFINITIONS 
While many organisations around the world are adopting ITG, little empirical 
research has been conducted (Liu & Ridley, 2005). Existing research focuses mainly 
on case studies and literature reviews, and is often limited to specific geographic 
regions. Ridley et al. (2004) point out that there is a need for quantitative studies into 
frameworks, such as the Control Objectives for Information and Related Technology 
or COBIT. Similarly, Fomin, Kaunas, de Vries, and Barlette (2008) have extended 
this view to the study on standards. 
Furthermore, although a large body of information systems (IS) research has 
helped us to understand the factors that enable adoption, there has been relatively 
little research into adoption inhibitors. 
Dominant IS theories, such as TAM, UTAUT and user satisfaction, focus 
exclusively on adoption enablers. These are vital theories that have helped us to 
understand why users adopt, and the factors that enable adoption. However, enablers 
and inhibitors may not simply be opposites on the same continuum.  
An investigation of inhibitors may be especially important in light of what 
research in other fields conveys about the greater impact of the negative over the 
positive. Negative attributes are not only more memorable than the positive 
attributes, but, also, individuals tend to assess and perceive negative attributes more 
quickly compared to positive ones. As a result of these biases, negative attributes 
overshadow positive attributes when a target object with those attributes is evaluated 
(Skowronski & Carlston, 1987). 
Qualitative 
data collection 
and analysis 
(qual) 
Quantitative 
data collection 
and analysis 
(QUAN) 
Builds to Interpretation 
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To the best of our knowledge, to date, no research has tried to identify the 
common barriers to the adoption of both standards and frameworks that facilitate 
effective ITG practice by organisations. Existing research only focuses attention on 
either the barriers to a specific standard (Fomin et al., 2008) or a specific framework 
(Al Mourad & Johari, 2014; M. Hsu, 2011; Mauricio Marrone, 2010), not both. 
Therefore, this research is significant and relevant to the understanding of what 
constitutes common adoption inhibitors to both the standards and frameworks that 
facilitate ITG. 
 
Academic benefits 
The following lists the contributions of this research to academia:  
 Contributes to the present body of knowledge on the adoption of formal 
ITG practices, and, more specifically, the barriers to its adoption.  
 Provides a proper conceptualisation of what formal ITG practice is, 
which leads to the potential use of existing theories to support the study 
on barriers to the adoption of formal ITG practices.  
 Provides a general model of barriers to the adoption of formal ITG 
practices. 
 Develops a standardised, simple yet generalizable framework for 
barriers to formal ITG practice. 
Practical benefits 
The following lists the contributions of this research to practice:  
 Helps organisations to identify, strategize and take into account all the 
possible barriers that may hinder their plans to adopt formal ITG 
practices.  
 Helps institutions, such as the government and other relevant agencies, 
to identify, devise and implement the best possible form of assistance to 
be given to organisations that intend to adopt formal ITG practices,  
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This research will be confined to a pre-defined scope and limitations. This is to 
ensure that the desired results will be obtained, aligned with the objectives of the 
research and within the required time accorded for candidature.  
The first scope deals with the use of the following terminologies, which are 
specific to this study: 
Barriers or inhibitors refer to factors that negatively influence an 
organization’s ability and decision (W.R King & Teo, 1996); in this case, the 
decision to adopt and use formal ITG practice. They are the main challenges that 
have to be eliminated or at least mitigated (Vogt, Küller, Hertweck, & Hales, 2011). 
The adoption and implementation of formal ITG practice is considered as an 
organisational change process. Organisational change processes are not easy to 
handle since they have an influence on structure, tasks, people and technology 
(Levitt, 1965). Furthermore, these are inter-related. There are many barriers to 
change that can hinder the adoption and implementation of formal ITG practice. 
Recognizing such barriers can help in avoiding or handling problems in change 
processes. If not addressed, barriers may prevent or hinder change or result in 
changes that were not planned (Kirveennummi & Model, 1998). Conversely, 
facilitators are factors that positively influence an organization’s ability and decision 
(W.R King & Teo, 1996); in our case, the decision to adopt and use  formal ITG 
practice. 
Formal ITG practice refers to standards (such as ISO/IEC 27001) and 
frameworks (such as ITIL) that facilitate effective ITG. This research notes the 
distinction between standards and frameworks. It further notes the possibility of 
differences between barriers to the adoption of standards and frameworks. While 
these differences are acknowledged, the interest is more concerned with identifying 
the common barriers of the two. Therefore, when reference is made to the term 
formal ITG practices, it is meant to refer to both standards and frameworks that 
facilitate ITG. This view would enable a more generalized model of barriers to 
adoption to be presented. On a different note, it is equally important to first be made 
aware of their differences as it may help in identifying the barriers that are common 
between them.  
Standards refer to a documented set of rules, guidelines or procedures set by 
standard-setting organisations, such as the ISO and BSI. Some standards, such as the 
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ISO 9000 series, are certifiable. While organisational certification is voluntary, there 
are certain standards that have seen wider adoption by organisations due to 
legislation and conditions imposed by governments and the industry. Examples of 
standards that facilitate effective ITG are ISO/IEC 20000 and ISO/IEC 27001. The 
adoption of these standards, and, more importantly, gaining certification brings with 
it numerous benefits. Among the notable benefits are gaining competitive advantage, 
facilitating many of the legal and regulatory requirements covered by other legal and 
regulatory standards as well as providing an objective validation by an impartial 
certifying body that the organization is vigilant in undertaking due diligence 
(Brenner, 2007). Moreover, they provide a measurable set of best practice 
benchmarks common across organisations and business entities. Compliance with a 
standard demonstrates that certain minimum benchmarks have been attained and that 
there is a commitment to on-going improvement. The quality performance of the 
compliant product or company can then be anticipated with a level of certainty. 
Frameworks refer to best practices that are developed and supported by non-
standard granting organisations like ISACA and the UK Office of Government 
Commerce (OGC). While organisations that adopt frameworks cannot be certified, 
there does exist certain frameworks like ITIL whereby individual certification can be 
attained. Examples of frameworks that facilitate ITG include ITIL and COBIT. 
Therefore, the adoption of best practices is much harder to be validated by an 
external entity, and, hence, adoption by an organization is more towards the 
motivation and initiative by an organization to improve the organization’s 
performance and level of effectiveness. Compliance is open to interpretation, which 
can vary widely between organisations, consultants and solution providers. The 
implementation of a framework can be far more flexible and business-specific than a 
standard. 
The second scope concerns the context of this research, which specifically 
looks into the barriers to the adoption of formal ITG practices by organisations in a 
developing country. The adoption of formal ITG practices by organisations in 
developing countries poses significant challenges. Developing countries are very 
different to their developed counterparts in terms of their politics, economics and 
social aspects.  
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This study was conducted in Malaysia, an example of a developing country. 
Data were collected from various organisations in Malaysia. The unit of analysis is at 
the organisational level. While there are various stakeholders in an organization, this 
research specifically confines its analysis to the views of management. Therefore, 
only input from management level staff was considered. The reason being, is that 
management are the ones involved in making key decisions, such as those 
concerning the adoption of formal ITG practices. Caution should thus be taken 
towards generalizing the results of this study to other developing countries as data 
were only obtained from a single developing country, Malaysia. 
 The potential limitations of this research have been minimized through the 
use of a mixed methods research design with careful attention being taken to ensure 
rigour. However, some limitations remain: 
 Research that specifically looks into the issue of barriers is less common than 
those focusing on Critical Success Factors (CSFs), drivers and enablers. 
Therefore, the study draws heavily on referent domains to elicit the initial set 
of candidate factors that act as barriers. There may be a possibility that this 
research has missed out on other more relevant factors 
 A mixed method approach was used to complement each individual method 
and strengthen the overall research design. Although a mixed method 
approach was used in two different phases in this study, each phase still has 
limitations. 
For example in the qualitative data collection phase: 
 Bias could have been introduced in the selection of the study sites 
 Bias could have been introduced with only a single researcher analysing all 
the data (this has been minimized through the use of the inter-rater reliability 
method) 
For example in the quantitative data collection phase: 
 Only one stakeholder was surveyed (management level staff) due to their 
decision-making power, knowledge and understanding of their respective 
organisation.  
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 Sampling bias may have been introduced due to the techniques (snowballing 
technique) applied to increase the response rate 
 
1.7 THESIS OUTLINE 
In this introductory chapter, the importance of studying barriers to the adoption 
of formal ITG practices was argued. Subsequently, the study research questions were 
presented, followed by an overview of the applied research design. The chapter 
concluded by summarizing the study contributions and potential weaknesses. The 
remainder of this thesis is structured as follows. 
Chapter 2: Literature review 
Reviews and presents prior literature on ITG and formal ITG practice. This provides 
for a research agenda, and positions this study, justifying the lack of similar studies 
in the current ITG literature. 
Chapter 3: Theoretical development of a priori model 
Describes the epistemological and theoretical foundations of the study and presents a 
detailed mixed methods design that was applied in this study. 
Chapter 4: Research methodology  
Details the development of an initial model of barriers to the adoption of formal ITG 
practice based on a detailed literature review from standards and frameworks and 
other referent domain literature. 
Chapter 5: Data analysis and results  
Presents the qualitative study consisting of the pilot and the main qualitative study 
that was conducted to further build and strengthen the a priori model. Also presented 
is the quantitative study results obtained from a survey questionnaire of organisations 
in Malaysia. 
Chapter 6:  Discussion and conclusion 
Summarizes the study, highlights the key interpretations, contributions, and 
limitations. 
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Chapter 2: Literature Review 
2.1 CHAPTER INTRODUCTION 
The purpose of this chapter is to review the extant literature on ITG, pertaining 
to its definition, current state of the art and then to the various standards and 
frameworks facilitating effective ITG. This chapter is outlined as follows. The first 
section provides a clear definition of ITG and its context – defining the terminology 
and describing the inter-relationships between other types of governance and 
management concepts – Corporate Governance, Enterprise Governance, and IT 
Management. Next, the current state of the art in ITG research is presented – 
establishing the gap that exists and the need to focus on the barriers to adoption. 
Next, we detail the need to re-define the term ITG framework into formal ITG 
practice. We end the chapter by providing a brief overview of several well-known 
formal ITG practices facilitating effective ITG. 
 
2.2 IT GOVERNANCE 
A commonly agreed upon definition of ITG does not exist (Simonsson & 
Johnson, 2006). Despite the different definitions addressing some common issues, 
such uncertainty is not advisable and proves that the ITG field has much need to 
evolve further (Pereira & da Silva, 2012). Many studies continue to focus on defining 
ITG (R. Peterson, 2004; Webb, Pollard, & Ridley, 2006), and, as we can see in Table 
1, many definitions have been proposed over the years. 
 
Table 1: Several definitions of IT governance (Pereira & da Silva, 2012; Simonsson & Johnson, 2006; 
Webb et al., 2006) 
Definition Sources Year 
ITG decisions are the locus of responsibility 
for IT functions. 
(Brown & Magill, 
1994) 
1994 
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ITG is the degree to which the authority for 
making IT decisions is defined and shared 
among management, and the process managers 
in both IT and business organisations apply in 
setting IT priorities and the allocation of the IT 
resources. 
(J. N. Luftman, 1996) 1996 
ITG refers to the pattern of authority for key 
IT activities. 
(Sambamurthy & 
Zmud, 1999) 
1999 
ITG is about who is entitled to make major 
decisions, who has input and who is 
accountable for implementing those decisions. 
It is not synonymous with IT Management 
(ITM). ITG is about decision rights, whereas 
ITM is about making and implementing 
specific decisions. 
(Broadbent, 2003) 2003 
The ITG of an organisation comprises the rules 
or guidelines that determine the division of IT 
roles and responsibilities, and how decisions 
on IT are made. 
(Kingsford, Dunn, & 
Cooper, 2003) 
2003 
ITG is the responsibility of the Board of 
Directors and executive management. It is an 
integral part of enterprise governance and 
consists of the leadership and organisational 
structures and processes to ensure that the 
organisation sustains and extends its strategy 
and objectives. 
(IT Governance 
Institute, 2003) 
2003 
ITG consists of IT-related structures or 
architectures (and associated activity patterns), 
implemented to successfully accomplish (IT 
imperative) activities in response to an 
enterprise’s environment and strategic 
imperatives. 
(Schwarz & 
Hirschheim, 2003) 
2003 
ITG is specifying the decision rights and 
accountability framework to encourage 
desirable behaviour in the use of IT. 
(Weill & Ross, 2004) 2004 
ITG is the process by which the decisions are 
made around IT investments. How decisions 
are made, who makes the decisions, who is 
held accountable and how the results of 
decisions measured and monitored are all parts 
(Symons, 2005) 2005 
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of ITG. 
ITG is the strategic alignment of IT with 
business, such that maximum business value is 
achieved through the development and 
maintenance of effective IT control and 
accountability, performance management and 
risk management. 
(Webb et al., 2006) 2006 
ITG is the preparation for, making of, and 
implementation of IT-related decisions 
regarding goals, processes, people and 
technology on a tactical or strategic level. 
(Simonsson & 
Johnson, 2006) 
2006 
ITG is the organisational capacity exercised by 
the board, executive management and IT 
management to control the formulation and 
implementation of IT strategy and in this way 
ensure the fusion of business and IT. 
(W. Van Grembergen, 
2007) 
2007 
ITG is the process that ensures the effective 
and efficient use of IT in enabling an 
organisation to achieve its goals.  
(Gerrard, 2010) 2010 
 
It must be noted that the purpose of this thesis is not to decide on which is the 
most appropriate definition of ITG, or even propose a new one, the concern is stated 
and a historical view of the main ITG definitions in the literature are presented. 
In this thesis, as we previously stated, the definition provided by Weill and 
Ross (2004) is used due to the comprehensiveness of the definition and because it is 
one of the most widely cited in the literature (Raup-Kounovsky, Hrdinov, 
Canestraro, & Pardo, 2009). 
 
Definition – IT Governance 
ITG is specifying the decision rights and accountability framework to encourage 
desirable behaviour in the use of IT - (Weill & Ross, 2004) 
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Governance is a concept that can be used in many contexts. Therefore, it is 
important to distinguish ITG with other types of governance and management terms 
often associated with ITG, and thus describe the inter-relationship between them. 
 
2.2.1 Corporate Governance and Enterprise Governance vs. IT Governance 
IT Governance is an integral part of Corporate Governance (CG), and, 
ultimately, Enterprise Governance (EG). Researchers report them to be inextricably 
linked (IT Governance Institute, 2003; Van Grembergen, 2004). To ensure that 
Enterprise Governance and Corporate Governance matters are covered, IT first needs 
to be governed properly. We use the definition of Enterprise Governance as provided 
by ISACA (2012).  
 
Definition – Enterprise Governance 
Enterprise Governance is the overarching view of governance and applies to all 
enterprises. It is the highest-level view of the governance framework; all governance 
views within it must be constructed in such a manner as to support the outcomes it 
defines - (ISACA, 2012) 
 
In essence, enterprise governance refers collectively to the recursive 
governance activities performed throughout the organisation. IT governance is 
essential for the success of enterprise governance because the adoption of generally 
accepted good practices gives assurance that efficient, effective and measurable 
improvements are made in relation to enterprise governance processes. IT 
governance policies, structures and processes integrate the IT function with the rest 
of the enterprise functions. IT governance enables the enterprise to align the IT 
function with the enterprise objectives. 
We use the definition of Corporate Governance as provided by the Institute of 
Directors in Southern Africa (2002), the Organisation for Economic Co-operation 
and Development (2004), and The Committee on the Financial Aspects of Corporate 
Governance (1992).  
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Definition – Corporate Governance 
Corporate governance refers to the system of structures, rights, duties, and 
obligations by which the board and executive management direct and control a 
corporation - (Institute of Directors in Southern Africa, 2002; Organisation for 
Economic Co-operation and Development, 2004; The Committee on the Financial 
Aspects of Corporate Governance, 1992) 
 
 Weill and Ross (2004) summarise the relationship between corporate 
governance and IT governance well by stating that IT governance reflects the 
broader corporate governance principles while focusing on the management and use 
of IT to achieve corporate performance goals (Weill & Ross, 2004). They depict the 
relationship between corporate governance and IT governance, as shown in Figure 2. 
 
 
 
Figure 2: Corporate and Key Asset Governance (Weill & Ross, 2004) 
 
In their model, Weill and Ross (2004) see strategy as a set of choices, such as: 
who are the target customers? What are the products and services offered? What core 
processes embody the firm’s unique market position? They assert that behaviours, 
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and not strategy, are what creates value in the organisation.  Behaviours embody the 
beliefs and culture of the organisation as defined and enacted through strategy, 
corporate value statements, mission statements, business principles, rituals and 
structures (Weill & Ross, 2004). Weill and Ross (2004) identified six key asset 
groupings through which enterprises accomplish strategies and create business value. 
These are: 
 Human assets with key elements including people, skills, career paths, 
training, reporting, mentoring and competencies; 
 Financial assets; 
 Physical assets including buildings, plant and equipment; 
 Intellectual property (IP) assets including process know-how; 
 Information assets with elements, such as data, information, knowledge of 
customers and process performance; 
 Relationship assets with elements, such as brand and reputation with 
stakeholders including customers, suppliers and channel partners. 
 
Weill and Ross (2004) further identify several organisational mechanisms used to 
govern the assets, including structures, processes, committees, procedures and audits. 
They contend that most value is created when common mechanisms are used to 
govern multiple assets, for example, if the same executive committee governs both 
IT and financial assets. 
 
2.2.2 IT Management vs. IT Governance 
The formal conceptualisation of ITG is relatively new. The concept of ITG 
really only began to emerge in the late nineties as a subject matter for academic 
research – refer to the works of C. V. Brown (1997), Sambamurthy and Zmud 
(1999), R. R. Peterson, O'Callaghan, and Ribbers (2000), and De Haes and Van 
Grembergen (2005). Prior to this, research on the use, monitoring and control of IT 
was encapsulated in IT management (ITM) theories – see Watson, Kelly, Galliers, 
and Brancheau (1997). It is therefore appropriate to differentiate between ITG and IT 
management. 
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Very little literature exists that differentiates IT Management from IT 
Governance, thus resulting in the two being often regarded as synonymous, even 
though they clearly differ (Sohal & Fitzpatrick, 2002).  
IT management has been defined as “the responsibilities of executives and 
managers about administering, developing, implementing and monitoring business 
strategies on a day-to-day basis” (Kevin P Gallagher & Worrell, 2008). IT 
management focuses on the internal effective operation of IT products and services, 
as well as the administration of existing IT operations. In contrast, ITG is seen as 
being a much broader focus in that it focuses on transforming IT to meet the present 
and future demands and goals of the business and its customers (Wim  Van 
Grembergen, 2004). The important differentiator, therefore is that IT management 
generally has an internal focus, and is done at the unit/department level, while ITG 
has similar aspects located at the corporate level but also has a purposeful external 
focus (Sohal & Fitzpatrick, 2002).  
Furthermore, management is concerned with what decisions are made, while 
governance is concerned with who makes the decisions and how these decisions will 
be monitored. For example, the IT management of an organisation might be 
concerned with maintaining laptops and ensuring enough laptops for everyone in the 
organisation. ITG requires senior management and ITM working together to identify 
those who need laptops, and resources, human and mechanical, furthering the goals 
of the organisation. While ITM attends to the delivery of IT services and manages IT 
equipment, ITG works to ensure that ITM meets the long-term goals of the 
organisation. In IT management, the provision of IT services and products can be 
assigned to an external provider (as in outsourcing) while governance is specific for 
the organisation. Since governance gives direction and control over IT, it cannot be 
designated to the market, hence it is the direct responsibility of the board (R. 
Peterson, 2004).  
There is indeed a clear difference between ITG and ITM. Figure 3 helps to 
illustrate the differences between ITG and ITM. 
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Figure 3: ITG vs. ITM (Ryan R Peterson & Fairchild, 2003) 
 
In summary, ITM focuses on the effective and efficient internal supply of IT 
services and products, and the management of the present IT operations (W. Van 
Grembergen & Haes, 2009), while, in turn, ITG is much broader, and concentrates 
on performing and transforming IT to meet the present and future demands of the 
business (internal focus) and its customers (external focus) (R. Peterson, 2004). 
2.3 STATE OF THE ART IN ITG RESEARCH 
Past ITG studies have taken several different approaches. One stream of 
research focuses on the location of decision-making (A. E. Brown & Grant, 2005; 
Weill & Ross, 2004). The second stream of research focuses on contingency factors. 
These studies aim to understand the fit between the contingency factors and 
governance (A. E. Brown & Grant, 2005). The third stream of research addresses 
structures, processes, and relational mechanisms for ITG (W. Van Grembergen & De 
Haes, 2009). Our research follows this latter path. 
Structures refer to the existence of responsible functions in the form of well-
defined positions and roles, such as IT executives and accounts executives, as well as 
committees and councils, such as IT committees. Processes refer to formalization 
and the institutionalization of strategic IT decision-making and monitoring 
procedures. Examples would be the implementation of Service Level Agreements 
(SLA) and IT Balanced Scorecards as well as the use of various ITG related 
frameworks like COBIT and ITIL, which can provide the organization with the 
 Chapter 2: Literature Review 35 
means of examining its activities and its values to business. Relational mechanisms 
are the active participation of, and collaborative relationships among corporate 
executives, IT management and business management. Relational mechanisms also 
describe the strategic dialogue and shared learning between the principal business 
and IT stakeholders. Examples would be the use of rich conversation and 
communication to resolve diverging perspectives and stakeholder conflict. 
There has been a steady stream of research that has, and continues to look into 
issues relating to ITG structures. This includes research into IT steering committee 
and IT organisational structure (Ali & Green, 2007), appropriate ITG structure for 
organisations in developing economies (Samuwai, Prasad, Green, & Heales, 2012),  
and the impact of mergers and acquisitions on ITG structures (P. O. Chin, Brown, & 
Hu, 2004). In terms of research in ITG processes, active research is done within the 
areas of performance measurement and benefits (Gacenga, Cater-Steel, & Toleman, 
2010; Mauricio Marrone, 2010; M. Marrone & Kolbe, 2010b), terminology 
(Winniford, Conger, & Erickson-Harris, 2009), adoption and implementation (Al 
Hilali, Qutaifan, & Amer, 2012; Ayat, Sharifi, Sahibudin, & Ibrahim, 2009; Barlette 
& Fomin, 2008; Bhattacharjya & Chang, 2008; Cater-Steel, Tan, & Toleman, 2009; 
Mehravani, Hajiheydari, & Haghighinasab, 2011), integrating various frameworks 
(Latif, Din, & Ismail, 2010; Stefanie Looso & Goeken, 2010; Sahibudin, Sharifi, & 
Ayat, 2008), evaluation (McNaughton, Ray, & Lewis, 2010), and structured 
application (S. Looso, 2010). Conversely, research on various ITG relational 
mechanisms are plentiful; for example, Callahan and Jeyes (2003), and Keil, 
Tiwana, and Bush (2002).  
Current research within this stream focuses on issues related to the actual 
adoption and implementation of formal ITG practices by organisations.  Researchers 
examine and compare how ITG is actually implemented in the different types of 
organisations and scenarios. They look at how these organisations make use of the 
relevant structures, processes and relational mechanisms, and how the adoption of 
industry best practice standards and frameworks have been utilized in the 
implementation process (Ali & Green, 2007; Bhattacharjya & Chang, 2008; Bowen, 
Cheung, & Rohde, 2007; Burke, Randeree, Menachemi, & Brooks, 2008; Heera & 
Chang, 2008; Helbig, Hrdinov, & Canestraro, 2009; Willson & Pollard, 2009).  
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While much research has looked into issues related to successful adoption 
(Iden & Langeland, 2010), and critical success factors (CSF) of formal ITG practices 
(Pedersen, KrÃ¦mmergaard, Lynge, & Schou, 2010; Pollard & Cater-Steel, 2009), 
less research has focused on the challenges and barriers to adoption and the use of 
formal ITG practice. Among the few include Wilkin and Riddett (2009) who 
explored ITG challenges. Meanwhile, some researchers focus their attention on 
identifying barriers to ISO 27001 (Barlette & Fomin, 2010; Fomin et al., 2008). 
Others prefer to look into issues related to barriers associated with ITIL adoption and 
implementation (Latif et al., 2010; Mauricio Marrone, 2010; M. Marrone & Kolbe, 
2011; Shang & Lin, 2010; Sharifi, Ayat, Rahman, & Sahibudin, 2008). Surprisingly, 
only a few have utilised strong, well-defined theories or a set of theories to underpin 
their research or theoretical models. In addition, none have looked into barriers to the 
adoption of both standards and frameworks that facilitate effective ITG. This is the 
gap in the current research that this study intends to fill – by looking into factors 
inhibiting the adoption of both standards and frameworks facilitating ITG 
implementation. 
 
2.4 FORMAL ITG PRACTICE 
2.4.1 Introduction 
Supporting IT governance implementation and monitoring performance, 
various associations and regulatory bodies have introduced so-called “IT governance 
frameworks” or ITGs. A framework “provides the boundaries, a set of principles and 
guidelines, which provide a vision, a philosophical base and an organisational 
structure for construction. A  framework should provide the basic structure that is 
customizable for application within a specific environment.” (Viljoen, 2005). 
An ITG framework is a type of framework that defines the ways and methods 
through which an organisation can implement, manage and monitor IT governance 
within an organisation. It provides guidelines and measures to effectively utilise IT 
resources and processes within an organisation. An IT governance framework 
primarily helps organisations to provide a road map and evaluate the performance 
and effectiveness of the IT governance processes. It provides insights into the 
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performance of the IT department and achieves legal and regulatory compliance with 
respect to IT. IT governance frameworks are based on generally accepted practice. 
In order to effectively implement IT governance, organisations can formulate 
their own IT governance framework, or they can decide between some pre-
established IT governance frameworks that are in use (IT Governance Institute, 
2008b). These formal or pre-established frameworks include IT-based and non-IT 
based standards and frameworks like ITIL, COBIT, ASL, Six Sigma, SAS70, 
CMM/CMMI, ISO 17799:9000, SOX, Prince2, and the IT governance Assessment 
Process (ITGAP) Model.  
2.4.2 Re-defining ITG framework to Formal ITG practice 
As mentioned briefly in the introductory section of this thesis, we use the term 
formal ITG practice in reference to any IT or not IT-based standard or framework 
that facilitates effective ITG.  By doing this, we make a clear distinction between the 
terms ITG frameworks, ITG standard, standards, and frameworks. There is only one 
ITG standard – ISO/IEC 38500. The others are simply IT or non IT-based standards 
or frameworks, some of which facilitate effective ITG. While any effective IT 
governance framework might consist of a single, multiple or a combination of 
standards and/or frameworks, misrepresenting each one as an ITG framework is 
misleading. In actuality, each one is a formal set of practices that address specific 
objectives of ITG (hence the term formal ITG practice) including IT control 
structure, protection of IT investment, security and control of IT, protection from 
information loss, assuring information integrity, quality of services and quality 
software (as shown in Table 2). 
 
 
Table 2: Formal ITG practice addressing different ITG objectives (Mohamed & Singh, 2012) 
Category of  
ITG practice 
Formal ITG practice Description 
IT service 
delivery 
Control of business 
objectives and technology 
(COBIT) 
Provides clear policies and good 
practices for security and control of 
IT in organisations. COBIT is a 
process model that subdivides IT 
into 34 high level control objectives 
and 318 detailed control objectives 
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in line with the responsibility to 
plan, build, run, provide and 
monitor IT 
 Information technology 
infrastructure library (ITIL) 
Provides clear guidelines for IT 
service provider organisations to 
improve IT efficiency and 
effectiveness and quality of IT 
services within imposed cost 
constraints 
 Capability Maturity Model 
(CMM/ CMMI) 
Accepted as de facto standard for 
development and enhancement of 
software development processes. 
Information 
security 
ISO 27001 Provides a formal set of 
specifications for organisations to 
manage information security risks 
and seek certification for their 
Information Security Management 
System (ISMS) 
Business 
standards 
The Committee of 
Sponsoring Organisations 
of the Treadway 
Commission (COSO) 
Focuses on operational, compliance 
and financial control objectives for 
management and auditors in dealing 
with risks to internal control 
 Statement on Auditing 
Standards No 70 (SAS70) 
Defines control objectives and 
activities that should be organised in 
a manner that allows the user, 
auditor, and user organisation to 
identify with 
Project 
management 
Project Management Body 
of Knowledge (PMBOK) 
A set of best practices that consist of 
processes to manage any projects 
including IT project 
 Projects in a Controlled 
Environment (Prince2) 
Process-based approach to manage 
any projects including IT project 
General Six Sigma Relates to improvements in 
capability and reduction in defects. 
In an IT environment, Six Sigma 
could be tailored to performance 
improvements in network speed and 
system reliability 
 
2.4.3 Benefits of adopting Formal ITG practice  
There are a number of compelling reasons to adopt a formal ITG practice 
(Spafford, 2003; Viljoen, 2005): 
1. The wheel exists 
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Time is a precious commodity. It is questionable to spend time and money to 
develop a standard or framework based on limited experience when an 
internationally developed standard or framework exists. 
 
 
 
2. Structured 
Formal ITG practices provide an excellent structure that organisations can 
follow. Furthermore, structure helps everyone to be on the same page because 
they can see what is expected. 
3. Best practices 
Formal ITG practices have been developed over time and assessed by 
hundreds of people and organisations all over the world. The cumulative 
years of experience reflected cannot be matched by a single organisation’s 
efforts. 
4. Knowledge sharing 
By following a formal ITG practice, people can share ideas between 
organisations, profit from user groups, websites, magazines, books and so on. 
Proponents of company specific or ad-hoc approaches do not have this 
luxury. 
5. Auditable 
Some of the formal ITG practices can be audited. This gives assurance to the 
organisations that they are implementing the formal ITG practices correctly 
and with accordance to the specified level of standards. 
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2.5 STANDARDS AND FRAMEWORKS FACILITATING EFFECTIVE 
ITG 
This research focuses its attention on the various standards and frameworks 
used to formalise and institutionalise strategic IT decision-making and monitoring. 
Collectively known as formal ITG practices, they facilitate the effective 
implementation of ITG (Ridley, Young, & Carroll, 2004; Warland & Ridley, 2005) 
Here, we detail some that are often found in the literature. 
2.5.1 Standards 
There are a number of standards that facilitate ITG. However, we restrict our 
description to the more popular standards often used by organisations. These include 
the ISO/IEC 27001 and ISO/IEC 27002 for information security, ISO/IEC 20000 for 
IT service management, and ISO/IEC 15504 for software process improvement.   
 
 
ISO/IEC 27001(previously known as ISO/IEC 17799) and ISO/IEC 27002 
Both of these standards were introduced in 2005, and both are part of a larger 
and growing number of ISO/IEC 27000 series of standards. The ISO/IEC 27000 
family of standards comprises other standards relating to information security. The 
ISO/IEC 27001 standard is also known as the Information Security Management 
System (ISMS) standard. This standard formally specifies the requirements of a 
management system that is intended to bring information security under explicit 
management control (ISO, 2005b). Meanwhile, the ISO/IEC 27002 provides best 
practice recommendations on information security management for use by those who 
are responsible for initiating, implementing or maintaining Information Security 
Management Systems (ISMS) (ISO, 2005c). While other sets of information security 
controls may potentially be used within an ISO/IEC 27001 ISMS as well as, or even 
instead of, ISO/IEC 27002 (the Code of Practice for Information Security 
Management), in practice, these two standards are normally used together. 
ISO/IEC 20000 
This is the first international standard for IT Service Management (ISO, 
2005a). The standard was originally developed by the BSI Group in 2005, and is 
based on and was intended to replace an earlier British Standard, BS 15000. This 
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standard promotes the adoption of an integrated process approach to effectively 
deliver managed services to meet the business and customer requirements, and 
describes the best practices for service management. The standard actually comprises 
two parts: ISO/IEC 20000-1 and ISO/IEC 20000-2. ISO/IEC 20000-1 is the 
'Specification for Service Management, and it is this which organisations are 
certifiable against. ISO/IEC 20000-2 is the 'Code of Practice for Service 
Management', and describes best practices, and the requirements of Part 1. The 
standard reflects heavily on the set of best practice guidelines contained within the IT 
Infrastructure Library (ITIL) framework, while not neglecting other approaches, such 
as the Microsoft Operations Framework (MOF) and components of Control 
Objectives for Information and related Technology (COBIT).  
ISO/IEC 15504 
The international standard on Software Process Improvement and Capability 
Determination (SPICE) ISO/IEC 15504 assists organizations to assess their overall 
capabilities for delivering software (ISO, 2008).  It can be used in two contexts: 
process improvement and capability determination. In terms of process improvement, 
the reference framework of ISO/IEC 15504 provides a structure for defining 
objectives, which facilitates specific programmes to achieve these objectives. It 
specifies the requirements for improvement programmes and provides guidance on 
planning and executing improvements. In terms of capability determination, ISO/IEC 
15504 can be used to inform supplier selection decisions. It provides a framework for 
assessing proposed suppliers, as assessed either by the organisation itself, or by an 
independent assessor. 
 
2.5.2 Frameworks 
There are various frameworks designed to provide guidance on the 
implementation and management of ITG, however the more often used ones include 
ITIL, COBIT, and CMMI. Below is a brief description of each framework. 
ITIL 
IT Infrastructure Library (ITIL) is a set of concepts and practices for IT Service 
Management (ITSM), IT development and IT operations. It consists of a collection 
of books referred to as a set of best practices to enable the delivery of IT services that 
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are reliable, consistent and of the highest quality. Originally developed by the United 
Kingdom’s Office of Government Commerce (OGC), the current version of ITIL is 
ITIL v3, which consists of 26 processes and functions, grouped under five books: 
service strategy, service design, service transition, service operation and continual 
service improvement (Office of Government Commerce, 2010). 
COBIT 
Control Objectives for Information and related Technology (COBIT) is a set of 
best practices devised for IT management. This framework was developed by the 
Information Systems Audit and Control Association (ISACA) and the IT Governance 
Institute (ITGI) in 1996. The current version of COBIT, which is COBIT v4.1, has 
34 high level processes that cover 210 control objectives in four domains – plan and 
organize, acquire and implement, deliver and support, and monitor and evaluate (IT 
Governance Institute, 2008a).  
CMMI 
Capability Maturity Model Integration (CMMI) is a process improvement 
approach that helps organisations to improve their performance. It was developed by 
a group of experts from the industry, government and the Carnegie Mellon Software 
Engineering Institute (SEI) (Carnegie Mellon Software Engineering Institute, 2010). 
CMMI helps to integrate traditionally separate organisational functions, set process 
improvement goals and priorities, provide guidance for quality processes, and 
provide a point of reference for appraising current processes. CMMI is often used to 
measure the maturity levels of areas, such as product and service development and 
delivery processes. The current version, which is CMMI v 1.2, provides models for 
three areas of interest – development, acquisition and services.   
 
2.6 CHAPTER CONCLUSION 
To summarize, this chapter began by defining and distinguishing the terms IT 
Governance, Enterprise Governance and Corporate Governance, as well as 
establishing the relationship between them. Then, the state of the art in IT 
Governance research was presented, describing how research has evolved from its 
early stages of defining the term ‘IT Governance’, and the various streams of 
research within the ITG literature to the current research, which looks into the 
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adoption and implementation issues. Next, a detailed description was given of the 
need for the term formal ITG practice and its benefits. Finally, several standards and 
frameworks facilitating ITG were described to show how each contributes in 
assisting and guiding organisations in the adoption and implementation of ITG and 
how each has its strengths and weaknesses. The next chapter will detail the 
theoretical development phase of the research including the introduction of the a 
priori model.  
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Chapter 3: Theoretical Development of a-
priori Model 
3.1 CHAPTER INTRODUCTION 
The purpose of this chapter is to develop a theoretical model of barriers to 
adoption of formal ITG practice. For developing the proposed a priori model, first a 
clear conceptualisation of formal ITG practice is presented. Next, based on this novel 
conceptualisation of formal ITG practice, theories and frameworks corresponding to 
this conceptualisation is described, enabling the development of a-priori model 
which is based upon sound theoretical underpinnings.  An a priori model is basically 
a conceptual model of the relationships between the measures that are used to 
evaluate formal ITG practice adoption and the relationships they have with the 
barriers that affect these variables. Yin (2008) posits that the a priori development of 
theory is essential in both theory-building and theory-testing to focus research 
efforts. This chapter is outlined as follows. Section 3.2 begins with the 
conceptualization of formal ITG practice; next Section 3.3 explains the theoretical 
support of the proposed research model by providing an overview of some theories 
and frameworks. Section 3.4 describes in detail the process of identifying the 
dependent variable of study, Section 3.5 explains how the candidate independent 
variables were derived, resulting in Section 3.6 where the proposed theoretical model 
is presented - with an accompanying set of hypotheses and theoretical support from 
the literature. 
 
3.2 CONCEPTUALISING FORMAL ITG PRACTICE AS AN 
INNOVATION 
Before a detailed discussion is made on the possible theories that can be used 
to underpin the research, it is important that formal ITG practice is conceptualized as 
a type of innovation. This will make it easier to show how the study on barriers to 
formal ITG practices adoption can thus make full use of the various theories, 
methodologies and frameworks often used in innovation adoption research. 
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3.2.1 Previous Conceptualisation of Formal ITG practice 
Previous researchers such as Looso & Goeken (2010) have conceptualized ITG 
practice as a best practice framework, while others such as Cater-Steel, Tan, & 
Toleman (2006) view it as a process improvement framework. Issues arose as to what 
exactly is a best practice. Reasons for this being the definition of best practice itself. 
Best practice is defined by Reider in Ungan (2004) as “the one that achieve the 
desired results”. Meanwhile, Chevron in O'Dell & Grayson (1998) adopted a simple 
definition of best practice as “any practice, knowledge, know-how or experience that 
has proven to be valuable or effective within one organization that may have 
applicability to other organisations”. They go on to define four different levels of 
best practice: good idea, good practice, local best practice, industry best practice. 
Formal ITG practices have been touted as fitting the industry best practice definition. 
However, best practice is a relative term, rather than an absolute standard (American 
Productivity and Quality Center, 1993). Simply put, best practice is a moving target; 
there is no single best practice, as a best practice for one company may not be the 
best for another company. Therefore, conceptualizing ITG practice as simply a best 
practice may not be suitable.      
Meanwhile limiting them to the term of process improvement framework is not 
justified either as their adoption and implementation contribute more than just mere 
improvements. Benefits of adopting and implementing ITIL and COBIT include 
achieving alignment between business and IT, resulting in a possible positive effect 
on business performance, competitive advantage and increased profitability (M. 
Marrone, Hoffmann, & Kolbe, 2010; M. Marrone & Kolbe, 2010a). The benefits of 
adopting ISO 27001 on the other hand include increase staff awareness of 
information security, mitigation of threats and providing better data and privacy 
protection. When used in combination, these ITG practices support governance 
activities, define requirements in service and project definitions, internally and with 
service providers, verify provider capability or demonstrate competence to the 
market, provide a framework for audit/ assessment and an external view of the 
organization as well as facilitate continuous improvement (IT Governance Institute, 
2008a). We believe that a more appropriate and theoretically sound conceptualization 
can be found in the innovation literature. 
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3.2.2 Innovation Defined 
Innovation has been defined in various ways. There appears to be two main 
schools of thought. One group of researchers focuses on the newness of the 
innovation and a second group, in addition to newness, requires implementation. 
Rogers define innovation as “an idea, practice or object perceived as new by an 
individual or other relevant unit of adoption”. This definition has also been adopted 
by a number of other researchers (Damanpour, 1992; Downs & Mohr, 1976; Thong, 
1999). However, this definition indicates that a new idea is an innovation in itself. 
Innovation can be considered new to the individual adopter, to an organisational unit, 
to the whole organisation or even to an entire industry or sector.  
Another group of researchers propose that the innovation needs to be adopted 
before it can be considered an innovation (Amabile, Conti, Coon, Lazenby, & 
Herron, 1996; Van de Ven, Angle, & Poole, 2000). Hence, some researchers define 
innovation as the adoption of a new product, service, process, technology, policy, 
structure or administrative system (Richard L. Daft, 1978; Damanpour, 1991; 
Zaltman, Duncan, & Holbek, 1973).  
In addition, scholars have conceptualised innovation adoption as a multiphase 
process.  Zaltman et al. (1973) divided the innovation adoption process into two 
major stages of “initiation” and “implementation”. Among studies that differentiate 
between types of innovations, some have operationalised innovation such that it 
pertains to the initiation stage; that is, the innovation is considered adopted when a 
new idea is proposed, or a decision for its adoption is made  (Aiken, Bacharach, & 
French, 1980; Richard L. Daft, 1978). This study, on the other hand, considers a new 
idea as an innovation when it is implemented.  
We adopt the definition given by Damanpour and Evan (1984) in which they 
define innovation as “the implementation of an idea; whether pertaining to a device, 
system, process, policy, program, or service, that is new to the organisation at the 
time of adoption”.  
The preference is for this definition as it supports the objectives of our study in 
that it is consistent with our views that “an innovation does not occur when a new 
idea is generated, but rather when that new idea is put into use” (Damanpour & Evan, 
1984). An innovation is not considered in use when the decision for its adoption is 
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made, but rather when its actual utilization by organisational members has begun. 
Organisations adopt innovations in order to maintain or enhance their performance. 
Innovations cannot influence performance until they have actually been used. 
 
3.2.3 Organisational Innovation Adoption Theory and Research 
At the organisational level, researchers have generally defined “innovation” as 
the development (generation) and / or use (adoption) of new ideas or behaviours 
(Damanpour & Daniel Wischnevsky, 2006; Walker, 2008; Zaltman et al., 1973). 
Organisations generate innovations for their own use or for use in other 
organisations. The generation of innovation is a process that results in an outcome 
that is new to an organisational population (Damanpour & Daniel Wischnevsky, 
2006). The adoption of innovation is a process that results in the assimilation of a 
product, process, or practice that is new to the adopting organisation (Damanpour & 
Daniel Wischnevsky, 2006; John R. Kimberly & Evanisko, 1981; Walker, 2008).  
There is no one general and reliable theory of organisational adoption of 
innovation (J. R. Kimberly, 1981). The absence of theory of innovation has been 
attributed to the instability in findings of research. According to Downs Jr and Mohr 
(1976), “perhaps the most alarming characteristics of the body of empirical study of 
innovation is the extreme variance among its findings, what we call instability”.  
The reason for this instability include: (a) failure to distinguish between 
various types of innovation (R. L. Daft & Becker, 1978); (b) failure to consider 
adoption of innovations as a multistage process with multiple outcomes (Zaltman et 
al., 1973); (c) dissimilar measures for variables with the same name (Downs Jr & 
Mohr, 1976); and (d) generalizing innovation adoption behaviour in organisations by 
studying the adoption of a small number of innovations related to a specific area of 
an organisation (R. L. Daft & Becker, 1978). 
To limit this instability, care must be taken to ensure that studies distinguish 
between types of innovation. All types of innovations do not have identical 
attributes; thus, (a) they do not relate equally to the same organisational factors, and 
(b) the process of initiation or implementation of different types is not necessarily 
identical. The differentiation between types of innovation is, therefore, necessary for 
understanding the innovation adoption behaviour in organisations.  
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Studies on innovation have included a variety of typologies or dimensions. 
Among those which are prevalent are:  
(a) Types of innovation – technical vs. administrative 
Technical  innovations pertain to products, services, and production 
process technology, that is, they are related to the basic work activity of the 
organisation and can be either product or process innovations (Damanpour 
& Evan, 1984). 
Administrative innovations involve organisational structure and 
administrative processes, that is , they are indirectly related to the basic 
work activities of the organisation and more directly related to its 
management (Damanpour & Evan, 1984).  
Most empirical studies consider only technical innovations, for example in 
the case of information security (Siponen & Willison, 2007; D Straub, 
Goodman, & Baskerville, 2008). It has often been viewed within the 
technological innovation paradigm (Cavusoglu, Mishra, & Raghunathan, 
2004, 2005). While valuable insight has been obtained, some scholars have 
argued that research based on the technological innovation paradigm has 
significant limitations. Dhillon and Backhouse (2001) explain that these 
technical-centric approaches are not appropriate or sufficient “when 
organisational structures become flatter and more organism-like in their 
nature”. It is only now that we see this trend changing. Ransbotham and 
Mitra (2009) note that in recent years, “Research on the organisational 
perspective [of information security management] is limited but emerging”.  
Likewise, Kayworth and Whitten (2010) stresses the need for  
organisational integration and social alignment mechanisms to current 
information security research. Such studies appropriately characterise what 
we see as administrative innovations in information security management. 
The distinction between administrative and technical innovations is 
important because it relates to a more general distinction between social 
structures and technology. Administrative versus technical innovations 
imply potentially different decision-making processes (Richard L. Daft, 
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1978), and together they represent changes introduced in a wide range of 
activities within an organisation.  
 
(b) Innovation radicalness – radical vs. incremental 
Innovations can also be classified according to the degree of change they 
create in the existing practice of their adopting organisations. 
Reorientation, non-routine, and ultimate innovations are radical 
innovations. They produce fundamental changes in the activities of the 
organisation and represent clear departures from existing practices. 
Variation, routine, and instrumental innovation are incremental 
innovations that result in a lesser degree of departure from existing 
practices in an organisation.  
 
(c) Stages of adoption – initiation vs. implementation 
Different stages of adoption are conceptualised by different researchers. A 
two-stage conceptualisation – initiation and implementation (Rogers, 1983; 
Zaltman et al., 1973) – is used here, because: (a) these two stages are 
sufficiently general to encompass various conceptualisations of the 
innovation adoption process in organisations, and (b) they are distinct 
enough to be differently influenced by organisational factors. The initiation 
stage consists of all activities pertaining to problem perception, information 
gathering, attitude formation and evaluation, and resource obtaining leading 
to the decision to adopt. The implementation stage consists of all events 
and actions pertaining to modifications in both the innovation and the 
organisation (in order to conform them to each other), initial utilization of 
the innovation, and the continued utilization of the innovation when it 
becomes a routine feature of the organisation implementation (Rogers, 
1983; Zaltman et al., 1973). 
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3.2.4 Formal ITG Practice as an Incremental, Administrative Innovation 
We conceptualize the adoption of formal ITG practices as akin to the adoption 
of an innovation. More specifically, in adhering to previous calls for researchers to 
be more specific in distinguishing innovations (R. L. Daft & Becker, 1978), we argue 
that formal ITG practices can be conceptualized as an incremental, administrative 
innovation. We present our argument by first deriving a typology of innovations 
along the two dimensions: (1) significance or degree of change (incremental versus 
radical); and (2) type of innovation (technological versus administrative). Next we 
present argument as to why formal ITG practices falls into the category of 
incremental, administrative innovation.  
While the majority of literature, particularly in the IS literature, often 
associates innovation with technological innovation, i.e., innovations that bring 
change to an organization by introducing changes in the product, process or service 
technology (Damanpour & Schneider, 2009), it should be noted that there are also 
another category of innovations that do not involve technological change. These 
innovations are called administrative innovations. These innovations usually only 
involve changes in an organization’s structure or administrative processes 
(Damanpour, 1990). An example of a technological innovation is e-commerce 
technology while an example of an administrative innovation is the introduction of a 
CIO position in an organization. 
Orthogonal to this dimension for classifying innovation is another dimension 
that is found largely in technological innovation literature, which is the dimension of 
significance of change, i.e. whether an innovation results in radical or incremental 
changes. Radical innovation involves an abrupt major change or doing something 
remarkably different from how it was previously done. On the other hand, 
incremental innovation consists of a cumulative series of minor changes or 
introducing something which is similar  to previous practices (Nord & Tucker, 1987; 
M. A. West & Farr, 1990). An example of a radical innovation is e-commerce 
technology while “related searches” in a Google search results page is an example of 
an incremental innovation.  
We propose that these two dimensions are orthogonal, and that an innovation 
can be classified as belonging to one of the following four categories: (1) radical, 
technological innovation; (2) radical, administrative innovation; (3) incremental, 
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technological innovation; (4) incremental, administrative innovation. This distinction 
is important as different types of innovation involve different determinants and 
different levels of strength in their influence in each context. 
Table 3: Innovation typology based on significance of change and type 
 Significance of change 
Radical Incremental 
Ty
p
e
 
Technological 
 
E-commerce “related searches” in a Google 
search results page 
Administrative 
 
CIO position 
 
TQM 
Formal ITG practices 
 
Based on the typology presented in Table 3, we next justify the classification of 
the above innovations based on our typology. E-commerce can be considered as a 
radical, technological innovation as it requires technological elements such as 
hardware and software, and it brings with it significant changes to how business 
transactions are conducted. “Related searches” in a Google search results page is 
considered as an incremental, technological innovation due to the fact that while still 
requiring the use of software and hardware, there is little significance in terms of the 
overall change towards functionality and usage of Google as a search engine. CIO 
position is an example of a radical, administrative innovation as the introduction of 
this new role to an organization will represent significant changes to the overall 
organisational structure as well as administrative processes to that particular 
organisation. TQM is an example of an incremental, administrative innovation as it 
consists of programs and initiatives that emphasize incremental improvement in 
work processes and outputs over an open-ended period of time. 
Formal ITG practice is an administrative innovation as generally, it alters 
stakeholder relations by forcing new structures, processes and relational mechanisms 
on individuals that subsequently alter the roles participants play. For example, an 
individual may be an expert in their own field, but in the context of formal ITG 
practice, their role may have less legitimacy and may change to that of subordinate in 
contrast to that of the CEO (Wilkin & Riddett, 2009). 
Furthermore, using this typology as a basis, we argue that a formal ITG 
practice is a unique type of innovation which falls into the category of incremental, 
administrative innovation. Organisations often adopt an incremental approach to 
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formal ITG practices (Spafford, 2003). Factors such as cost and the lack of perceived 
benefits often hinder a more radical or abrupt approach to adoption. Moreover, their 
adoption does not constitute major departures from previous practices, more often 
than not; they just involve minor improvements to existing practices to current 
organisational structures, administrative policies, processes and procedures.  
To add further support to our argument, this time taking information security 
management implementation as an example of a formal ITG practice, administrative 
innovation requires precise interpretation of definitions and enumerations of 
procedures even though “variation in the form of adoption may be especially high 
(Westphal, Gulati, & Shortell, 1997)”. Damanpour (1991) argues that administrative 
innovations are “more directly related to its management” while Ransbotham and 
Mitra (2009) indicate that information security management focuses on “managerial 
actions that promote a secure environment”. Goodhue and Straub (1991) argue that 
managers’ concerns over systems security risk differ because of their individual 
characteristics and their interpretation of the surrounding organisational environment. 
Thus, because of the managerial orientation of the implementation process, there are 
likely to be variations in the way it is managed. In other words, decision makers may 
interpret security management requirements in different ways, and this will impact 
the scope and scale of adoption. 
Furthermore, information security management implementation is typically 
much larger than a one-off project; the adoption of information security management 
involves continuous security management improvement and change management to 
adapt to varying environmental contingencies. This philosophy fits the notion of an 
administrative innovation that emphasizes the issue of organisation-environment co-
alignment (Venkatraman, Loh, & Koh, 1994). 
While we note that innovation and change (referring to the term in 
organisational change literature) are often used to mean the same thing, we argue that 
there is a distinction between them. Furthermore, we argue that formal ITG practice 
is an innovation as opposed to mere change. The difference is evident as formal ITG 
practices entails human volition, meaning that its implementation is deliberately 
planned. On the other hand, a change may still have a purposive direction but it may 
also be unintended or accidental. This being a result of circumstances that are either 
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unplanned or beyond anyone’s control e.g.: natural disasters or global economic 
downturns. 
 
3.3 POTENTIAL THEORIES IN THE STUDY OF BARRIERS TO 
INNOVATION ADOPTION 
We had previously positioned formal ITG practices as an incremental, 
administrative innovation.  
Previous research within the IS community has mainly focused their attention 
on technology based innovations. Administrative innovations are as common as 
technological innovations in an IS context and therefore should command the same 
attention (Ravichandran, 2000).This study is one attempt in this direction where the 
focus is on the adoption of formal ITG practices in the context of a developing 
country.  
The underlying processes for both technological and administrative innovations 
may be different (Richard L. Daft, 1978; John R. Kimberly & Evanisko, 1981; 
Zmud, 1982). Swanson (1994) asserts that findings about technological adoption 
cannot be easily generalized to administrative innovations (Swanson, 1994).  
However, considering that research on technological innovation is much more 
matured, our research extends its reach into theories often used in technological 
innovation adoption research in the hope of identifying potential theories that can be 
used to underpin this research. 
There are a number of theories from the organisational, management and 
Information Systems (IS) fields that have been used in the study of innovation 
adoption, the factors that facilitate and the barriers that inhibit it.  
Research on technological innovation has led the way in identifying several 
possible theories that may explain adoption. Theories often adopted include the 
Diffusion of Innovations Theory, Technology Acceptance Model (TAM) and 
extended TAM (TAM2), Unified Theory of Acceptance and Use of Technology 
(UTAUT) as well as the Technology, Organisational and Environmental (TOE) 
framework.  
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On the other hand, previous research on administrative innovation often only 
relied on a handful of organisational theories like Agency Theory (Jensen & 
Meckling, 1976) and Contingency Theory (Mahoney, 1992).  
The majority of ITG-related research are also grounded in rational theories of 
the organisation (A. E. Brown & Grant, 2005; Jacobson, 2009). This one-sided 
theoretical framing, though seldom explicitly mentioned has followed ITG through 
various stages of research. The most dominant of the approaches describes effective 
governance as a matter of achieving fit with the environment which has at its roots 
contingency theory. 
Rational theories are based in economics and assume managers’ ability to 
systematically be aware of, rank, and then choose best alternatives based on certain 
criteria (e.g.: costs and benefits) to achieve a desired outcome (e.g.: improved 
efficiency). Rational theories are useful for developing conceptual models and 
normative suggestions. However, rational theories have less ability to account for 
other aspects of the ITG phenomenon, including the embedded social nature of 
governance, the challenges associated with improving and measuring performance 
beyond costs and benefits and the way that governance changes over time. 
Critics argue that rational theories neglect the social influence that exists in 
markets and organisations. Not every motivation is financial, and the actions of 
individuals are “embedded in concrete, ongoing systems of social relations”. 
Theories based on the rational perspective are unable to adequately account for 
dynamic and ongoing social relations and pressures in ITG. There have been 
consistent calls urging researchers to move beyond the dominant theories, yet few 
have actually attempted to take up the challenge (Jacobson, 2009). It is only recently 
that this phenomenon has started to change.  
Recent studies have adopted a more integrative approach by combining the use 
of several theories, not limiting to those based on the rational perspective, to better 
explain adoption of administrative innovations. Innovation characteristics such as 
cost, compatibility, complexity and relative advantage or impact (Rogers, 1995; 
Tornatzky & Klien, 1982), along with environmental and organisational 
characteristics have been shown to determine administrative innovation adoption 
(Boyne, Gould-Williams, Law, & Walker, 2005; Hashem & Tann, 2007; Schneider, 
2007).  
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Aligning with recent studies that advocate the integrative approach, the 
following presents various theories and frameworks often used to explain the 
adoption of administrative innovations. Roger’s Diffusion of Innovations Theory 
(DOI) is presented first. This is followed by a presentation of the Organisation 
Innovativeness Theory. Then, Institutional Theory is described and followed by the 
Technological, Organisational, and Environmental Framework. In each review of the 
theories, relevant arguments on the suitability of each one in relation to the research 
context is presented. 
3.3.1 Diffusion of Innovations (DOI) Theory 
This theory has seen prominent use in the study of technological innovations. 
Studies have shown that it has also been extended to study administrative 
innovations (Hashem & Tann, 2007; Venkatraman et al., 1994).This theory was 
developed by Everett Rogers in 1962. While mostly used to study the adoption of an 
innovation, there exist some studies that have used it to look into factors that inhibit 
adoption. Tapaninen et al. (2009) used it to study the barriers to the adoption of a 
renewable energy system. Moreover, through the use of this theory, Troshani and 
Rao (2007) successfully identified a list of drivers and barriers to XBRL standard 
adoption. 
This theory posits that there are five attributes that affect diffusion of an 
innovation. These are relative advantage, compatibility, complexity, observability 
and triability. Relative advantage is defined as the degree to which an innovation can 
bring benefit to the organization. Compatibility is defined as the degree to which an 
innovation is consistent with existing business processes, practices and values 
systems. Complexity is defined as the degree to which the innovation is difficult to 
use. Observability is defined as the degree to which the results of the innovation are 
visible to others. Triability is defined as the degree to which an innovation may be 
experimented with. 
Several critiques point to some apparent weaknesses of this theory. Most 
studies seem to be directed at voluntary adoptions by individuals in social systems 
(Brancheau & Wetherbe, 1990; Choudrie & Dwivedi, 2004). In contrast, our research 
focuses on organisational level adoption. Differences between organisational and 
individual adoption include that, unlike individuals, organisations decide 
authoritatively or collectively, also, at the individual level, adoption is more likely to 
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be a binary process of adopting or not adopting an innovation (Neale, Murphy, & 
Scharl, 2006). Empirical studies have shown that when applying to organisational 
levels, inconsistency will be found for the failure to recognize the differences in the 
unit of analysis (Chau & Tam, 1997). It is no wonder only a handful of researchers 
like Cool, Dierickx, and Szulanski (1997) have utilized this theory to study the 
diffusion of innovations within organisation. Others complain that the use of this 
theory alone cannot predict the adoption of complex innovations (R. C. Fichman, 
1992).  R. C. Fichman (1992) argues that the outcomes of applying DOI to IT 
adoption were sensitive to the fit between the assumptions underlying this theory and 
the specific features of the adoption context and the technology in question. In other 
words, the application of this theory to complex adoption scenarios where the 
adoption decision is made at the organisational level and the innovation adoption 
requires high levels of knowledge and coordination across multiple adopters, has 
produced mixed findings that show the greatest deviation from the expected results 
(Gallivan, 2001). 
Lastly, it is considered by some researchers as inadequate in explaining the 
factors influencing many adoptions since it ignores factors both within and outside 
an organization (Looi, 2005).  
To conclude, while this theory presents itself as a competent theory to study 
barriers to adoption, relying solely on it would represent an incomplete picture on the 
barriers to formal ITG practices adoption. Therefore, it was pertinent to identify 
other theories that may help complement it and explain issues regarding social 
factors internal and external to the organisation. 
To overcome the traditional innovation adoption approach, several scholars 
like R. C. Fichman (1992) calls for researchers to abandon such traditional adoption 
models and recommend integrating DOI with other theories. This has resulted in a 
growing literature stream focusing on the adoption process at organisational level as 
a sequence of stages that should be studied in different contexts (Gallivan, 2001). 
Next, we describe the Institutional theory and Organisational Innovativeness 
theory and how it complements the shortcomings of Roger’s Diffusion of 
Innovations Theory. 
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3.3.2 Organisation Innovativeness Theory 
Realization of the limits of DOI research models in incorporating issues unique 
to organisations contributed to growth of the organisational innovativeness stream of 
research  (Wolfe, 1994). The Organisational Innovativeness (OI) theory emerged in 
response to criticisms of the DOI.   
Organisational innovativeness is the openness to new ideas as an aspect of a 
firm’s culture (R. F. Hurley & Hult, 1998). The objective of OI research is to 
discover the determinants of an organisation’s propensity to innovate. Organisational 
innovativeness research has focused on the influence of organisational characteristics 
including: (1) centralization of decision making (Zaltman et al., 1973); (2) 
technological capabilities (Dewar & Dutton, 1986); (3) organisational environment 
that supports innovation; (4) slack resources that enable organisations to search for 
solutions ; and external communication channels that increase awareness of 
innovations. In addition, Damanpour (1991) studied the effects of thirteen 
organisational determinants, a group  mainly composed of structural variables, but 
also including process, resource and cultural variables. Furthermore, according to 
Tatum (1989), organisational factors that affect innovation can be grouped into three: 
(1) Organisational structure – a high number of hierarchical levels or high 
separation of functions impedes the communications among the groups 
involved in the process 
(2) Organisational culture – a culture that encourages innovation is 
characterised by support of champions, freedom of the doer to decide how to 
proceed with the innovation, commitment of money, and tolerance of risk. 
(3) Key individuals – the “champions” are the individuals who absorb the risks 
and drive the change  
While researchers have investigate the influence of individual, organisational, 
and environmental variables in OI studies, this stream has tended to focus on the 
influence of organisational structure, perhaps because it has been argued that 
structural variables are the primary determinants of organisational innovation 
(Damanpour, 1988; John R. Kimberly & Evanisko, 1981). No set of characteristics 
which differentiates more from less innovative organisations has emerged (Rogers, 
1983; Tornatzky & Klien, 1982), however.  
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This has resulted in a number of criticisms of OI research and in strategies 
being suggested for its improvement (Downs & Mohr, 1976; John R. Kimberly & 
Evanisko, 1981). A central theme of the criticisms has concerned with the static 
orientation inherent in OI’s variance research approach. Such an orientation results in 
an invariant perspective of innovations (i.e.: changes in an innovation during the 
innovation process are ignored) and in the adoption decision, rather than 
implementation, being the focus of studies.  
Prescriptions for improving OI research have included: (1) switching from the 
organisation to the ‘innovation-in-an-organisation’ as the unit of analysis, thus 
treating organisation specific innovation attributes as such rather as innovation 
inherent attributes (Downs Jr & Mohr, 1976); (2) moving away from the adoption 
decision being the independent variable towards conceptualising it as the extent of 
innovation implementation (Downs Jr & Mohr, 1976; John R. Kimberly & Evanisko, 
1981; Tornatzky & Klien, 1982), and (3) moving away from a static, undetermined, 
perspective towards investigations of the nature of, and the factors which influence, 
innovation processes (Rogers, 1983). 
 
3.3.3 Institutional Theory 
An important consideration in the adoption of a new innovation is the 
motivation or rationale behind its adoption. Although it would seem that an 
organisation’s decision is driven by well thought internal and external assessments 
with a clear objective to improve performance there may be other factors such as 
conforming to external pressures from the organisational field to gain legitimacy 
which may drive adoption (DiMaggio & Powell, 1983). 
The rationale for adopting innovations can be broadly classified under two 
umbrellas in organisational theory: a rationalistic strategic choice perspective 
(Whittington, 1988) with an emphasis on improving efficiency and organisational 
performance and an institutional perspective (DiMaggio & Powell, 1983) with 
emphasis on maintaining legitimacy (Markus, 1983). Understanding rationale 
invoked in adoption decisions may prove useful in explaining many superficial 
implementations which fail to deliver adoption benefits. The focus of most studies 
and adoption models have been theories which fall under the rationalistic perspective 
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(strategic choice perspective) such as diffusion of innovations (DOI) (Rogers, 1995) 
and Organisational Innovativeness theory (Damanpour, 1991) where voluntary 
adoption decisions are made to achieve organisational goals. Studies invoking 
institutional isomorphism are few and far between. Strategic choice and institutional 
isomorphism rationales however are not mutually exclusive and may both be present 
simultaneously (Green, 2003). Both rationales are suggested to be prevalent in the 
adoption and implementation of formal ITG practice. Therefore, there is possibility 
that institutional factors may act as inhibitors to the adoption of formal ITG practice. 
This theory originates from organisational studies.  It offers a rich and diverse 
conceptualisation of innovation adoption. It has seen usage in both technological 
(Standing, Sims, & Love, 2009) and administrative innovations (Hu, Hart, & Cooke, 
2006). Scott (2001) asserts that “Institutions are social structures that have attained a 
high degree of resilience. They are composed of cultural-cognitive, normative, and 
regulative elements that, together with associated activities and resources, provide 
stability and meaning to social life. Institutions are transmitted by various types of 
carriers, including symbolic systems, relational systems, routines, and artefacts. 
Institutions operate at different levels of jurisdiction, from the world system to 
localized interpersonal relationships.”  
Among the various expressions of this theory, a common theme that this theory 
instigates is that the adoption and use of innovations are subject to social pressures 
that may exhibit in the form of internal and external sources like social norms, 
resources and restrictions, national culture, market structure of the economy as well 
as political and legal structures (Damsgaard & Lyytinen, 2001; Salmeron & Bueno, 
2006).   
Most of the studies on firm-level innovation adoption rely on diffusion of 
innovations theory (Rogers 1995), which regards diffusion as driven primarily by 
characteristics of the innovation. The research tends to assume that the adoption of 
innovations is a rationalistic decision aimed at improving technical efficiency (Teo et 
al. 2003). However, adoption of formal ITG practices may be influenced as much or 
more by the institutional environment in which the firm is embedded. This 
environment consists of suppliers and other trading partners, competitors, customers, 
and regulatory agencies such as government, which may create incentives and 
barriers to adoption and use. 
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For example, Hirt and Swanson (2001) describes the increasingly important 
role of consultants, vendors and industry conferences in the post-implementation 
context. Although Somers and Nelson (2004) do not explicitly note this, their 
findings also indicate the important role of external entities during the “infusion” 
stage. Similarly, Damanpour (1991) suggest that communications with external 
entities may be just important during the early stages as in the later stages of an 
innovation’s life cycle. 
DiMaggio and Powell (1983) put forward that organisations when facing the 
same environmental conditions, are forced to become more similar. This practice 
enables them to appear legitimate to their environment. DiMaggio and Powell (1983) 
term this as isomorphism. They further claim that three types of institutional 
pressures - coercive, normative and mimetic, determine innovation adoption by 
organisations: (1) Coercive pressure is exerted by organisations or other bodies on 
social actors to adopt the prescribed attitudes, behaviors, and practice as the latter 
have resource dependency to the former (DiMaggio & Powell, 1983). At 
organization level, coercive pressure may come from resource dominant 
organisations and regulatory bodies which exert legal and political pressure. (2) 
Normative pressure occurs when an organization voluntarily, but unconsciously 
imitate the attitude, behaviors and practices of other organisations. This type of 
pressure is commonly associated with professionalism that relates to formal 
education and professional networks.  Although this imitation is not pushed by large 
actors, those who have not adopted the innovation may feel discomfort when peers 
whom they admire have adopted the same (DiMaggio & Powell, 1983). (3) Mimetic 
pressures are directly associated with both voluntary and conscious imitation or 
copying of the practices and behaviors of competitors or successful and high status 
actors in response to uncertainty or uncertain environments (DiMaggio & Powell, 
1983).  
The main agents that exert institutional pressure in the IS/IT domain are 
governmental authorities, international agencies, professional and industry-based 
associations, competing universities, companies, multinational companies, financial 
institutions and labor organisations (Silva & Figueroa, 2002). Björck (2004) 
proposed the use of Institutional Theory in the study of IS/IT managerial issues, 
using IS/IT security in organisations as an example. Hu et al. (2007) has shown that 
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coercive and normative external influences played an important part in the adoption 
of information systems security initiatives. They found out that the Sarbanes-Oxley 
Act passed by the US Congress was a significant coercive force that was pivotal in 
motivating top management to important security initiatives. Also, the interaction of 
managers in professional conferences and associations were an important external 
source of normative influence that informed the nature of the practices and protocols 
implemented. They contend that the external coercive force and internal management 
championing can be viewed as an important counter to the institutionalized 
influences of resistance to implementing security initiatives.  
Developing countries have been shown to be highly dependent on institutional 
organisations in implementing IS/IT based innovations.  This is due to the various 
economic, political and historical factors (Al Nahian Riyadh, Akter, & Islam, 2009; 
Bada, Aniebonam, & Owei, 2004; Silva & Figueroa, 2002).  
Meanwhile, a look into ITG related literature reveals several researches that 
highlight the use of this theory. Ben Boubaker and Nyrhinen (2008) used 
Institutional Theory to explain the choice of ITG modes made by adopting 
organisations. Jacobson (2009) on the other hand, stresses the need for an 
Institutional Theory approach in the study of ITG and provides three avenues where 
it can be used: (1) To explain how ITG is actually implemented; (2) The links 
between ITG and IT performance; (3) How ITG changes over time. Similarly, 
D’Arcy & Hovav (2009) also advocates the use of Institutional Theory to study the 
relationship between organisational characteristics and security best practices.  
Institutional theory, with its focus on the environment of the firm, provides us 
with a theory on how members of an institutional field could be playing a role in 
adoption and use of an innovation.  
Consequently, it is postulated that Institutional Theory in the form of 
institutional pressures is a sound and useful theory to be used as a basis for 
explaining the barriers to formal ITG practices adoption. 
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3.3.4 Technology-Organisational-Environmental (TOE) Framework 
Theories alone would not fully explain all the aspects of organisational 
innovation adoption (Brancheau & Wetherbe, 1990). Hence, the research on 
organisational level adoption has combined the adoption and implementation theories 
with frameworks from different contexts to examine innovation adoption. 
The Technology-Organisational-Environmental (TOE) framework was devised 
by Tornatzky and Fleischer (1990). This framework (see Figure 4) posits that the 
process by which a firm adopts and implements technological innovations is 
influenced by the technological context, the organisational context and the 
environmental context. 
The organisational context refers to the characteristics and resources of the 
firm, including the size of the firm, degree of centralization, formalization, 
managerial structure, human resources, amount of slack resources, and linkages 
among employees. Technological context, also known as perceived innovation 
characteristics context or just innovation context for short includes factors such as 
complexity, compatibility, costs, and communicability. The environmental / 
institutional context includes the size and structure of the industry, the firm 
competitors, the macroeconomic context and the regulatory environment.  
These three elements present “both opportunities and constraints for 
technological innovation” (Tornatzky & Fleischer, 1990). 
 
Figure 4: Technological-Organisational-Environmental (TOE) Framework 
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Initially developed with specific focus on technological innovations, we 
believe that the TOE framework can be extended to study administrative innovations, 
specifically formal ITG practice. Our assumption is based on the fact that it has been 
successfully used to study the adoption of other administrative innovations such as 
open source software (Przechlewski & Strzała, 2010), TQM (Ravichandran, 2000), 
XBRL standard (Henderson, Sheetz, & Trinkle, 2012), and UML (Gu, Cao, & Duan, 
2012). Furthermore, Aoun et al. (2011) had adopted the TOE framework because ‘it 
comprehensively represents aspects that align with factors identified by previous 
research on ITIL adoption adoption (Cater-Steel and Tan 2005; Hochstein et al. 
2005; Iden and Langelan 2010)’. 
The TOE framework has consistent empirical support in the IS domain (T. 
Oliveira & Martins, 2011). Moreover, it has been shown to be useful in the 
investigation of a wide range of innovations and contexts (Dwivedi, Wade, & 
Schneberger, 2011). 
However, TOE is without any weaknesses. Some critiques point that TOE is 
“still more than a taxonomy for categorizing variables, and does not represent an 
integrated conceptual framework or a well-developed theory” (Dedrick & West, 
2003; Mishra, Konana, & Barua, 2007). In fact, K. Zhu and Kraemer (2005) 
described TOE as a “generic” theory.  
The  TOE framework constitutes a high-level theoretical basis for investigating 
adoption and as such, the specific factors identified within the three context may vary 
across different studies and does not provide the theoretical rationale necessary for 
establishing causal relationships (Mishra et al., 2007). As such, the TOE framework 
should be combined with other theories to identify specific TOE factors and to 
establish the causal relationships needed for hypothesis development (Mishra et al., 
2007). Using only individual theories (e.g.: DOI theory), on the other hand, may not 
provide the breadth of variables in the TOE framework and hence may not paint a 
comprehensive picture of all the variables affecting formal ITG practice adoption.  
 
3.3.5 Integrating Multiple Theoretical Lenses 
As a summary, a review of the literature as described in detail above has seen 
various models developed to identify adoption drivers, facilitators and critical 
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success factors. However less can be said on models specifically developed to 
identify barriers to adoption. Most of the prior studies on innovation adoption have 
used diffusion of innovation theory, which investigate innovation attributes along 
with the organisational innovativeness literature that examines characteristics of 
organisations in their adoption and diffusion decisions. The lens of institutional 
theory has also been used to predict institutional pressures and its effect on 
innovation adoption.  
However, an integrative adoption and diffusion model incorporating barriers 
from multiple theoretical perspectives and combining different adoption rationales 
with testable predictive power is still needed. In addition, not fully yet explored 
external environmental factors may influence the adoption and diffusion of 
innovations because of their unique features. 
Following the discussion on the various theories and frameworks associated 
with innovation adoption; specifically highlighting their strengths and weaknesses, 
we propose an integrative model based on multiple theoretical perspectives namely 
strategic choice (directed diffusion of innovation, organisational innovativeness) and 
institutional theory (external pressures) and grouped within the TOE framework, 
which suggest the presence of different rationales for formal ITG practice adoption. 
The model incorporates barriers suggested from the existing literature. The model 
seeks to explain the factors that act as barriers to adoption. Untested empirically in 
formal ITG practice literature, the model also incorporates environmental factors 
believed to be important sources of barriers to adoption.  
3.4 IDENTIFYING THE DEPENDENT VARIABLE 
This research focuses on the adoption of an innovation in organisations. The 
term adoption is often used to describe the complete innovation process. However, in 
this thesis, we use the term adoption to refer specifically to the implementation stage, 
where the innovation is put into use by the organisational members, clients or 
customers (Damanpour & Schneider, 2006). 
Assumption is made that organisations innovate with the intention to improve 
(or at least maintain) their level of performance or effectiveness. From this 
perspective, an innovation is not truly adopted when it has been initiated, but instead 
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when it has been actually put in use in the adopting organisation. Without 
implementation, the intended objectives of innovating and improving cannot be met.  
Implementation consists of events and actions that pertain to modifying the 
innovation, preparing the organisation for its use, trial use, acceptance of the 
innovation by the users and continued use of the innovation until it becomes a 
routine feature of the organisation (Damanpour & Schneider, 2006).  
Previous studies looking into e-business adoption (Kevin Zhu, Kraemer, & Xu, 
2003), ISO 9000 standards adoption (Hashem & Tann, 2007) and cloud computing 
adoption (Low, Chen, & Wu, 2011) have all used the dichotomous variable of adopt 
vs. non-adopt. Since this model is still in the preliminary stages of development, 
preference was given towards the use of a simple yet practical approach of treating 
adoption as a binary variable of adopt vs. non-adopt. Although we foreshadow that 
this simplistic approach would inevitably have to be changed, we first needed rich 
qualitative data to justify the change. 
3.5 DERIVING THE CANDIDATE INDEPENDENT VARIABLES  
As previously stated in Section 1.6, barriers or inhibitors within the context of 
this research refer to factors that negatively influence an organization’s ability and 
decision (W.R King & Teo, 1996); in our  case, to adopt formal ITG practice. 
Similarly, barriers have been defined as “impediments, obstacles, and problems” 
(Zutshi & Sohal, 2004).  
 The adoption of formal ITG practice is considered as an organisational change 
process. Due to the lack of theoretical and empirical evidence of formal ITG practice 
barriers, a comprehensive literature review was conducted to (a) identify candidate 
barriers and, (b) to identify and justify the methodology most applicable to studies of 
this nature.  
 C.-H. Lee, Lee, Park, and Jeong (2008) have reason to believe that enablers 
can be transformed into inhibitors by their absence (i.e.: rushed projects, lack of 
project sponsorship and badly prepared staff can lead to ITG projects failing or 
having to overcome serious obstacles on the way to success). This approach of 
considering enablers and even facilitators as potential barriers can also be seen in a 
paper by W. R. King and Teo (1994),  and in their subsequent papers  (W.R King & 
Teo, 1996), and (T. S. H. Teo & Tan, 1998). Interestingly, Ahmad, Amer, Qutaifan, 
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and Alhilali (2013) did the opposite by negating barriers identified from another 
study to their positive counterparts  in order for them to be use as CSFs. 
Therefore, considering the lack of prior research towards identifying barriers to 
formal ITG practice, we take into consideration the facilitators, success factors and 
drivers and transform them into barriers based on their absence. 
While the development of a list of inhibitors as the absence of facilitators may 
limit the range of applicability of the results, the approach was still considered for 
use in this study as past research and existing literature do not treat inhibitors nearly 
as extensively as they do facilitators.  
Deriving dimensions and measures from a thorough literature review involving 
both academic and practitioner literature for the a priori model ensures that: (1) the 
referent measures and dimensions are not only conceptually, but also (2) empirically 
relevant in our context. The dimensions and measures substantiated and discovered 
in this exploratory phase subsequently became the basis of a priori model that will 
then be operationalised in the subsequent survey. 
This study first identifies barriers to formal ITG practice appearing in both 
academic and practitioner outlets. Next, the gathered barriers will be synthesised 
using content analysis employing the characteristics of Analytic Theory. The 
characteristics of the Analytic theory employed in this study in deriving the a priori 
model include: (1) mutual exclusivity of the dimensions and measures, (2) parsimony 
of the dimensions and measures, and the (3) appropriate hierarchy of the dimensions. 
 
3.5.1 Identifying Analogous Domains from Which to Extract Candidate 
Barriers 
Before the actual process of barrier identification is done, the specific domains 
related to the study must first be identified. Several related domains were referenced 
in the review, after justifying their relevance to the context of study. The main 
related areas were (a) Innovation adoption, implementation and assimilation. (b) Best 
practices adoption and practice (c) Standards adoption and practice (d) Frameworks 
adoption and practice (e) Process improvement and (f) Other related Management 
System Standards (MSS).  
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The domain of innovation adoption, implementation and assimilation was 
added since we conceptualize and argue formal ITG practice as an innovation 
(Section 3.2.4). Moreover, innovation adoption, implementation and assimilation 
literature is considered mature and well established. While specific research on 
formal ITG practice as an innovation is still new, the inclusion of this domain of 
study is well justified since it is best to reference a well-established and mature 
literature domain for possible adaptation and use of theories and practice in research. 
Meanwhile, the domain of best practices adoption has been included in the 
literature review due to the fact that standards and frameworks represent best 
practices (Axelsson, Melin, & Söderström, 2011; Beaumont, 2005; Cater-Steel & 
McBride, 2007; Heston & Phifer, 2011; Hicks et al., 2010; S. Looso, 2010; Stefanie 
Looso & Goeken, 2010; Ma & Pearson, 2005). Chevron in O'Dell & Grayson (1998) 
define best practice as “any practice, knowledge, know-how or experience that has 
proven to be valuable or effective within one organization that may have 
applicability to other organisations”. 
Since we define formal ITG practice to include both standards and frameworks, 
hence the domain of standards (Saint-Germain, 2005) and frameworks adoption 
and implementation which relate to formal ITG practice (Gomes & Ribeiro, 2009; 
Iden & Langeland, 2010; M. Marrone et al., 2010; M. Marrone & Kolbe, 2011; 
Pollard & Cater-Steel, 2009; Sharifi et al., 2008; Winniford et al., 2009) has also 
been included in the literature review. 
Furthermore, researchers also attribute these standards and frameworks as a 
means for process improvement, justifying the inclusion of process improvement 
domain in the review (Cater-Steel, Tan, et al., 2006; Müller, Mathiassen, & Balshøj, 
2010; M. Niazi, 2009; Mahmood Niazi, Babar, & Verner, 2010; R. V. O’Connor & 
Coleman, 2007).  
Last but not least, we also incorporate research findings from other 
Management Systems Standards (MSS) like ISO 14001 and ISO 9001 as they are 
normally associated with formal ITG practice. Their inclusion is justified since there 
are many similarities between these other management system standards and those 
specifically mentioned  in formal ITG literature, as:  (1) they focus their attention on 
processes, instead of outcomes, (2) they involve the possibility of an audit by a third 
party, (3) they were developed with common objectives and published by the same 
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organisation, (4)  they are all built on the Plan-Do-Check-Act process cycle model, 
which specifies the requirements and processes to enable a business to establish, 
implement, review and monitor, manage and maintain effective management system, 
whether it be quality, environmental or information security management, (5) they 
are may to complement one another in a way to enable organisations to create an 
integrated management system, and (6) MSSs are made public to be applicable to the 
whole range of organisations, from small, to medium sized, to large, and in any 
branch of business  (Barlette & Fomin, 2008; Magali A. Delmas & Montes-Sancho, 
2011; Fomin et al., 2008).  
Once these domains were identified as suitable domains from which to extract 
constructs, a detailed synthesis of published literature on candidate barriers was 
conducted. The identification and extraction process are presented in the following 
sections. 
3.5.2 Literature Search Methodology 
A review of prior relevant literature is an essential feature in academic work. It 
creates a foundation for advancing knowledge, facilitates theory development, and 
uncovers areas where research is needed (Webster & Watson, 2002). 
The search process was organised based on guidelines found in Webster and 
Watson (2002), Okoli and Schabram (2010), and Webster and Watson (2002). 
Realizing and expecting that major contributions would most likely be in 
leading journals, we started by searching journals listed in the AIS Senior Scholars’ 
Basket of Journals (Senior Scholar Consortium, 2011), complemented by journals 
included in the latest rankings of Information Systems Journals that have been 
determined and approved by the Australian Council of Professors and Heads of 
Information Systems (ACHPHIS) as at 2013 (Fisher & Lamp, 2013). Next, we 
searched proceedings from the most prestigious international Information Systems 
conferences. Finally, we searched various online directories (refer to Table 4).  
ACM Digital Library, EBSCO Host, Emerald Insight and ISI Web of 
Knowledge databases were searched for scholarly publications using a combination 
of keywords and abbreviations such as those listed in Table 5: 
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Table 4: Databases, journal and conference proceedings searched in this study 
Journals Conferences  Databases 
European Journal of Information 
Systems  
ICIS – International Conference 
on Information Systems 
ACM Digital Library 
EBSCO Host 
Information Systems Journal 
Information Systems Research 
Journal of the Association of 
Information Systems 
Journal of Information 
Technology 
AMCIS – American Conference 
on Information Systems 
ECIS – European Conference on 
Information Systems 
PACIS – Pacific Asia Conference 
on Information Systems 
Emerald Insight 
ISI Web of 
Knowledge 
Journal of Management 
Information Systems 
Journal of Strategic Information 
Systems 
MIS Quarterly 
MCIS – Mediterranean 
Conference on Information 
Systems 
HICSS – Hawaii International 
Conference on System Sciences 
 
Decision Support Systems 
Information and Management 
ACIS – Australasian Conference 
on Information Systems 
 
Information and Organisation   
Australasian Journal of 
Information Systems 
Business and Information 
Systems Engineering 
Communications of the ACM 
Communications of the 
Association for Information 
Systems 
Electronic Commerce Research 
Electronic Markets 
Information and Software 
Technology 
Information Systems Frontiers 
Information Technology and 
People 
International Journal of 
Information Management 
Journal of Global Information 
Systems 
Journal of Computer Information 
Systems 
Journal of Information Systems 
MIS Quarterly Executive 
Scandinavian Journal of 
Information Systems 
The Information Society 
INFORMS, Journal of Computing 
Information Systems 
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Management 
 
Table 5: List of keywords and abbreviations used 
Keywords Abbreviations 
Information Technology Infrastructure Library ITIL 
Information Technology Service Management ITSM 
Control Objectives for Information and Related Technology COBIT 
International Organisation for Standardization ISO 
IT governance ITG 
Management System Standards MSS 
Information Security Management System ISO 27001 
Environmental Management System ISO 14001 
Quality Management System ISO 9001 
IS Security  
Best practices  
Standards  
Frameworks  
Process improvement  
Innovation  
Adoption  
Assimilation  
Barriers, inhibitors, impediments, challenges  
Facilitators, enablers  
 
In total, we searched through more than a dozen journals, seven international 
conferences and four online databases, as shown in Table 4. 
Nevertheless, after obtaining less than impressive search results from our initial 
search, and also adhering to Webster and Watson (2002) advice, we decide not to 
limit our review to only the top journals in the IS field, but to expand to other notable 
journals and conference proceedings from other fields like management and 
operational research. Given the scarcity of academic publication on the topic of 
barriers to formal ITG practice, we found that the modified search to be more 
suitable in our study. For articles which were found to be relevant, the reference lists 
were examined for locating further relevant works. 
The next step involved the examination of the websites of the standards and 
methods retrieved earlier: ISO, ITIL, COBIT and others. This gave us access to 
many professional articles, which otherwise would not have been listed in academic 
databases. 
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3.5.3 Synthesized Extraction of Candidate Barrier Factors 
Content analysis is a widely used qualitative research technique and has been 
defined as as systematic replicable technique for compressing many words of text 
into fewer content categories based on explicit rules of coding (Stemler, 2001; R. P. 
Weber, 1990). Content analysis has three distinct approaches: conventional, 
directional, or summative (Hsieh & Shannon, 2005). Conventional content analysis, 
also described as inductive category development, is generally used with a study 
design whose aim is to describe a phenomenon. This type of design is usually 
appropriate when existing theory or research literature on a phenomenon is limited. 
Directed content analysis, as a deductive category application, is often used when 
existing theory or prior research exists about a phenomenon that is incomplete or 
would benefit from further description. The goal of directed content analysis is to 
validate or extend conceptually a theoretical framework, model or theory. 
Summative content analysis starts with identifying and quantifying certain words or 
content in text with the purpose of understanding the conceptual use of the words or 
content. This quantification is an attempt to infer meaning rather than to explore 
usage, so it goes beyond mere word counts to include latent content analysis. Due to 
the exploratory nature of our study, and considering the advantages and 
disadvantages of these approaches, we employ the directed content analysis. 
The following sections will discuss the constitution of the pool of factors for 
the proposed barriers to formal ITG practice model, the analytic theory aspects of the 
proposed model, and deriving the a priori model. 
 
Constitution of the Pool of Factors for the Proposed Barriers Model 
For developing the proposed barriers to adoption of formal ITG practice a 
priori model, a thorough literature review was conducted to identify all candidate 
factors mentioned as barriers to formal ITG practice adoption.  
Since the purpose of the proposed model is to expose the underlying factors 
inhibiting the adoption of formal ITG practice, a comprehensive list of factors was 
thus extracted yielding a total of 309 citations, including redundant factors, these 
factors were further investigated and discussed in the deriving the a priori model 
section. 
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Analytic Theory Aspects of the Proposed Barriers Model 
The objectives of the exploratory phase of this research have a direct 
correspondence with the Type 1 theory – analytic theory proposed by Gregor (2006). 
Analytic theory, the most basic type of theory, is necessary for the development of 
all of the other types of theory. In building a model / taxonomy, the analytic theory is 
an important initial step towards building a theory and to derive a deeper 
understanding of a phenomenon of interest. “they describe or classify specific 
dimensions or characteristics of individuals, groups, situations, or events by 
summarizing the commonalities found in discrete observations” (Gregor, 2006). 
According to Gregor (2006), the inter-relationships between the theories suggest that 
components of analytic theory are necessary before theory of other types can be 
expressed clearly; in order to formulate a theory for better explanation (Type II), 
prediction (Type III), testing (Type IV), and ultimately practice (Type V). 
Hence, the analytic theory approach will be used to build a clear definition of 
the factors and measures. Analytic theory approach specifically seeks answering the 
“what is” questions as opposed to explaining causality or attempting predictive 
generalizations is the essence of the approach (Gregor, 2006). The analytic theory 
aspects that will be employed in developing the proposed model / framework are: (1) 
model / framework completeness – include all relevant factors and measures, where 
any ill-conceived additions or omissions good and bad, high and low, positive and 
negative, may critically mask, neutralise or distort results, (2) model / framework 
parsimony – where only the simplest and smallest relevant dimensions and measures 
are included, and (3) mutual exclusivity – where each factor and measure address a 
unique factor and measure of formal ITG practice adoption without having 
overlapping factors and measures. 
Deriving the a priori model 
Synthesizing this wealth of qualitative evidence into a useful, meaningful, and 
coherent classification of barrier dimensions is a critical and complex stage of the 
study. 
In the interest of achieving the abovementioned qualities of the Analytic theory 
(Gregor, 2006), the derived list was then carefully analysed to eradicate redundancies 
and to ensure the mutually exclusive, parsimony, and completeness of the factors. 
The objective of this exercise were to develop a model that is: (1) simple and 
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generalizable beyond the current study, while also being (2) intuitive to the study 
respondents, these two aims at times were diametrically opposed. 
In order to minimize individual errors of judgment, the synthesisation process 
was conducted by three academic experts (coders) in the field.  
The guidelines employed in the synthesis include: 
1) When two barrier coded text/statements are identical, they were merged 
into a single coded text/statement 
2) When two barrier coded text/statements employ the same keywords, 
they were merged into a single coded text/statement 
3) When two barrier coded text/statements use different keywords; but 
have a similar meaning, a list of synonyms were considered using a 
thesaurus.  
4) When two coded text/statements use diametrically opposed of the same 
phenomenon; where a barrier on one statement is stated as a facilitator 
or driver in the other, two statements were merged only taking the 
negative meaning of it. 
The guideline above allowed the three coders to follow the same logical 
rational when synthesizing the 309 citations. Table 9 shows the results of cross-
referencing the literature with the candidate barriers. 
Comparison of the individual synthesisation revealed an average inter-coder 
reliability of 78 percent, much higher than the 70 percent recommended by 
Krippendorff (2012). Discrepancies were discussed until a consensus was reached.  
The coders were then asked to group similar factors together and asked to name each 
grouping. The synthesis and grouping process identified 13 unique barriers of formal 
ITG practice adoption. 
Table 6 illustrates the results of the synthesisation and grouping process. The 
coders managed to group the factors into the following group names: top 
management support, communication, resistance to change, perceived benefits, 
complexity, compatibility, costs, regulatory environment, formalization, and 
centralisation. 
 Chapter 3: Theoretical Development of a-priori Model 75 
A summary of the synthesized barriers, along with their definitions are stated 
in Table 7. Next, these unique barriers will be grouped into appropriate dimensions. 
Table 6: The a priori barriers synthesisation process 
Lack of top management support (51) Lack of communication (33) 
Support(7); Senior management support(1); IT 
management support(1); Commitment(5); 
Motivation and commitment of senior, middle 
and lower level managers(1); Awareness(1); 
Sponsorship(3); Driven(2); Guidance from top 
management(1); Buy-in(1); Involvement(1); 
Contribution(1); Treating it as an important 
issue(1); Tend to concentrate on business 
profits(1); Provide support in terms of authority 
to enforce(2); Enforce compliance(1); Enforcing 
policies on potentially unwilling parties(1); 
Inconsistent prioritisation(1); IT does not 
prioritise well(1); Promote(1); Sell(1); Executive 
management doesn’t believe(1); Inappropriate 
perception from management(1); IT 
management lacks leadership(1); Failure to 
define responsibility and authority for 
personnel(1); Guarantee funding for 
resources(1); Endorse policy(1); Lack of clear ITG 
principles(1);Established level of clear ITG 
policies(1); Senior management input(1);IT effort 
driven by IT director(1); Recognizing the value of 
IT(1); Extra workload for senior management(1); 
Senior management knowing the business and 
understanding IT issues(1); Direct access to 
senior management(1); Shared vision with and 
confidence between senior management and 
staff(1); No push for service management(1);  
IT/business lacks close relationship(3); 
Awareness(2); Increasing awareness of the 
benefits of ISMS(2); Lack of quality awareness(1); 
Missing ITSM awareness(1); Understanding(2); 
Business understanding of ITIL objectives(2); 
Knowledge and understanding of ITG(1); 
Employees did not understand their job 
responsibilities(1); IT does not understand 
business(1); Difficulty obtaining sufficient 
business involvement in ITG initiatives(1); 
Business units don’t demonstrate the value of IT 
investments(1); No business support(1); 
Obtaining sufficient business involvement(1); 
Business and its management show less 
interest(1); Cannot convince other business 
groups to participate(1); Disconnect between IT 
and business (1); Lack of appropriate 
communication(1);Communication, 
collaboration and co-location between business 
and IT(1);One on one communication(1); 
Ensuring staff involvement from inception to 
completion(1);Simulation game to make staff 
realise the importance their work impact on the 
profitability and reputation of the business(1); 
Recognition(1); Need more information(1); No 
clear view on higher goal(1); Engaging the right 
people(1); Convince management of the need of 
information security and engage staff (1) 
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Resistance to change (51)  Lack of perceived benefits (8) 
Resistance to change(6); Organisational / cultural 
resistance to change(2); Resistance to 
acceptance of standard/policy(1); Lack of 
acceptance(1); Resistance to acceptance of 
standards/policies(1); Resistance to accept 
accountability(1); Lack of information(1); 
Employees who do not understand the ultimate 
benefits of reorganising their tasks or taking on 
different responsibilities(1); Lack of 
information(1); Lack of understanding of security 
in the early stages(1); Resistance from the 
suppliers due to lack of information(1); 
Frustration(1); Frustration was also expressed 
due to the difficulties associated with 
geographical separation of parts of the 
organisation(1); Resistance from employees(1); 
Resistance from technical staff(1); Employee 
resistance(1); Resistance from employees due to 
changes in operating procedures(1); Initially 
there was staff resistance (more procedures, 
more instructions, etc.)(1); Management 
resistance(1); Top management and middle 
management reluctant to adopt if they 
perceived the requisite changes in power 
structures as undermining their leadership(1); 
Avoidance(1); Avoiding that level of 
accountability(1); Power has been used to avoid 
the governance process(1); Lack of 
accountability(1) Lack of responsibility(1); Lack of 
ownership(1); Cost benefit perspective(1); 
Resistance was due mainly to a lack of funding 
resources(1); Circumvent processes(1); Attempts 
to manipulate the process(1); Subversion(1); 
Someone nagging all the time(1); Silently 
accepting(1); Only a few actively supporting(1); 
Some decision-makers using the structures and 
processes to delay decision-making(1); Don’t 
know what is coming(1); Feel that their own 
future is un-certain(1); Personnel and role 
changes(1); Brought extra work for someone(1); 
Group norms(1); Cultural biases(1); Mandate is 
not part of CEO’s KPI(1); Mandate is not viewed 
by agency’s culture as a high priority(1); 
Resistance to adhering to the new 
documentation and communication process(1); 
It is clear that the smaller the agency was, the 
more resistance there was(1) 
Over-evaluation of benefits leading to 
dissatisfaction(1); Has no commercial needs for 
certification(1); Perceived relative advantage(1); 
Short-term(1); Long-term(1); Quantifiability(1); 
Direct benefits(1); Indirect benefits(1); 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Lack of compatibility (16) 
Existing policies and procedures(1); Current 
available infra(1); Country regulation(1); 
Preferred work practices(1); Existing 
infrastructure(1); Perceived compatibility(1); 
Flexibility(1); Twinning and connection to other 
standards and frameworks in a natural and 
flexible way(1); Existing ITG frameworks are not 
appropriate with university(1); Would hinder 
their ability to deliver quickly(1); Not suitable(1); 
Normally designed for big companies(1); Very 
rigid(1); They are not integrated into a global 
model that can be applied to SME(1); Not 
applicable in a small context(1); Not applicable 
to our projects(1) 
Centralization(5) 
Effective utilization of COBIT requires more 
centralised ITG environment(1); Existing 
architecture(1); Participation of organisation 
members in decisions associated with strategies, 
policies and Allocation of resources(1); Users 
within the decentralised agencies could have 
seen the mandated ISS implementation as a 
means of centralisation of information, causing 
some resistance(1); Many large agencies are 
highly decentralised across long distances and 
many buildings, which creates difficulties 
achieving accreditation across so many facilities 
(1) 
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Complexity (33) Costs (63) 
Difficulty of understanding and interpreting 
standards(1); Difficulty in using(1); 
Implementation was difficult(1); Some 
terminology is difficult to translate as no exact 
Chinese word exists to match it(1); Too 
difficult(1); Unclear understanding of the 
standard(1); Lack of understanding of ISO 
requirements(1); Lack of clear and applicable 
instructions in the standard(1); The project team 
struggled during the implementation period with 
the issue of how to meet the controls ‘as there 
were no clear criteria to tell what statement 
would meet the requirements of the 
standard’(1); Complexity of the standard(1); 
Complexity of existing frameworks(1); 
Complexity of their recommendations(1); 
Implementation was still considered as complex 
because of the technical expertise needed(1); 
Complexity of existing frameworks(1); Standard 
does not offer much guidance(1); Standard lacks 
instructions or best practice examples on 
implementation, and guidance on how to tailor 
the standard to the company situation(1); 
Excessive(1); Contains excessive levels of 
detail(1); Too detailed(1); Are comprehensive(1); 
The annex, and especially ISO/ IEC 27002 has far 
too much detail, and more importantly, is even 
sometimes inconsistent and has overlap with 
other controls(1); Over the top(1); 
Heavyweight(1); Require a lot of orientation(1); 
Should only concentrate only on those parts that 
meet the needs and exceptions(1); New 
terminology, policies, procedures, and employee 
performance evaluations(1); No easy solution(1); 
Processes in ITIL were too complicated(1); 
Requires high levels of administration(1); 
Bureaucratic(1); Significant overhead(1); The 
need to wear two hats and two roles(1); We had 
to refer to these and other standards for more 
instructions(1) 
Insufficient budget(5); Time(6); Demand for staff 
time and services(1); Consequential large 
investment of time(1); Time lost by 
employees(1); Financial resource(5); Costs of 
adoption(2);Maintenance(2);Costly 
maintenance(1); The process of certification(2); 
Cost of certification(1); Registration costs(1); 
License(1); Design costs(1); Documentation(1); 
Training(1); Paying off people because they are 
in the training sessions(1); Cost of staff 
training(1); Training of employees(1); 
Education(1); Awareness camping(1); External 
auditors / consultants costs(1); Costs of 
consultancy(1); Consultations(1); Internal audit 
costs(1); Resource(1); Consequential large 
investment of resources(1); Cost of IT 
resources(1); Very expensive(1); Expensive to 
acquire(1); Direct costs(1); Indirect costs(1); High 
costs(1); Costs too much(1); Conferences(1); 
Memberships(1); Vendor support(1); 
Appropriate funds are yet to be acquired(1); 
Business process re-engineering(1); 
Organisational restructuring(1); Shortage of 
adequate staff(1); Overhead(1); Certification 
process and demands on the implementation(1) 
Degree of investment in IT(1); Cost of 
transferring from the old way of working to the 
new way(1); Adaptation will create costs(1); 
Perceived implementation as expensive 
compared to other IT expenses(1) 
Regulatory environment (31) 
Demand from customers(1); as required by a 
customer(1); Promotion by central 
government(1); Promotion by national bodies(1); 
Demand from governmental agencies(1); 
Government required the company to comply 
with the standard(1); Uncertainty with 
regulatory agencies' utilization of EMS audit 
information(1); Behaviour of environmental 
regulatory agencies(1); Regulatory agencies 
might choose to use information released during 
process of certification against an applicant 
company(1); Regulatory flexibility(1); Entering a 
regulating sector(1); Facing market barriers(1); 
Process of certification may inadvertently lead to 
the discovery of non-compliance with applicable 
regulations(1); Audits conducted may point out 
weaknesses in handling other matters(1); 
Potential legal penalties from voluntary 
disclosure(1) Normative acts only apply to 
companies in relation with security exchange 
commission(1); Selected ITIL as it is becoming a 
trend all IT companies need to adopt(1); Premier 
can give a mandate directly to a minister(1); 
Premier’s circular(1); Reducing administrative 
Formalization(3) 
Existing architecture(1); Formal rules(1); 
Procedures(1) 
Organisational size (7) 
Number of beds(1); Number of regional 
hospitals(1); Number of employees(1); Number 
of full time equivalent employees (FTE)(1); It is 
clear that the smaller the agency was, the more 
resistance there was to installing security 
policies(1); Organisation is small(1); Size and 
spread of operations(1) 
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Organisation type (7) features(1); Supporting(1); Legislation(2); 
Unaware of these laws and their implications(1); 
Constructive methods for dissemination of 
knowledge on IS security legislation to business 
and organisations(1); External political / 
economical environment(1); Competitive 
pressure(1); External pressure(1); Demand from 
suppliers(1); had to comply with the upper 
management body or parent company(1); No 
push for service management(1) 
Tertiary(1); Medical university(1); Research 
centre(1); Head office(1); Branch office(1); 
National(1); Multinational(1) 
Industry type (1) 
Firms would be more likely to pursue 
certification if they belong to a sector where 
process standards have a special value to the 
industry(1) 
  
Table 7: Synthesised barriers and their definitions 
Top 10 barriers Definition 
Costs  Expenses of adopting and implementing formal ITG practice, and 
efforts devoted to organisational restructuring and process re-
engineering (adapted from K. Zhu, Dong, Xu, and Kraemer (2006)) 
Lack of top management 
support 
The lack of commitment by senior management in the 
organization to the adoption process, in terms of their 
involvement and the willingness to allocate valuable 
organisational resources”(adapted from Sedera, Gable, Rosemann, 
and Smyth (2004)) 
Resistance to change  An adverse reaction (Hirschheim and Newman 1988) of members 
of the organisation towards formal ITG practice, or the opposition 
to proposed changes resulting from formal ITG practice (Markus 
1983) 
Lack of communication  Lack of organisational internal and external information exchange 
and interaction (adapted from Ke and Wei (2008)) 
Complexity  The degree to which formal ITG practice is perceived as difficult to 
understand and use (Rogers, 1995) 
Regulatory environment  The environment comprised of government regulations, policies, 
and laws that organisations must comply with (Pudjianto et al. 
2011) 
Lack of compatibility  The degree to which formal ITG practice is incompatible with the 
existing values, past experiences and needs of the adopter 
(adapted from Rogers (1995)) 
Lack of perceived benefits  The lack of anticipated / relative advantages that formal ITG 
practice adoption can bring to the organisation (adapted from 
Tiago Oliveira and Martins (2010)) 
Organisation type  Grouping based a variety of criteria such as means of obtaining 
compliance, business activity, social need orientation, primary 
beneficiary, technology and ownership (Rahman, Rahim, Seyal, & 
Mohamed, 1999) 
Organisation size  Organisational size refers to the number of employees within the 
organisation or total sales revenue (Hameed, Counsell and Swift 
2012b) 
Centralisation The locus of authority and decision making and is the extent to which 
decision-making autonomy is dispersed or concentrated in an 
organisation (Damanpour, 1991) 
Formalisation The emphasis on following rules and priecdures in conducting 
organisational activities (Damanpour, 1991) 
Industry type Set of companies that operate in a same domain such as services, 
products, or functions (Salmeron & Bueno, 2006) 
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Grouping by dimensions/ context 
Following the aforementioned notions of analytic theory for classifying 
elements / barriers (Gregor, 2006), next the 13 barriers identified through the 
synthesis are grouped into appropriate categories. 
Nevertheless, before any attempt was made to group the factors, several factors 
were first excluded for consideration. Organisation type, organisation size, and 
Industry type were designated as control factors. Other factors that had received low 
citation counts like formalisation and centralisation were also excluded from the 
initial model since their citation counts signal they are less important to be included 
in a model that aims to be as simple and concise as possible. 
The literature suggests two main approaches in developing an a priori model: 
(1) a ‘bottom-up data driven, open coding approach, or (2) a ‘top-down’, structured 
coding, framework approach (G. G. Gable, Sedera, & Chan, 2008). The top-down 
approach employs deduction, and starts with a logical framework or model to 
categorise the responses, while the bottom-up approach employs induction, starting 
with the data in hand, that is arranged into a logical classification. Given the relative 
advantages and disadvantages of these approaches, it was decided that the top-down 
approach first be attempted, and that the bottom-up approach only be adopted given 
poor fit of the data with candidate frameworks. In an effort to group the factors, we 
had referred to the theories and frameworks described previously in Section 3.3.  
An attempt was then made to map the remaining 8 barriers into the TOE 
framework dimensions of technological, organisational and environmental contexts. 
Having selected the TOE framework, the 8 barriers were then mapped into the 3 
dimensions. 3 academics conducted the mapping of the barriers to the 3 categories. It 
was revealed that all citations mapped easily and directly to the 3 dimensions. Table 
8 demonstrates the 3 a priori context / categories / dimensions, and the barriers 
representing them. 
Table 8: Grouping of factors within specific context 
Organisational context (3 factors) Innovation context (4 factors) 
Lack of top management support 
Lack of communication 
Resistance to change 
Lack of perceived benefits 
Complexity 
Lack of compatibility 
Costs Environmental context (1 factor) 
Lack of regulatory environment 
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Table 9: Cross referencing the literature with candidate barriers  
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[1]  X Y X  X Y Y       
[2]      X X X X   X  X 
[3]     X X  X       
[4]   X    Y X  X     
[5]  Y             
[6]  X X X  X         
[7]  X     X X X    X  
[8]   X X    X       
[9]    X X X  X X      
[10]  X      X X X X    
[11]     X X X  X X     
[12]      X  X       
[13]  X X   X         
[14]  X X X    X       
[15]    X     X            
[16]  X   X          
[17]  X X X           
[18]  X      X       
[19]  X X            
[20]  X X X       X        
[21]  X X X       X        
[22]        X       
[23]   X   X X X Y      
[24]      X  X       
[25]  X X X    X       
[26]      X  X       
[27]    X X          
[28]  Y X X           
[29]      X   X X X        
[30]  X Y X    Y X X    X 
[31]  X  X  X         
[32]       X X    X   
[33]  X X     X Y X Y      
[34]   X   X X  Y      
[35]   Y X           
[36]  Y Y X          X 
[37]  Y Y Y                
[38]  X X X   X X X        
[39]   X X    X       
 
 Chapter 3: Theoretical Development of a-priori Model 81 
Legend: 
[1] (Abu Saad, Saeed, Alghathbar, & Khan, 2011) [2] (Alkraiji, Jackson, & Murray, 2011) [3] (Barlette & Fomin, 2008) [4] 
(Bhattacharjya & Chang, 2008) [5] (Broderick, 2006) [6]  (Cater-Steel 2009) [7]  (M. A. Delmas, 2000) [8]  (Gartner, 2005)  
[9]  (Guasch, Racine, Garcia, & Diop, 2007) [10]  (Guldentops, Van Grembergen, & De Haes, 2002) [11]  (Hashem & Tann, 
2007) [12]  (Illemann, 2008) [13]  (IT Governance Institute, 2008b) [14]  (Jairak et al., 2011) [15] (Kuller, Vogt, Hertweck, 
& Grabowski, 2012)  [16] (Latif et al., 2010) [17] (C.-H. Lee et al., 2008) [18]  (Letsoalo, Brown, & Njenga, 2006) [19] (J. 
Luftman, Papp, & Brier, 1999) [20] (Magd, 2008) [21] (Mauricio Marrone, 2010) [22]  (Neubauer, Ekelhart, & Fenz, 2008) 
[23] (R. V. O’Connor & Coleman, 2007) [24] (Oud, 2005) [25] (Patrick Bolger & Ken Turbitt, 2009) [26] (Pino, García, & 
Piattini, 2008) [27] (Pollard & Cater-Steel, 2009) [28] (PwC & ITGI, 2007) [29] (Sánchez, Parra, Rosado, & Piattini, 2009) 
[30] (S. Smith, Winchester, Bunker, & Jaimeson, 2010) [31] (Spremic, Zmirak, & Kraljevic, 2008b) [32] (Staples et al., 2007) 
[33] (van Wessel, Yang, & de Vries, 2011) [34] (Vogt et al., 2011) [35] (Timo Wiander, 2008) [36] (Wilkin & Riddett, 2009) 
[37] (Willson & Pollard, 2009) [38]  (Winniford et al., 2009)  [39]  (Zutshi & Sohal, 2004)   
 
3.6 THE RESULTING LITERATURE-BASED A PRIORI MODEL & 
HYPOTHESES 
Existing IS literature is based on many different theoretical frameworks. For 
this study, it has been decided to adopt the Technology-Organisation-Environment 
framework as a basis to group the factors previously identified from the literature. 
The proposed a priori model consists of 8 factors. These factors are grouped 
within their specific context. The organisational context contains: lack of top 
management support, lack of communication, resistance to change; the 
environmental context contains: regulatory environment; and the innovation context 
(technological context) contains: lack of perceived benefits, complexity, lack of 
compatibility and costs. Below we describe in detail the factors grouped within their 
specific contexts (as shown in Figure 5). 
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Figure 5: Initial theoretical model 
 
Innovation (Technology) Context 
Innovation context refers to the attributes or characteristics of the standard or 
framework.  Being  an example of an innovation, Rogers’ (1995) Diffusions of 
Innovations theory may help in explaining features that inhibit formal ITG practice 
adoption. DOI theory takes a cost/benefit view of adoption and argues that potential 
adopters make rational decisions to adopt an innovation based on beliefs about 
certain characteristics they form about the innovation. Relevant characteristics about 
the innovation that can influence its adoption include relative advantage, 
compatibility, complexity, triability, and visibility, and cost.  
Of these characteristics, only relative advantage (perceived benefits), 
compatibility, complexity and costs were included in the research model for several 
reasons. First, since formal ITG practice has a long-term impact to an organisation, 
management is less concerned with observability of formal ITG practice. Second, 
formal ITG practice involves significant organisational change and it is difficult to 
reverse its effects. Thus, triability is unlikely to be a major managerial decision. 
Third, these characteristics have consistently been found to be important influences 
in innovation adoption research studies (Sia, Teo, Tan, & Wei, 2004; Tornatzky & 
Klien, 1982). Prior research using the TOE framework has also focused on relative 
advantage, compatibility, and complexity (Thong, 1999).  
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Lack of perceived benefits 
Perceived benefit of an innovation has been expressed in several ways such as 
economic profitability, social benefit, relative advantage over the program or 
practice the innovation replaces, and enhanced status of the organization in its 
industry or among its clients (Nystrom, Ramamurthy, & Wilson, 2002; Rogers, 1995; 
Schneider, 2007; Tornatzky & Klien, 1982). It influences the adoption of innovation 
positively because the greater the innovation’s impact, the greater will be its capacity 
to help the organization achieve its strategic objectives and meet its performance 
goals.  ITG literature  corroborates this through research by Fomin et al. (2008), 
Barlette & Fomin (2008), Latif et al. (2010), Hashem & Tann (2007), Guasch et al. 
(2007), Bhattacharjya & Chang (2008) and Pollard & Cater-Steel (2009). Therefore, 
our research posits that the lack of perceived benefit will have a negative effect on 
the adoption of formal ITG practices. 
H1: Lack of perceived benefits will have a negative effect on the adoption of 
formal ITG practice 
Complexity 
Innovation complexity is defined as the degree to which the innovation is 
difficult to understand and use (Rogers, 1995; Zaltman et al., 1973).Complexity can 
represent the intellectual difficulty associated with understanding an innovation, as in 
differences between marginal and knowledge-based or low-technology and high-
technology innovations (Gopalakrishnan & Damanpour, 1994).  Innovations which 
are more difficult to implement, are less likely to be adopted by the organization 
because of higher uncertainty of their success and lower likelihood of their 
contribution to organisational performance (Gopalakrishnan & Damanpour, 1994; 
Rogers, 1995). Research by IT Governance Institute (2008b), Hashem & Tann 
(2007), Guasch et al. (2007),  Cater-Steel (2009), and Barlette & Fomin (2008) show 
that complexity does play a significant part in determining adoption of formal ITG 
practices. Hence, we postulate that a high level of complexity will have a negative 
effect on the adoption of formal ITG practices. 
H2: High levels of complexity will have a negative effect on the adoption of   
formal ITG practice 
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Lack of compatibility 
Innovation literature has highlighted the significant role of compatibility in 
innovation diffusion and adoption. According to Rogers (1995), compatibility of an 
innovation is defined as ‘the degree to which an innovation is perceived as being 
consistent with the existing values, past experiences, and needs of potential 
adopters’. Therefore, we define lack of compatibility as “The degree to which formal 
ITG practice is incompatible with the existing values, past experiences and needs of 
the adopter”. Compatibility can also be measured by how the new innovation is 
similar to other previously adopted standards or frameworks. Innovation research has 
reported a positive relationship between perceived compatibility of an innovation and 
the rate and scope of its adoption (Rogers, 1995; Tornatzky & Klien, 1982). M. A. 
Delmas (2000) notes that past experience in adopting other related standards or 
frameworks may affect adoption. Literature related to ITG adoption also supports 
compatibility as a factor (Hashem & Tann, 2007; Staples et al., 2007). Based on 
these studies, we therefore hypothesized that: 
H3: Lack of compatibility will have a negative effect on the adoption of formal 
ITG practice 
Costs 
Costs refers to expenses of adopting and implementing formal ITG practice, 
and efforts devoted to organisational restructuring and process re-engineering 
(adapted from K. Zhu, Dong, et al. (2006)). Here, costs include implementation and 
administrative costs which will be incurred as companies adopt and utilise formal 
ITG practice. For example, cost for maintaining and implementing, operating or 
running costs, setup costs, and training costs associated with using formal ITG 
practice. Overall, these costs reflect organisational commitment of financial 
resources dedicated to the adoption of formal ITG practice. 
Several cost taxonomies are described in the literature. They include those 
based on: financial vs. non-financial activities, initial vs. outgoing costs, direct 
(human) vs. indirect (organisational), initial investment vs. outgoing costs, and cost 
divisions (management, employee, finance and maintenance) (Love, Irani, & 
Fulford, 2003) .   
Direct costs are those that can be attributed to the implementation and 
operation of the particular innovation. These type of costs can be traced and 
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quantified throughout the different activities launched during the adoption process 
such as education, training, license, awareness campaign, conferences, memberships, 
consultations, maintenance, vendor supports  (Alkraiji et al., 2011). 
Indirect costs are typically comprised of human and organisational factors. 
These types of costs cannot be conveniently traced, quantified, managed and 
controlled. Examples of indirect human costs include management time, 
management/staff resources, management effort and dedication, employee time, 
employee training, employee motivation and personnel issues. Examples of indirect 
organisational costs include productivity loss, strains on resources, business process 
re-engineering, organisational re-structuring, and covert resistance (Alkraiji et al., 
2011; Irani, Ghoneim, & Love, 2006).  
The need for evaluating the cost associated with adopting innovations is well 
documented in literature (Tornatzky & Klien, 1982). Furthermore, cost has 
frequently been shown to hamper the decision to adopt an innovation (M. A. Delmas, 
2000). The same can also be said on the adoption of formal ITG practices (Barlette & 
Fomin, 2008; Bhattacharjya & Chang, 2008; Fomin et al., 2008; Guasch et al., 2007; 
Guldentops et al., 2002; Staples et al., 2007; Winniford et al., 2009; Zutshi & Sohal, 
2004). Therefore, we have reason to believe that cost will have a negative effect on 
the adoption of formal ITG practices. 
H4: High levels of cost will have a negative effect on the adoption of formal 
ITG practice 
Organisational Context 
Organisational context refers to those attributes of the firm that may impact 
adoption. Following prior research applying the TOE framework, the selection of 
organisational factors is derived from the organisational innovativeness / 
organisational learning perspective.  
Lack of top management support 
Top management is the most powerful driving force, or hindrance to change 
(Beer, Eisenstat, & Spector, 1990). Top management support refers to the level of 
commitment by senior management in the organization to the adoption process, in 
terms of their involvement and the willingness to allocate valuable organisational 
resources”  (adapted from Sedera et al. (2004)). 
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There is a good body of research in the form of empirical IS studies that 
documents and highlights the importance of top management support in terms of 
leadership, commitment and understanding for a successful, effective adoption and 
deployment of new innovations and technologies (Armstrong & Sambamurthy, 
1999).  Management support may be expressed in many forms such as providing 
strategic vision and directing various levels of the organisation towards the 
importance of an innovation, creating a supportive environment for innovation, and 
allocating the necessary resources and investment for adopting innovation (Hashem 
& Tann, 2007). 
A look into ITG literature corroborates the importance of top management 
leadership and support (Bhattacharjya & Chang, 2008; Cater-Steel, 2009; M. A. 
Delmas, 2000; Guldentops et al., 2002; IT Governance Institute, 2008b; Latif et al., 
2010; C.-H. Lee et al., 2008; PwC & ITGI, 2007; Willson & Pollard, 2009; 
Winniford et al., 2009). Consequently, our research hypothesizes that the lack of top 
management support will negatively affect the adoption of formal ITG practices. 
H5: Lack of top management support will have a negative effect on the 
adoption of formal ITG practice 
Lack of communication 
Implementing a standard or a new practice demands constant interaction 
between the various levels, units and departments in an organization.  We define lack 
of communication as the lack of organisational internal and external information 
exchange and interaction (adapted from Ke and Wei (2008)). An organization will 
face difficulties if there is no common understanding and knowledge about the new 
standard or practice that is being implemented. Therefore, there must be some form 
of quality communication between these disparate levels, units and departments. 
Formal and informal communication has been acknowledged by many studies as an 
important component for effective formal ITG practices (PwC & ITGI, 2007). 
Several other researchers also concur (Cater-Steel, 2009; IT Governance Institute, 
2008b; C.-H. Lee et al., 2008; J. Lee, Lee, & Jeong, 2008; Wilkin & Riddett, 2009; 
Zutshi & Sohal, 2004). As a result, we suggest that the lack of communication will 
have a negative effect on the adoption of formal ITG practices. 
H6: Lack of communication will have a negative effect on the adoption of 
formal ITG practice 
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Resistance to change 
Resistance to change as a factor or construct has been studied in various fields. 
Psychologists define resistance to change as an individual’s tendency to avoid 
making changes, to generally devalue change, and to be averse to change across 
diverse contexts and types of change (Oreg, 2003). Research in management 
commonly conceptualise it as conduct that seeks to maintain the status quo (Del Val 
& Fuentes, 2003), or persistent avoidance of change (Bovey & Hede, 2001). 
Meanwhile, IS research define resistance to change as an adverse reaction 
(Hirschheim & Newman, 1988) or the opposition to proposed changes resulting from 
IS implementation (Markus, 1983). 
Any new innovation brings changes to existing work practices, and most 
adopters resist change. Formal ITG practices could lead to a significant change in 
work procedures, and may involve re-engineering of the processes of entire 
departments and possible job losses or relocation. Survey and research by Willson et 
al.(2009) attest that resistance to change is a significant barrier to ITG adoption. 
Further proof can be obtained through research done by Bhattacharjya et al.(2008),  
Winniford et al.(2009), PwC & ITGI (2007), C.-H. Lee et al. (2008), Cater-Steel 
(2009), Pollard and Cater-Steel (2009), Zutshi and Sohal (2004), Guasch et al. 
(2007), and  Gartner (2005) . 
Lack of awareness of the importance of ITG may  also be a cause for 
resistance, as organisations would only see the initiative as something that would 
only add extra burden to their daily tasks (Gartner, 2005).  Hence, we theorize that 
resistance to change will have a negative effect on the adoption of formal ITG 
practices. 
H7: Resistance to change will have a negative effect on the adoption of formal 
ITG practice 
Environmental Context 
Environmental context refers to the external arena where the firm conducts its 
business including competitive, legal, and regulatory atmosphere that are likely to 
affect firm or organization behavior.  
Institutional theory emphasizes the role of environmental forces that drive 
organisations to adopt innovations. According to DiMaggio and Powell (1983), 
 Chapter 3: Theoretical Development of a-priori Model 88 
organisations not only compete for resources, they also compete for legitimacy, this 
competition leads to shared notions of appropriate behaviors. Disobeying these 
norms may results in concerns about the organisation’s legitimacy, which may 
adversely impact its ability to obtain resources. Given the focus of institutional 
theory on how environmental forces influence organisational behavior, including 
adoption, we believe it represents an appropriate theory for selecting environmental 
factors. Furthermore, institutional theory has been used to explain the barriers to 
adoption of other administrative innovations. 
A large body of research on contingency theory focuses on the relationship 
between the external environment and organisational actions. Several studies have 
empirically documented the impact of the external environment on innovation 
adoption and assimilation in organisations. Previous research acknowledge the roles 
of different institutions in the adoption and diffusion process as their roles are 
important (Swan & Newell, 1995).    
Regulatory environment 
Regulatory environment refers to an environment comprised of government 
regulations, policies, and laws that organisations must comply with (Pudjianto, Zo, 
Ciganek, & Rho, 2011). Kostova (1999) defines it as “the existing laws and rules in a 
particular national environment that promote certain types of behaviours and restrict 
others”. Laws and regulations play an important part in the adoption of an innovation 
(Anderson, Daly, & Johnson, 1999; M. A. Delmas, 2000; Guasch et al., 2007; 
Guldentops et al., 2002; Hashem & Tann, 2007). Furthermore, Hart and Saunders 
(1997) found that regulatory environment is a significant factor in innovation 
adoption. New policies and regulations are needed to promote formal ITG practice 
adoption. Without the appropriate regulatory framework, organisations may be 
discouraged to adopt formal ITG practice. Within the context of the adoption of 
formal ITG practices, research in western and developed countries has shown that 
government laws and regulations play a vital role (Spremic, Zmirak, & Kraljevic, 
2008a).  The introduction of several laws such as those in the United States, United 
Kingdom, Australia and Japan has been shown to help expedite the adoption of 
formal ITG. Previous research showed that a major factor that drove the high 
adoption rate of ISO/IEC 27001 in Japan was the enactment of specific laws that 
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required the comprehensive and integrated promotion of measures for the protection 
of personal information (JIPDEC, 2013).  
According to Brenner (2007), many organizations are already overburdened 
with other regulatory issues that there exists little interest in adopting a voluntary 
standard such as ISO/IEC 27001 or ISO/IEC 20000. They are more inclined to focus 
their attention on regulatory issues that they are obligated by law to follow. 
Furthermore, without any kind of incentives in the form of subsidies and training, 
organisations especially those in the SMEs eventually will not even consider to 
adopt. This often makes the adoption of formal ITG practices a second priority at 
most. Based on the above, we therefore hypothesize that issues related to regulatory 
environment will have a negative effect on the adoption of formal ITG practices. 
H8: Regulatory environment issues will have a negative effect on the adoption 
of formal ITG practice 
 
3.7 CHAPTER CONCLUSION 
This chapter began with the conceptualisation of formal ITG practice as an 
innovation. This enabled the researcher to underpin the a-priori model developed to 
well established theories and frameworks. Then, discussion was focused upon how 
the dependent and independent variables were derived from the literature to form the 
a priori model. First and foremost, analogous research domains were identified and 
justified for their inclusion in the literature review search. Detail description is then 
given on how the literature was synthesized to obtain a list of factors that exhibit a 
high probability of acting as barriers to formal ITG practice adoption. Justification is 
given as to why these factors are then grouped into three distinct contexts of 
organisational, innovation, and environmental. The dependent variable was 
determined to be “adoption of formal ITG practice” and several hypotheses were also 
developed and detailed description were  provided for each hypothesis presented. 
Next, the research methodology will be presented. 
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Chapter 4: Research Methodology 
4.1 CHAPTER INTRODUCTION 
All research is based on some underlying philosophical assumptions about 
what constitutes ‘valid’ research and which research method(s) is/are appropriate for 
the development of knowledge in a given study. In order to conduct and evaluate any 
research, it is therefore important to know what these assumptions are; this chapter 
discusses the philosophical assumptions and also the design strategies underpinning 
this research study. Common philosophical assumptions were reviewed and 
presented, before a suitable paradigm was adopted in this research. In addition, the 
chapter discusses the research methodologies, and design used in the study including 
strategies, instruments, and data collection and analysis methods, while explaining 
the stages and processes involved in the study. 
A mixed method research design employing both qualitative and quantitative 
methods was chosen for this study. The qualitative part of the research design 
consists of semi-structured interviews while the quantitative part consists of a survey 
questionnaire. 
The remainder of this chapter is structured as follows. First, a discussion on the 
epistemological foundations of this study is given. Then, the justification of adopting 
a mixed methods research approach is presented. Finally, the overall research design 
is described in detail.  
 
4.2 EPISTEMOLOGICAL FOUNDATIONS OF THE STUDY 
Epistemology refers to the assumption about how knowledge can be obtained. 
According to Orlikowski and Baroudi (1991), there are three main epistemological 
categories: Positivism, Interpretivism and Criticalism, in relation to the Information 
Systems discipline. 
Positivist studies are “premised on the existence of a priori fixed relationship 
within phenomena which are typically investigated with structured instrumentation” 
 Chapter 4: Research Methodology 91 
(Orlikowski & Baroudi, 1991). The primary purpose of such studies is to test theory, 
and “researchers come to the field with a well-defined set of constructs and 
instruments with which to measure the social reality” (Orlikowski & Baroudi, 
1991).The positivist researcher believes that there is a unique, best description of any 
chosen aspect of a phenomenon. They are detached from the phenomenon of interest, 
and often work in a “deductive manner to discover unilateral causal relationships that 
are the basis of generalized knowledge that can predict patterns of behavior across 
situations”. The relationship between theory and practice in a positivist study can be 
very ‘technical’ with the belief that “if appropriate general laws are known and 
relevant initial conditions are manipulable, we can produce a desired state of affairs 
natural or social” (Orlikowski & Baroudi, 1991). 
Positivist stream of research is the most popular in the field of Information 
Systems (Orlikowski & Baroudi, 1991) and has institutionalized criteria for rigor, 
validity and generalizability (Dube & Pare, 2003; D. Straub, Boudreau, & Gefen, 
2004). Researchers, who choose to follow this philosophical approach, have clear 
quality standards to follow and have past studies enabling them to contribute to a 
cumulative set of knowledge. However, the quest for universal laws and disregard 
for contextual factors limit positivist studies and force them to be limited to and 
rooted in status quo (Orlikowski & Baroudi, 1991). Information systems can be very 
much influenced by contextual elements, thus ignoring these in one’s research 
approach can inevitably leave unexplainable gaps in the research findings. 
Interpretivist, as opposed to Positivist, perceived the world as being ‘an 
emergent social process’, and hence emphasizes the importance of subjective 
meaning in the process through which humans construct and reconstruct reality. 
While this perspective may offer rich contextual insights of a particular situation, the 
whole philosophical view to the world disenables replicability and generalizability. 
Furthermore, even within the single detailed context, it (a) avoids to examine the 
external conditions, which can form certain explanations. (b) Interpretivism does not 
explain potentially unintended consequences of action, (c) does not address structural 
conflicts within society and organisations and (d) neglects any historical changes 
(Orlikowski & Baroudi, 1991). 
Critical research philosophy differs to Interpretivism primarily in its 
evaluative dimension. The primary belief in this philosophy is that reality is 
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historically constituted and its emphasizes on ‘totality’; that “things can never be 
treated as isolated elements“ (Orlikowski & Baroudi, 1991). Hence, research 
conducted with this view is often longitudinal and within rich environments. 
All three of these research philosophies have been used in Information 
Systems, offering insightful perspectives on a plethora of phenomena. Nevertheless, 
when the research questions were carefully studied, we anticipate that adopting only 
one of the three research philosophies would not enable us to answer the research 
questions posed in this research, due to their inherent weaknesses in each one 
(Johnson & Onwuegbuzie, 2004).  Therefore, there was a need to reconsider an 
alternative epistemological foundation. 
4.2.1 Applying a Mixed Methods Approach  
Recently, there have been calls for going beyond the rhetoric of the differences 
among epistemologies and methodologies to develop a disciplined methodological 
pluralism (Landry & Banville, 1992; R. Weber, 2004), where mixed methods 
research has come to the fore as representing this kind of movement. Mixed methods 
research has been termed the third methodological movement (paradigm), with 
quantitative and qualitative methods representing the first and second movements 
(paradigms) (A. Tashakkori & Teddlie, 2003). The reason for the introduction of the 
mixed methods approach was among them, to counter the weaknesses that each 
single method introduces. 
Yet, despite the calls for methodological pluralism and the benefits of 
combining multiple methods, there has not been much research in IS that has 
employed a mixed methods approach. A recent review of the IS literature by 
Venkatesh, Brown, and Bala (2013) revealed that less than 5 percent of the empirical 
studies published between 2001 and 2007 in the six major IS journals identified in 
the Senior Scholars’ Basket of Journals have employed mixed methods. Therefore, 
our research is a positive step in this direction by employing mixed methods research 
to successfully answer all of our research questions. 
There has been intense debate regarding whether or not it is even appropriate to 
combine multiple methods that are often based on radically different paradigmatic 
assumptions (Yvonna S Lincoln, Lynham, & Guba, 2011), nonetheless despite 
challenges often associated with methodological pluralism usually based on the 
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incompatibility thesis, it has been suggested that it is, in fact, feasible to conduct 
research that cuts across multiple methodologies and paradigms (Mingers, 2001; 
Ridenour & Newman, 2008; Abbas Tashakkori & Teddlie, 2010). 
Venkatesh et al. (2013) suggest that IS researchers have at least three options 
with respect to mixed methods research paradigms: (1) alternative paradigm stance 
(i.e.: the use of new, emergent paradigms to reconcile paradigmatic 
incommensurability); (2) a paradigmatic stance (i.e.:  the practical characteristics and 
demands of the inquiry, instead of paradigms, should be the guiding principle in a 
research inquiry); and (3) substantive theory stance (i.e.: traditional or emergent 
paradigms may be embedded in or intertwined with substantive theories) (Greene, 
2008; A. Tashakkori & Teddlie, 2003). They further describe the three alternative 
paradigm stances for a mixed methods research: (1) pragmatism, (2) transformative-
emancipatory, and (3) critical realism. 
In this thesis, we adopt the pragmatism paradigm stance. The logic of enquiry 
in a pragmatism stance includes the use of induction (or discovery of patterns), 
deduction (testing of theories and hypotheses, and abduction (uncovering and relying 
on the best of explanations for understanding one’s results). This approach considers 
practical consequences and real effects to be vital components of meaning and truth. 
Pragmatist believes in the dictatorship of the research questions. Great importance is 
placed on the research questions and selecting a method and paradigm that fit the 
research questions. In essence, it rejects the forced choice between existing 
paradigms with regards to logic, ontology, and epistemology. In sum, it presents a 
practical and applied research philosophy. We believe that this research paradigm is 
well suited to answer our research questions which entail both the use of qualitative 
and quantitative techniques. Other scholars such as Abbas Tashakkori and Teddlie 
(2010), Howe (1988), and Datta (1994) also suggest this paradigm as the best 
paradigm for justifying the use of mixed methods research. 
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4.3 RESEARCH DESIGN 
A research design refers to “the plan of actions or structure that links the 
philosophical foundations and the methodological assumptions of a research 
approach to specific methods, in order to provide credible, accountable and 
legitimate answers to the research questions” (J. W. Creswell, 2009; Gelo, 
Braakmann, & Benetka, 2008).  Different research designs may be implemented by 
using different research methods. Research methods refer to those procedures and 
techniques involved in data collection, analysis and interpretation.  Based on the 
nature of the research questions as well as the context of this research, the overall 
research can defined as an exploratory study. 
As previously stated briefly in Section 1.5, this study adopted the mixed 
methods research design. A mixed methods research design is a procedure for 
collecting, analyzing, and “mixing” both quantitative and qualitative research and 
methods in a single study to understand a research problem (John W. Creswell, 
2014). 
Mixed method has been known by a number of different terms such as 
integrating analysis, synthesis, quantitative and qualitative methods, multimethod 
and mixed methodology. However, we align with recent scholars and prefer to use 
the term mixed methods (Abbas Tashakkori & Teddlie, 2010).  This is to ensure that 
a clear distinction is made, for example between mixed methods and multimethod. In 
multimethod research, researchers employ two or more research methods, but may 
restrict the research to a single worldview (A. Tashakkori & Teddlie, 2003). In 
contrast, mixed methods research essentially requires multiple worldviews (i.e.: 
combination of qualitative and quantitative methods) (Venkatesh et al., 2013).  
The propensity to adopt the mixed methods methodology in this research is due 
to the fact that this methodology helps in answering both the exploratory and 
confirmatory research questions (A. Tashakkori & Teddlie, 2003). Combining the 
strength and minimizing the weaknesses of both qualitative and quantitative methods 
(Johnson & Onwuegbuzie, 2004), it enables the exploration of the possible set of 
factors that may inhibit formal ITG practices adoption through the use of qualitative 
techniques. It then enables hypothesis testing and confirmation, in the form of a 
causal model through the use of quantitative techniques. Furthermore, it is easy to 
implement and straightforward to describe and report. It has reported that this design 
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is especially advantageous when a researcher is building a new instrument (John W 
Creswell et al., 2003). 
Specifically, use of the exploratory sequential mixed method enabled us to 
(John W. Creswell, 2014; John W Creswell et al., 2003):  
1) Identify, as well as narrow the focus of possible variables to be 
included in the final causal model, 
2) Develop better measurement instruments to measure; by first collecting 
and analysing qualitative data and then administering the instrument to 
a sample of the population;  
3) Generalize the qualitative findings to a different (and larger) sample. 
 
There are a number of research designs commonly used in mixed methods 
research. Decision on the design is usually made after careful consideration 
regarding factors such as timing, weighting and the mixing involved (J. W. Creswell, 
2009).  According to Morgan (1998), timing refers to the order in which the 
researchers use the data. Timing within a mixed methods design can be classified in 
one of two ways: concurrent or sequential. Meanwhile, weighting is referred to as the 
relative importance or priority given to the quantitative and qualitative methods in 
answering the study’s question. A researcher can decide whether both methods will 
have equal priority or one method will have a greater priority than the other. Again, 
Morgan (1998) advises that the weighting be based on the goals of the research, the 
research questions and the use of procedures from research traditions such as 
quantitative experimental designs or qualitative case study designs. Mixing on the 
other hand is referred to how the qualitative and quantitative methods will be mixed. 
The methods can be mixed either through merging, embedding or connecting. 
This research will be based on the mixed methods sequential exploratory 
design. This type of design is suitable in addressing issues such as the lack of current 
measures or instruments, the lack of knowledge about the variables that have to be 
assessed as well as the lack of a guiding theory or model/framework (J. W. Creswell 
& Clark, 2007). The rational in using this method is due to the lack of an existing 
model or framework to study the barriers to ITG adoption within the context of a 
developing country. This makes it hard to identify the most important variables or 
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factors as well as the measures and instruments to be used to explain the 
phenomenon. Therefore, it is believed that the use of this design is justified. 
A high level research design, used within this study is depicted in a flow 
diagram in  which graphically depicts how the outcomes of the qualitative interviews 
lead into the survey phase. The different stages of the research are represented by 
ovals, information flows and their directions are depicted by arrows, where the 
rectangles depict the outputs derived from the different stages. 
This design consists of two distinct phases: qualitative followed by 
quantitative. The aim of this two-phase design is to use the results of the method 
applied first (qualitative) to further develop or inform the results obtained with the 
second (quantitative) method (J. W. Creswell & Clark, 2007). As  illustrates, the 
research problem, the research questions and the research context all inform and 
serve as input to the qualitative study phase. 
A semi-structured interview was employed in the qualitative study phase. The 
primary goal was to instantiate, validate and supplement the candidate barriers and 
dimensions previously identified through the literature review and to further re-
specify the causal model. Several outputs generated from the qualitative study phase 
include: (a) The pilot semi-structured interview protocol (b) the revised semi-
structured interview protocol (c) findings from the semi-structured interviews (d) 
hypothesized causal model. 
 The hypothesized causal model served as input to the operationalisation of 
variables. The quantitative phase of the research involved the development and 
distribution of a survey questionnaire. Survey data obtained from respondents are 
then analysed to produce descriptive statistics. Before further analysis is attempted, 
testing is done to ensure construct validity and reliability. The model is then tested 
against the list of hypothesized statements.  
 Last but not least, the findings obtained are then interpreted, followed by the 
write-up of the overall research results. The final output consists of a list of 
implications for research and practice. 
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Figure 6: Research design 
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4.4 OVERALL QUALITATIVE STUDY 
Both pilot study (exploratory in nature) and the main qualitative study 
(primarily exploratory and secondarily explanatory) were included in the overall 
qualitative phase of the research design (refer to Figure 6). The study was designed 
by adopting guidelines of leading positivist qualitative study researchers such as Yin 
(2008) and Eisenhardt (1989) which arguably belong to the positivist school. 
However, interpretive approaches were embedded when deemed relevant, especially 
when deeper contextual details were identified as important. G. G. Gable (1994) and 
(R. Weber, 2003) justify how such a ‘mix’ of views is valid, in fact deemed more 
rigorous. 
In this research, the pilot study was exploratory in nature and was applied 
solely to design the main qualitative study protocol. According to Tellis (1997), 
“pilot studies are very useful in determining the final protocols that will be used”. 
The a priori theory building exercise was conducted earlier, where constructs 
were identified through a synthesized literature review (see Chapter 4 for details). 
The pilot study will serve as a primary testing ground for deriving the overall 
qualitative study design. This protocol provided strict procedural guidelines to 
complete the qualitative study with rigor. 
The main goals of the qualitative study were to: 
1. Test the a priori model that has been derived 
o Are all the constructs that serve as barriers to adoption of formal ITG 
practice successfully captured in the a priori model? 
o Are there any constructs in the a priori model that are not barriers? 
o Are there any constructs that are redundant? 
o Justify the inclusion of the constructs 
o Substantiate and improve upon the a priori model developed earlier 
2. To aid in the design of the subsequent survey 
o To get input to derive/ make adjustments to the hypotheses, that is to 
be tested in the survey 
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o Evidence obtained will be gathered to justify the survey constructs and 
measures 
3. To aid in analysing the survey data 
o Evidence obtained from the qualitative studies would be extracted and 
reused in the survey analysis to provide further explanations 
 
The next section will describe the pilot study, followed by the overall design 
related to the main qualitative study. 
 
4.4.1 Pilot Qualitative Study 
Pilot Qualitative Study Design 
The overall aim of the pilot study was to derive the main qualitative study 
protocol, rather than to focus on the results of the pilot study. This is because: 
1. The derivation of the main qualitative study protocol was the primary 
intent for the implementation of the pilot study 
2. The resulting model from the pilot study did not differ much from the 
literature based a priori findings 
3. The resulting detailed protocol derived from this activity, differed 
significantly from the initial protocol, which made it almost impossible 
to compare the pilot data with the subsequent main qualitative study, 
hence it was not taken into account in the overall analysis. 
The pilot study was designed to obtain an overall view of the topic of study 
within the Malaysian context by exploring the topic, identifying any antecedents 
(themes that promoted or dampened) or consequences of formal ITG practice.  
Findings from the literature were incorporated into the interview design to test 
the actual existence and importance of the candidate barriers identified thus far. 
Care was taken to ensure that the line of questioning did not lead the 
respondents into agreement with the previously identified factors obtained from the 
literature and thus introducing bias. 
 
 Chapter 4: Research Methodology 100 
Pilot qualitative study conduct 
Table 10 provides a summary of the pilot study research context. 3 pilot studies 
were conducted as they had fulfilled the case organisation selection criteria. 
These organisations were chosen: (a) as they represented a mix of both public 
and private sector organisations, (b) willingness to take part in the study, (c) ready 
access to targeted interviewees, and (d) their geographical proximity near to the 
researcher’s workplace, which assisted is the feasibility of the data collection phase.   
P3 is an international IT solutions and services company. They had 
implemented ITIL since the 1990’s, this being the fact that they were among the 
authors and developers of ITIL. The main motivation cited for adoption was to 
mitigate and minimize risks. Other drivers for adoption include achieving operational 
efficiency and to maintain stability as well as to improve further the operations of the 
organisation. At the time of the interview, P3 had 1200 employees in Malaysia alone. 
They serve customers in the Asia Pacific region and Japan. 
G2 is a government ministry. At the time of data collection, the ministry is in 
the midst of planning to adopt certain parts of ITIL. They had not considered 
adopting any formal ITG practice before this as they felt that there was no need and 
more importantly, they did not have the luxury of time and manpower at their 
disposal. Their main stakeholders consist of other ministries and government 
departments in Malaysia. 
G3 is a government department. They had implemented ISO 27001 since 2008, 
being one of the pioneer government agency adopter in Malaysia. The main impetus 
for adoption was to provide proof and assurance to other external entities and 
organisations that deal and share data with them that they manage data security in 
accordance to international standards. Furthermore, adoption was done to obtain 
internal satisfaction, motivation, and increase confidence levels from an external 
accreditation agency. Through adoption, they intend to exhibit professionalism and 
increase the stature of their organisation. Their main stakeholders are people. 
A single interview was conducted in each organisation. The interviewees 
consisted of a service delivery manager, an undersecretary for IT management, and 
also a Chief Information Officer. Two of the companies had adopted a formal ITG 
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practice while the other had not. A few organisational and project-related documents 
(company annual reports and bulletins) were collected and analysed in detail. 
 
Table 10: Summary of the pilot study research context 
Sector Business / industry Interviewee ITG practice 
adopted 
ID 
Private IT solution and services Service Delivery Manager ITIL P3 
Public Government Undersecretary, IT Management Non-specific G2 
Public Government CIO ISMS G3 
 
Pilot qualitative study outcomes 
The primary outcomes of the pilot study with regards to the protocol are 
discussed here around the ‘lessons learnt’, in terms of applying the qualitative study 
method in general and integrating the methodology specifically to the given study 
context. The overall lessons learnt can be summarized as follows: 
1. The need to properly define terms used in the context of study 
There was a specific need to define and familiarize the respondents 
with the terms used in this study. This is to enable a common 
understanding by both the researcher and the respondent when 
reference is made towards specific terms as used in this study.  
2. The questions needed to be more specific and relevant  
Suitable participants with proper line of questioning were needed to 
represent situations of different levels of adoption and not simply adopt 
or non-adopt situations.  
3. The protocol needed more specific details on the overall procedures to 
follow. 
The pilot study revealed that protocol for: (1) meeting arrangements 
with the respondents; and (2) The overall documentation are vital. 
Meeting arrangements must be made well in advance and the researcher 
had to anticipate any sudden changes in the time and place of meeting 
since the respondents are all management level staff with tight 
schedules. Proper documentation of all procedures related to the entire 
research and specifically to the qualitative study is important to ensure 
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that the entire conduct of the qualitative study can be executed 
efficiently.  
4.4.2 Unit of Analysis and Case Selection 
The unit of analysis was the organization. Participants involved in this 
qualitative study were chosen based on theoretical-based sampling. Theoretical-
based sampling is used to look at the manifestations of factors so that a more detail 
analysis and examination of that factor can be done (Patton, 1990).  
Theoretical sampling is a method of data collection based on concepts/themes 
derived from data. The purpose of theoretical sampling is to collect data from places, 
people and events that will maximize opportunities to develop concepts in terms of 
their properties and dimensions, uncover variations, and identify relationship 
between concepts (Corbin & Strauss, 2007). 
Measures were taken to ensure that respondents varied in terms of their 
different demographic features such as the industry type, the organisation type and 
the level of adoption. This enables a more broad and holistic view of the problem at 
hand. All participants must consist of management level individuals who are 
involved in making key decisions with regards to the governance of IT in their 
respective organisations. These respondents should also exhibit enough interest to 
participate and their organization’s proximity to the researcher should not be that far 
so as not to affect the data collection activities. 
In addition to the researchers own requirements, the benefits of participation 
and other related matters have to be communicated with the prospective parties 
(Benbasat, Goldstein, & Mead, 1987). Benefits to the participating organization, any 
confidentiality and ethical issues regarding the study were communicated clearly to 
all participants of this study (refer to Appendix A - Appendix C ).  
In determining the number of cases for this qualitative study, researchers have 
been advised to take resource constraints, opportunities and feasibility issues into 
consideration. Eisenhardt (1989) suggest that one should stop adding cases when 
“theoretical saturation has been reached”.  Here, theoretical saturation simply means 
the point at which incremental learning is minimal because the researcher is 
observing a phenomenon seen before (Eisenhardt, 1989), or simply “when there is no 
new data emerging” (Corbin & Strauss, 2007).  
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Taking this into account, this qualitative study consisted of 3 pilot interviews 
and 12 actual interviews which enabled the researcher to justify theoretical saturation 
effectively. 
 
4.4.3 Data Collection 
Interviews are the most common source for obtaining qualitative data. They 
can be in the form of open ended, semi-structured, structured or survey. This study 
used a primarily semi-structured interview approach. The following describes some 
of the common elements involved in this approach: 
Steps leading to the interview 
The participants were invited to participate in the study through e-mail 
invitations sent to their respective organization email addresses. Prior to this, 
information on suitable candidates was obtained with the help of the Malaysian 
Administration and Modernization Planning Unit (MAMPU), SME Corporation 
Malaysia and others. Further invitations were extended to organisations identified 
through snow ball sampling obtained from previous interaction with the pilot study 
respondents. The email invite contained several attachments: a formal invitation 
letter, some background information on the research project as well as a request for 
participation.  
Upon receiving confirmation of their willingness to participate, a subsequent 
email was then sent to arrange for a suitable date and time for the interview. 
Whenever possible, the interview sessions were conducted at the respondent’s 
organisational premise. All this was intended to maximize cooperation from the 
interviewee. At least two days before a scheduled interview session, a friendly 
reminder would be sent to that particular respondent.   
The conduct of the interview 
The interview sessions can be divided into several stages. The first stage is 
where the interviewer greets and introduces himself to the participant. He then begins 
some brief casual talk with the participant to get the participant to be more at ease, 
comfortable, as well as to build rapport. This will be followed by the interviewer 
requesting for the interview to be recorded. Once the session starts recording, the 
interviewer will go through the content of the interview protocol. The first step in the 
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protocol would require the interviewer to briefly state the purpose of the interview as 
well as background information on the research project. The interviewer would also 
remind the participant that their participation is confidential and their names would 
be anonymous. A consent form will then be distributed and collected from the 
respondents. Only after the completion of all these formalities will the actual 
interview begin. 
Interview content 
All interviews followed the same structure and format as pre-specified in the 
protocol. It is divided into several parts. The first part consists of demographic 
questions. Next were questions were asked pertaining to the respondent’s level of 
awareness towards IT Governance in general. This is followed by a set of questions 
that focus more specifically on formal ITG practice (standards and frameworks), and 
issues pertaining to its adoption by the organization. This is where individual 
constructs in the a priori model were introduced, and the respondent’s opinions on 
them were sought. 
Care has been taken to ensure that all possible answers are taken into account, 
so that the line of questioning does not break. Prompts were also provided in the 
interviewer’s version of the protocol enabling him to elicit further response from the 
respondent when necessary. The interview ends with an open-ended question to 
enable the respondent to further express their views, in addition to what they had 
already provided.   
All interviews were electronically recorded and transcribed, with the prior 
informed consent of the participants. This equipped the researcher with a complete 
and accurate account of the interview for subsequent analysis. 
4.4.4 Codifying the Data 
Analysis of the qualitative data can be done using a variety of techniques such 
as content analysis, ethnography, grounded theory, phenomenology and historical 
search. Here, we focus our attention towards the use of content analysis.  
Initially, researchers used content analysis as either a qualitative or quantitative 
method in their studies. Later content analysis was used primarily as a quantitative 
research method, with text data coded into explicit categories and then described 
using statistics. This approach is sometimes referred to as quantitative analysis of 
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qualitative data. More recently, the potential of content analysis as a method of 
qualitative analysis has been recognized. 
 Qualitative content analysis has been defined as: 
 a research method for the subjective interpretation of the content of text 
through the systematic classification process of coding and identifying 
themes of patterns  (Hsieh & Shannon, 2005) 
 an approach of empirical, methodological controlled analysis of text 
within their context of communication, following content analytic rules 
and step by step models, without rash quantification (Mayring, 2000) 
 any qualitative data reduction and sense-making effort that takes a 
volume of qualitative material and attempts to identify core 
consistencies and meanings (Patton, 1990) 
Comparing qualitative content analysis with its rather familiar quantitative 
counterpart can help differentiate between them and helps to enhance our 
understanding of the method. Table 11 compares and contrasts between both 
quantitative and qualitative content analysis. The specific type of content analysis 
approach chosen by a researcher varies with the theoretical and substantive interests 
of the researcher and the problem being studied (R. P. Weber, 1990). 
 
Table 11: Comparison between qualitative and quantitative content analysis 
Quantitative content analysis Qualitative content analysis 
Is used widely in mass communications as a way 
to count manifest textual elements 
Developed primarily in anthropology, qualitative 
sociology, and psychology, in order to explore 
the meanings underlying physical messages 
Deductive, intended to test hypotheses or 
address questions generated from theories or 
previous empirical research 
Mainly deductive, grounding the examination of 
topics and themes, as well as the inference 
drawn from them, in the data. In some cases, 
used to generate theory 
Requires that the data sampling technique 
selected using random sampling or other 
probabilistic approaches so as to ensure  the 
validity of statistical inferences 
Usually consist of purposively selected texts 
which can inform the research questions being 
investigated 
Produces numbers that can be manipulated with 
various statistical methods 
Produces descriptions or typologies, along with 
expressions from subjects reflecting how they 
view the social world 
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In real world research work, the two approaches are not mutually exclusive and 
can be used in combination, as suggested by Smith, “qualitative analysis deals with 
the forms and antecedent-consequent patterns of form, while quantitative analysis 
deals with duration and frequency of form” (H. W. Smith, 1975). R. P. Weber (1990) 
also pointed out that the best content-analytic studies use both qualitative and 
quantitative operations.  In agreement to the point made by R. P. Weber (1990), we 
chose to combine both qualitative and quantitative operations of content analysis. 
Qualitative content analysis goes beyond merely counting words to examining 
language intensely for the purpose of classifying large amounts of texts into an 
efficient number of categories that represent similar meanings (R. P. Weber, 1990). 
Hsieh and Shannon (2005) identified three distinct approaches to qualitative 
content analysis: (1) conventional, (2) summative, and (3) directed.  
Conventional content analysis is generally used with a study design whose 
aim is to describe a phenomenon.  This type of design is usually appropriate when 
existing theory or research literature on a phenomenon is limited. 
A study using a summative approach to qualitative content analysis starts with 
identifying and quantifying certain words or content in text with the purpose of 
understanding the contextual use of the words or content. This quantification is an 
attempt not to infer meaning, but, rather, to explore usage. A summative approach to 
qualitative content analysis goes beyond mere counting words to include latent 
content analysis. 
Directed content analysis is often used when existing theory or prior research 
exists about a phenomenon that is incomplete or would benefit from further 
description. The goal of a directed approach to content analysis is to validate or 
extend conceptually a theoretical framework or theory. Existing theory or research 
can help focus the research questions. It can provide predictions about the variables 
of interest or about the relationship among variables, thus helping to determine the 
initial coding scheme or relationships between codes. Mayring (2000) refers to this 
type of content analysis as the deductive category application. 
In directed content analysis, using existing theory or prior research, researchers 
begin by identifying key concepts or variables as initial coding categories. Next, 
operational definitions for each category are determined using the theory.  
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We begin coding immediately with the predetermined codes. Data that cannot 
be coded are identified and analysed later to determine if they represent a new 
category or a subcategory of an existing code.  
The findings from a directed content analysis offer supporting and non-
supporting evidence of a theory, this evidence can be presented by showing codes 
with exemplars and by offering descriptive evidence. The researcher might chose to 
describe his study findings by reporting the incidences of codes that represented the 
main categories and the incidence of newly identified codes. He could also 
descriptively report the percent of supporting versus non-supporting codes for each 
participant and for the total sample. 
The theory or prior research used will guide the discussion of findings. Newly 
identified categories offer a contradictory view of the phenomenon or might further 
refine, extend, and enrich a theory. 
The main strength if a directed approach to content analysis is that existing 
theory can be supported and extended. The directed approach does present 
challenges to the naturalistic paradigm. Using theory has some inherent limitations in 
that: (1) researchers approach the data with an informed but, nonetheless, strong bias. 
Hence, researchers might be more likely to find evidence that is supportive rather 
than non-supportive of a theory, (2) in answering probe questions, some participants 
might get cues to answer in a certain way or agree with the questions to please 
researchers, (3) an over-emphasis on the theory can blind researchers to contextual 
aspects of the phenomenon. These limitations are related to neutrality or 
confirmability of trustworthiness as the parallel concept to objectivity (Y. S. Lincoln 
& Guba, 1985). 
 
The process of qualitative content analysis 
To support valid and reliable inferences, qualitative content analysis involves a 
set of systematic and transparent procedures for processing data. Some of the steps 
overlap with the traditional quantitative content analysis procedures, while others are 
unique to this method. Next we detail the steps taken during the entire qualitative 
content analysis process. 
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Step 1: Prepare the data  
According to Zhang and Wildemuth (2009), there are several questions that 
needs to be addressed when transcribing interviews: (1) should all the questions of 
the interviewer or only the main questions from the interview guide be transcribed; 
(2) should the verbalisations be transcribed literally or only in a summary; and (3) 
should observations during the interview (e.g.: sounds, pauses and other audible 
behaviors) be transcribed or not? In answering the first question, we decided to 
transcribe the entire interview session. The number and length of the interviews 
permitted us to spend enough quality time transcribing them. Furthermore, this is to 
allow the reader of a particular transcript to obtain a complete picture of the entire 
interview session. In answering the next question, the verbalisations were transcribed 
literally to ensure no meaning was lost. Finally, observations during the interview 
were noted, whereby behaviors that were deemed to be worth noting, were noted 
down by the interviewer.   
Step 2: Define the unit of analysis 
The unit of analysis refers to the basic unit of text to be classified during 
content analysis. Messages have to be scrutinized before they can be coded, and 
differences in the unit definition can affect coding decisions as well as the 
comparability of outcomes with other similar studies. Therefore, defining the coding 
unit is one of the most fundamental and important decisions (R. P. Weber, 1990).  
“Codes are tags or labels for assigning units of meaning to the descriptive or 
inferential information compiled during a study“. They are assigned to chunks of 
data, usually phrases, sentences, or paragraphs that are connected to a specific 
context or setting (Miles & Huberman, 1994). Codes mainly consists of three kinds: 
descriptive, interpretive and pattern” (Miles & Huberman, 1994).  
In defining the unit of analysis, we considered assigning a code to a text chunk 
of any size, as long as the chunk represents a single theme or issue of relevance to 
our research. 
Step 3: Develop categories and a coding scheme (or codebook) 
Categories and a coding scheme (or codebook) can be developed a priori from 
existing theory or concepts (theory-driven), emerge from the raw data (data-driven) 
or they can grow from a specific project’s research goals and questions (structural). 
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A codebook is a set of codes, definitions, and examples used as a guide to help 
analyze interview data. Coding scheme or codebooks are essential to analyzing 
qualitative research because they provide a formalized operationalisation of the 
codes (Crabtree & Miller, 1999; Fereday & Muir-Cochrane, 2006). Furthermore, 
since multiple coders are involved, the use of codebooks is essential to ensure 
consistency of coding. Since our study references a priori model, therefore we 
generated an initial list of coding categories based on the a priori model. We were 
also open to instances where we may modify the model within the course of the 
analysis as new categories emerge inductively (Miles & Huberman, 1994).  
We followed the steps as described by Boyatzis (1998) in developing our 
codebook. Developing theory-driven codes involve three steps: (1) generate the code; 
(2) review and revise the code in context of the data; (3) determine the reliability of 
coders and the code. 
The first step is to create codes. Codes are generated from the theories that 
guide our research – Diffusion of Innovations Theory, Institutional Theory, TOE 
Framework. The second step was to review and revise the codes in context. This 
necessitated discussing the appropriateness of the code labels and how they were to 
be applied to the data. We take considerable effort to ensure that the code labels were 
conceptually meaningful, clear and concise, and close to the data (Boyatzis, 1998). 
Furthermore, we made sure that our definitions were specific, yet encompassing of 
the constructs that we were trying to capture. To create comprehensive definitions, 
we engaged in several iterations of our interview definitions as well as discussions 
with fellow researchers. After agreeing on the code labels and definition, we selected 
example quotes within the data that best illustrates each code. The last step in 
developing theory-driven codes is determining the reliability, including discussing 
utility and implementation. A sample of our finalised codebook is presented in 
Appendix F. 
Step 4: Test coding scheme on a sample of text 
Since we wanted to ensure a fairly standardized process of analysis, we made 
certain that we developed and validated our coding scheme early in the process. The 
best test for clarity and consistency of our category definitions is to code a sample of 
data. This check is through an assessment of inter-coder agreement of the coded 
sample. Through this process of inter-coder reliability, doubts and problems 
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concerning the definition of categories, coding rules, or categorization of specific 
cases were discussed and resolved within the research team (Schilling, 2006). This 
process of coding sample test, checking coding consistency and revising coding rules 
represented an iterative process that continued until coding consistency was achieved 
(R. P. Weber, 1990). In our case, we considered consistency was achieved when the 
inter-rater reliability test returned a value of 0.78. 
Step 5: Code all the text 
Only when the required consistency is achieved do we start applying the 
coding rules to the entire corpus of text. During the coding process, the code is 
checked repeatedly, to prevent  “drifting into an idiosyncratic sense of what the code 
mean” (Schilling, 2006). Since coding will proceed while new data continues to be 
collected, therefore it is more that possible that new themes and concepts will emerge 
and will need to be added to the coding manual. 
Step 6: Assess coding consistency 
After coding the entire data set, consistency of the coding is again checked. 
Fatigue of human coders would be more likely to happen leading them to make more 
mistakes as the coding proceeds. Furthermore, new codes may have been added since 
the original consistency check. Also, the coders’ understanding of the categories and 
coding rules may change subtly over time, which may lead to greater inconsistency 
(Miles & Huberman, 1994; R. P. Weber, 1990). 
Step 7: Draw conclusions from the coded data 
 This step involves making sense of the themes or categories identified, and 
their properties. Inferences will be made and reconstructions of meanings derived 
from the data will be presented. Activities involve exploring the properties and 
dimensions of categories, identifying relationships between categories, uncovering 
patterns, and testing categories against the full range of data (Bradley, 1993). This is 
a critical step in the analysis process, and its success will rely almost wholly on the 
ability to reason. 
Four main case data analysis techniques have been discussed widely; pattern 
matching, explanation building, time series analysis and program logic (Yin, 2008) 
and many supplementary tools and techniques for data analysis have been presented 
with vivid examples ” (Miles & Huberman, 1994). 
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Pattern coding [“a way of grouping the summaries into a smaller number of 
overarching themes or constructs” (Miles & Huberman, 1994)] and pattern matching 
was conducted to ‘compare an empirically based pattern of variables with the 
predicted one; the a priori model’.  
Themes are patterns found in the information that at minimum describes and 
organizes the possible observations identified and at maximum interprets aspects of 
the phenomenon. A theme may be identified at the manifest level (directly 
observable in the information) or at the latent level (underlying the phenomenon). 
The themes may be initially generated inductively from the raw information or 
generated deductively from theory and prior research. 
Internal validity is enhanced when the pattern coincide. Of the case study is an 
explanatory one, the patterns may relate to the dependent or independent variables 
(Guy G Gable, 1991; Tellis, 1997; Yin, 2008). The core purpose of this exploratory / 
explanatory case study was to test the completeness and correctness of the constructs 
of the a priori model and to get preliminary insights into the inter-relationships 
among the factors and measures, which would aid in the survey design and analysis 
stages of the study. Instances of factors as barriers were coded and analysed together 
with constructs which were mentioned as measures of adoption. 
Explanation building was also applied within the analysis of this case study, to 
some extent it is a special type of pattern matching with the goal of analyzing the 
case study data by stipulating a set of explanations; causal links and trying to 
‘explain the phenomenon’ (Yin, 2008). In this study, with the purpose being to test 
the completeness and correctness of the constructs in the a priori model, we used 
explanation building only at instances where the empirical evidence suggested a 
change to the a priori model. 
Step 8: Report your methods and findings 
This step is where the methods and findings will be presented as completely 
and as truthfully as possible (Patton, 1990). This is to enable the study to be 
replicable. Decisions and practices concerning the coding process will be reported, as 
well as the methods used to establish the trustworthiness of the study. 
 Since qualitative content analysis does not produce counts and statistical 
significance, therefore presenting the research findings is challenging. We use 
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various methods to justify our conclusions, through the use of quotations (Schilling, 
2006), as well as other methods of data display such as matrices, graphs, charts and 
conceptual networks (Miles & Huberman, 1994). However, the form and extent of 
reporting will finally depend on the specific research goals (Patton, 1990). 
We strive to balance between description and interpretation when presenting 
the results. This is because an interesting and readable report “provides  sufficient 
description to allow the reader to understand the basis for an interpretation, and 
sufficient interpretation to allow the reader to understand the description (Patton, 
1990). 
4.4.5 Main Qualitative Study  
The main qualitative study was initiated after the complete of the pilot 
qualitative study. As stated before, the findings obtained from the pilot study were 
used to develop the main qualitative study protocol. 
Qualitative Study Protocol 
According to Yin (2008), a qualitative study protocol has to be developed. This 
protocol helps to increase the reliability of the qualitative research conduct. Based on 
input and learning’s acquired from the pilot study, here we present the qualitative 
study protocol used in the main study of this research: 
1. Introduction of the study 
a) Obtain a potential list of candidate participating organisations from 
well-established sources such as: Malaysian Administrative 
Modernisation and Management Planning Unit (MAMPU) for the 
public sector and SME Corporation Malaysia for the private sector.  
b) Send an email invitation containing a brief introduction to these 
organisations to gain commitment to participate  in the study 
c) Identify the specific person from each of these organisations that 
will be involved in the interview 
2. Data collection procedure 
a. Contact the list of participants  
b. Arrange time/date/place for the interview 
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c. Send a brief introduction of the interview objectives, terminologies 
used and other relevant information prior to the interview 
d. Prepare the tape recorder, blank consent forms to be signed by the 
participants 
3. Report case  
a. Background of the case 
4. Analysis of the case 
5. Discussion  
 
4.5 OVERALL QUANTITATIVE STUDY 
 
4.5.1 Characteristics of Survey Research 
“A survey is a method of collecting information directly from people about 
their feelings, motivations, plans, beliefs, and personal, educational, and financial 
background. It usually takes the form of a questionnaire that someone fills-out alone 
or with assistance, or it can be conducted as an interview in person or on the 
telephone” (Fink, 2003). 
Surveys are among the more popular methods used by the information systems 
research community because they: 
o Are easy to administer and are simple to score and code, 
o Allow the researcher to determine the values and relations of variables 
and constructs, 
o Provide responses that can be generalised to other members of the 
population studied and often to other similar populations, 
o Can be reused easily and provide an objective way of comparing 
responses over different groups, times, and places, 
o Can be used to predict behaviour, 
o Permit theoretical propositions to be tested in an objective fashion, 
and 
o Help confirm and quantify the findings of qualitative research. 
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Furthermore, according to Darshana Sedera, Guy G Gable, and Taizan Chan 
(2003), there are four main reasons for the method’s proliferation in the IS field, 
which include its ability to: 
o Document the norm accurately “identifying extreme outcomes and 
delineating associations between variables in the sample”, 
o Analyse data both at aggregate and at individual levels, 
o Facilitate ‘more rigorous hypothesis testing and generalisation by 
giving more cases (samples) and more systematic data’ rather than 
other methods (i.e. case studies), and  
o Potentially “add to the inventory of previously well-developed 
research instruments”. Such an inventory of items allows the IS field 
to evolve as a discipline where research activities can be expedited 
without re-inventing instruments, once instruments are sufficiently 
validated. 
However, they do have weaknesses, which include: 
o Surveys are just a snapshot of behaviour at one place and time, 
o One must be careful about assuming they are valid in different 
contexts. In particular, different cultures may produce different 
results, 
o They do not provide as rich or “thick” description of a situation as a 
case study 
o They do not provide as strong evidence for causality between 
surveyed constructs as a well-designed experiment 
According to Pinsonneault and Kraemer (1993), surveys conducted for research 
purposes  have three distinct characteristics. First, the purpose of the survey is to 
produce quantitative descriptions of some aspects of the study population. Survey 
research is a quantitative method, requiring standardized information from and/or 
about the subjects being studied. The subjects studied might be individuals, groups, 
organisations or communities; they might also be projects, applications, or systems. 
Second, the main way of collecting information is by asking people structured and 
predefined questions. Their answers, which might refer to themselves or some other 
unit of analysis, constitute the data to be analysed. Third, information is generally 
collected about only a fraction of the study population – a sample – but it is collected 
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in such a way as to be able to generalize the findings to the population – like service 
or manufacturing organisations, line or staff work groups, MIS departments, or 
various users of information systems such as managers, professional workers, and 
clerical workers. Usually, the sample is large enough to allow extensive statistical 
analyses. 
Survey research can be used for exploration, description or explanation 
(Pinsonneault & Kraemer, 1993). Furthermore, survey research can be cross- 
sectional or longitudinal. 
Exploratory surveys are used with the aim of becoming more familiar with a 
subject and to examine any initial concepts about it.  “The purpose of survey research 
in exploration is to become more familiar with a topic and to try out preliminary 
concepts about it. A survey in this context is used to discover the range of responses 
likely to occur in some population of interest and to refine the measurement of 
concepts…usage of survey research for exploration as an end in itself is almost never 
warranted. Exploratory surveys should be used as the basis for developing concepts 
and methods for more detailed, systematic descriptive or exploratory surveys” 
(Pinsonneault & Kraemer, 1993). Descriptive surveys are used when the goal is to 
examine “what situations, events, attitudes or opinions are occurring in a population” 
(Pinsonneault & Kraemer, 1993). Data are gathered and analysed to ascertain facts, 
not to test a theory, hence the hypothesis is not causal.  Explanatory surveys are used  
when there is a need to test theory and causal relations (Pinsonneault & Kraemer, 
1993). This method not only examines the cause and effect relationships between the 
elements but also examines the directionality of the effects. The central research 
question in explanatory survey research is: “Does the hypothesised causal 
relationship exist, and does it exist for the reasons posited?” (Pinsonneault & 
Kraemer, 1993). 
Cross-sectional surveys examine the sample population during a single time 
interval, with only one point in time for data collection. Longitudinal surveys 
specifically examine the variables within the study over time. 
The survey designed for this research was predominately explanatory (where 
the goal was to test the relationships between the factors that act as barriers and the 
dependent variable which is level of adoption), and cross-sectional (data was 
collected only once). While the advantages of longitudinal surveys were duly noted 
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(Vitalari & Venkatesh, 1991), a cross-sectional design was chosen for feasibility and 
practicality issues. In comparison to longitudinal surveys, cross-sectional surveys are 
(a) relatively simple to design and establish research validity, and (b) the duration of 
a research project is nominal as the progress of the research is sequential from 
design, to data collection, then data analysis and finally interpretation. 
In this study, we adopted the use of paper-based and web-based surveys. The 
reason for using both approaches is to counterbalance any disadvantages of a single 
approach. The use of web-based surveys is the preferred because they are 
considerably faster (Dillman, Smyth, & Christian, 2008), and more cost-effective 
(Dillman et al., 2008). Furthermore, they are environmentally friendly (Tse, 1998), 
allow multimedia content (Best & Krueger, 2002), and offer easier data translation 
(Ilieva, Baron, & Healey, 2002). However, on the downside, web-based 
questionnaires may suffer coverage limitations, since they can only be completed by 
participants with access to the internet (Oppermann, 1995). Prospective participants 
may be concerned about possible problems with fraud as a result of breakdowns in 
security (M. A. Smith & Leigh, 1997) and viruses (Dommeyer & Moriarty, 2000). 
Finally, many incentives cannot be attached directly to the questionnaire (Tse, 1998). 
While the use of surveys is indeed advantageous, we are well-aware of the 
downsides of it (as mentioned above), noting that this method has come under great 
scrutiny in recent years (Lang, 2002); primarily due to the design weaknesses or not 
reporting appropriate information about the essential details of the survey process. In 
an effort to avoid the same criticism towards this research, we detail the procedures 
followed in the conduct of our survey. The next section will describe the core 
elements of the survey design in detail. 
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Figure 7: An overview of the employed Survey Design Process 
 
As shown in Figure 7, the primary steps of the survey design process include: 
(1) construct operationalisation [that is the identification of themes / constructs to be 
measured, related sub-constructs and items (a.k.a. survey questions or measures)], (2) 
instrument design, (3) sample selection, (4) pre-testing & pilot testing, (5) survey 
conduct, (6) data cleansing and (7) data analysis. Even though the steps are depicted 
in a sequential manner here; it is largely an iterative process. 
For instance, one has to know the sample to be able to finalise the items and 
wordings in the instrument, but the fundamentals of what is going to be included in 
the instrument has to be decided in order to identify the best candidates to respond to 
the survey. Similarly, the data has to be cleaned and codified prior to data analysis, 
but further data manipulation and codification may be required as part of the data 
analysis process.  
Construct operationalisation 
Instrument design 
Sample selection 
Pre-testing & Pilot testing 
Survey conduct 
Data cleansing 
Data analysis and reporting 
Sub-construct identification Construct identification Item derivation 
Descriptive statistics Construct validation Hypothesis testing 
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The details presented in this section report on each of these phases in a 
sequential manner. Even though the process was iterative, it presents the results of 
the final iteration, in order to maintain the simplicity and flow of the discussion.  
The remainder of this chapter will describe steps 1 to 6 of Figure 7.  Chapter 5 
of this thesis will present the descriptive results of the analysis, the construct 
validation process, and the hypothesis testing results. 
4.5.2 Construct Operationalisation 
Construct operationalisation is the process of identifying constructs (in our 
study, constructs were already identified from the literature and further validated 
through a qualitative study phase – see Chapter 5: Data Analysis and Results), their 
appropriate sub-constructs and deriving suitable items for each of these sub-
constructs. This is a task that is normally iteratively revisited in any survey design. 
For example, the selected items may be modified in relation to the feasibility and 
characteristics of the available sample, or the pilot testing results (which generally 
comes later in the overall design process – see Figure 7) may influence the sample. 
The term; ‘constructs’, ‘sub-constructs’, ‘items’, ‘questions’, ‘measures’ are often 
used frequently in this discussion. Exhibit 1 defines these key terms. 
 
Exhibit 1: Defining key terms used: ‘construct’, ‘sub-construct’, ‘items’, ‘survey question’, ‘measure’ 
Construct = available in the testable model 
Sub-construct = elements that describe the construct 
Items= the investigative questions that measure the sub-construct 
 
In this survey design, each construct had many sub-constructs (delivered from 
literature and qualitative data). Each sub-construct was measured by one item 
(following  Ives, Hamilton, and Davis (1980) and  Bailey and Pearson (1983) ) 
Construct Sub-construct 1 
Sub-construct 2 
Sub-construct…n 
Corresponding item (survey question / measure) 
 
Corresponding item (survey question / measure) 
 
Corresponding item (survey question / measure) 
 
Top 
management 
support 
Resource 
Vision 
Lack of top management support resource allocation 
for formal ITG practice 
 
Lack of top management vision sharing and 
articulation of formal ITG practice 
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As discussed in Chapter 3, a comprehensive analysis of the literature was 
conducted in search of candidate constructs for the proposed model of this study. 
There are two main approaches for deriving appropriate constructs and sub-
constructs for a research study: (a) the inductive and (b) the deductive approach 
(Hinkin, 1995). In the inductive approach, the researcher is left to determine the sub-
constructs of a construct. Here, the researcher gathers qualitative data and categorises 
the content of qualitative data in order to generate appropriate constructs and sub-
constructs. On the other hand, the deductive approach is a theory-driven approach 
where the researcher focuses the derivation of sub-constructs following the 
guidelines of an existing theory, model, framework or taxonomy. “In both 
circumstances, constructs and sub-constructs should represent the measurement 
phenomenon adequately with no extraneous variables. Furthermore, it is advisable 
that in the deductive approach, the constructs and sub-constructs be validated and 
qualified before being used in item derivation” (Darshana Sedera et al., 2003). Most 
studies is IS are critiqued for their lack of discussion of identification and validation 
of constructs and sub-constructs employed in a survey instrument (Darshana Sedera 
et al., 2003). 
This study applied the deductive approach to derive the sub-constructs and 
items of the survey instrument. 
Independent Constructs 
For the purpose of explaining in detail the steps taken to operationalise the 
model constructs, we use a single construct: top management support as an example. 
Henceforth, all discussions regarding the steps taken will use top management 
support construct for illustration and example.  
To operationalise the model constructs, we make reference to the steps 
described by Recker and Rosemann (2010) and Davis (1987). We describe in detail 
below the stages involved, with top management support used as an example. 
Stage one: Item Creation 
Firstly, we give formal definitions to all constructs as used in the model. This is 
to ensure that the construct is distinct and differs from other related constructs. Table 
12 shows the formal definition given for the top management support construct. 
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Table 12: Formal definition for Top management support construct 
Construct Formal definition used in this study 
Top management support 
The level of commitment by senior management in the organization 
to formal ITG practice adoption process, in terms of their involvement 
and willingness to allocate valuable organizational resources 
 
Then, candidate items for each of the construct were generated from past 
literature. Literature on innovation adoption, especially on standards and frameworks 
adoption was taken into account as they reflect the particularities of our research 
context and ensures that all dimensions and domain substrata of the respective 
construct definition is covered. The whole collection of past studies was reviewed in 
search of the best potential question for each sub-construct. 
Care was taken to ensure that only items from previous research that has shown 
to obtain highest levels of validity and reliability are extracted to be included as 
candidate items. This will ensure a high level of content validity of the measurement 
items. Each item included will contain statements which feature: (1) type: thought, 
feeling, perception, action, outcome, intrinsic characteristics; (2) target at which the 
behaviour is directed: formal ITG practice; (3) the context at which the behaviour 
occurs: organisational level, and (4) time frame: current and most recent formal ITG 
practice initiative. The two latter elements were not explicitly included in each items 
statement as the general instructions of the survey already contained advice to the 
participants to refer in their responses to the most recent and most familiar formal 
ITG practice in their respective organisations. We listed down 10 items per construct, 
as this number is needed to achieve reliability levels of at least 0.80 (Davis, 1989; 
Recker & Rosemann, 2010).  
Table 13 gives the initial item pool for Top management support, while the 
initial item pool for the other constructs can be found in Appendix J. Item creation 
for the remaining constructs was accomplished in a similar fashion. Table 14 shows 
the articles used for generating items for Top management support. 
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Table 13: Initial candidate items for Top management support 
Item 
code 
Item 
Adapted from  
(article # from Table 14) 
TMS1 
Lack of top management resource allocation for formal ITG 
practice 
4,9 
TMS2 
Lack of top management vision sharing and articulation of formal 
ITG practice 
6,7 
TMS3 
Lack of top management involvement in formulating a strategy 
for formal ITG practice 
1,7 
TMS4 
Lack of top management involvement in key decision making 
activities regarding formal ITG practice 
1,2,4,8 
TMS5 Lack of top management leadership 3 
TMS6 Lack of top management promotion of formal ITG practice 9 
TMS7 Lack of top management risk taking towards formal ITG practice 5,6 
TMS8 
Lack of top management monitoring of formal ITG practice 
through the establishment of goals and standards 
1,2,7 
TMS9* 
Lack of top management attendance at formal ITG practice 
project meetings 
2,8 
TMS10* 
Lack of top management constructive feedback on formal ITG 
practice 
4 
*are added to complete ten candidate items per construct 
 
Table 14: Articles used for Top management support item generation 
# Author(s) & Year # Author(s) & Year 
1 C. Hsu, Lee, and Straub (2012) 2 Thong, Yap, and Raman (1996) 
3 T. S. H. Teo, Ranganathan, and Dhaliwal (2006) 4 Rai and Bajwa (1997) 
5 Premkumar and Michael (1995) 6 Gu et al. (2012) 
7 Liang, Saraf, Hu, and Xue (2007) 8 Yap, Soh, and Raman (1992) 
9 Premkumar and Roberts (1999)   
 
Stage two: Substrata Identification 
 The next step involved substrata identification through the own category 
test. The objective is to ensure construct validity in terms of its convergent and 
discriminant validity. This step involves the use of a set of seven (7) panellist which 
include members with different theoretical and practical expertise (in the areas of 
teaching and learning, consultancy and real world application), with sufficient and 
credible levels of training / educational background2. By including members with 
different theoretical and practical expertise we sought to incorporate adequate 
proxies for formal ITG practice experts in the areas of teaching and learning, 
                                                 
 
2 In our case, they consist of: one (1) Senior lecturer in IS, two (2) First year IS post-graduate PhD student, one 
(1) Final year IS post-graduate student, one (1) Senior Analyst in charge of Security Management and Best 
Practices,  one (1) Vice President of IT Operations, and one (1) IT Consulting Company Director 
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consultancy and real world application. The first panellist only served as a pre-test 
subject, to ensure comprehensiveness and comprehensibility of the test instrument. 
 Panel members participate in a face to face interview and are asked to perform 
the categorization and labelling tasks. They are asked to place the candidate items in 
up to 6 categories, so that the statements within a category are similar in meaning to 
each other and dissimilar to statements of other categories, they are also asked to 
label those categories. Similarity data is analysed by assigning to a cluster, items that 
at least 4 out of 6 (or 67%) placed in the same category. By comparing and reflecting 
on the chosen labels for the associated categories, the resulting clusters were given 
an appropriate label. In effect, the resulting clusters can be considered to adequately 
reflect distinct domain substrata for the considered construct and thus serve as a basis 
for identifying a set of items to comprehensively cover the domain content of the 
construct. 
The procedure yielded data which is summarised in data matrices. These data 
matrices contain subject (panellist) ratings of similarity between items for Top 
management support (as shown in Table 15, with results for other constructs in 
Appendix N). Each cell of these symmetric matrices gives the number of subjects 
who put an item in the same category with some other item during the categorisation 
task. This serves as a measure of the degree of similarity between the items as 
perceived by the group of subjects / panellist as a whole. 
A simple cluster analysis was performed on the similarity matrices. Items that 
4 or more of the 6 subjects placed in the same category were assigned to the same 
cluster. For example, Top management support items 1 and 7 were coded as 
belonging to the same cluster, as shown in Table 16. The results of this cluster 
analysis are summarized in Table 17, which gives the clusters, item numbers, item 
names, and item priorities. These clusters are viewed as manifestations of the 
underlying domain substrata, and as such serve as a basis for assessing the 
smoothness of domain coverage. The clusters, item numbers, item names and item 
priorities for the other constructs can be found in Appendix P. For Top management 
support, notice that items fall into three (3) major clusters. The first cluster contains 
items relating to putting high emphasis or priority towards formal ITG practice, the 
second towards actively promoting and communicating formal ITG practice and its 
benefits and the third is on the active involvement of top management in formal ITG 
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practice activities. Leadership, an item which failed to group with other items was 
eventually dropped. 
In summation, the categorisation task resulted in three supported substrata for 
the Top management support construct, with each obtaining considerable support in 
the panel categorisation exercise (67% and 83% respectively). 
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Table 15: Categorisation task for Top management support construct 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
# 
Construct 
name given 
Construct  
name identified 
Group #1 Group #2 Group #3 Group #4 Group #5 Group #6 
Top management support 
1 
Top 
management 
support 
Top management 
supportive factors 
Controlling 
TMS3, TMS 4, TMS8, 
TMS9, TMS10 
Promoting 
TMS1, TMS2, TMS6, 
TMS7 
Capability 
TMS5 
   
2 
Top management 
support 
Management 
involvement 
TMS2, TMS3, TMS4, 
TMS8, TMS9, TMS10 
Promotion 
TMS6 
Leadership 
TMS5 
Financial support 
TMS1 
Enthusiasm 
TMS7 
 
3 
Commitment from 
top management 
Practices 
TMS1, TMS2, TMS3, 
TMS4, TMS5, TMS6, 
TMS7, TMS8, TMS9, 
TMS10 
     
4 
Management 
Commitment 
Management 
involvement in 
implementation 
TMS3, TMS8 
 
Management 
participation in 
review of ITG 
TMS6, TMS10 
 
Management 
direction for ITG 
TMS2, TMS4, 
TMS5 
  Management 
undertaking in 
successful ITG 
TMS1, 
TMS7, 
TMS9 
5 
Management 
involvement 
Management 
monitoring 
TMS3, TMS4, TMS8, 
TMS10 
Management 
advertising 
TMS2, TMS6 
Management  
leadership 
TMS5, TMS9 
 
Management 
resources 
TMS1 
 
Management 
risk decision 
taking 
TMS7 
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Table 16: Similarity matrix for Top management support items: frequency with which items were 
assigned to same category 
Item  code TMS1 TMS 2 TMS 3 TMS 4 TMS 5 TMS 6 TMS 7 TMS 8 TMS 9 
TMS1 
         
TMS2 2 
        
TMS3 1 3 
       
TMS4 1 3 4 
      
TMS5 1 2 1 3 
     
TMS6 2 4 2 1 1 
    
TMS7 4 2 1 1 1 2 
   
TMS8 2 2 5 4 1 1 2 
  
TMS9 2 2 3 4 3 1 2 3 
 
TMS10 2 2 4 4 1 2 2 5 3 
 
 
Table 17: Top management support item clusters 
Cluster 
Item 
code 
Item Priority 
Item code 
for survey 
Suggested label 
A 
TMS1 
Lack of top management resource 
allocation for formal ITG practice 
3 TMS1 
High emphasis / 
priority 
TMS7 
Lack of top management risk taking 
towards formal ITG practice 
8 dropped 
  
B 
TMS2 
Lack of top management vision sharing 
and articulation of formal ITG practice 
5 TMS2 
Active promotion 
/ communication 
TMS6 
Lack of top management promotion of 
formal ITG practice 
7 dropped 
  
C 
TMS3 
Lack of top management involvement 
in formulating a strategy for formal ITG 
practice 
1 TMS3 
Active 
involvement 
TMS4 
Lack of top management involvement 
in key decision making activities 
regarding formal ITG practice 
2 dropped 
TMS8 
Lack of top management monitoring of 
formal ITG practice through the 
establishment of goals and standards 
4 dropped 
TMS9 
Lack of top management attendance at 
formal ITG practice project meetings 
9 dropped 
TMS10 
Lack of top management constructive 
feedback on formal ITG practice 
10 dropped 
  
-None- TMS5 Lack of top management leadership 5 dropped -None- 
 
 
 Chapter 4: Research Methodology 126 
 
 
Stage three: Item Identification 
 The next step is item identification. The goal of item identification is to 
establish differences in content validity between the candidate items in order to be 
able to drop items that show little potential for high validity. A ranking task was 
done to obtain an order of candidate items with respect to their content validity, and 
to identify potential items for elimination. Table 18 shows the rankings assigned by 
subjects to the Top management support items. The procedure yielded data which are 
summarised in data matrices. These ranking matrices give the frequency with which 
the 6 subjects placed each item in a particular position in priority. 
The ranking matrix of Table 18 was used to derive a priority index for each item. The 
median rank was used as the basis to for establishing priority for an item. The 
median was chosen in preference to the mean because of its robustness to the skewed 
distribution of the priority ratings. The mean was used to break ties, however. Table 
19 shows the medians, means and resulting priorities for Top management support 
items. Table 20 shows in detail the resulting priorities for Top management support 
items. Results for other constructs are shown in Appendix O. 
Table 18: Ranking of item meaning for Top management support: frequency by item 
 
Ranked correspondence with 
 construct meaning 
(1 = highest) 
Item code 1 2 3 4 5 6 7 8 9 10 
TMS1 2 1 
 
1 
    
1 1 
TMS2 
 
2 
   
1 1 
 
1 1 
TMS3 
 
2 3 
 
1 
     
TMS4 2 
 
2 1 
  
1 
   
TMS5 1 
  
1 
 
1 1 1 
 
1 
TMS6 
   
1 1 1 1 1 1 
 
TMS7 
   
1 
 
2 
 
1 1 1 
TMS8 
 
1 
 
1 3 
 
1 
   
TMS9 
  
1 
  
1 1 1 2 
 
TMS10 1 
   
1 
  
2 
 
2 
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Table 19: Determination of item priorities for Top management support 
Item code Median rank Mean rank Priority 
TMS1 3 2.7 3 
TMS2 6.5 3.6 5 
TMS3 3 1.8 1 
TMS4 3 1.9 2 
TMS5 6.5 3.6 5 
TMS6 6.5 3.9 7 
TMS7 7 4.3 8 
TMS8 5 2.8 4 
TMS9 7.5 4.2 9 
TMS10 8 4.2 10 
 
Table 20: Resulting priority ranking for Top management support construct 
Rank Item code Item 
1 TMS3 
Lack of top management involvement in formulating a strategy for formal 
ITG practice 
2 TMS4 
Lack of top management involvement in key decision making activities 
regarding formal ITG practice 
3 TMS1 Lack of top management resource allocation for formal ITG practice 
4 TMS8 
Lack of top management monitoring of formal ITG practice through the 
establishment of goals and standards 
5 TMS5 Lack of top management leadership 
5 TMS2 
Lack of top management vision sharing and articulation of formal ITG 
practice 
7 TMS6 Lack of top management promotion of formal ITG practice 
8 TMS7 Lack of top management risk taking towards formal ITG practice 
9 TMS9 
Lack of top management attendance at formal ITG practice project 
meetings 
10 TMS10 Lack of top management constructive feedback on formal ITG practice 
 
For elimination, it had to be considered whether the remaining item pool 
contains appropriate representatives of the identified domain substrata of the 
theoretical constructs. Therefore, on analysing the results, attention was paid to the 
results of the categorization task (see previous stage above) in order to identify 
domain substrata of which the item pool may have excessive, or inadequate, 
coverage. Overall, the ranking tasks resulted in an order of content validity of the 
candidate items that can be used to eliminate items that demonstrate low validity. In 
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reaching a decision for item identification, we considered the ranking data together 
with the categorization data as well as informal, qualitative feedback from the panel 
that the members were asked to provide. The ranking and categorization exercise 
obtained allowed us to select from the initial item pool candidate items that show a 
high potential for validity and reliability. In terms of top management support 
construct (as shown in Table 17), for example, items TMS7, TMS6, TMS9, and 
TMS10 were dropped because they failed to receive priority rankings. TMS5 was 
dropped because it failed to cluster with other items. TMS4 and TMS8 were dropped 
so as to limit (balance out) the number of items being represented by each cluster to 
one item per cluster. 
 
Stage four: Item Revision 
The next stage is the item revision stage. The goal of this stage is to revise the 
reduced set of candidate items to a final set of ‘high potential candidate items’ in 
order to improve their potential validity and reliability. Therefore, to achieve this, we 
turn to the index card sorting exercise.  The panel involved in this stage is concerned 
with assessing, and improving the item specificity and wording of the potential 
measurement items. The objective is to specify measurement items that are most 
likely to be well understood in the final field test. In each of the four rounds in this 
panel study, the panel size consisted of two members. They all include professional 
staff, consultants, and post graduate students with none of them familiar to the study. 
By including members with different levels of expertise, we sought to incorporate 
adequate proxies for varying types of key decision makers in an organisation. 
In each round, the panel of judges met in a face to face setting to explain the 
intent and mechanics of this test. Two trial sorts were conducted prior to the actual 
sorting to increase familiarity with the procedure. In the sorting task, the panel of 
judges used Websort - a web based online sorting application3 (see Figure 8). The 
use of this application significantly helped to speed up the process of execution and 
analysis of results. The application randomly presented the items and asked the panel 
judge to sort the cards into categories, with each category intended to reflect one of 
the latent constructs. In all of the different rounds of test, the target categories were 
                                                 
 
3 Websort can be obtained from: http://dirtarchitecture.wordpress.com/websort/ 
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provided to the panel of judges. The judges were also tasked to identify items that are 
ambiguous or indeterminate.  
 
Figure 8: Using Websort for card sorting activity 
 
To assess the reliability of the sorting conducted by the judges, two 
measurements were established.  
 
 
 
Table 21 summarises the coding reliability results in terms of placement ratio 
summaries across all four rounds of sorting, and also displays inter-judge agreements 
measured using Cohen’s Kappa (Jacob Cohen, 1960). 
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Table 21: Coding results for index card sorting test 
 
 
  Agreement measure Round 1 Round 4 Round ZB Round ZC 
  Cohen's Kappa - Set A 
 
      
1 Top management support 1.00 1.00 1.00   
2 External support 0.51 0.64 0.75   
3 Resistance to change 0.73 1.00 1.00   
4 Perceived benefits 0.65 0.27 1.00   
5 Organizational resource availability 0.24 0.58 0.70   
6 External pressure 0.72 0.837 0.333   
  Average Kappa 0.64 0.72 0.80   
  Cohen's Kappa -  Set B 
 
      
1 Complexity 1.00 1.00 1.00 1.00 
2 Compatibility 1.00 1.00 1.00 1.00 
3 Cost 1.00 1.00 1.00 1.00 
4 Quantifiability of benefits 0.44 1.00 0.44 0.43 
5 Absorptive capacity 0.44 1.00 -0.18 0.59 
6 Consultant effectiveness 1.00 1.00 1.00 1.00 
7 Project management 0.26 0.84 0.44 1.00 
  Average Kappa 0.73 0.98 0.67 0.86 
            
  Placement ratio summary - Set A 
 
      
1 Top management support 1.00 1.00 1   
2 External support 0.80 0.79 0.9   
3 Resistance to change 0.88 1 1   
4 Perceived benefits 0.83 0.67 1   
5 Organizational resource availability 0.67 0.55 0.88   
6 External pressure 0.90 0.94 0.58   
  Average 0.85 0.83 0.89   
  Placement ratio summary - Set B 
 
      
1 Complexity 1.00 1 1 1 
2 Compatibility 1.00 1 1 1 
3 Cost 1.00 1 1 1 
4 Quantifiability of benefits 0.75 0.75 0.75 0.75 
5 Absorptive capacity 0.75 0.75 0.5 0.5 
6 Consultant effectiveness 1.00 1 1 1 
7 Project management 0.60 0.67 0.75 1 
  Average  0.87 0.88 0.86 0.89 
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In each sorting round, minimally recommended Kappa levels of 0.60 was 
exceeded (Landis & Koch, 1977).  Round by round revisions helped to improve the 
reliability so that at the end of the test, a very good value of 0.80 for Set A and 0.86 
for Set B was achieved, indicating an almost perfect result was achieved (Landis & 
Koch, 1977) . Refer to Table 22 for Kappa strength of agreement. 
Table 22: Kappa levels for strength of agreement (Landis & Koch, 1977). 
Kappa statistic Strength of agreement 
< 0.00 Poor 
0.00 – 0.20 Slight 
0.21 – 0.40 Fair 
0.41 – 0.60 Moderate 
0.61 – 0.80 Substantial 
0.80 – 1.00 Almost perfect 
 
From  
 
 
 
Table 21 it can be observed how the results vary from each round respectively. 
This situation can be expected as a different set of judges were used in each round. 
However, the obtained Kappa levels indicate a sufficient level of reliability was 
achieved during the final sorting round. 
After each round, each set of items was inspected, and, if deemed necessary, 
reworded. Those items that were repeatedly misplaces (and thus showed only little 
potential for high validity) were dropped. After reconciliation, items for each 
construct are listed in Table 23. 
 
Table 23: Resulting list of items per construct 
Code Item 
TMS1 Lack of top management involvement in key decision making activities regarding formal ITG practice 
TMS2 Lack of top management resource allocation for formal ITG practice 
TMS3 Lack of top management vision sharing and articulation of formal ITG practice 
CMT1 Formal ITG practice does not align with our organization’s operating practices 
CMT2 Formal ITG practice does not align with our organization’s values and belief 
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CMT3 Formal ITG practice is not compatible with our current Information Systems 
CST1 The cost of setting up formal ITG practice is very high 
CST2 The cost of formal ITG practice training is very high 
CST3 The cost of maintaining formal ITG practice is very high 
CE1 Consultant lacks prior experience in providing quality service for formal ITG practice 
CE2 Consultant lacks the capability to provide relevant solutions for formal ITG practice 
CE3 Consultant is incapable of communicating well 
CE4 Consultant is untrustworthy when dealing with formal ITG practice 
CMP1 It is difficult to understand formal ITG practice 
CMP2 It is difficult to use formal ITG practice 
PB1 Lack of improvement in efficiency and cost reduction from formal ITG practice 
PB2 Lack of improvement in the management of resources from formal ITG practice 
PB3 Lack of improvement in reducing work process complexity from formal ITG practice 
RC1 Employees do not participate in activities related to the formal ITG practice 
RC2 Despite the introduction of formal ITG practice, employees continue to use traditional practice 
ES1 Community agencies do not provide sufficient training towards formal ITG practice 
ES2 Lack of availability of certified trainers to train our personnel in formal ITG practice 
ES3 Government does not provide subsidies for formal ITG practice 
ES4 Formal ITG practice vendors do not provide sufficient training courses 
ES5 
It is difficult to get help from the business community in resolving unexpected formal ITG practice 
problems 
EP1 The government does not mandate formal ITG practice 
EP2 Lack of pressure from our suppliers for formal ITG practice 
EP3 Lack of pressure from our customers for formal ITG practice 
EP4 Only a few of our suppliers are currently or are intending to adopt formal ITG practice 
EP5 Only a few of our customers are currently or are intending to adopt formal ITG practice 
EP6 
Our organization refrains from participating in industry, trade or professional associations that 
promote formal ITG practice 
RSA1 Lack of adequate human resource for formal ITG practice 
RSA2 Lack of adequate infrastructure for formal ITG practice 
RSA3 Lack of adequate financial resources for formal ITG practice 
RSA4 Lack of adequate time resource for formal ITG practice 
 
Stage five: Instrument Validation 
 Up to this point, the measurement instrument development procedure 
described is more of a qualitative analysis than a rigorous statistical test of validity 
and reliability of the measurement items. Of course,  without full scale tests of the 
complete measurement instrument there is no way of establishing beyond concern 
whether or not the items in fact measure what they intend to measure. 
Accordingly, the next step was to ensure that the mechanics of compiling the 
measurement instrument had been adequate and to obtain formal measures for 
reliability and validity. To that end, we had used the finalise items listed in Table 23 
in a survey instrument, which is the typical way of validating measurement 
instruments in IS (V. Grover, 1993).   Details of the pre-test, pilot test and field 
survey are described in Section 4.5.5. 
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Dependent Construct 
In this research, we conceptualise the adoption of formal ITG practice as a 
complex organisational undertaking. The complexity of this undertaking is evident in 
that it requires an extensive understanding of information and technology that exists 
within a specific organisational context and the necessary means by which an 
innovation can be introduced and leveraged. The difficulties of adopting a formal 
ITG practice are informed by understanding that acquisition on an innovation alone 
may not insure its full deployment or use (R. G. Fichman & Kemerer, 1997). 
Therefore, a more important measure of an organisation’s deployment of such 
innovations is the degree to which it is assimilated (R. G. Fichman & Kemerer, 
1997). 
Assimilation or level of adoption is a way to measure the development and 
evolution of an organisation’s adoption decision, from its lacking in awareness of the 
innovation to its initial interest, then acquisition through to full deployment. 
According to K. P. Gallagher, Xiaoni, and Gallagher (2012), assimilation is designed 
to measure the level of adoption. Examining an organisation’s assimilation of an 
innovation allows for evaluating adoption not just as a decision, but as an ongoing 
challenge faced by the management. In fact, management may require convincing in 
order to insure its use.  
The concept of assimilation was first introduced in the management literature 
by  R. G. Fichman and Kemerer (1997) as a way to explore what they described as 
the illusory experience of organisations with innovation adoption. The process they 
examined was the adoption of object oriented programming methods, which presents 
a complex organisational challenge, as it requires not just new technology, but new 
knowledge, changes in work processes, and changes in organisational procedures. 
The authors found that organisations that had a broader range and depth of 
experience related to information technologies experienced greater levels of 
assimilating. They also found that greater related knowledge in the organisation lead 
to higher levels of assimilation, as workers had access to the experience and 
expertise they needed to help them through the learning process.  
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The assimilation scale employed by R. G. Fichman and Kemerer (1997)  study 
was devised specifically to measure the deployment of an innovation in question. 
Recognising that innovations differ, the authors noted that future studies of 
assimilation should adapt the measure to represent the characteristics of the particular 
innovation under study. Thus, Reardon and Davidson (2007), building on the work of 
R. G. Fichman and Kemerer (1997), recently adopted the scale to study a very 
different problem. The authors devised an assimilation scale to measure the adoption 
and use of electronic medical records in small physician practices. The challenges of 
this innovation and the existing context of the organisations were very different from 
those examined in the prior study; thus, an alteration of the measures of the level of 
adoption was required. Similarly, the measures examining the antecedent conditions 
that might predict higher levels of assimilating the innovation in question, such as the 
related knowledge in the organisation, may also require alteration based on the 
context. To date, assimilation has been employed as a dependent variable, extending 
research and providing an informative measure of an organisation’s adoption of 
innovation. 
In operationalising the adoption construct, we referred to previous 
operationalisations (see Table 24) in the general innovation adoption literature, 
administrative innovation adoption literature, as well as specific standards and 
frameworks literature. 
For standards adoption, previous researchers have devised multi-item 
measures. For example, Welch, Mori, and Aoyagi-Usui (2002) used 3 stages for ISO 
adoption: (1) Certified – organisations already certified to ISO 14001; (2) In process 
– organisations that had either applied for certification or were preparing to apply for 
certification; (3) Non-adopters – organisations that were not considering 
certification, had not heard about ISO or were determining whether or not to become 
certified. On one hand,  Nelson and Shaw (2003) adopted 7 levels of inter-
organisational systems standard assimilation: (1) Unaware; (2) Aware; (3) Interest; 
(4) Evaluation / trial; (5) Commitment; (6) Limited deployment; (7) General 
deployment. On the other hand, A. Hovav, Patnayakuni, and Schuff (2004) utilised 4 
stages for IPv6 adoption: (1) Non-adoption of the standard; (2) Adoption through 
replacement; (3) Adoption through co-existence; and (4) Full adoption. Their 
approach is driven by two dimensions: environmental conduciveness (EC) and 
 Chapter 4: Research Methodology 135 
usefulness of the features (UF). EC describes the environmental factors that 
influence the adoption decision of an organisation (e.g.: government support, 
network externalities) and UF the organisational elements that encourage adoption 
such as relative advantage and user demand. Full adoption is expected to be the 
ultimate goal and can occur either directly or via one of the other modes.  
Interestingly, recently Anat Hovav, Hemmert, and Kim (2011) highlighted that 
the approach used earlier in  A. Hovav et al. (2004) and others similar to them does 
not specifically consider situations where some factors in each of the two dimensions 
support adoption and others do not. The four modes are presented as pure cases 
where all “the elements of each dimension (the EC and UF) align with the overall 
direction of that dimension” (A. Hovav et al., 2004). For example, in the co-
existence case, the assumption is that all the environmental conditions are 
unfavourable to full adoption while every feature of the innovation is conducive to its 
full adoption. Thus, all the elements of EC imply that the dimension is “low” and all 
the elements of the UF dimension imply that it is “high”. In reality, there may be 
mixed cases where some elements drive the dimension in one direction while other 
elements drive it in the opposite direction. In addressing this issue, Anat Hovav et al. 
(2011) used the following measures: (1) already adopted; (2) In the  planning stages; 
(3) Will adopt in 2-3 years; and (4) No plans to adopt. 
For frameworks adoption, previous researchers have devised multi-item 
measures. For example, Cater-Steel, Tan, and Toleman (2008) adopted 5 levels of 
ITSM process maturity: Level 1 – Initial (process are ad hoc and disorganised); (2) 
Level 2 – Repeatable (processes follow a regular pattern); (3) Level 3 – Defined 
(processes are documented and communicated); (4) Level 4 - Monitored (processes 
are monitored and measured); (5) Level 5 – Optimised (processes are followed and 
automated). 
For administrative innovations adoption, previous researchers have devised 
multi-item measures. For example, Drury and Farhoomand (1996) in their study of 
EDI adoption used 3 groups of adopters: (1) Innovators and early adopters are 
organisations which have adopted and are currently using EDI; (2) Early and late 
majority are organisations which are now in the phases of implementing an EDI 
system, although it is not yet operational; (3) Laggards are organisations which have 
not adopted EDI systems. Meanwhile, K. P. Gallagher et al. (2012) introduced 9 
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levels of security related policy assimilation: (1) Unaware; (2) Aware; (3) Interested; 
(4) Evaluating; (5) Piloting; (6) Implementing; (7) Fully deployed; (8) Deployed and 
audited; and (9) Deployed, audited and routinely improved.  
For other types of innovation adoption, previous researchers have devised 
multi-item measures. In determining different levels of e-commerce adoption, A.Y.L. 
Chong, Ooi, Lin, and Raman (2009) utilised the following: (1) Unaware; (2) Aware; 
(3) Shown an interest; (4) Committed; and (5) Deployed. On one hand, Cho and Kim 
(2001) used the following 6 levels for studying object-oriented programming 
language assimilation:(1) Awareness; (2) Interest; (3) Evaluation; (4) Trial; (5) 
Commitment; and (6) Deployment. On the other hand, Bharati, Zhang, and 
Chaudhury (2013) adopted 9 levels for their study on social media software 
technology assimilation: (1)No current activity; (2) Aware; (3) Interested; (4) 
Evaluated; (5) Committed; (6) Limited installation; (7) General installation; (8) 
Acquired, evaluated and rejected; (9) Do not know / other. Last but not least, 
Sulaiman and Wickramasinghe (2012) used 3 levels of: (1)Acquisition; (2) 
Adoption; and (3) Routinization. 
 
Table 24: Literature on operationalisation of adoption construct 
Innovation Multi-item measure adopted Author 
Standards adoption  
ISO (1)Certified; (2)In-process; and (3)Non-adopters (Welch, Mori and 
Aoyagi-Usui 2002) 
Inter-
organisational 
system 
standards 
(1)Unaware; (2)Aware; (3)Interest; (4)Evaluation/trial; 
(5)Commitment; (6)Limited deployment; and (7)General 
deployment 
(Nelson and Shaw 2003) 
IPv6 (1)Non-adoption of the standard; (2)Adoption through 
replacement; (3)Adoption through co-existence; and (4) 
Full adoption 
(Hovav, Patnayakuni 
and Schuff 2004) 
IPv6 (1)Already adopted; (2)In the planning stages; (3)Will 
adopt in 2-3 years; and (4)No plans to adopt 
(Anat Hovav et al., 
2011) 
Frameworks adoption  
ITSM (1)Level 1 – Initial; (2)Level 2 – Repeatable; (3)Level 3 – 
Defined; (4) Level 4 - Managed; and (5)Level 5 – 
Optimised  
(Cater-Steel, Tan and 
Toleman 2008) 
Administrative innovations adoption  
Electronic 
Data 
Interchange 
(EDI) 
(1)Innovators and early adopters; (2)Early and late 
majority are organisations; and (3)Laggards  
(Drury and Farhoomand 
1996) 
Security-
related 
(1)Unaware; (2) Aware; (3)Interested; (4)Evaluating; 
(5)Piloting; (6) Implementing; (7)Fully deployed; (8) 
(Gallagher, Xiaoni and 
Gallagher 2012) 
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policies Deployed and audited; and (9) Deployed, audited and 
routinely improved 
Other types of innovation 
e-commerce (1)Unaware; (2)Aware; (3)Shown an interest; 
(4)Committed; and  (5)Deployed 
(Chong et al. 2009) 
Object-
oriented 
programming 
language 
(1)Awareness; (2)Interest; (3) Evaluation; (4)Trial; 
(5)Commitment; and (6)Deployment 
(Cho and Kim 2001) 
Social media 
software 
technology 
(1)No current activity; (2) Aware; (3) Interested; (4) 
Evaluated; (5) Committed; (6) Limited installation; (7) 
General installation; (8) Acquired, evaluated and 
rejected; and (9) Do not know / other. 
(Bharati, Zhang and 
Chaudhury 2013) 
Healthcare 
information 
systems  
(1)Acquisition; (2)Adoption; and (3)Routinization (Sulaiman and 
Wickramasinghe 2012) 
 
Based on input obtained from the literature, we had devised responses which 
were quite similar to those utilised in prior assimilation studies, yet, as with other 
assimilation studies, we adapted our instrument in order to insure our respondent 
understood the question within the specific context (R. G. Fichman & Kemerer, 
1997; Reardon & Davidson, 2007). 
The assimilation scale employed in R. G. Fichman and Kemerer (1997) study 
was devised specifically to measure the deployment of an innovation in question. 
Recognizing that innovations differ, R. G. Fichman and Kemerer (1997) noted that 
future studies of assimilation should adapt the measure to represent the 
characteristics of the particular innovation under study. As an example, Reardon and 
Davidson (2007), building on the work of R. G. Fichman and Kemerer (1997), 
recently adapted the scale to study a very different problem. The authors devised an 
assimilation scale to measure the adoption and use of electronic medical records in 
small physician practices. The challenge of this innovation and the existing context 
of the organisations were very different from those examined in the prior study; thus, 
an alteration of the measures of the level of adoption was required. 
As with the study by Reardon and Davidson (2007), we undertook a conceptual 
translation of the assimilation feature put forth by R. G. Fichman and Kemerer 
(1997) in order to study a different, yet still very complex innovation, and its 
adoption into a different, in fact more expansive organisational context. 
To do so, we created a multi-item Guttman scale of formal ITG practice 
assimilation levels. When including items in the scale, we also recognized that the 
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implementation of a standard or a framework might have limited effect on the 
organisation. Without the standards and frameworks being continually audited and 
routinely improved, the organisation’s formal ITG practice could become just 
another set of documentation. Thus, we also adapted the scale by extending it to 
include responses beyond the full deployment of the standard or framework, offering 
the response of deployed, audited and routine improved (as evidence of greater 
degrees of assimilation). 
We created a modified version of the Guttman scale with 7 levels of formal 
ITG practice assimilation levels which is mapped to 5 levels in the actual survey 
questionnaire (refer to Table 25 for the mapping). This use of assimilation levels is 
similar in structure to R. G. Fichman and Kemerer (1997) work with software 
process innovations.  
Table 25: Levels of adoption construct 
Stage Description 
Unaware, aware, shown an interest Not adopted 
Committed A decision has been made to use, but has yet to be 
implemented 
Deployed some / partial adoption A least some requirements of the formal ITG practice have 
been implemented 
Deployed all / full adoption All requirements of the formal ITG practice have been 
implemented 
Deployed, audited and routinely 
improved 
All requirements of the formal ITG practice have been 
implemented, and either externally audited (standard),  or has 
been improved upon (framework) 
 
Deriving the Descriptive Survey Items 
The descriptive survey items were derived based on literature reviews of 
similar survey instruments, nevertheless adapted to our own study context. 
 
Job role 
In [Job role], we had used the following three (3) items, representing three (3) 
different levels of management:  
 Executive / senior / top management (e.g.: CIO, CEO, CFO, and VP) 
 Middle management (e.g.: Undersecretary, HOD, and Service Delivery 
Manager) 
 Operational management (e.g.: Line managers, and Supervisors) 
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Main education background 
In [Main education background], we had used two (2) items, differentiating 
between IT-related and non-IT related backgrounds: 
 Information technology (IT) related 
 Non-IT related 
 
Working experience in current position 
In [Working experience in current position], we had used five (5) different 
levels ranging from less than a year to more than 15 years. A working experience of 
more than five years ensured that they were experienced and conversant with the 
variables under study (James & Ratemo, 2011). 
 <= 1 year 
 > 1 year to <= 5 years 
 5 years to <= 10 years 
 > 10 years to <= 15 years 
 > 15 years 
 
Industry 
Industry sector refers to the market space where a company’s main activities 
take place (Huntgeburth, Förderer, Ebertin, & Veit, 2013), or the company’s 
principal line of business (Lanoue, 2001).  
In [Industry], we had used the following items: 
 Service 
 Financial services 
 Manufacturing 
 Retail 
 Healthcare / pharmaceuticals 
 Energy (oil & Gas) 
 Telecommunications 
 Technology 
 Construction 
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 Education 
 Others 
 
Working experience in industry 
For [Working experience in the industry], we provided the following items: 
 <= 1 year 
 > 1 year to <= 5 years 
 5 years to <= 10 years 
 > 10 years to <= 15 years 
 > 15 years 
 
Full-time employees employed 
Full time employees refer to persons who usually work more than 30 hours per 
week in their main job (OECD - Social Policy Division - Directorate of Employment, 
2013). For [Full time employees employed], we had provided the following options: 
 < 20 employees 
 20 – 50 employees 
 51- 150 employees 
 > 150 employees 
 Don’t know 
The options provided enabled us to further distinguish between small, medium 
and large organisations. 
 
Annual turnover 
Annual turnover refers to the total sales turnover in a financial year. For 
[Annual turnover], the options given were specifically chosen so they can be 
aggregated to small, medium and large organisations. The options are: 
 < RM 200 000 
 RM 200 000 – RM 249 999 
 RM 250 000 – RM 999 999 
 RM 1 million – RM 5 million 
 RM 5.1 million – RM 9.9 million 
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 RM 10 million – RM 25 million 
 > RM 25 million 
 Don’t know 
 
Ownership structure 
Like organisation size, it is also difficult to find a widely accepted definition of 
organisation type. Existing literature however indicates that organisations can be 
grouped into different types based on a variety of criteria such as means of obtaining 
compliance (Kast & Rosenzweig, 1985), business activity (Eng, Chee, Huat, & 
Phuong, 1994), social needs orientation (Kast & Rosenzweig, 1985), primary 
beneficiary (Kast & Rosenzweig, 1985) (Kreitner, 1986), technology (Kreitner, 
1986), and ownership (Gabriel, 2003). 
In this study, organisation type refers to the nature of ownership of an 
organisation (Rahman et al., 1999).  
For [Ownership structure], we provided the following options: 
 Public 
 Private 
 Government-linked company (GLC) 
 Mixed (50% private & 50% public) 
 Don’t know 
 
Public sector refers to those organisations that are owned and controlled by the 
government while the private sector refers to business organisations that are owned 
by individuals (Rahman et al., 1999). Government-linked companies (GLCs) refer to 
business entities with a primary commercial objective and in which the Malaysian 
Government (government) has a direct controlling stake (Jaafar & Jordan, 2009).  
The controlling stake enables the government to involve itself in the appointment of 
the Boards of Directors (BOD), nomination of senior management staff, establishing 
policy direction for these companies and making major decisions (e.g.: contract 
awards, strategy, restructuring and financing, acquisitions and divestments, etc.) 
(Putrajaya Committee on GLC High Performance (PJC), 2006). Mixed ownership in 
this study refers to a situation whereby ownership is equally shared between public 
and private sector organisations. 
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Organisational size 
No specific definition of organisational size was adopted in this study. It is due 
to the existence of confusion surrounding organisational size which has reached such 
a point that the logic underlying its definition has been described as a theoretical 
waste (John R Kimberly, 1976). Furthermore, previous studies have also failed to 
offer a consensus definition of organisational size (Jackson, Morgan, & Paolillo, 
1986). Organisational size further suffers from measurement problems. One reason 
for this is that size is a multidimensional rather than a global concept (D. S. Mileti, 
D. F. Gillespie, & D. S. Eitzen, 1981). In fact, literature on organisation theory 
suggest several indicators of size including market share, number of product lines, 
asset, number of branches, and number of employees among others. 
The number of full-time employees in an organisation was however considered 
as the relevant measure of organisation size. This measure is chosen because it is a 
convenient denominator (B. J. Hodge, Anthony, & Gales, 2003), and is a less 
subjective measure than market share, product lines, and other methods of measuring 
size (John R Kimberly, 1976). Moreover, the number of employees is the measure 
that is most commonly cited in the literature (J. D. Ford & Slocum, 1977). Using the 
number of employees as a measure,  V Grover and Segars (1996) as well as Pervan 
and Phua (1997) have identified three categories of organisational sizes: small, 
medium and large. This study adopted their classification, which suggests that an 
organisation is small when it employs fewer than 250 people, while a large 
organisation is one that has over 1000 employees. A medium sized organisation is 
the one that employs between 250 and 1000 people. Categorizing agencies by full 
time employees (FTE) aligns this study with other literature within government and 
industry domains (Kotulic & Clark, 2004). 
 
4.5.3 Survey Instrument Design 
“The selection, wording, and ordering of questions and answers requires 
careful thought and a reasonable command of language” (Fink, 2003). A number of 
elements had to be addressed prior to deriving a completed survey instrument. This 
section addresses these different elements in brief detail. 
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Instructions 
Questionnaires should be self-explanatory, so they can be ‘self-administered’, 
filled out in privacy without supervision. They must consist of general directions on 
the overall survey and specific instructions (when deemed relevant) for different 
sections within the instrument (Fink, 2003). Mandatory and optional questions must 
also be clearly indicated. A thorough concern was given to this study to abide by 
these recommendations, and clear instructions were provided upfront at all instances 
(see Figure 9 for some extracts from the original instrument and Appendix R for a 
copy of the paper-based instrument). 
Non / mandatory and supplementary items 
All model-related items (i.e.: items of the barriers, moderators, mediators, 
adoption measures) and descriptive type questions deemed important were made 
mandatory in the survey. All mandatory items were enforced in the web version of 
this instrument, utilising the capabilities of the application(s) that designed and 
hosted the web-based version. In the paper-based version, adequate instructions 
outlining those mandatory questions were clearly stated early in the survey. It is 
interesting to note that we made demographic questions mandatory to be answered in 
this survey, making sure that non are too intrusive or difficult to be answered by the 
targeted respondents. 
Non mandatory questions consist of contact details of the respondents, required 
only for those that wish to receive a copy of the survey results. 
Important terminology definitions 
In ensuring that the respondents understand the meanings and are accordance 
to the definitions used in our study scope, we made sure to include the definition of 
these important terms early in the survey. The definitions used were edited and 
phrased to suit the respondents’, according to the target sample. 
Interestingly, we decided against including the definition of the constructs used 
in our study. This approach was taken to make the survey flow as simple, short and 
natural as possible.  
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Figure 9: Extracts from the original survey instrument depicting some sample instructions provided 
Item wordings 
Items that belonged to one construct were not grouped together, in an effort to 
reduce common method variance. Since this was the first attempt of operationalising 
these constructs in the context of formal ITG practice adoption, negatively worded 
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items (in our case: we can call it positively worded items) were not included, in order 
to avoid any inflated reductions of validity, 
Each item was passed through a series of editions (discussions with supervisor 
and colleagues within the field of study) with the goal of avoiding any occurrences 
if; long complex questions, double positives, any jargon or abbreviations, words with 
potential double meaning, leading questions, and emotionally loaded questions (a 
checklist / rule-set similar to that presented in Pallant (2010), was used within these 
review rounds). 
Selecting the scales 
There are many ways of collecting ‘data’ depending on the nature of the 
research (Pallant, 2010). A scale refers to the choice a respondent has on answering 
each item (D. Sedera, G. G. Gable, & T. Chan, 2003) and this can be designed in 
multiple different ways (e.g.: via categorical, comparative, differential, graphical, 
interval, nominal, ordinal, ratio or summated scale – see Fink (2003)). Using the 
appropriate scale is an important consideration of the instrument design process, 
especially when it comes to validating model constructs. 
There are many validated scales that can be used in research. Finding the right 
one(s) for a particular study is the challenge. As mentioned earlier, there was no 
appropriate validated instrument that the researcher could borrow from this study. 
Hence, all the scales in this survey were derived and used for the first time in this 
study. The scales used to measure the demographic questions were presented 
previously (refer to Section 4.5.2). The scale derivation of the variables directly 
related to the barriers model is discussed in this section. 
The barriers model constructs were designed primarily to gather the perceived 
existence of each construct (via a range of sub-constructs - which were validated 
through a qualitative study and the literature). Close-ended Likert scale-type 
questions were designed for this purpose. 
Likert type scales have been used by researchers for decades since its original 
development in 1932 by Rensis Likert (D. R. Hodge & Gillespie, 2007). This type of 
scale consists of a series of declarative statements, where the respondent is asked 
whether he or she agrees or disagrees with each statement. “in contemporary usage, 
Likert scales present individuals with positively or negatively stated propositions and 
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solicit respondents’ opinion about the statements through a set of response keys” (D. 
R. Hodge & Gillespie, 2007). Likert scales are acknowledged to be the most 
frequently used scale in perception gathering surveys in general (D. R. Hodge & 
Gillespie, 2007; J. C. Nunnally, Bernstein, & Berge, 1967), and also in Information 
Systems (Darshana Sedera et al., 2003). It also fits well with the overall purpose of 
this survey’s model testing intentions. 
The length of the scale (e.g.: 1 to 5; 1 to 7; 1 to 10) is an important decision 
that has to be made by the researcher. “Typically participants are asked to indicate 
their level of agreement or disagreements with a proposition on a graded four-or-
five point scale (for example, strongly disagree, disagree, agree, and strongly agree). 
The fifth point, when used, allows for a neutral or undecided selection to be 
incorporated into the response key as a mid-point response option” (D. R. Hodge & 
Gillespie, 2007). Reliability of a scale is known to increase with the increments of 
the number of choices up to five and more (Lissitz & Green, 1975). “A good scale 
should accommodate sufficient variability among the respondents” (Darshana Sedera 
et al., 2003). Thus, it is best to use as wide a scale as possible since one can always 
collapse the responses into condensed categories later on for analysis purposes.  
However, too many points in the scale may distort the data as: 
 It increases cognitive overload, 
 The point-scale has to realistically relate to the statement it is 
measuring, and  
 Respondents may skip response categories that have little substantive 
meaning for them which may increase the “primacy effect” – the 
tendency for respondents’ responses to be the first option acceptable to 
them (D. R. Hodge & Gillespie, 2007) 
A five-point Likert scale [with the common end values of (1) not a problem 
and (5) extreme problem] was selected for the constructs that were designed to report 
on a constructs’ perceived degree of existence.  
Designing the overall layout and order of items 
 Appendix R illustrates a copy of the paper-based survey instrument, which 
clearly denotes the overall layout that was followed. The first page was dedicated to 
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introduce the study and and its goals, which then followed the general instructions 
section and finally the actual questionnaire items. The basic guidelines provided by 
Fink (2003) were carefully followed to obtain a smooth flow within the questions. 
Measuring the correct unit of analysis is vital for the success of survey research 
(D. W. Straub, 1989). The study unit of analysis was a single formal ITG practice. 
Hence, it was important that the respondent answered the entire survey based on a 
single selected formal ITG practice that the he or she was most familiar with. Clear 
instructions were given upfront in the survey stating “Questions 2-58 relate to a 
single formal IT Governance practice that your organisation is MOST familiar 
with”.  
The survey questions were presented in one flow, with the questions on the 
barriers to formal ITG practice asked first, and demographic/descriptive questions 
asked last. The dependent variable followed the independent variables, as this 
supported the natural sequence of activities of a formal ITG practice project.  
Instrument distribution modes 
“In all scientific endeavours, the available tools affect the questions one can 
ask and the data one can collect” (Kiesler & Sproull, 1986). The main data collection 
was done by both web and paper-based instruments. The web instrument mirrored 
the paper based instrument (see samples presented in Appendix Q) and was designed 
using the Key Survey online survey software tool4. The paper-based version was 
used only for contacts who were approached face-to-face (with a majority of the 
responses from this study were derived from the web-based survey instrument). 
The literature provides varying debates on the pros and cons of using electronic 
surveys. Prior to the Internet, offline electronic surveys were already available, and 
an empirical study by Kiesler and Sproull (1986) revealed that response rates for 
paper based surveys were higher than electronic surveys (75% vs. 67%). They 
suggest that electronic surveys are suitable only when the target population tends to 
be relatively well educated, technologically competent and willing to use computers 
as a mode of communication (Kiesler & Sproull, 1986). The same could be said for 
                                                 
 
4 Key survey is an official web-based survey creation and management system software provided for use by QUT 
students and staff. It can be accessed using the following URL: https://survey.qut.edu.au/site/. 
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web-based surveys today, as this relatively new communications technology is not 
yet adopted, or indeed accessible, by all. In addition,  acknowledges with ease at 
which we can now distribute surveys via the web, but questions whether this is 
leading to an overwhelming number of web based surveys being circulated (of 
varying and uncertain quality) , and how this in itself may deter potential respondents 
from choosing to complete them. 
In the context of this study, the advantages of web based instruments 
outweighed any limitations. The target population of this study; senior managers of 
organisations were technologically competent and had access to the related 
technology (i.e.: computer and the internet) on a day to day manner. A web based 
survey assisted in reducing distribution and processing complexities and costs (i.e.: 
in terms of distributing the survey via email and arranging prepaid return envelopes). 
It simplified the data entering and codification phase as all data was automatically 
extracted in computer readable format. Research also indicates that “respondents 
who answer electronic surveys made fewer item completion mistakes than those who 
answered a paper survey” (Kiesler & Sproull, 1986). This can be further enhanced by 
input validation options that can be activated via the survey software used. The total 
number of words for open-ended answers does not tend to vary based on the mode 
(Kiesler & Sproull, 1986). Overall, electronic surveys derive similar results to paper 
based surveys (Kiesler & Sproull, 1986), and is more economical and feasible, hence 
was a better choice to be employed. 
 
4.5.4 Sampling Procedures 
Questionnaires are used to collect data from people. Thus, (a) the ‘sample’ 
from whom this data is collected and (b) the number of respondents, becomes a 
critical design aspect as it will significantly influence the wordings and focus of the 
items used (Fink, 2003). 
 
Who to collect data from 
Past related studies have shown the importance of properly identifying the 
correct ‘stakeholder’ or ‘view’ to collect data from. An organisation can typically be 
subdivided into three layers (see Figure 10). According to W. Van Grembergen and 
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Haes (2009), IT Governance is situated at each of these three layers in the 
organisation: at the strategic level where the board is involved, at management level 
within the C-suite and senior management layer and finally at the operational level 
with operational IT and business management. Furthermore, it infers that all three 
levels, business and IT are involved and become potential stakeholders. 
However, in our study we focus our attention towards senior management in 
charge of formal ITG adoption.  Given that the unit of analysis of this study is formal 
ITG practice, it was important that the stakeholder group targeted had the knowledge 
and exposure of the topic at hand. Thus, senior managers in charge of IT were chosen 
for their knowledge on the status of adoption and details pertaining to it. 
 
 Figure 10: Three layers of IT Governance (from (W. Van Grembergen & Haes, 2009)) 
 
In order to gain a sufficient number of total survey responses, a combined 
judgemental sampling (a type of non-random sampling) and snowball sampling 
technique was applied. The following section summarizes the different resources that 
the researcher resorted to, in order to collect survey responses. 
 Database of accumulated personal contact: 
The researcher had compiled a comprehensive list of potential target 
respondents for this study, these contact details consisted of the following 
fields: 
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o First name and surname: to enable personalised correspondence 
during the survey administration (i.e.: personalised email requesting 
participation in the study via mail merge application) 
o Company: to identify from which organisation the candidate 
respondents belong to. This information was later used by the 
researcher to identify candidates in the list who might be able to 
recommend further potential respondents (for snowball sampling). 
o Position: to identify which group of stakeholders they would belong 
to.  
o Contact details: (address, telephone number, mobile number): to 
assist the researcher to contact the individual for any clarification or 
follow up during the survey administration phase. 
o Email address: to enable electronic communication and distribution 
of the survey (via a link to an email message). 
o Source: to keep track of the source of where these candidate-
respondent-contacts originated. 
The list was derived by amalgamating a number of resources, which 
included: 
o The candidate’s own personal contacts obtained via the qualitative 
study phase, and professional involvement in various conferences. 
o  A list of attendees who took part in the ISACA/MNCC IT 
Governance, Assurance and Security Conference 2011 in KL, 
Malaysia. 
o  Referrals obtained from all of the above. 
The database was checked and ‘cleaned’ for duplicates. A total of 769 
contacts resulted from this effort. Some of these contacts (34) responded to 
the paper version of the survey while the others who did take part (137), 
responded to the online version. Data from this group was maintained 
separately to the data collected from the other groups to enable effective 
response set/bias analysis. 
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 Support from professional bodies 
   In order to gain credence and increase participation from potential 
respondents, the candidate approached various professional bodies at national 
level, seeking their assistance to support the study by distributing the survey to 
their registered members. The target professional bodies were selected based 
on how closely their goals and interests aligned with formal ITG practices and 
how their membership would consists of candidates who would fit the 
definition of senior management in charge of formal ITG practice adoption. A 
number of associations were identified and contacted and 2 agreed to support 
the study by permitting us to advertise our survey: (i) in their monthly/ 
quarterly newsletters and /or (ii) with email invitation sent to their member list 
requesting them to participate in the survey. 
These associations were: 
a) ISACA Malaysia Chapter 
This is the Malaysian chapter affiliate of an international body of 
Information Governance Professionals known as ISACA (Previously known 
as the Information Systems Audit and Control Association, ISACA now goes 
by its acronym only, to reflect the broad range of IT governance professionals 
it serves). With a membership of over four hundred members locally, the 
Malaysian chapter is classified as a large sized chapter. The aim of this 
chapter is to sponsor local educational seminars and workshops, conduct 
regular chapter meetings, and help to further promote and elevate the 
visibility of the IS audit, control and security profession throughout the 
region (see http://www.isaca.org/chapters3/Malaysia/Pages/default.aspx for 
further details, last accessed 5th May 2013). 
b) MNCC 
The Malaysian National Computer Confederation (MNCC) is a 
confederation dedicated to the development of IT Professionals and the 
creation of an Information Rich Society. Its mission is to achieve global 
competitive advantage through IT Professional Excellence. MNCC is 
recognized as the IT professional body in the country as well as 
internationally through membership in IFIP (International Federation of 
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Information Processing) and SEARCC (South East Asia Regional 
Computer Confederation). MNCC undertakes activities to promote IT 
professionalism by organizing talks, seminars, conferences or 
workshops on its own or in association with other parties, as well as 
working with relevant bodies in the country to promote its objects (see 
http://www.mncc.com.my for further details, last accessed 7th June 
2013). 
c) Information Security Professional Association (ISPA) 
ISPA.my is the premier association that focuses on the growth of 
Information Security Professionals in-line with the Malaysian 
government's vision towards creating and sustaining a safer cyberspace 
to promote National sustainability, social well-being and wealth 
creation. ISPA.my is dedicated to provide professional educations and 
certifications, continuous learning and a common framework of 
professional conduct that allowing these professionals to channel, 
attach themselves to and elevate themselves toward a higher standard of 
professionalism in their work, public and society as a group of trusted 
Information Security experts (see http://ispa.my for further details, last 
accessed 6th June 2013). 
 
Number of respondents in the sample 
A common goal of survey research is to collect data representative of a 
population as the data gathered is used to generalise observations back to the 
population (Barlett, Kotrlik, & Higgins, 2001). Thus, planning for an appropriate 
sample size is important in a strong survey design. Determining the sample size can 
be largely influenced by the goals of the survey and the tests that are planned to be 
conducted on the data, as different test types have different sampling size heuristics 
[for example different item to case ratios of 1:4 - Rummel (1988); 1:5 - Bryant and 
Yarnold (1995), Tabachnick and Fidell (2012); 1:10 - Schwab (1980), J. Nunnally 
and Bernstein (1994) has been reported]. In general, a larger sample is much 
appreciated in survey research as larger samples aid in more accurate validity and 
reliability testing. Formal sample size calculations are used with different sampling 
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techniques to identify the minimum required sample size for testing a given set of 
items. Generally, with non-random sampling techniques, the researcher resorts to 
targeting as many contacts as possible, to reduce any potential sampling error. 
The maximum ratio that the literature states as required for statistical tests like 
factor analysis and regression is 1:10 between items and cases (J. Nunnally & 
Bernstein, 1994). In this study, the maximum number of items that were to be tested 
together (within one test) was 10 items, thus yielding a rough required sample size of 
at least 100 valid responses. The study received 135 valid responses.  
 
4.5.5 Pre-test and pilot test 
Finally, to ensure that the mechanics of compiling the measurement instrument 
had been adequate and to obtain formal measures of reliability and validity, 
instrument validation was executed. This involves the use of a survey (pre-test, pilot 
test and field survey). In the pre-test, 4 academics with knowledge of the study were 
asked to complete a paper based version of the survey instrument in face to face 
meetings. During survey completion, notes were taken based on comments received. 
After instrument revision, the measurement instrument was then pilot-tested with a 
sample of post-graduate students with knowledge if the subject. 
Pre-test phase 
Pre-tests were conducted to test the wording, the ease in which the 
questionnaire could be answered, the appropriateness of the question sequence, and 
the consistency in meaning (C. Hsu et al., 2012). Furthermore, it also helped to 
validate the scales for the survey items. 
The pre-test was initiated on the 23rd of April 2013. The respondents managed to 
complete the questionnaire approximately 15-20 minutes later. As they are 
colleagues of the author, therefore their input was obtained straight after their 
completion. Minor changes were made based on their input.   
2 people were involved in the pre-test of the survey questionnaire. They are 
both IS postgraduate PhD students (who are also academics) who are well-versed 
and knowledgeable in the area of innovation adoption. 
Comments obtained from pre-test respondents: 
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Participant 1:  
This participant represented an Information Systems postgraduate PhD student in his 
final year of candidature. His comments relate to the formatting of the survey 
questionnaire. For example, he suggested that “you could bold every second line of 
question” in which we did, to make the questions easier to read. His other suggestion 
relates to the issue of too much questions within a single page. We also agreed with 
this observation. So, we divided the questions so that no single page would require 
the respondent to scroll down too much.  
Participant 2:  
This participant represented an Information Systems postgraduate PhD student in his 
final year of candidature. His comments relate to the use of the word “mandatory” in 
which he felt that it would be better to replace it with the word required. We disagree 
as the word mandatory has a stronger meaning than required, and that is what we 
were after. His other comments were towards the flow of the questionnaire. He 
suggested that we omit the “next” button in each question, meaning that each page 
will automatically forward to the next page after the respondent has answered the last 
question on the current page. We felt that it was better to have the respondents 
choose themselves when they want to forward to the next page, making sure that they 
had enough time to reflect on their answers on the current page. 
On his suggestion that we include all demographic questions on one page, we 
thought that it would be better to balance the number of questions on each page so 
that the respondents would not have to scroll down to much just to see the questions. 
His last comment was on the size of the font. We tested our survey questionnaire on 
a number of web browsers and found them to be adequate in terms of size, meaning 
that the font was neither too small nor too large. It turns out that it was his web 
browser font setting which was to blame as it was set to display the fonts smaller 
than usual. 
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Pilot-test phase 
The aim of the pilot was to test the instrument on two aspects:  
(1) Were the items appropriate for the Malaysian context?  
(2) Were the items easy to understand (avoiding overly technical terms and 
language)?  
Just like survey instrument derivation, instrument validation is also 
inadequately addressed in the MIS research (D. W. Straub, 1989). It is a critical 
aspect in the overall conduct of a survey based study as it helps to provide 
researchers with greater clarity of research findings  (Richard P Bagozzi, 1980; D. 
W. Straub, 1989). Two forms of validity: content validity and face validity need to be 
confirmed at this phase of the study. Face validity is the extent to which an 
instrument appears to be valid to those who are completing it. Content validity is the 
assessment of the appropriateness of the items to the domain of the construct. 
Cronbach (1971) and Kerlinger and Lee (2000) suggest that an instrument is valid in 
the content, if that instrument (1) has drawn representative questions from a universal 
pool, and (2) has been subjected to a thorough reviewing process of the items by 
experts until a formal consensus is reached (Darshana Sedera et al., 2003). For face 
validity, ‘experts’ are requested to review the instrument to see if the items seem to 
be appropriate. 
“A pilot test is a tryout…all types of questionnaires must be pilot tested” (Fink, 
2003). A pilot test can (a) provide further details of the respondents that were not 
identified before, (b) establish if the questionnaires are easy to follow, (c) establish if 
there is sufficient space for all responses, and (d) contribute to identifying ways to 
increase response rate (Fink, 2003). 
Once the preliminary item derivation was completed, the survey instrument 
was pilot tested in a selected sample. In order to maintain the flow and clarity of the 
discussion, only the pilot testing procedures will be discussed here, as the pilot 
testing findings have already been integrated in the final survey instrument derivation 
process presented earlier. It is important to state that none of the pilot testing data 
was integrated in the final data analysis procedures (to avoid any measurement bias). 
 The pilot questionnaire was sent out on the 23rd of April 2013. A reminder 
was sent to the participants on the 25th of April 2013. Overall, all respondents 
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managed to complete the survey within a 5 day period. This shows a high level of 
commitment and willingness of the respondents to participate in this research, which 
they deem important and relevant to their organization.  
Furthermore, all pilot test respondents requested for a copy of the results of the 
survey. Again, this shows that this topic of research is very relevant to them. 
4 people were involved in the pilot-test. They represent potential respondents 
from the public and private sector.  They primarily consisted of contacts that were 
initiated during the qualitative study phase. Each individual was contacted via phone 
or email to request for their support and to instruct them on the nature of their 
participation sought at this stage. All have significant knowledge and experience in 
the subject matter. All of them have been working in their current position for 5 
years or more, signifying a high level of maturity in terms of knowledge and 
experience.  
Interestingly, all participants report that their organization had indeed adopted at 
least one formal ITG practice.  
Whenever possible, an interview was arranged with these individuals to 
conduct the pilot testing phase, face to face. At such instances, the respondent was 
asked to complete the pilot questionnaire following a ‘think aloud protocol’ - method 
used to gather data in psychology and a range of social sciences. This protocol 
involved participants thinking aloud as they completed the pilot survey instrument. 
This enabled the researcher to analyse first-hand the process of completing the pilot 
instrument, and identify simple design improvements which may not have been 
identified otherwise. This information was audio recorded and analysed to identify 
problem areas in the survey instrument. Feedback on the overall timing to complete 
the survey, the overall layout and design and the individual items were systematically 
gathered, consolidated and integrated to derive an improved version of the survey. 
Comments obtained from pilot test respondents: 
Participant 1:  
This participant represented the public sector. The only comment that she gave was 
for us to ensure that the respondents of the survey were given a heads up of the 
approximate time that it takes to complete the survey. We take it that our previous 
advice of “the approximate time required to complete the survey” was not apparent 
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to this respondent. We made changes by bolding the sentence that advice the 
respondents on the approximate time to complete the questionnaire. 
Participant 2:  
This participant represented the public sector GLC. The comment that she gave was 
that there were too many text. Specifically, she commented on the long questions.  
Furthermore, she said that some of them were repetitive. On this issue, we took time 
to ensure that the questions and possible answers were not too long but again not too 
short as to defeat the objective of conveying what we want to the respondents. On the 
comment of the questions being repetitive, some questions do look repetitive, but if 
the respondents read them closely, they are differentiated by one or two key words 
that differentiate their meanings.  
Participant 3: 
This participant represented the private sector. This respondent chose not to provide 
any comments. We take it that he did not find any issues with the survey instrument. 
Participant 4: 
This participant represented the private sector. Overall, he was quite satisfied 
with the questionnaire as a whole and the flow of the questions.  His only concern 
was that: “What if an organization has more than one instance of an adoption and 
implementation of a formal ITG practice?” While we agree that there is always a 
possibility of this happening, again we had anticipated this and that is why we had 
asked the respondents to choose only ONE formal ITG practice in which the 
organization was most familiar with. 
Based on the results of the pilot test with the respondents, we made small 
adjustments to the survey questionnaire. 
 
Field survey phase  
The study model and related instrument items were then tested for construct 
and criterion validity and reliability through a field survey.  
The goal was to i) test the overall instrument and identify existing structure in 
the items by mapping them to their respective conceptual factors (also termed 
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constructs or latent variables), and ii) to ensure that the extracted factors fulfil 
validity and reliability criteria (e.g.: convergent and discriminant validity and etc.). 
EFA was considered to be more appropriate that CFA in the early stages of 
scale development and testing, because – among others – CFA does not show how 
well the items load on non-hypothesised latent variables (A. E. Hurley et al., 1997). 
However, once the underlying structure was uncovered by EFA, we conducted CFA 
to test the hypothesised loading patterns (A. E. Hurley et al., 1997). 
While critics of EFA have raised concerns about fundamental limitations of 
factor analysis for contributing to theory development , the methodological literature 
and literature reviews on EFA usage (Fabrigar, Wegener, MacCallum, & Strahan, 
1999; J. K. Ford, MacCallum, & Tait, 1986; Gorsuch, 1997; A. E. Hurley et al., 
1997) suggests that this is not due to the method, but a result of the way in which 
researchers conduct principal components analysis (PCA), retain factors based on 
eigenvalues > 1 criteria, and applying Varimax rotation (Fabrigar et al., 1999; J. K. 
Ford et al., 1986), without analysing if this package of decisions is suitable for their 
particular research design. The reason factor analysis is so poorly used is because 
researchers: 1) are often ill-informed regarding EFA usage (Fabrigar et al., 1999; J. 
K. Ford et al., 1986), 2) tend to blindly conduct analysis in a similar manner to what 
has been done before (Fabrigar et al., 1999), and 3) use default values of popular 
statistical software (e.g. SPSS) (Fabrigar et al., 1999), which are generally 
inadequate (J. K. Ford et al., 1986). To avoid these mistakes, EFA requires a 
researcher to make important decisions regarding a) EFA’s appropriateness as the 
right form of analysis, b) the procedure to fit the model to the data, c) the number of 
factors to include in the model, and d) the method for rotating the initial factor 
analytical solution (Fabrigar et al., 1999; Gorsuch, 1997; A. E. Hurley et al., 1997). 
In our analysis, we used the statistical software SPSS 21 and systematically address 
every issue, as recommended by J. K. Ford et al. (1986), to avoid generating 
misleading and distorted results: 
a) Rationale for factor extraction method: As noted, we use EFA, because 
the primary goal is to identify latent constructs (i.e.: understanding the 
structure of correlations among measured variables), therefore 
achieving a parsimonious representation of the associations among 
measured variables (Fabrigar et al., 1999) 
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b) Factor extraction strategy: We use principal axis factoring, a type of 
EFA, instead of PCA (which is strictly speaking not factor analysis 
(Fabrigar et al., 1999)), because the goal of our analysis is to identify 
latent constructs underlying measured variables, rather than mere data 
reduction, as is the case with PCA (Fabrigar et al., 1999) 
c) Factor retention criteria: in determining how many factors to include in 
the model, we used the Kaiser-Guttman rule of eigenvalues greater 
than 1. However, the methodological literature has shown that the sole 
use of eigenvalues > 1 criteria can lead to substantial over-factoring and 
occasionally under-factoring (Fabrigar et al., 1999), because of this 
rule’s arbitrary nature (for instance, is an eigenvalue of 1.01 significant, 
while one of .99 is not?) (J. K. Ford et al., 1986). To remedy this, we 
also conducted Cattell’s scree test  (Cattell, 1966) and graphically 
examine the scree plot for clear breaks in the eigenvalues. However, in 
light of the scree test’s subjectivity (Fabrigar et al., 1999), we also 
apply a third powerful but often overlooked decision technique (J. K. 
Ford et al., 1986) called parallel analysis (PA) (or the eigenvalue Monte 
Carlo simulation) in SPSS (Horn, 1965). According to Thompson 
(2004) “…parallel analysis appears to be among the best methods for 
deciding how many factors to extract or retain”. Other authors suggest 
that parallel analysis has both merit and application in extracting factors 
(Henson & Roberts, 2006; Thompson, 2004). Because of its 
documented accuracy, a parallel analysis is now recommended as a 
standard method for determining dimensionality in an exploratory 
factor analysis (Thompson & Daniel, 1996). Parallel analysis software 
is readily available. B. P. O’Connor (2000) provided SAS and SPSS 
source codes to perform parallel analysis. 
 The PA approach is based on a comparison of eigenvalues obtained 
from sample data, with eigenvalues extracted from a randomly 
generated correlation matrix with the same sample size and number of 
variables (Patil, Singh, Mishra, & Todd Donavan, 2008). The number 
of factors to retain from the researcher’s dataset is as many as the 
number of eigenvalues from their data set that are greater than the 
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corresponding eigenvalues extracted from the random correlation 
matrix. This triangulation method ensures that we extract the right 
number of factors (Patil et al., 2008). 
d) Factor rotation: Promax rotation, a type of oblique rotation, was 
deemed appropriate compared to orthogonal rotation such as Varimax, 
because – based on our field study – we expected some emerging factor 
to be correlated (Fabrigar et al., 1999; Patil et al., 2008). Additionally, 
oblique rotation allows researchers to achieve “cleaner” solutions (i.e.: 
low inter-item correlation). A researcher relying on an orthogonal 
rotation would forfeit any knowledge of the existing correlations among 
factors (Fabrigar et al., 1999) and would arrive at misleading 
conclusions. Furthermore, it is seen as producing more accurate results 
for research involving human behaviours (Williams, Brown, & 
Onsman, 2012). 
 
The suitability of the data for EFA (Field, 2009) was indicated by the Kaiser-
Meyer-Olkin measure of sampling adequacy; this was .805 (see Table 26). Prior to 
rotation, seven factors had eigenvalues greater than 1 (see  
 
 
 
 
Table 28).  
Next, we conduct the scree test. Inspecting and interpretation of a scree plot 
involves two steps (Williams et al., 2012): 
1. Draw a straight line through the smaller eigenvalues where a departure 
from the line occurs. This point highlights where the debris or break 
occurs. 
2. The point above this debris or break (no including the break itself) 
indicates the number of factors to be retained. 
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Therefore, using this guide, conducting scree analysis and examining the scree 
plot showed a sharp break after the eighth factor. From the eighth factor on, we could 
see that the line is almost flat, meaning that each successive factor is accounting for 
smaller amounts of the total variance (see Figure 11). As such, the scree test 
suggested the extraction of eight factors.  
Owing to the subjectivity involved in interpreting a scree plot, which might 
introduce researcher bias and generating misleading results, parallel analysis was 
conducted to provide further clarification. Using this technique, a factor was 
considered significant if the associated eigenvalue was bigger than the mean of those 
obtained from the random uncorrelated data (1000 random correlation matrices) 
(Fabrigar et al., 1999; Hayton, Allen, & Scarpello, 2004; Patil et al., 2008).  
In using the SPSS code to conduct parallel analysis, we opted for the following 
options to accommodate our study context. First, we chose principal axis/common 
factor analysis and second, we opted for permutations of the raw data set. 
Accordingly, we followed the recommended cut-off of .95 percentile eigenvalues, 
with 100 parallel data sets. 
According to Dinno (2014), the retention criteria would be to, “retain those 
first adjusted eigenvalues greater than zero” and “retain those unadjusted eigenvalues 
greater than the corresponding mean eigenvalues of random data”. Hence, we retain 
only ten factors (see Table 30). However, considering that PA often leads to over 
extraction (Fabrigar et al., 1999), it is therefore recommended that PA results be 
considered the upper limit for factor extraction (J. K. Ford et al., 1986).  
Based on the results of each factor retention criteria, we had observed 3 
different retention options of seven factors (eigenvalue > 1), eight factors (scree test), 
and ten factors (parallel analysis).  To alleviate this contention, we took into 
consideration several additional factors for factor retention. 
In our study, we chose to retain factors if they were interpretable and had three 
or more items loading at .40 or higher (J. K. Ford et al., 1986). At least two or three 
variables must load on a factor so that it can be given a meaningful interpretation 
(Henson & Roberts, 2006). The labelling of factors is a subjective, theoretical, and 
inductive process. Henson and Roberts (2006) note that “the meaningfulness of latent 
factors is ultimately dependent on researcher definition”. 
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Two rounds of EFA were executed with each round resulting in some items 
being discarded. The reason being is they failed to meet the minimum criteria of 
having a primary factor loading of .4 or above, and no cross-loading of .3 or above: 
First round: 
 The item ES1 did not load above .4 on any factor 
 The item ES3 had factor loadings between .4 and .6 on  both references to 
Factor 3 and Factor 5 
 The item EP5 had factor loadings between .4 and .5 on references to Factor 2, 
Factor 3 and Factor 8 
Second round: 
 The item PB2 did not load above .3 on any factor 
 The item CE1 had factor loadings between .4 and .6 on both references to 
Factor 3 and Factor 5 
 
Items, for which communalities were below .6, were also dropped. These include 
EP2 (.550), EP6 (.575), ES4 (.514), RC1 (.597), and RSA1 (.585) – see Table 27. 
As a result of this exercise, we had identified 6 factors (refer to Table 29) as 
described below: 
The first factor was named Top management support (TMS) because the 
various items addressed activities related to top management support. The factor 
initially consisted of 7 factors. However, one factor (RSA4) was dropped because it 
did not fit well with the meaning of the construct label chosen, two factors (RSA2 
and PB1) were dropped because of low communalities (<.6), and another factor 
(RC1) was dropped because it failed both criteria. Therefore this resulted in only 
three remaining items (TMS1, TMS2 and TMS3) with loadings (≥ .435). 
 The second factor was named Compatibility (CMT) because the various 
items addressed activities related to compatibility of the innovation to current needs 
of the organisation.  Initially, there were six items that loaded together. However, one 
item (EP6) was discarded as it did not fit the meaning of the construct label chosen. 
Interestingly, we decided to divide this grouping into two, as the existence of two 
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distinct constructs was relevant to the study. Therefore, three items (CMT1, CMT2 
and CMT3) remained in this group (with loadings ≥ .671) and named Compatibility 
(CMP), while another two items formed another factor, named External pressure 
(EP) as stated below. 
The third factor was named External pressure (EP), and is the result of the 
division from the initial grouping in Factor 2. Two items (EP3 and EP4) with 
loadings ≥ .480 are represented in this factor. These items address activities related to 
pressures that exert themselves externally from the organisation.  
The fourth factor was named Cost (CST), containing four items with loadings 
≥.546. Items contained in this grouping consist of those related to cost. 
 The fifth factor was named Consultant ineffectiveness (CE), initially 
containing four items. However, one item (ES4) had to be discarded as it fails to fit 
the meaning chosen to represent this grouping of items. This resulted in the 
remaining items registering item loadings of ≥.705. This group contain items that 
represent activities measuring consultant ineffectiveness. 
The sixth factor was named Complexity (CMP), which initially contained four 
items. Two items (EP2 and ES5) had to be dropped as it failed to register any 
meaning to the label chosen to represent the items. This resulted in the remaining 
item loadings of ≥.492. Items in this grouping relate to those measuring the level of 
complexity of the innovation, in this context, is formal ITG practice. 
The other two groups which were initially labelled Factor 6 (RC2, PB3, and 
RSA1) and Factor 7 (ES2, EP1) contained item groupings which did not make any 
relevant sense and thus will not contribute to the model. Therefore, both groups and 
their items were dropped from the final model. 
Comrey and Lee (1992) indicate that loading greater than 0.45 can be 
considered fair, greater than 0.55 good, 0.63 very good and 0.71 considered 
excellent. Therefore, our item loadings can be said to fit fairly. 
 
Table 26: Kaiser-Meyer-Olkin Measure of Sampling Adequacy and Bartlett’s Test of Sphericity 
(SPSS output) 
KMO and Bartlett's Test 
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Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .805 
Bartlett's Test of Sphericity 
Approx. Chi-Square 3668.717 
df 435 
Sig. .000 
 
Table 27: SPSS output for communalities 
 
Communalities 
 
Initial Extraction 
CE2 .868 .883 
CE3 .847 .768 
CE4 .797 .672 
CMP1 .804 .772 
CMP2 .849 .609 
CMT1 .848 .808 
CMT2 .856 .872 
CMT3 .788 .670 
CST1 .780 .726 
CST2 .809 .635 
CST3 .771 .687 
EP2 .683 .550 
EP4 .751 .688 
EP6 .749 .575 
ES2 .807 .887 
ES4 .739 .514 
ES5 .813 .714 
PB3 .812 .770 
RC1 .760 .597 
RC2 .811 .828 
RSA1 .770 .585 
RSA3 .793 .675 
RSA4 .752 .635 
TMS1 .897 .801 
TMS2 .855 .762 
TMS3 .917 .879 
EP1 .774 .651 
RSA2 .861 .754 
EP3 .685 .616 
PB1 .827 .706 
Extraction Method: Principal Axis Factoring. 
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Table 28: Total variance explained (SPSS output) 
Total Variance Explained 
Factor Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of 
Squared Loadingsa 
Total % of Variance Cumulative % Total % of Variance Cumulative % Total 
1 12.889 42.962 42.962 12.602 42.006 42.006 8.028 
2 2.443 8.143 51.105 2.087 6.957 48.963 8.095 
3 1.929 6.431 57.536 1.672 5.573 54.536 7.466 
4 1.889 6.296 63.831 1.598 5.326 59.863 7.837 
5 1.436 4.785 68.616 1.136 3.787 63.650 6.018 
6 1.145 3.816 72.432 .857 2.857 66.506 8.330 
7 1.028 3.426 75.858 .737 2.458 68.964 5.136 
8 .957 3.192 79.050 
    
9 .791 2.635 81.685 
    
10 .650 2.168 83.853 
    
11 .607 2.023 85.876 
    
12 .511 1.702 87.578 
    
13 .494 1.646 89.224 
    
14 .473 1.575 90.799 
    
15 .368 1.227 92.025 
    
16 .339 1.128 93.154 
    
17 .307 1.024 94.178 
    
18 .280 .934 95.112 
    
19 .269 .896 96.008 
    
20 .213 .711 96.719 
    
21 .168 .559 97.278 
    
22 .151 .503 97.781 
    
23 .145 .482 98.264 
    
24 .120 .401 98.664 
    
25 .099 .330 98.994 
    
26 .090 .301 99.295 
    
27 .068 .226 99.522 
    
28 .061 .205 99.726 
    
29 .046 .152 99.878 
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30 .037 .122 100.000 
    
Extraction Method: Principal Axis Factoring. 
a. When factors are correlated, sums of squared loadings cannot be added to obtain a total variance. 
 
 
 
Figure 11: Scree test criterion (SPSS output) 
 
Table 29: Rotated factor pattern matrix 
Pattern Matrixa 
 
Factor 
1 2 3 4 5 6 7 
TMS2 .804 
      
TMS3 .759 
      
RC1 .599ab 
      
RSA4 .597a 
      
RSA2 .506b 
      
TMS1 .435 
      
PB1 .430b 
      
CMT2 
 
.975 
     
CMT3 
 
.710 
     
CMT1 
 
.671 
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EP6 
 
.643a 
     
EP4 
 
.556 
     
EP3 
 
.480 
     
CST3 
  
.936 
    
CST1 
  
.934 
    
RSA3 
  
.616 
    
CST2 
  
.546 
    
CE2 
   
.912 
   
CE4 
   
.783 
   
CE3 
   
.705 
   
ES4 
   
.652b 
   
EP2 
    
.826a 
  
ES5 
    
.538b 
  
CMP1 
    
.526 
  
CMP2 
    
.492 
  
RC2 
     
.925 
 
PB3 
     
.749 
 
RSA1 
     
.455ab 
 
ES2 
      
.903 
EP1 
      
.591 
Extraction Method: Principal Axis Factoring.  
 Rotation Method: Promax with Kaiser Normalization. 
a. Rotation converged in 9 iterations. 
Items that are not related to the meaning of the latent constructa 
Items that have communalities <.6b 
 
 
Table 30: Parallel analysis (Monte Carlo Output) adapted from (Pallant, 2010) 
Component 
Number 
Actual eigenvalue 
from EFA  
Random order from 
parallel analysis  
Decision 
1 14.6078 1.536306 Accept 
2 2.6483 1.358508 Accept 
3 2.0923 1.219193 Accept 
4 1.8331 1.105907 Accept 
5 1.3975 1.037118 Accept 
6 1.1343 0.94551 Accept 
7 1.0112 0.859705 Accept 
8 0.8955 0.784767 Accept 
9 0.7509 0.717555 Accept 
10 0.6535 0.63983 Accept 
11 0.5484 0.563994 Reject 
12 0.4760 0.525249 Reject 
 
 Chapter 4: Research Methodology 168 
Therefore, this exercise produced 6 factors which are interpretable and makes sense. 
Having said this, we can therefore confirm validity of some of the factors as 
proposed in the initial model while some factors failed to pass this validity test. Of 
53 items representing the ten factors initially tested only six factors were successfully 
validated which include Lack of top management support (TMS), Lack of 
compatibility (CMT), Lack of  external pressure (EP), Cost (CST), Consultant 
ineffectiveness (CE), and Complexity (CMP) while those that failed include Lack of 
perceived benefits (PB), Lack of external support (ES), Lack of organisational 
resource availability (RSA), and Resistance to change (RC).  
 Next, the 6 validated constructs will go on through to be further validated 
through a Confirmatory Factor Analysis (CFA) which will be carried out using a 
Structural Equation Modelling (SEM) – SmartPLS in Section 5.4. 
 
4.5.6 Administering the Questionnaire 
The survey phase of the research was endorsed by the University’s Ethics 
Committee. The guidelines / checklist presented by Fink (2003) and Dillman, Smyth, 
& Christian (2008) on administering the survey was adapted. A simple letter or email 
(depending) was designed (See Appendix S) and used to introduce and distribute the 
web based instrument. This letter described how the data would be used, clarified the 
ethical issues pertaining to the data, and offered a summary of the findings to enable 
them to see how the data were to be reported.  
The paper-based instrument was only used at face-to-face data collection 
opportunities. The study motivation and the survey instrument were verbally 
introduced by the researcher at such instances. The researcher also made sure that all 
mandatory fields were complete and that all data fields were legible in the paper-
based responses when they were handed back. Any required clarifications were made 
and confirmed on the spot; while the respondent was still readily available. 
The desired response rate tends to be a subjective concept. Generally, the rule 
is “the higher the better” (Fink, 2003). The researcher made all efforts to try to 
increase response rate. These efforts include: 
 A rigorous survey design approach: 
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All constructs consisted of contextualised items derived from the 
literature and validated through qualitative data. Furthermore, care was 
taken to minimise any ambiguity in the questions that could have 
confused or frustrated the respondent. 
 
 
 Incentives: 
Incentives can attract survey participation. Generally, (although not 
consistently), non-monetary incentives have resulted in an increased 
response. The respondents were promised a copy of the final report of 
the survey as a form of incentive. 
 Survey distributed across multiple channels: 
An exhaustive list of potential sources that could respond, or refer to 
candidate respondents for the survey was identified and contacted. This 
effort was described in detail previously above. 
 Reminder notices and thank you notes: 
As mentioned before, we adhered to Dillman, Smyth, & Christian’s 
(2008) method for achieving higher response rates. This includes the 
use of five contact letters covering pre-notice, reminder notices and 
thank you notes.  
The first email, which can be considered as a pre-notice email, was 
sent a few days prior to the actual survey. In this email, a brief 
introduction of the researcher and the research was presented. More 
importantly, the respondents were made aware that they will be 
receiving an important email containing a link to the survey in a few 
days’ time. It was also stated that their response would be greatly 
appreciated. This email was sent using a formal QUT student email 
address, signifying formality of the email message.   
The second email or the invitation email is the questionnaire email. It 
includes a detailed cover letter explaining why a response is important, 
and the questionnaire. 
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The third email is a thank you email that is sent a few days to a week 
after the questionnaire. This email expresses appreciation for 
responding and indicates that if the completed questionnaire has not yet 
been completed, then it is hoped that it will be completed and submitted 
soon. 
The fourth email is the replacement email that is sent to non-
respondents 2-4 weeks after the previous questionnaire mailing. It 
indicates that the person’s completed questionnaire has yet to be 
received and urges the recipient to respond to the questionnaire. 
The fifth and final contact is made using a different mode of delivery. 
It is sent 2 to 3 weeks after the previous email. The different mode of 
contact distinguishes each type of final contact from the regular mode 
used. This time, we specifically chose a registered mail with a self-
return envelope.    
The data collected was maintained in 2 separate databases, with: 
a) All responses from “personal contacts” in one, and   
b) All responses from “contacts derived from associations”, in another. 
Later, the data was merged together with a field in the database to indicate its 
origin; ‘Paper’, ‘Web1’ and ‘Web2’. See Table 31 for an overview of how the 
responses were distributed across these different sources. 
 
Table 31: Summary of the different sets of respondents gathered 
Sources Comments Frequency % 
Personal contacts 
Paper (Set 1) Responses from paper based version of 
the survey. Distributed to pre-identified 
respondents.  
34 20% 
Web1 (Set 2) Responses from those who were 
contacted from a potential-respondent-
database (which was amalgamating 
research team members’ personal 
contacts and contacts obtained from 
snow-ball sampling). Data was collected 
via the web version of the instrument 
103 60% 
Contact derived 
from associations 
Web2 (Set 3) Response from advertising the study in 
related, specialised associations and 
forums. Data was collected via the web 
version of the instrument 
34 20% 
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  TOTAL 171 100% 
 
 
 
4.5.7 Data Analysis 
This section provides an overview of major data analysis procedures and 
techniques employed in this study. Further details are provided in the next chapter 
along with the results of analyses. This section provides an overview of the 
following: assessment of common method bias, validation of the research model, 
analysis of the impact of individual backgrounds and control variables on the model, 
and sample size requirements for this study. 
Common Method Bias 
Common method bias (CMB) refers to the variance (common method 
variance) attributable to the measurement method rather than the hypothesized 
relationships among items and their respective latent variables or among latent 
variables (R. P. Bagozzi, Yi, & Phillips, 1991; D. Straub et al., 2004). Although there 
are arguments that advise common method variance (CMV) does not make 
significant differences in IS research (Malhotra, Kim, & Patil, 2006), such variance 
is suggested to be a main concern in self-reported studies like the current study, and 
it can be a threat to the validity of the findings of the study (Philip M. Podsakoff, 
MacKenzie, Lee, & Podsakoff, 2003; Sharma, Yetton, & Crawford, 2009). Therefore 
it was decided to design the survey following some of the guidelines suggested by 
Philip M. Podsakoff et al. (2003) in order to minimize the threat of CMV. In 
addition, it was decided to assess the potential presence of CMB in the findings of 
this study as suggested by D. W. Straub (2009). The procedures for prevention and 
detection of CMB are explained below. 
In order to minimize CMV, the following actions were taken. First, we inter-
mix items from different constructs on the same questionnaire (Kline, Sulsky, & 
Rever-Moriyama, 2000; Philip M. Podsakoff et al., 2003). Second, participants of 
this study were informed that data collection was being conducted anonymously. 
Protecting respondent anonymity and reducing evaluation apprehension is another 
factor that is suggested to reduce CMV (Philip M. Podsakoff et al., 2003). Third, we 
improved scale items by making sure that we define clearly ambiguous or unfamiliar 
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terms like formal ITG practice and we keep our questions simple, specific and 
concise (Philip M. Podsakoff et al., 2003). 
Although all attempts were made to alleviate the threat of CMV in this study, 
the influence of CMV on the results of the study needs to be assessed (D. W. Straub, 
2009). W. Chin, Thatcher, and Wright (2012) and Philip M. Podsakoff et al. (2003) 
provide lists of prevalent techniques that can be used to control for and detect CMV. 
Each of these techniques possesses specific characteristics and limitations. Based on 
an examination of their specifications and limitations, we decided to choose 
Harman’s one factor test (Philip M. Podsakoff et al., 2003; Philip M Podsakoff, 
Todor, Grover, & Huber, 1984) to assess CMV in our study. 
Research Model Validation 
Structural equation modelling (SEM) was used to validate the proposed 
research model of this study. SEM allows for the analysis and investigation of 
unobserved variables that are indirectly measured from observable variables (Wynne 
W. Chin, 1998). In particular, SEM approach of Partial Least Squares (PLS) was 
used in this study, the choice of SEM approach depends on the objectives of the 
specific research (David Gefen, Rigdon, & Straub, 2011). Accordingly, PLS was 
chosen for evaluating the proposed model of this study for the following reasons: 
First, PLS gives optimum prediction accuracy because of its prediction orientation 
(Fornell & Cha, 1994), and this characteristic of PLS is well suited to the overall 
objective of this study which is to understand what factors act as barriers to adoption 
of formal ITG practice. Such prediction is offered in PLS by determining the portion 
of variance in the endogenous variables that is explained by exogenous variables. 
Second, in situations where the phenomenon being researched in relatively new, or 
where the theoretical model is in the early stages of development, the PLS approach 
is more suitable (W. W. Chin & Newsted, 1999). As mentioned in previous chapters 
of this study, formal ITG practice adoption is a new phenomenon. Furthermore, the 
proposed research model was developed and evaluated for this study for the first 
time. 
PLS analysis was conducted and reported in this study following a two-step 
approach as suggested by W. W. Chin, Esposito Vinzi, Henseler, and Wang (2010). 
In the first step, quality of the measurement model was assessed in terms of 
reliability and validity (measurement model evaluation). Table 32, Table 33 and 
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Table 34 provide a summary of techniques employed for the evaluation of 
measurement model quality. Construct reliability refers to the extent to which a set of 
items are consistent in measuring what they intend to measure (D. Straub et al., 
2004). Individual item reliability refers to the extent to which each item is an 
adequate measure of its corresponding construct (Churchill Jr, 1979). Discriminant 
validity is indicative of whether constructs in the model are conceptually distinct and 
whether the measurement items adequately discriminate model constructs (W. W. 
Chin et al., 2010; D. Straub et al., 2004). While construct reliability is an issue of 
measurement within a construct, validity is an issue of measurement between 
constructs (D. Straub et al., 2004). 
 
Table 32: Summary of individual item reliability tests included in the measurement model evaluation 
Test criteria and acceptance rule Notes 
Corrected item-total correlation > 
0.40 
 Corrected item-total correlation of an item is the 
coefficient of the correlation between the item and a total 
score for the remaining items of the item’s construct (Jacob 
Cohen, Cohen, West, & Aiken, 2013) 
 Items with a coefficient value below 0.40 would be 
eliminated from further stages of analysis (Churchill Jr 
1979)(Doll & Torkzadeh, 1988; Kerlinger & Lee, 2000; 
Torkzadeh & Lee, 2003)  . Such a purification of measures 
must be done in the early stages of research before any 
analysis of factors (Churchill Jr 1979). 
 While there is no accepted standards cut-off, as a rule of 
thumb, values above 0.40 or 0.50 are considered high 
enough (Doll & Torkzadeh, 1988) (Kerlinger & Lee, 2000; 
Torkzadeh & Lee, 2003). For the purpose of this study, 
0.40 was selected as the cut-off value to drop an item 
because (1) PLS estimates are more robust with more 
information (i.e.: the number of items, in this case), 
therefore, items must be dropped with caution, and (2) 
weak items are factored in PLS with low loadings 
(Henseler, Ringle, & Sinkovics, 2009) 
Item loading > 0.50  While an item loading of at least 0.707 is suggested to be 
high enough to consider an item as part of a construct, 
when scales are adapted for a different context or in the 
early stages of theory development, the 0.707 guideline is 
too stringent (Barclay, Higgins, & Thompson, 1995; Wynne 
W. Chin, 1998; Wynne W Chin, 1998). Since, in PLS, weak 
indicators are factored in by lower weights, it is a good idea 
to keep items, to the extent it is possible, to ensure content 
validity (Hair, Ringle, & Sarstedt, 2011; Roldán & Sánchez-
Franco, 2012). D. Gefen, Straub, and Boudreau (2000) 
suggest keeping items with loadings above 0.50 
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Table 33: Summary of construct reliability tests included in the measurement model evaluation 
Test criteria and acceptance rule Notes 
Cronbach’s alpha > 0.70  Alpha is a measure of internal consistency of a construct 
(Cronbach, 1951). 
 0.70 is the minimum acceptable value for Alpha in early 
stages of theory development or in adaptations of 
measurement instruments (J. Nunnally & Bernstein, 1994). 
Alpha of 0.80 is considered to be a strict minimum for 
advanced stages of instrument development (J. Nunnally & 
Bernstein, 1994). 
Composite Reliability (CR) > 0.70  CR is a measure of internal consistency reliability of a 
construct as compared with other constructs in the model, 
whereas Cronbach’s Alpha is only on the basis of the single 
construct (Werts, Linn, & Jöreskog, 1974). 
 CR above 0.70 is acceptable for adapted instruments. CR 
above 0.80 is a more strict threshold for advanced stages of 
instrument development (J. Nunnally & Bernstein, 1994). 
Average Variance Extracted (AVE) 
> 0.50 
 AVE is the amount of variance that is captured by the 
construct in relation to the amount of variance due to 
measurement error (Fornell & Larcker, 1981). 
 AVE greater than 0.50 is acceptable, and it means more than 
50% of the variance in indicators is accounted for by the 
latent variable and not measurement error (Wynne W Chin, 
1998; Fornell & Larcker, 1981). 
 
Table 34: Summary of discriminant validity tests included in the measurement model evaluation 
Test criteria and acceptance rule  Notes 
Each measurement item should have a higher 
loading on its corresponding construct than on 
other constructs (i.e.: greater loading than cross-
loading) 
Typically, a table is constructed in which rows 
represent measurement items and columns 
represent model constructs, and each cell 
contains the loading of a measurement item 
(row) on a construct (column) in the model. First, 
by looking at each column, indicator loadings 
must be greater than cross-loadings. This means 
that the latent variable presented in the specific 
column relates with its own indicators than with 
indicators of other constructs. Second, by 
scanning the rows, each indicator must have 
loadings greater than cross-loadings. This means 
that the indicator adequately distinguishes its 
corresponding construct from other constructs 
(W. W. Chin et al., 2010). 
The square root of the AVE of each construct 
must be greater than correlations of that 
construct with other constructs in the model 
For discriminant validity to hold, a construct 
must be more strongly related with its own 
measures than with other constructs, and this is 
investigated by examining the overlap in 
variance between constructs (Wynne W Chin, 
1998). 
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The second step of the two step approach of conducting and reporting the PLS 
analyses of this study involves the evaluation of the validity of the proposed 
theoretical model (structural model evaluation). Table 35 presents a summary of 
criteria used in PLS for the purpose of evaluating the proposed model of this study. 
 
 
Table 35: Summary of criteria used to evaluate the structural model using PLS 
Evaluation criteria  Calculation Notes 
Coefficient of determination 
(R2): 
The proportion of variance in a 
dependent variable explained 
by its antecedents  
Obtained from PLS software  R2 is a measure of the 
success in predicting the 
dependent variable from the 
independent variables 
(Wynne W Chin, 1998; W. W. 
Chin et al., 2010). 
 R2 should be high enough to 
achieve adequate 
explanatory power (Urbach 
& Ahlemann, 2010). 
 R2 should be at least 0.10 
(Falk & Miller, 1992) 
PLS path estimates: 
coefficients (β), signs, and 
significances 
Obtained from PLS software  Significances were 
determined using 
bootstrapping technique. 
Bootstrapping is an approach 
for examining the precision 
and stability of PLS results 
(Wynne W Chin, 1998; W. W. 
Chin, 2010; W. W. Chin et al., 
2010). As such, a number of 
resamples with replacement 
(typically 500) is created 
from the original sample to 
obtain 500 estimates for 
each parameter in the PLS 
model. 
 Then, t-tests for each 
estimated parameter in the 
PLS model is calculated from 
the 500 bootstrap estimates 
for that parameter (W. W. 
Chin, 2010), thus 
determining the statistical 
significance of the 
parameters. 
Effect size (f2) is used to 
determine whether an 
independent variable (IV) has 
substantive impact on a 
dependent variable (DV) (W. W. 
Chin et al., 2010) 
PLS results are calculated once 
with the IV included in the 
model, and once with the IV 
excluded from the model. 
Then, the effect size is 
calculated based on R2 of the 
f2 of 0.02, 0.15, 0.35 can be 
viewed as small, medium, large 
effects respectively (W. W. Chin 
et al., 2010; J. Cohen, 2013). 
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DV as formulated below: 
 
 
 
Q2 (cross-validated 
redundancy) represents a 
measure of predictive 
relevance of the model, i.e.:, 
how well observed values are 
reconstructed by the model (W. 
W. Chin et al., 2010) 
Calculated by PLS software 
following an approach 
suggested by (Geisser, 1975) 
(Wold, 1985) 
Q2 (cross-validated 
redundancy) is used to examine 
the predictive relevance of the 
structural model. Q2 > 0 implies 
the model has predictive 
relevance, whereas Q2 < 0 
represents a lack of predictive 
relevance (W. W. Chin et al., 
2010) 
 
Finally, PLS analyses were conducted using SmartPLS5 software due to its ease of 
use as well as its capability of executing the range of procedures reported in Chapter 
5 of this thesis (Temme, Kreis, & Hildebrandt, 2010). 
 
Analysis of the Impact of Individual Backgrounds and Control Variables 
Recall from the previous chapter that the sixth research question of this study 
pertains to understanding the influence of individual backgrounds on barriers to 
adoption of formal ITG practice. In order to examine the influence, two different 
procedures were conducted. The first procedure involved examining the changes 
caused by each individual backgrounds (e.g.: educational background) in the 
explained variance of every endogenous construct in the proposed model. The 
second procedure involved examining the significance of PLS path coefficients for 
relationships between each individual characteristic and every construct in the model. 
These two procedures were also employed for examining the impact of a number of 
control variables whose data were collected in this study, technical details of these 
procedures are presented in Chapter 5 along with the results. 
 
                                                 
 
5 SmartPLS; version 2.0.M3; http://www.smartpls.de. 
All default settings were used: 
 Path Weighting Scheme: Mean 0 Var 1, Max Iterations 300, Abort Criterion 1.0E-5, Initial Weights 1 
 Bootstrapping: No sign changes 
 Blindfolding: Omission distance = 7 
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Sample size requirements 
There are two criteria that would impose minimum sample size requirements 
on this research: minimum number of data cases (i.e.: participants) required for 
running the PLS analyses (100 for this study) and minimum number of cases 
required to achieve an acceptable statistical power in detecting a desired effect size 
for the relationships in the proposed model (117 for this study). As such, minimum 
sample size for this thesis would be 117, the larger of the two. Details of minimum 
sample size calculation are discussed below. 
The minimum number of data cases required to validate the proposed research 
model using PLS is calculated as ten times the most number of predictors, i.e.: ten 
times larger of the following two numbers (Barclay et al., 1995; W. W. Chin, 
Marcolin, & Newsted, 2003): (i) number of predictors in the measurement block 
(i.e.: variable) with the most number of predictors. In a research model containing 
only reflective variables, this number is always 1 (W. W. Chin et al., 2003). In such a 
case, for each variable the only predictor is the latent variable itself that is theorised 
to predict its associated indicators; (ii) the largest number of paths leading to a single 
dependent variable. 
In the proposed model of this thesis (Figure 12), all the variables are reflective; 
thus, the number of predictors in the variable with the most number of predictors is 1. 
The adoption construct has the largest number of paths (10) leading to it. Therefore, 
the minimum sample size required to validate the proposed research model of this 
study using PLS is 100 (10 x 10). 
Another criterion that imposes a minimum sample size requirement on this 
research is the minimum number of cases required to achieve an acceptable statistical 
power in detecting a desired effect size for the relationships in the proposed model. 
Consistent with common practice in IS, this study targeted detecting at least medium 
effect sizes (Roldán & Sánchez-Franco, 2012). The minimum sample size required to 
achieve an acceptable statistical power (i.e.: power of 0.80) in detecting medium 
effect sizes for a model with 10 predictors is 117 (W. W. Chin & Newsted, 1999; J. 
Cohen, 2013; Roldán & Sánchez-Franco, 2012). 
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4.6 CHAPTER CONCLUSION 
This chapter first discussed the epistemological foundations of this study, 
introducing the three perspectives of positivist, interpretive and critical research. 
Then, argument was made as to why there was a need for an alternative 
epistemological foundation that would serve to answer the research questions better. 
It was proposed that a pragmatic research paradigm be used. The chapter continued 
its discussion with an overview of applying a mixed methods approach that uses both 
positivist and interpretive elements. Finally, the detailed research design was 
unfolded, describing the different process stages of this study and how the different 
outputs feed in as inputs at the different phases. Detailed descriptions were given on 
the overall qualitative and quantitative approaches used throughout this study.  
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Chapter 5: Data Analysis and Results 
5.1 CHAPTER INTRODUCTION 
This chapter describes how the data for this study were obtained and analysed. 
Results of the analyses are also presented here. Since this study involved the 
collection of two types of data, qualitative and quantitative data, therefore, we decide 
to divide the discussion into two different subtopics of: (1) qualitative study data 
analysis and results and (2) quantitative study data analysis and results. 
For the qualitative data, the main qualitative study result is discussed, detailing 
how their results resulted in a revised a-priori model. Detailed descriptions are then 
given for the changes made to the original model. 
For the quantitative data, first, administration of the online survey of this study 
is discussed, followed by description of treatments to the data prior to the main 
analyses. Then the demographics of participants are presented and discussed. 
Further, analysis of the proposed research model is presented. Finally, this chapter 
concludes with the analysis of the impact of individual backgrounds and control 
variables.  
5.2 QUALITATIVE STUDY DATA ANALYSIS AND RESULTS 
5.2.1 Main qualitative study findings 
This section describes in detail the findings of the main qualitative study. It 
first describes the background of each case site (with summary shown in Table 36) 
before details of how the re-specified a-priori model was derived. Excerpts from the 
actual transcripts are then used together with the description to justify the inclusion 
of the construct in the final model. Whenever necessary, further proof obtained from 
the literature is also included to strengthen our case. 
Background of the cases 
Case P1 
P1 is a private integrated telecommunications company. They offer a 
comprehensive range of communication services and solutions in broadband, data 
and fixed-line. Being a market leader, they are driven by stakeholder value creation 
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whereby emphasis is given towards delivering an enhanced customer experience via 
continuous customer service quality improvements and innovations, whilst focusing 
on increased operational efficiency and productivity. Currently they employ around 
26, 269 employees with a capital expenditure of RM 2.55 billion (Telekom Malaysia, 
2012). They do not currently adopt any specific formal ITG practice. We manage to 
interview their General Manager for IT Strategy and Governance. 
Case P2  
P2 was previously a government-linked company dealing with the 
manufacturing of automobiles. It became fully private following a takeover by 
another Malaysian conglomerate. They have come a long way from their humble 
beginnings in the 1980’s to now producing internationally recognized automobiles, 
exported to over 25 countries worldwide including the Middle East, Australia and 
Africa. Their employees number around 12,000 worldwide with a capital expenditure 
of RM 785 million (Proton, 2011).They do not currently adopt any specific formal 
ITG practice. We secured an interview with their Senior Manager for IT Strategy and 
Architect. 
Case P3  
SHL is a global group of energy and petrochemical companies. Their business 
is organised into upstream, downstream and projects and technology. In upstream, 
they focus on exploring for new oil and gas reserves and developing major projects. 
In downstream, their emphasis remains on sustained cash generation from their 
existing assets and selective investments in growth market. Meanwhile, projects and 
technology manages delivery of Shell’s major projects and drives research and 
innovation to create technology solutions. They operate in more than 70 countries 
worldwide with around 92,000 employees, with around 6800 employees in Malaysia 
alone. Capital expenditure for 2013 was USD 5 billion (Shell, 2013). They currently 
adopt a customised version of ITG, combining elements from several formal ITG 
practices. An interview was initiated with their Manager for IT Audit. 
Case SD  
SD is a government-linked company that mainly operates in the plantation 
industry. Their other core businesses include key growth sectors namely motor, 
industrial equipment and energy and utilities with operations in more than 20 
countries. Its operating expenditure for 2013 was RM 43 billion (Sime Darby, 2013). 
 Chapter 5: Data Analysis and Results 181 
They currently adopt both ISO/IEC 27001 and COBIT. An interview session was 
conducted with their Vice President II, IT Governance, risk and compliance. 
Case EPF 
EPF is a government-linked company that in entrusted with the management of 
providence funds. Their vision is to be a world-class social security organisation 
providing the best retirement savings for Malaysians. Their operating expenditure for 
2013 was RM 2 billion (Employee Providence Fund, 2013). They currently adopt 
ISO/IEC 27001 and ISO/IEC 20000. We manage to interview their Senior Manager 
for Strategic Planning and Architecture. 
Case G1 
G1 is a public sector organisation entrusted to render services related to 
management planning for the public sector. Their annual budget for 2011 was RM 74 
million (MAMPU, 2011). They do not currently adopt any specific formal ITG 
practice. An interview was conducted with their Deputy Director for ICT Policy and 
Planning.  
Case KeT  
KeT is a public sector ministry in charge of energy, green technology and 
water. Its mission statement is to innovate and manage resources strategically 
thereby ensuring availability, accessibility, reliability and affordability of energy and 
water services and to champion the application of green technology to promote green 
economy and green living. Their annual operating budget (projected) for 2014 is 135 
million (Finance, 2014b). They do not currently adopt any specific formal ITG 
practice. An interview session was initiated with their Head of Operations for 
Network and Security. 
Case NRE  
NRE is a public sector ministry in charge of natural resources and the 
environment. Among its responsibilities are: natural resources management, 
conservation and management if environment and shelters, and management of land 
survey and mapping administration. Their annual operating budget (projected) for 
2014 is 1.1 billion (Finance, 2014b). They currently adopt ISO/IEC 27001. We 
manage to interview their Undersecretary for Information Management Division. 
Case MPU  
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MPU is a public sector organisation entrusted to render services related to 
administrative modernisation of the public sector. Their annual budget is RM 81 
million (MAMPU, 2012). They do not currently adopt any specific formal ITG 
practice. We manage to interview their Principal Assistant Director for Compliance 
Division. 
Case CSM  
CSM is a public sector agency acting as the national cyber security specialist 
centre. It was established in 2009. It provides specialised cyber security services such 
as: cyber security emergency services, security quality management services, info 
security professional development and outreach, and cyber security strategic 
engagement and research. Their annual budget is RM 38 million (CyberSecurity 
Malaysia, 2012). They currently adopt ISO/IEC 27001. We manage to secure an 
interview with their Head of Security Management and Best Practices. 
Case MOH  
MOH is a public sector ministry entrusted with health related matters. It also 
plays a role in rehabilitation of social issues and community development. 
Furthermore, it serves as a reference from neighbouring countries in a variety of 
medical technologies and methods. The current focus of the ministry is more 
extensive, especially in providing equitable, accessible and quality health facilities. 
This is consistent with the pattern shift in environmental health, health technology 
development globally and liberally pursuant to the changes of disease, health, 
environment and technological development in the world today. Their annual budget 
for 2011 was RM 14.3 Billion (Ministry of Health, 2011). They currently adopt 
ISO/IEC 27001. An interview was conducted with their Undersecretary for 
Information Management Division. 
 
Case IIU  
IIU is an international institute of higher learning (IHL), established in 
Malaysia in 1983. IIU aims to become a leading international centre of educational 
excellence, seeking to restore the dynamic and progressive role of the Muslim 
Ummah in all branches of knowledge and intellectual discourse. To reach this goal, 
they strive to ensure effective teaching and learning, to promote quality research and 
publication, offer quality consultancy services, and to provide a conducive learning 
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environment. Their annual operating budget for 2014 (projected) is 490 million 
(Finance, 2014a). They currently adopt ITIL. We interviewed the Director of IT 
Division of the university.  
 
Table 36: Summary of the actual study research context 
Sector Business / industry Interviewee ITG practice 
adopted 
ID 
Private Telecommunications General Manager, IT Strategy and 
Governance 
Non-specific P1 
GLC  Car manufacturing Senior Manager, ICT Strategy and 
Architect 
Non-specific P2 
Private  Oil and gas Manager, IT Audit Customized P3 
GLC  Plantations Vice President II, IT Governance, Risk 
and Compliance 
ISO/IEC 
27001 
COBIT 
SD 
GLC  Providence Fund Manager, Strategic Planning & 
Architecture 
ISO/IEC 
27001 
ISO/IEC 
20000 
EPF 
Public  Services Deputy Director, ICT Policy and 
Planning  
Non-specific G1 
Public  Services Head of Operations, Network and 
Security 
Non-adopt KeT 
Public  Services Undersecretary, Information 
Management Division 
ISO/IEC 
27001 
NRE 
Public  Services Principal Assistant Director, ICT 
Compliance Division 
ISO/IEC 
27001 
MPU 
Public  Services Head of Security Management and 
Best Practices 
ISO/IEC 
27001 
CSM 
Public  Services Undersecretary, Information 
Management Division 
ISO/IEC 
27001 
MOH 
Public  Services Director, IT Division ITIL IIU 
 
Revising the a priori model 
‘Numbers’, usually get ignored in qualitative research, however a lot of 
counting actually does take place in qualitative studies when judgements are made. 
For example,  “we identify themes or patterns that happened a number of times and 
that consistently happens in a specific way” (Miles & Huberman, 1994).  The 
following paragraphs summarises how the dependent and independent variables were 
tested and re-specified. Quotes are sometimes provided, however the sources are 
unidentified to maintain confidentiality. 
The overall citations for the different factors were extracted and analysed to 
check for the completeness (see Table 37, column 2). Citations that specifically state 
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that the factor was important or not important were also incorporated to this analysis 
(see Table 37, column 3 & 4) to gain an overall impression on the completeness of 
the independent variables of the model and to obtain a sense of understanding over 
the relative criticality of the factors. 
It is difficult to objectively conclude the criticality of the constructs based on 
the number of citations as they could have been biased based on the interview 
protocols. Top management support, resistance to change, perceived benefits, 
complexity, compatibility and costs constructs all validated the proposition of the a 
priori model by having high numbers of general citations as well as citations to 
justify the importance of the factors. All of them (except regulatory environment) 
had at least one citation to indicate its importance as a barrier and had no citations 
that indicated it was not important. 
Regulatory environment had citation stating that it was not critical as a barrier 
to formal ITG practice adoption. Furthermore, regulatory environment had the lowest 
number of citations (13) among the pre-specified barriers. This meant that there was 
a probability that respondents had troubles in relating to the term regulatory 
environment or they just thought that regulatory environment was not an important 
barrier. We tend to believe the former (hence the reason to drop regulatory 
environment and introduce lack of external pressure and lack of external support, 
both being elements of regulatory environment, but deemed more explicit and easier 
to understand). Meanwhile, both organisational resource availability and consultant 
ineffectiveness emerge as fairly strong barriers newly identified. Last but not least, 
communication was also dropped due to fairly low number of citations as well as 
reasons explained later on in this chapter. 
Table 37: Number of general citations for the barriers and relative criticality 
Barriers 
Total number 
of citations 
Citations  
stating factor is 
important 
Citations stating that 
factor is not 
important 
Lack of top management 
support 
22 2 0 
Lack of communication 14 1 0 
Resistance to change 16 1 0 
Lack of perceived benefits 15 1 0 
Complexity 17 2 0 
Lack of compatibility 18 1 0 
Costs 20 3 0 
Regulatory environment 13 0 1 
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Lack of organisational 
resource availability 
22 3 0 
Lack of external pressure 18 0 0 
Lack of external support 16 1 0 
Consultant ineffectiveness 17 1 0 
 
 
A matrix intersection table mapped the coded information by factors. This was 
derived to analyse any potential overlaps and redundancies among the barriers. 
Factors which contain more than 3 overlaps were removed. Table 38 summarizes the 
findings from this analysis. 
 
Table 38: Potential inter-relationships among the barriers 
 TMS COM RC PB CMP CMT CST REG RSA EP ES CE 
TMS 22            
COM 6 14           
RC 1 5 16          
PB 0 1 1 15         
CMP 0 0 1 1 17        
CMT 0 0 1 1 1 18       
CST 1 0 1 1 0 0 20      
REG 0 0 1 0 0 0 0 15     
RSA 0 0 1 0 0 1 0 0 22    
EP 0 0 1 0 0 0 0 5 0 18   
ES 0 6 0 1 1 0 1 5 1 1 16  
CE 0 5 0 0 1 0 0 0 1 0 2 17 
 
TMS - Top management support,  COM – Communication, RC – Resistance to change, PB – Perceived benefits, 
CMP – Complexity, CMT – Compatibility, CST – Costs, REG – Regulatory environment, RSA – Organisational 
resource availability, EP – External pressure, ES – External support, CE- Consultant ineffectiveness 
 
In summary, six (6) constructs were retained; top management support, 
resistance to change, perceived benefits, complexity, compatibility and costs. Four 
(4) new constructs were identified; Organizational resource availability, external 
pressure, external support, and consultant ineffectiveness. Two (2) existing 
constructs were removed; regulatory environment, and communication.  
 Re-specification of the independent variables 
Based on the findings of the qualitative study, there were some constructs that 
remain while others were dropped. Those remain had received considerable support 
from the qualitative study while those dropped either did not receive support, were 
not suitable in the present study context or were found to overlap with existing 
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constructs. New constructs are also introduced to strengthen the re-specified model. 
Next, we describe in detail the modifications made and their justifications, grouped 
within the three contexts: organisational, innovation, and environmental context. 
 
Organisational context 
Constructs that remain unchanged in the organisational context were lack of 
top management support, and resistance to change. New constructs identified were 
lack of organisational resource availability. However, lack of communication was 
dropped due to issues described in detail below. 
Lack of communication (Communicability difficulties) 
Communication refers to the organisation’s internal and external information 
exchange and interaction (Ke and Wei 2008). Communicability of an innovation is 
described as the degree to which aspects of an innovation may be passed on to others 
(Rothman, 1974).  
A point of potential redundancy was identified within the communications 
construct. The importance of “communication” was specifically mentioned a number 
of times. However, there seems to be a high level of overlap with data coded under 
communications and other constructs, namely top management support, resistance to 
change, external support and consultant ineffectiveness.  
A closer analysis of the communications construct aided in making the 
observation that there seems to be two types of communication process within a 
formal ITG practice project: (a) internal communication, and (b) external 
communication.  
The communication construct overlaps with other constructs via top 
management support – top management communicates and shares their vision of 
formal ITG practice adoption. It also overlaps with elements of resistance to change -
respondents communicate to express criticism towards formal ITG practice. In 
addition, communication also overlaps with consultant ineffectiveness - when 
consultants are incapable of communicating well. 
The results as shown in Table 38 supports the conclusion that the core aspects of 
communication can be captured under other constructs described above. Therefore, 
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there will be no separate communication construct in the new re-specified model as 
their elements exist in the other constructs.  
 
Lack of organisational resource availability 
 Lack of organisational resource availability is a new construct introduced in 
the re-specified model. The reason for its introduction and addition in the 
organisational context is to take into consideration how the lack of organisational 
resources would inhibit the adoption and implementation formal ITG practice. 
Organisational resource availability has been defined as resource available to 
the organization such as capital, equipment, human resource, organisational time and 
managerial talent to implement the innovation (Ungan, 2005).  
Organisational resources are the financial, physical, human, technological, and 
organisational endowments that allow a company to create value for the customers 
(Hill, Jones, & Schilling, 2014). Organisational resources include three types: 
human, tangible, and intangible resources (Grant, 2002). The human resource usually 
includes the knowledge, expertise, talents, creativity, and skills of a firms personnel 
(S. S. Cohen & Zysman, 2002; Davenport, 2013). Tangible resource are something 
physical including financial resources and physical assets (Hill et al., 2014). 
Intangible resources are non-physical entities including brand names and intellectual 
property (Grant, 2002). Unlike tangible resources which can be acquired through 
market transactions from outside, intangible resources are characterised by imperfect 
mobility and need to be accumulated within the firms (Peteraf, 1993). 
Looking back to our qualitative study, one participant laments the lack of time 
and other resources as a factor. For example, G2 says: “So we don’t have the luxury 
of time, and resources, you know to implement, to study, because, I mean 
implementing ISO, any ISO 9000 also you have to spend a lot of time”.  
Another case, this time involving MPU, whereby they had to rescale the scope of 
adoption due to the lack of human resource available to them: 
“We had wanted to do 5 scopes…But then they said restraints in terms of 
personnel. Personnel because they say that it’s a lot of work, concurrent.” 
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Furthermore, G1 also added: 
“The budget that they currently have, they give it to…, so budget is limited, so 
they see, their priority is to buy medicines, make … I think that is also a 
barrier,” 
SD also summarized lack of organisational resource as a factor: 
“But, most of them that we see is the lack of budget, the lack of resources, the 
number of people lacking, headcounts not enough to let out, too many thing 
going on, too many projects going on. ” 
MOH supports this as a factor: 
“In here, where I’m sitting now, got problem with funds. So, even to get to 
attend ISMS Lead Auditor certification is a lot of problems, because there is 
not enough money and I am sure agencies outside is also having the same 
problem.” 
SHL lend support: 
“But that didn’t take place, because it’s…time consuming to go out to the, 
probably 150 locations and help the IT organization to do an analysis and 
implementation.” 
“I would say that there is always good facilitation around the framework, in 
theory, but practical embedding, the facilitation around that, is something 
which takes more time, and money and effort than people realise. ” 
 
Existing literature has shown that insufficient number of human resource does 
have an effect on ITG practice (Spremic et al., 2008a). Others have shown that the 
lack of time also contributed as a barrier to adoption (C.-H. Lee et al., 2008). 
 
Lack of top management support 
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 Lack of top management support has consistently been found to be important 
in an IT innovation initiative. Therefore, it is no wonder that this construct has 
received strong support as a possible barrier to formal ITG practice.   
Commitment and support from senior management has been revealed in a 
survey by Cater-Steel (2009) as the most critical success factor for IT service 
management implementation. As well as being necessary to guarantee funding for 
resources such as training, hardware and software, senior management support is 
essential to endorse policy and enforce compliance to the standard processes across 
the entire organisation. Effective cultural change is not possible without support from 
the highest level. Senior management does not need an in-depth understanding of 
ITIL, but must provide support in terms of resources and authority to enforce new 
policies.  
SD relates how top management support wanes when other priorities start 
weighing in: 
“And then top management, during the initial stages, they say that they 
support, support, support, but when it comes to...actually, they have top 
priorities. When there is a top priority, the others will become low priority. ” 
According to one of the participants, the simple enactment of laws and 
regulations are not enough to ensure adoption as initiatives often suffer from the lack 
of enforcement and execution. P1 relates to this by saying: “I think the enforcement; 
it is hard for us to enforce the policy that we have already formulated”.  
Furthermore, according to IIU: 
“In my experience… we actually do it at our level, and it only worked to a 
certain extent at our level. So, when we wanted to expand it for organization-
wide adoption, we had problems. Because, people at the top did not understand 
what we were doing, and then certain things we cannot decide our own…So, 
there must be a higher, level committee, at least a steering committee which is 
given mandate by the top management…to steer or to oversee the 
implementation of this.” 
A look into literature supports their views. Siddiquee (2005) in his study on 
public accountability practices in Malaysia found that in most cases, while there 
seems to be general support (in terms of commitment and resources), however the 
 Chapter 5: Data Analysis and Results 190 
support stops short from authorising enforcement. Management are known to have 
shown the lack of interest in taking disciplinary action against their subordinates. 
This may be attributed to the national culture of face saving and maintaining 
harmony. Therefore, both the literature and the findings from the qualitative study 
support the notion that the lack of top management support - in terms of resource 
provisioning and the authority to enforce by empowering certain individuals or 
groups are important elements in the adoption of formal ITG practice. 
 
Resistance to change 
Resistance to change is defined as “the adverse reaction to a proposed change 
which may manifest itself in a visible, overt fashion (such as through sabotage or 
direct opposition) or may be less obvious and covert (such as relying on inertia to 
stall and ultimately kill a project).” We found considerable support for the existence 
of this construct in the qualitative study.  
ITG adoption literature recognizes resistance to change as a barrier. Winniford 
et al. (2009) in their survey found “avoiding that level of accountability” as a barrier. 
Cater-Steel, Toleman, and Tan (2006) through a case study of 5 organizations in 
Australia found that resistance to new documentation and communication process by 
technical staff impeded the implementation of ITIL.  
Hirschheim and Newman (1988) discussed several causes of resistance to IS 
change. Among them include: (1) Innate conservatism, (2) lack of felt need, (3) 
uncertainty; (4) lack of involvement in the change, (5) redistribution of resources, (6) 
organizational invalidity and (7) lack of management support. Our study shows the 
existence of innate conservatism and uncertainty emanating and causing resistance.  
MPU highlighted why middle management resisted change, even though they 
had ample resource and all was laid down before them, ready to be implemented.  
“Meaning that it was all ready, all laid down, but they did not want to 
implement because…there were a lot of requirements, they want to use the as- 
is processes. If they were to follow the ISMS standard, it would require a lot of 
procedures, had to have a lot of documentations, proper network channels, 
must have emails, must have minutes and so on.”  
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There was clearly the existence of inertia or innate conservatism as mentioned 
by Hirschheim and Newman (1988). This is where “people do not like to be 
disturbed, they prefer to stay with the work they know, rather than take on a new 
assignment.” (Hirschheim & Newman, 1988). 
Another source of resistance is what Hirschheim and Newman (1988) refer to 
as uncertainty, in which it provokes fear in the individual. Fear that if the practice is 
too complicated, and they fail to adopt and deliver, then they might be losing their 
jobs, being transferred away from their friends and losing status and privilege. SD 
mentioned how the fear of being held accountable for failure led to resistance to 
making change:  
“This type of resistance is in the form of, if it’s complicated, no one dares to 
make a commitment. Because, if I do it wrong, then I’ll be on the chopping 
board.”  
Resistance does not only affect certain levels within the organization but all 
levels, especially the lower level staffs within the organization (Hirschheim & 
Newman, 1988). This is mainly due to the lack of their involvement in the change 
process (Hirschheim & Newman, 1988).  
 
Innovation context 
Previously identified constructs within the innovation context which consists of 
complexity, lack of compatibility, cost, and lack of perceived benefits (relative 
advantage) were all retained in the re-specified model.  
According to a meta-analysis by Tornatzky and Klien (1982), only three attributes - 
relative advantage (perceived benefits), complexity and compatibility, showed 
consistently significant effects on adoption. Consequently, these three attributes have 
been retained and proposed to be included in the final research model. Details on 
each construct included in the model are presented below. 
 
Complexity 
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There are no doubts that this construct plays an important part as an inhibitor to 
formal ITG practice adoption. Complexity has been defined as “the difficulty to 
understand and use the innovation”.  
The literature provides ample evidence of complexity as a barrier to adoption. 
T. Wiander (2007) through a case study of 4 organisations relate how people 
comprehend the standards as difficult to understand. The guidelines given in the 
standards were deemed multifaceted leading to confusion in the use of the terms. 
Some researchers lament the fact that these standards are to brief, and thus do not 
provide enough information to guide successful implementation (Hone & Eloff, 
2002).This will in fact complicate the adoption process further as potential adopters 
and even consultants and assessors will make their own assumptions and 
interpretations of how the standard should and must be implemented and assessed.  
IIU mentioned that adopting ISMS was not an easy task, citing the process that 
an organization has to go through to be certified.  
“If you’re talking about ISMS, it’s not an easy thing to implement…because 
eventually if you target the organization to be certified then they have to pass 
their policy, and they will have to be audited in terms of complying to those 
policies that they formulated.”  
Meanwhile, MOH relates how they had to approach an external consultant due 
the difficulty in understanding and comprehending the innovation.  
“The first, my perception was, it is difficult…For people who are exposed first 
time to this standard, they would find it difficult...”  
EPF support: 
“To me. It is not easy, theory is different from practice, if you buy the ITIL 
books and read, I doubt it that you can actually implement straight away…we 
are all ITIL Foundation certified, 30 of us here are ITIL v3 Foundation 
certified. Even you go into the class; they teach you theory, but the actual 
doing it is very, very different, ok.” 
 
Lack of compatibility 
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Innovation literature has highlighted the significant role of compatibility in 
innovation diffusion and adoption since it refers to ‘goodness-of-fit’ between 
innovation and the adopter’s needs (Kim & Srivastava, 1998). 
According to Alkraiji et al. (2011), standards must also be compatible with the 
country regulations, organisation’s work and infrastructure in order to be accepted 
and adopted. 
Lack of compatibility plays a significant role in hindering adoption of formal 
ITG practice. Barlette and Fomin (2008) highlighted the fact that there are only a few 
standards that are theoretically suitable for SMEs. Sánchez et al. (2009) noted that 
most standards and frameworks are designed for big corporations, are very rigid and 
their practical application for SMEs requires plenty of time and is very expensive.  
We also found support from the qualitative study. For example, according to 
G1, some of the new practices were not compatible and unnecessary to their work: 
“Sometimes we force unnecessarily, sometimes me personally, we force 
ourselves unnecessary things, if we want to comply, we have to follow, whereas 
actually we don’t even do it in the first place.” 
Furthermore, G1 states that the implementation makes the organisation more 
rigid, inflexible thus slow to react: 
“When the PM says that you must, now the PM puts emphasis on speed, 
sometimes ITG is slowing us down, sometimes for speed, we need it fast…You 
have to comply, you have to look at that, you have to look at this, it becomes 
slower.” 
Meanwhile, P2 state that formal ITG practice was not compatible to their 
current needs: 
“so there was no need, you know when we talk about governance, there was 
nothing, you know, people still can function, people still can operate…without 
a governance, without anything, people can still function. So that’s why there 
was no need at that point” 
P2 further stress their demand for a practice that is compatible to their own 
needs: 
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“if  you talk about the governance, or the project management, whether it’s the 
book of knowledge, the PRINCE2, or you know, a standard PMI…We want 
something which is localised. We want something that is according to our 
needs.” 
 
 
Costs  
Cost here refers to the initial cost and also to the operational cost and usually is 
assumed to be negatively related to the adoption and implementation of an 
innovation. The cost of an innovation has many components – initial investment cost, 
operational costs and the cost of training the users to use the innovation (Premkumar, 
Ramamurthy, & Nilakanta, 1994). In terms of formal ITG practice, the cost will 
include maintenance, training, certification, consultants, and etc.  
Looking into the literature, cost is often considered as an impeding factor in the 
adopting of manufacturing best practices (Ungan, 2005). Similarly, we can find 
support from the qualitative study.  According to G1: 
“Because not all have the opportunity to get this certification due to the heavy 
cost, because when you try to get the cost for the certification and you say RM 
3K, RM 4-5K, so when management see it [laughs], that’s why I said that cost 
plays a part” 
Meanwhile, SD also voiced their support in identifying cost as a barrier: 
“When it comes to cost, oh, we cannot do it. So I think it happens everywhere, 
right.” 
SHL also identified cost as a barrier: 
“But that didn’t take place, because it’s quite costly and time consuming to go 
out to the, probably 150 locations and help the IT organization to do an 
analysis and implementation.” 
 
Lack of perceived benefits 
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Lack of perceived benefits (relative advantage) has consistently been found to 
be an inhibitor to innovation adoption. For example, research has shown that among 
the barriers to adoption of CMMI is no clear benefits (Staples et al., 2007). 
We classify perceived benefits into ‘direct’ and ‘indirect’ categories. Direct 
benefits are readily quantifiable by means of such techniques as financial data, 
numbers of new customers or other quantitative evidence. Indirect benefits are not 
easily quantifiable but they have a position effect on the business (customer 
goodwill).  Most of the issues surrounding the lack of perceived benefits stems from 
the fact that these benefits are hard to quantify or measure. 
Successful technology adoption, or the introduction and subsequent diffusion 
of a new technology-based product or process (Loch and Huberman, 1999), requires 
that users continually realise the benefits of the technology. However, unlike most 
technologies that emphasise positive benefits, firms purposefully adopt a formal ITG 
practice like information systems security (ISS) standards and frameworks to reduce 
or avoid the risks of IS failures. Therefore, the threats and benefits of ISS for firms 
often do not emerge until after a security flaw has occurred; even worse, some degree 
of security risk remains, despite security actions taken (Kotulic and Clark, 2004). 
Managers, therefore, may decide deliberately to invest little in ISS because they 
believe the risk of security abuses is low or simply underestimate ISS effectiveness 
because its benefits are difficult to quantify (Straub, 1990). 
As an example of the quantification issue, we can assume that it is very 
difficult to prove the security standards’ usefulness. Contrary to quality certification 
like ISO 9000 that has been and remained an important distinguishing factor due to a 
possibility to establish a quantifiable link between the quality increase and business 
increase, the reduction of the security failures entailed by an increase in information 
security is virtually impossible to quantify. Information security differs from quality 
in another peculiar way; the level of quality can be measured in positive terms, 
whereas the level of security is better measured as the “level of insecurity”, that 
could be assimilated to the risk level, made from the probability of occurrences of 
threats and vulnerabilities.  
In their study, Barlette and Fomin (2008)  found that the ability to quantify the 
benefits of adopting the security standards can be a driver for further ISO 27001 
adoption. Therefore, there is a possibility that the lack of it, may present as a barrier. 
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In their case study on ITIL implementation, Bhattacharjya and Chang (2008) found 
that it was hard for organisations to find appropriate performance metrics. In other 
words, they were finding it hard to decide which metrics to measure. There was 
realisation that current metrics used were not adequate for representing the value of 
IT to business. In a case study by Pollard and Cater-Steel (2009), respondents noted 
difficulties in measuring the return on investment from their ITIL implementations. 
Although cost can be quantified, respondents felt that it was very difficult to actually 
measure real benefits. 
According to Neubauer et al. (2008), companies refrain from the 
implementation of information security standards due to the lack of evidence for a 
positive cost/benefit ratio. Furthermore, Dubie (2006) found that ITIL’s ROI is hard 
to measure. Improvements on the level of service quality and increased flexibility in 
organisations is difficult to measure from a financial perspective, and therefore the 
immeasurable nature of quality improvements, in terms of financial outcomes, could 
lead to the misperception of no return on investment (ROI) (Shang & Lin, 2010).  
van Wessel et al. (2011) in their study on ISO 27001 adoption recall that 
interviewees could not provide evidence for financial benefits. 
Other standards like ISO 14001 also suffer the same problem. According to M. 
A. Delmas (2000), an EMS standard like ISO 14001 can be identified as an 
intangible resource or a capability since it indicates to the firms environmental 
management skills. However, at present it is not clear how customers can assess the 
value of an ISO 14001 certification. The ISO 14001 certified firm is unable to benefit 
from an actual label that would signal to the market that a product has been produced 
with environmental sensitivity. This is complicated by the fact that consumers might 
not identify or understand the advantages of ISO 14001, as the standard does not 
provide any real measure of environmental performance. 
True to the well-known axiom -”you can’t manage what you can’t measure”, 
although ISO 14001 requires an organisation to measure and track its environmental 
performance, there are no adopted or commonly accepted environmental 
performance indicators. 
Due to this lack of definition of precise environmental variables for monitoring 
purposes, the resulting data may not provide companies, policy-makers, and the 
public with accurate information they can use to make comparative judgements about 
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organisational environmental performance issues. Thus, it would be very difficult for 
consumers to put a value on this resource. 
Ample support can be found in the qualitative study. According to MOF: 
“And this ITG of things, does not really, the result is not out there that you 
see like you develop a system. You can’t see the full use.” 
“You know...you know what I mean or not? But if anything goes wrong, let’ 
say with our email system, user’s will run after us, chase us.” 
“But ICT governance, it’s something that you cannot really see but if you 
have it, probably your organisation would be efficient, be very effective” 
 
P3 also provided qualitative evidence: 
“The reason why very difficult for people to make a change is…they don’t see 
the impact on them.” 
 
Similar sentiments were raised by G1: 
“But if the government does not see it as giving a direct impact, more so 
nowadays when we are on a prudent budget, expenses must be minimized, the 
impact cannot be seen clearly, the direct impact, we cannot see the direct 
impact, so maybe we have to struggle to convince top management to get” 
“so now we want to see how ITG can give direct impact, because a majority of 
them are indirect impacts, if you don’t adhere, this will happen, but then if 
there are no issues,  then there is no need to, it’s work as usual, but then if 
something does happen, ok because you did not adhere to certain standards” 
 
Environmental context 
Previously, a single construct was used to represent an environmental factor in 
our a priori model, which was the regulatory environment. Regulatory environment 
here refers to an environment comprised of government regulations, policies, and 
laws that organisations must comply with (Pudjianto et al., 2011).  Regulatory 
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environment indicates the role of the government in encouraging the adoption and 
use of formal ITG practice by establishing certain laws and providing incentives. 
However, analysis of the qualitative study clearly shows that pressure and 
support does not solely come from the government. This is meaning to say that other 
sources of pressure and support are at play, such as those by vendors, special interest 
groups and NGOs, customers, and competitors. Therefore, we decided to drop the 
regulatory construct and replaced it with two new constructs named external support 
and external pressure to take into account the possibility of other sources of pressure 
and support. Below we describe in detail support obtained from the literature and the 
qualitative study in justifying their inclusion. 
 
Lack of external pressure 
Lack of external pressure refers to lack of pressure from external forces 
(adapted from Ungan (2005)).The source of external pressure in the environmental 
context may include government agencies, non-governmental organisations, 
competitors, interest groups, regulatory structures, vendors and/or public opinion 
(Abrahamson, 1991). In addition, customers may represent a pressure group and 
demand that organisations adopt  a particular innovation. 
In our study, lack of external pressure refers to the lack of coercive and 
normative pressures.  Coercive pressure is exerted by organisations or other bodies 
on social actors to adopt the prescribed attitudes, behaviours, and practice as the 
latter has resource dependency to the former (DiMaggio & Powell, 1983). Similarly, 
normative pressure occurs when organisations voluntarily, but unconsciously imitate 
the attitude, behaviours and practices of other organisations. According to the 
literature, most organisations carry out certification initiatives to become more 
commercially acceptable in sensitive business sectors  (e.g.: financial or health 
sector) or to comply to legal regulations such as Basel II or the Sarbanes Oxley Act 
(Neubauer et al., 2008).  
We found support from our qualitative study signifying the existence of lack of 
external pressure. With regards to the lack of coercive pressure; currently, the 
mandate by the government of Malaysia on adoption of formal ITG practice 
only covers specific sectors which are deemed as Critical National Information 
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Infrastructure (CNII). Critical National Information Infrastructure (CNII) is defined 
as those assets (real and virtual), systems and functions that are vital to the nation, 
that their incapacity or destruction would have a devastating impact on 
(Cybersecurity Malaysia, 2013): 
 National economic strength: confidence that the nation’s key growth 
area can successfully compete in global market while maintaining 
favourable standards of living 
 National image: projection of national image towards enhancing stature 
and sphere of influence 
 National defence and security: guarantee sovereignty and independence 
whilst maintaining internal security 
 Government capability to function: maintain order to perform and 
deliver minimum essential public services 
 Public health and safety: delivering and managing optimal healthcare to 
citizen 
The CNII sectors are: 
 National defence & security 
 Banking & finance 
 Information &  communications 
 Energy 
 Transportation 
 Water 
 Health services 
 Government 
 Emergency services 
 Food & agriculture 
This selective mandate by the government does not exude pressure on SMEs 
and other types of national and international companies operating in Malaysia, 
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therefore resulting in them not even bothering to adopt. Furthermore, no other 
institutional entities had coerced them to adopt formal ITG practice. 
An excerpt from the qualitative study shows how a respondent from CSM 
arguing the need for external pressure in the form of legislations or mandate: 
“Perhaps we need a legislation, and act, or mandate. For example, if the CEO 
or the BOD doesn’t perform their duties to protect the information asset, then 
they are liable to be jailed. Something like that. Very harsh or very heavy 
penalty. Otherwise this thing won’t work.” 
Furthermore, he recommends that this task be handled by specific regulators 
instead of a generalised mandate from the Prime Ministers Department or National 
Security Council: 
“I am not really sure who is the entity really supposed to doing that. If the 
thing even comes from the Prime Ministers Department or National Security 
Council, I think it won’t work well. To me, it must come from the regulators. 
Regulators, what I mean is the, like all the Commissions, Energy Commission, 
Security Commission, they must emphasize those entities under them to really 
look into this matter seriously. Because one day, in the future, being attacked 
can be disastrous” 
Meanwhile, respondent from KeT reiterates that his ministry will only 
implement when given directive to do so, echoing the need for coercive pressure: 
“Because sometimes the ministry is isn’t aware, furthermore we have our own 
real jobs, once we receive a directive, only then will we look into it” 
There are no normative pressures too. Respondents from organisations 
interviewed were less exposed to their own professional networks, therefore making 
them unaware of the state-of-art within their own industry and also improvements in 
terms of standards and frameworks already being adopted by their peers.  
For example, MOF was caught sounding a bit off-guard when asked if she 
knew other government ministries, agencies or departments that have adopted formal 
ITG practice: 
“In government, I think as a whole, I dunno whether any government has ISO 
27001 certifications...are there?” 
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The above excerpt shows just how the respondent was not even aware of other 
organisations within the government which had adopted formal ITG practice. 
Common excuses given include the costly membership fees and lack of time to 
participate actively.  
For example, the respondent from KeT states: 
“So far, we are not involved directly with any associations…if we want to be 
involved in other associations like those international ones, they would involve 
fees, that would be hard.” 
 
According to G1: 
“In terms of, let’s say people say there are no guidelines or directives, so  
agencies will not follow, it’s true that agencies wait for [a government 
agency], if [a government agency] issues directives, they will have to follow”  
 
IIU gave some possible reasons for the lack of external pressure from the relevant 
agencies: 
“I think, for example, [a government agency] has a guideline, of how you can 
go about implementing this, but they do not force everybody to follow it, for 
now, you know, most of the organizations still have constraints, so they still 
have to do some house-cleaning before they can proceed to the implementation 
of these, you know, standards and frameworks.” 
While there was support for the existence of coercive and normative pressure, 
mimetic pressure was somewhat absent. This is not something alarming, as other 
studies have also encountered difficulties in differentiating between normative and 
mimetic influences (Hu et al., 2007). 
 
 Lack of external support 
Lack of external support refers to the unavailability of financial, managerial, 
and technical support for adopting innovations (adapted from Premkumar and 
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Roberts (1999)). Organisations are more willing to use new innovations if they feel 
there is adequate external entity (like vendor or third party) support for that 
innovation (Premkumar & Roberts, 1999).  
Vendor support is defined as the willingness and support of external 
organizations which sells or supplies goods or items to the organization through their 
recognition, agreement, support, awareness, usage or commitment to the ITG 
adoption initiative (Othman, Chan, & Timbrell, 2010). Support from the industry in 
terms of their understanding and commitment is vital to the cause. Other support in 
terms of providing the relevant hardware and software tools required to implement 
proper ITG is also important. Participants highlighted the need for vendors that do 
business with the organization to be more understanding and committed. They gave 
an example whereby the lack of commitment from the vendor side had presented 
difficulties for them to comply with their own set of ITG practice. G3 notes that: “So 
a barrier would be to obtain commitment from external parties. One more, we have 
our vendors, we must need them to understand and have their commitment”. This 
supports the findings that external support is important to an organization in 
implementing ITG practices (Letsoalo et al., 2006). 
External support for adopting an innovation may also be provided by several 
third parties such as agencies in the business community of the company, 
governmental agencies or community agencies. Studies have shown that companies 
are more willing to adopt innovations where there is a third party support for 
implementing them (Premkumar & Roberts, 1999). Relevant institutions can 
introduce appropriate incentives in the form of financial assistance and grants to 
organisations especially the SMEs to help ease the cost of adoption (Hashem & 
Tann, 2007). In addition, awareness from institutions external to the organization is 
also a significant factor. There are many instances where organisations especially the 
SMEs are often unaware of the existence of relevant laws and regulations related to 
ITG that actually affect them (Barlette & Fomin, 2008). 
Most respondents lament the lack of support especially from government 
agencies and bodies.For example, a respondent from MOF describes: 
“To me I feel… [Government agency] as the IT sort of what do you say, CIO 
for the government, probably if [government agency] give more emphasis on 
ICT governance, ok by certain year, you must have some...organisations must 
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have all this, ISO 27000 series… I would still think the central agency should 
play a greater role…because I’m sure there are certain agencies especially the 
smaller agencies who are not aware of all these things” 
Other third party entities could also play their part, for example the SIG groups 
and institutes. SIG and Institutes are a community or a group of people/organizations 
with an interest in advancing knowledge and adoption; they consist of members who 
cooperate to effect or to produce solutions within their particular field, through 
communication, meetings and organizing conferences (Othman et al., 2010). Some 
participants voiced their discontent at the lack of special interest groups and other 
institutions that specifically champion the ITG cause. The creation of these types of 
groups can go a long way in fostering awareness and can be a catalyst and a means 
for individuals and organizations interested in adopting ITG to share their 
experience. G1 asserts: “so the role of the community is important, we have to have a 
community of special interest group that looks at, that talks to each other, so it will 
be faster”. This finding corroborates J. L. King et al. (1994) notion that adoption of 
an innovation may require the influence of institutions other than the government 
such as professional associations and trade and industry associations. 
P1 relays the fact that they felt that the government was not doing enough in 
promoting ITG practices as a whole, while G2 directs the lack of action in the form 
of awareness campaigns by another government agency as the reason of the non- 
adoption of ITG. 
“I don’t think the government played enough role in promoting best practices 
of IT...not directly on ITG” - P1 
“Because [government agency] has done a lot of pushing for other things, why 
not for all this? Why not because [government agency] has come out with 
evaluation for web pages, for portals and everyone follows.” - G2 
 
The support from vendors is also important. G1 describe how lack of vendor support 
was a barrier: 
“There are vendor companies, but when it comes to implementing, there are 
hidden costs [both laugh]. Maybe business…” 
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“That is one of the barriers. For example if we were to do this, 
telecommunications for example, the telecommunication ducts, we want to 
install it, through the management of the building. Sometimes when we want to 
introduce one, let’s say we want to install a gadget to detect something. So it’s 
difficult, we do not have full control” 
“But we still have problems, when we implement, there where leaks[laughs], 
we can’t have this, we do not have control, we, in our part, we have done it, but 
other’s responsibilities,  maybe they did not follow, saying that it is not there 
focus, so there are certain barriers that contribute to the implementation of 
ICT governance.” 
P3 added: 
“The external barriers, we can say in the country is politics. That’s the most 
important external barrier, just an example for this, the recent political issues 
in the country right, when the state government changes…” 
G3 explained how lack of external support could pose as a barrier: 
“One of the challenges was to obtain cooperation from external parties, that’s 
another barrier. Like here, this building is leased from Putrajaya Holdings, 
Putrajaya is under [a government agency] and [a government agency have their own 
vendors. So we have to get the external parties to understand and appreciate what 
we want to do and to get commitment from them. More or less we have to have a 
Service Level Agreement (SLA) with them.” 
 
Consultant ineffectiveness 
Consultant ineffectiveness refers to the incompetence and lack of expertise of 
consultants in providing various types of assistance to firms, such as knowledge, 
training, maintenance, technical support, and any other type of help the organisation 
needs (adapted from Kouki, Poulin, and Pellerin (2010)). 
Effective use of formal ITG practice can require significant changes to work 
procedures and processes (Othman et al., 2010), mandating intense organisational 
learning for effective implementation and adoption. The development of know-how, 
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created through organisational learning, becomes a potential knowledge barrier that 
can inhibit innovation adoption.  
Attewell (1992) finds that organisations can reduce these knowledge barriers 
by using mediating institutions such as external consulting firms as knowledge links. 
These mediating institutions provide skills, capabilities, and expertise developed 
from experience that can enhance and increase the speed of organisational learning, 
the level of technical know-how, and the success of formal ITG practice adoption. 
Knowledge links are valued for their expertise and experience in formal ITG 
practice. They are recognised for their abilities as change agents, communicating the 
value of new innovation and assisting in the transition to new roles and 
responsibilities of the individuals involved. Their contributions to training through 
course material development and in-house instruction are also recognised. Previous 
research has found positive association between consultant effectiveness and 
innovation implementation success (Yap et al., 1992). 
In our qualitative data, respondents describe situations whereby the use of 
effective consultants facilitates the adoption process. SD recalls:  
“It helps…because they are thick-skinned, right.  If they are from internal 
people, they are less thick-skinned. When you have these external consultants, 
become thick skin, push and enforce, bring the whip, then it starts” 
EPF on the other hand, relied on consultants for their best practices: 
“Why did we engage consultants for the ITIL implementation? Because they 
come with the best practices. If we wanted to do it ourselves, we might not 
cover all aspects. We might only be familiar with what we are doing every day, 
so there could be some best practices out there, which the consultants come 
with experience that we can actually adopt. That’s why we decided to engage 
consultants” 
However, the use of these external experts is often not without problems.  
Common concerns with consultant performance include lack of commitment to 
implementation success, lack of demonstrated expertise, no methodological 
approach, and inadequate appraisal of vendors (Guy G Gable, 1991). 
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Furthermore, recent studies have shown that management consulting has come 
under criticism of late. A broad array of consulting shortcomings has surfaced. 
Consultants have been accused of: (1) seeking long term relationships and a sense of 
dependency from the client, (2) lacking crucial industry knowledge, (3) being a poor 
value for the price, (4) compromising confidentiality, (5) selling old ideas that are 
merely repackaged, (6) insensitivity and arrogance, (7) selling senior partners but 
have junior staff perform the work, (8) having a tendency toward conservative, 
traditional measures, and (9) having a tendency to plan but not implement prescribed 
actions. These perceptions undermine the trust and legitimacy needed for an effective 
partnership (Roberts, Leigh, Purvis, & Parzinger, 2001). 
We found support in our qualitative data for issues related to consultant 
ineffectiveness. SD recalls: 
“I am not saying that [Consulting firm X] is not that good, ok. What I can say 
is that some of what [Consulting firm X] did, not some, maybe a few, is very 
theoretical. Very theoretical to a certain extent. Let’s say, they use 3 steps or 
10 steps. The 3 steps can become 1 step, for instance.” 
She goes on further by suggesting that their bad experience had left them with a bad 
impression and perception towards that particular consulting firm: 
“We already have one set of perception that tells, ok they will just learn from 
us [laughs]. But they used the book; then they learn from us, they cut and 
paste, and present it. Ok, that is our perception.” 
 
Another respondent, MPU also had problems with their consultants: 
“We, because we were starting and we have not seen it before, we were 
learning, we appointed a consultant for us. But the consultant failed to help us. 
The consultant only said that he will give us the theory of it, this is how the 
document should look like, you must have your title, you must have your 
reason, background, process. Even for the process he just did it like this and 
this. So, we could not see where the process begins, and there was not even an 
output…There was no template; do you understand what I mean?  You want 
me to do something; you must tell me from your experience, you are the expert, 
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right. First, do what, step by step. There were no steps…So his guidance was 
out. Then our Director terminated his services” 
All other overlaps indicated in Table 38 were all analysed in detail. Only 
indications of potential causal relationships among these factors were found and no 
further redundancies were identified from this qualitative study. 
 
Re-specification of the dependent variable 
Adoption  
In this research, we conceptualise the adoption of formal ITG practice as a 
complex organisational undertaking. The complexity of this undertaking is evident in 
that it requires an extensive understanding of the standard or framework at hand 
within a specific organisational context and the necessary means by which an 
innovation can be introduced and leveraged. The difficulties of adopting a formal 
ITG practice are informed by understanding that acquisition on an innovation alone 
may not ensure its full deployment or use (R. G. Fichman & Kemerer, 1997). 
Therefore, a more important measure of an organisation’s deployment of such 
innovation is the degree to which it is assimilated (R. G. Fichman & Kemerer, 1997). 
Based on the findings of the qualitative study, we have decided that the 
dependent variable of adoption be reconceptualised. Information obtained from the 
respondents show that adoption is not a simple case of adopt or non-adopt. There are 
various levels of adoption. We had initially decided to use the traditional 
conceptualisation of adoption taking the “adopt (use) versus non-adopt (non-use)” 
measure of adoption. 
Based on input from the qualitative study and further review of the literature, 
we found that such a restrictive view of adoption may not be sensitive to the context 
of formal ITG practice as it fails to capture the scope and richness of formal ITG 
practice adoption, where formal ITG practice may take the form of a standard or a 
framework. When an artefact like formal ITG practice consists of several fragments, 
an organisation may choose to adopt some but not all of the fragments. For example, 
for frameworks like ITIL - which consists of five books of reference, an organisation 
may choose to adopt certain best practices from the ITIL books that relate to their 
line of business. They may adopt a single book, or even take bits and pieces from 
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some or each of the five books.  It all boils down to where these best practices are 
relevant and matches their business needs.  
This line of reasoning can also be extended to the adoption of standards.                                   
A. Hovav et al. (2004) maintain that the traditional approach of adopt vs. non-adopt 
is also insufficient for explaining the adoption of a standard because a standard can 
be partially adopted. This is because an organisation may choose to adopt standards 
for different purposes, hence implying that organisations can partially adopt formal 
ITG practice. For example, an organisation may choose to adopt some parts of the 
standard for internal purposes, or to adopt the standard in its entirety and be certified 
against a third party. 
In the context of formal ITG practice, we had the problem of organisations 
which may decide to adopt a standard or a framework. Furthermore, they can also 
adopt it fragmentally (in bits and pieces), fully, or fully and also be certified against 
(in the case of a standards adoption). 
In summary, the previous conceptualisation of adoption as adopt vs. non-adopt 
is apparently not suitable to measure adoption of formal ITG practice. Therefore, we 
propose that adoption be measured by a Guttman scale, taking into account the 
different levels of adoption.  
 
The overall re-specification of the model 
Based on the findings of the qualitative study, we present the re-specified 
model used. The enhanced research model of barriers to formal ITG practice 
adoption is shown in Figure 12. A summary of the constructs included in the re-
specified model is presented in Table 39. Accordingly, a revised set of hypotheses is 
presented in 
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Table 40. 
Figure 12: Re-specified model 
Adoption of formal ITG practice 
(-) 
Lack of top management support 
Resistance to change 
Lack of organisational resource 
availability 
Organisational context 
Lack of perceived benefits 
Lack of compatibility 
Cost 
Complexity 
Innovation context 
Lack of external support Lack of external pressure Consultant 
ineffectiveness 
Environmental context 
(-) 
(-) 
(-) 
(-) 
(-) 
(-) 
(-) 
(-) (-) 
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Table 39: Summary of constructs – re-specified model 
Category Construct Definition Theoretical basis 
Formal ITG 
practice 
adoption level 
Adoption of formal ITG 
practice 
Levels of adoption (assimilation) of formal ITG 
practice 
Theory of innovation 
diffusion (Attewell, 1992; R. 
G. Fichman & Kemerer, 1997) 
 
Organisational 
context 
Lack of top 
management support 
The level of commitment by senior management 
in the organization to the adoption process, in 
terms of their involvement and the willingness to 
allocate valuable organisational resources”.  
(adapted from Sedera et al. (2004)) 
IT innovation adoption and 
diffusion 
(Rogers, 1995) 
 
Resistance to change 
An adverse reaction (Hirschheim and Newman 
1988) of members of the organisation towards 
formal ITG practice, or the opposition to 
proposed changes resulting from formal ITG 
practice (Markus 1983) 
Theories of resistance 
(Markus 1983)(Lapointe & 
Rivard, 2005) 
Lack of organisational 
resource availability 
Resource available to the organization such as 
capital, equipment, skilled human resource / 
people, organisational time and managerial 
talent to implement the innovation (adapted 
from Ungan (2005)). 
Organisational 
innovativeness theory 
(Subramanian & Nilakanta, 
1996; Wolfe, 1994) 
 
 
Innovation 
context 
Complexity 
The degree to which formal ITG practice is 
perceived as difficult to understand and use 
(Rogers, 1995) 
DOI theory 
(Rogers, 1995) 
 
Lack of compatibility 
The degree to which formal ITG practice is 
compatible with the existing values, past 
experiences and needs of the adopter 
(adapted from Rogers (1995)) 
DOI theory 
(Rogers, 1995) 
 
Lack of perceived 
benefits 
The anticipated / relative advantages that formal 
ITG practice adoption can bring to the 
organisation (adapted from Oliveira and Martins 
(2010)) 
DOI theory 
(Rogers, 1995) 
 
Costs 
Expenses of adopting and implementing formal 
ITG practice, and efforts devoted to 
organisational restructuring and process re-
engineering (adapted from Zhu, Dong, Xu, and 
Kraemer (2006) 
DOI theory 
(Rogers, 1995) 
 
 
Environmental 
context 
Lack of external 
pressure 
Lack of pressure from external forces (adapted 
from Ungan (2005)). 
 
Institutional theory 
(DiMaggio & Powell, 1983) 
Lack of external 
support 
 
Lack of external support refers to the 
unavailability of financial, managerial, and 
technical support for adopting innovations 
(adapted from Premkumar and Roberts (1999)) 
 
 
IT innovation adoption and 
diffusion 
(Rogers, 1995) 
 
Consultant 
ineffectiveness 
Consultant ineffectiveness refers to the 
incompetence and lack of expertise of 
consultants in providing various types of 
assistance to firms, such as knowledge, training, 
maintenance, technical support, and any other 
type of help the organisation needs. (adapted 
from Kouki, Poulin, and Pellerin (2010)) 
IT innovation adoption and 
diffusion 
(Rogers, 1995) 
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Table 40: Re-specified set of study hypotheses 
H1 Consultant ineffectiveness will have a negative effect on formal ITG practice adoption 
H2 Complexity will have a negative effect on formal ITG practice adoption 
H3 Lack of compatibility will have a negative effect on formal ITG practice adoption 
H4 Costs will have a negative effect on formal ITG practice adoption 
H5 Lack of external pressure will have a negative effect on formal ITG practice adoption 
H6 Lack of external support will have a negative effect on formal ITG practice adoption 
H7 Lack of perceived benefits will have a negative effect on formal ITG practice adoption 
H8 Resistance to change will have a negative effect on formal ITG practice adoption 
H9 Lack of organisational resource availability will have a negative effect on formal ITG 
practice adoption 
H10 Lack of top management support will have a negative effect on formal ITG practice 
adoption 
 
5.2.2 Validity and reliability 
To ensure the quality of the qualitative analysis, we employed several methods 
and procedures. The methods and procedures chosen reflect, and are consistent with 
our philosophical and methodological position. Here, we describe the methods 
employed: independent coders and audit trails. 
Independent coding is used commonly in thematic analysis as a quality check. 
The use of independent coders helps researchers to think critically about the thematic 
structure they are developing and the coding decisions that they have made. 
Furthermore, it can highlight where analysts’ assumptions and expectations might 
have blinkered them to alternative readings of the data, or where they may have 
overlooked material that could enriched their interpretation. 
In deciding to use independent coding, we had to make three important 
decision regarding: (1) when in the process should this be carried out, (2) what 
should we ask the coders to do, and (3) who should do it.  Accordingly, we decided 
that the process will only be conducted in the (descriptive, interpretive, overarching 
themes) stage. While the best approach would be to conduct independent coding in 
all three stages, we felt that it was unrealistic due to time and resource constraints.  
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Regarding the second decision, coders were asked to focus their attention on code-
confirming - which is where we provide the coder(s) with our coded transcripts and 
ask the coder(s) to critically scrutinize them. Since there were only three transcripts 
in the pilot study, the coder(s) were asked to scrutinize all three coded transcriptions, 
while for the actual qualitative study, we had asked the coder(s) to code five out of 
the twelve transcripts. Following the advice of N. King and Horrocks (2010), we had 
used external independent coders – colleagues consisting of PhD students majoring 
in Information Systems who are knowledgeable in the area of study, to complete this 
task. 
Detailed descriptions of the phenomenon of study and their context, 
constituting an audit trail was also provided to ensure validity. This was implemented 
through systematic description of each process involved, i.e.: providing the semi-
structured interview protocol (see Appendix D and Appendix E) and codebook used 
(see Appendix F) throughout the entire process. 
To ensure reliability of content analysis coding was achieved, two statistical 
measures were employed. Cohen’s Kappa and Krippendorff’s Alpha were calculated. 
Both measurement results were obtained from ReCal Software (Freelon, 2010). 
ReCal is a web-based application for calculating intercoder reliability. It has been 
shown to provide accurate results (Freelon, 2010).   
The results show that Cohen’s Kappa received a reading of 0.831 while 
Krippendorff’s Alpha obtained a reading of 0.834. In determining the accepted level 
of reliability, coefficients of 0.90 or greater are nearly always acceptable, 0.80 or 
greater is acceptable in most situations, and 0.70 may be appropriate in some 
exploratory studies for some indices (Lombard, Snyder-Duch, & Bracken, 2004). As 
both of these values are well-above 0.70 and this is an exploratory type of study, it 
can be concluded that the content analysis coding procedure was valid. 
 Chapter 5: Data Analysis and Results 213 
 
5.3 QUANTITATIVE STUDY DATA ANALYSIS AND RESULTS 
 
5.3.1 Survey administration 
Recall from the methodology chapter that data collection for this study was 
conducted using the survey method. The recruitment of participants and the 
administration of the survey ran from June, 2013 to September, 2013.  
Response rate 
Response rate is defined as “the percentage of total questionnaires mailed (and 
not returned by the postal service as undelivered) that were returned by respondents” 
(Shaughnessy & Zechmeister, 1985). 
In total, 769 persons were invited, of which 171 individuals completed the 
entire survey. Therefore, the response rate was 22.2%. However, after going through 
the responses, only 135 responses can be used further in subsequent analysis. 
Therefore, analysis reported in this thesis in based upon the 135 valid responses. 
This figure is deemed “reasonable” by other IS researchers (Jarvenpaa & 
Staples, 2001; Ravichandran & Rai, 2000).  The low level of response rate is 
expected especially due the fact that the respondents are management level 
executives. Studies have shown that the mean response rate by executives have been 
declining over the period from 1992 to 2003 (Cycyota & Harrison, 2006). According 
to Bednar and Westphal (2006), there are many reasons why executive do not 
respond to questionnaire surveys. They are extremely busy individuals who often 
lack sufficient time to perform critical jobs, let alone respond to an academic survey. 
Furthermore, some surveys call for potentially sensitive data about the firm that 
executives are reluctant to reveal, despite promises of confidentiality. Some 
executives may not respond due to lack of interest in the study or company policy 
against returning questionnaires (Baruch, 1999). 
Several survey characteristics may influence the response rate of a survey 
(Cook, Heath, & Thompson, 2000; Fan & Yan, 2010). For example, length of a 
survey is frequently suggested to influence its response rate (W. W. Chin, Johnson, 
& Schwarz, 2008). As a result, it is impossible to indicate a single standard response 
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rate that would apply to any survey regardless of survey characteristics. For example, 
in a review that involved survey research published in top-tier IS journals6, Sivo, 
Saunders, Chang, and Jiang (2006) noted that response rated of surveys had a wide 
range from 3% to 100%. Considering the length of the survey questionnaire, the 
obtained response rates were deemed reasonable. 
As mentioned previously, the response rates of this study fall within the range 
for those previously published articles in top-tier IS journals. However, further steps 
were taken in order to examine the possibility of non-response bias in the data set of 
this study.  
Non-Response Bias 
As with other researchers who employ questionnaires, other than common 
method variance, IS researchers are also confronted with the problem of non-
response and its impact on the validity of inferences. 
Non-response bias refers to bias arisen in situations where a particular group of 
people is not represented in a study’s sample as a result of the group’s choosing not 
to participate in the study (i.e.: not to respond) (Sivo et al., 2006). According to Sivo 
et al. (2006), approaches to treating non-response bias may be classified under two 
headings: post hoc and a priori.  
 
Strategies for minimizing non-response a priori 
More recently, researchers have adopted an approach that focuses on how 
people decide whether or not to take part in surveys (Tourangeau, 2003). These 
theories focus on why non-response occurs- on who is likely to be hard to reach, on 
how to extend the interaction with potential respondents, and on how interest in the 
topic affects willingness to take part in a survey. Based upon these proposed theories, 
there are numerous reports on methods to increase survey participation – for 
example, monetary incentive, stamped return envelope, university sponsorship, 
follow-up contact, pre-contact, questionnaire characteristics, follow-up postcards, 
first class outgoing post, anonymity, appeals and length. 
                                                 
 
6 The reviewed journal included the Journal of Association for Information Systems, Information 
Systems Research, Management Information Systems Quarterly, European Journal of Information 
Systems, Management Science, and Journal of Management Information Systems. 
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However, with the exception of Segars and Grover (1998) survey using dollar 
bills, other types of incentives like packs of coffee and phone cards yielded 
disappointing results. More consistently effective approaches include working 
closely with associations (Palmer & Markus, 2000). In fact, Cycyota and Harrison 
(2006) found that topical salience and sponsorship by an organisation or person in 
the executive’s social networks did bring about response rate increases. 
In our study, we have adopted several strategies a-priori to minimize no-
response. Specifically, we had adopted Dillman’s methods (Dillman et al., 2008) to 
increase response rate and minimize non-response. His methods do include follow-
ups, pre-contacts, appeals, anonymity and incentives. We also approached relevant 
agencies, working closely with them, ensuring that our survey has their support. 
 
Strategies for minimizing non-response post hoc 
Three methods often used to examine non-response error through post-survey 
adjustments are: (1) comparison of demographic and socioeconomic differences 
(CDSD), (2) comparison of early and late respondents difference (linear 
extrapolation) (CELRD), and (3) weighting adjustments (WA).  
In this study, we used the second method which is the comparison between 
early and late respondents (CELRD). The underlying assumption of CELRD is that 
late respondents are similar to non-respondents (Sivo et al., 2006). The advantage of 
this approach is that data from other sources is not needed, unlike the CDSD method. 
The risk is its underlying assumption that the later respondents are similar to non-
respondents. We detail the CELRD method in the non-response bias test below. 
 
Non-response Bias test 
Non-response bias is an issue of concern when dealing with survey 
methodology (Armstrong and Overton 1977). Non-response bias could threaten the 
validity of the survey (Tse et al. 2003). As mentioned previously above, for this 
research we had adopted the CELRD approach, whereby non-response bias was 
checked using the Armstrong and Overton’s (1977) method of comparing the 
responses of late respondents with those of early respondents on key demographic 
variables and responses on the principal constructs (Table 41). For this analysis, the 
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early respondents (60 percent of the sample), refers to those that responded in the 
month of June and July 2013 were compared with late respondents (40 percent of the 
sample), refers to those that responded in the month of August and September, 2013, 
using an independent samples t-test (Pavlou and El Sawy 2006; Verreynne 2005). A 
comparison between early and late respondents reveals no significant difference on 
all variables (Table 41). Therefore, the t-test provides evidence that the responses of 
those surveyed are typical of the target population. 
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Table 41: Non-response bias test 
 Independent Samples Test  
 Levene's Test for 
Equality of 
Variances 
t-test for Equality of Means 
F Sig. t df Sig.  
(2-tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% Confidence Interval of 
the Difference 
Lower Upper 
DM1 
Equal variances assumed .424 .516 -.563 133 .575 -.076 .135 -.344 .192 
Equal variances not assumed   -.568 114.376 .571 -.076 .134 -.342 .190 
DM2 
Equal variances assumed 3.260 .073 -.952 133 .343 -.078 .082 -.240 .084 
Equal variances not assumed   -.938 105.581 .350 -.078 .083 -.243 .087 
DM3 
Equal variances assumed 2.988 .086 1.335 133 .184 .269 .202 -.130 .669 
Equal variances not assumed   1.364 119.117 .175 .269 .197 -.122 .660 
DM4 
Equal variances assumed .007 .934 -1.623 127 .107 -1.235 .761 -2.742 .271 
Equal variances not assumed   -1.638 107.551 .104 -1.235 .754 -2.730 .259 
DM5 
Equal variances assumed 1.762 .187 -.165 133 .869 -.030 .183 -.392 .331 
Equal variances not assumed   -.168 117.975 .867 -.030 .179 -.385 .325 
DM6 
Equal variances assumed .442 .507 -.295 130 .769 -.040 .136 -.310 .229 
Equal variances not assumed   -.302 121.012 .763 -.040 .133 -.303 .223 
DM7 
Equal variances assumed 16.119 .000 -2.210 99 .129 -.701 .317 -1.331 -.072 
Equal variances not assumed   -2.449 97.969 .116 -.701 .286 -1.269 -.133 
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DM8 
Equal variances assumed .029 .865 -.385 133 .701 -.057 .149 -.352 .237 
Equal variances not assumed   -.384 110.297 .702 -.057 .149 -.353 .238 
TMS 
Equal variances assumed .350 .555 -.425 133 .672 -.07887 .18575 -.44628 .28855 
Equal variances not assumed   -.425 111.640 .672 -.07887 .18550 -.44643 .28869 
CMT 
Equal variances assumed .294 .589 -.832 133 .407 -.13363 .16064 -.45137 .18411 
Equal variances not assumed   -.818 104.809 .415 -.13363 .16338 -.45759 .19033 
CST 
Equal variances assumed .299 .585 -.935 133 .351 -.13691 .14638 -.42644 .15262 
Equal variances not assumed   -.925 107.010 .357 -.13691 .14800 -.43030 .15649 
CE 
Equal variances assumed 1.881 .173 -1.989 133 .149 -.34689 .17437 -.69178 -.00201 
Equal variances not assumed   -2.030 118.522 .145 -.34689 .17084 -.68520 -.00859 
CMP 
Equal variances assumed .408 .524 -1.921 133 .157 -.29959 .15598 -.60812 .00895 
Equal variances not assumed   -1.882 103.504 .063 -.29959 .15920 -.61530 .01613 
PB 
Equal variances assumed .181 .672 -1.097 133 .275 -.16101 .14680 -.45137 .12935 
Equal variances not assumed   -1.101 112.682 .273 -.16101 .14619 -.45064 .12862 
RC 
Equal variances assumed 1.162 .283 -1.341 133 .182 -.20609 .15369 -.51009 .09791 
Equal variances not assumed   -1.376 120.362 .171 -.20609 .14978 -.50264 .09046 
ES 
Equal variances assumed 1.228 .270 -1.765 133 .080 -.20413 .11565 -.43289 .02462 
Equal variances not assumed   -1.840 125.293 .068 -.20413 .11095 -.42371 .01544 
EP 
Equal variances assumed .529 .468 -.619 133 .537 -.08155 .13176 -.34218 .17907 
Equal variances not assumed   -.626 115.239 .533 -.08155 .13030 -.33965 .17654 
RSA 
Equal variances assumed .095 .758 -.726 133 .469 -.09751 .13435 -.36326 .16823 
Equal variances not assumed   -.729 112.773 .467 -.09751 .13376 -.36252 .16749 
 
Chapter 5: Data Analysis and Results 219 
5.3.2 Data treatment 
The responses were collated, cleansed and codified. Coding was used to assign 
numbers to each answer (Malhotra, 1996) and allows the transference of data from 
the questionnaire to computer aided software such as SPSS. In this thesis, the coding 
procedure was performed by establishing a data file in SPSS, and all question items 
were all pre-coded with numerical values. Data editing procedures were undertaken 
after data were entered into the data file in order to detect any errors in data entry. 
 
Treatment of missing data 
It is uncommon to obtain data sets without some missing data (Hair et al., 
1995; Coakes, 2006). Missing data usually occurs when a respondent fails to answer 
one or more survey questions. Two ways have been recommended by Tabachnick 
and Fidell (2001) to evaluate the degree to which there are missing data. The first is 
to evaluate the amount of missing data, and the second is to evaluate what data are 
missing (the pattern). However, Tabachnick and Fidell argue that assessing the 
pattern of missing data may be more important than the amount of missing data, even 
though the latter is still necessary. This is because checking the pattern of missing 
data has an advantage in determining whether or not missing data occur randomly or 
relate to specific items. That means the pattern of missing data should be randomly 
distributed among the questionnaires. If it is not, then the missing data will lead to 
biased estimates of results (Tabachnick and Fidell, 2001). 
There were no missing values in any of the responses in the web based version, 
which may be attributed to the overall survey design process. All required items were 
made mandatory in the web-based version (users cannot proceed unless they answer 
these mandatory questions). However, for the paper-based version, there were twelve 
(19) instances where there were significant missing values which relate to specific 
items; their inclusion would have affected the overall results. Therefore, we decided 
to drop them. 
The data set was further examined to find any patterns of “gaming” by 
participants. “Gaming” is the term referring to a situation where participants provide 
the same answer to all the questions in the survey. We had managed to detect ten 
 Chapter 5: Data Analysis and Results 220 
(17) instances where gaming were found, indicating that some respondents only 
completed the survey for the sole purpose of just “getting it done and over with”. 
To sum up, after eliminating 19 data cases for missing values, 17 data cases for 
gaming patterns, 135 valid data cases remained and were used in all subsequent 
analysis procedure detailed in this chapter (N=135). 
Assessment of normality 
Following the assessment of missing data, the scale data was assessed to determine 
normality of distribution. Because of the assumption that structural equation 
modelling both require variables to be normality distributed, it was necessary to 
check the distribution of variables to be used in the analysis (Hair et al., 1995; Kline, 
2005). 
In order to check any actual deviation from normality, a number of methods 
can be used. One method is to use skewness and kurtosis. By using this method, 
values for skewness and kurtosis should not be significant if the observed 
distribution is exactly normal. For large sample sizes, 200 and over (Hair et al., 
1995), even small deviations from normality can be significant but not substantive. 
Tabachnick and Fidell (2001, p.74) maintain that, “in a large sample, a variable with 
statistically significant skewness and kurtosis often does not deviate enough from 
normality to make a substantiative difference in the analysis”. Although this method 
is more applicable to small sample sizes, it was necessary to check the absolute 
values of skewness and kurtosis. That is a variable with an absolute value of kurtosis 
index greater than 10.0 may suggest a problem and values greater than 20.0 may 
indicate a more serious one (Kline, 2005). Therefore, it was recommended that 
absolute value of skewness and kurtosis should not be greater than 3.0 and 10.0 
respectively. Using SPSS, an inspection of both skewness and kurtosis indicated that 
the absolute values were within the recommended levels (see Table 42), suggesting 
univariate normality. Also presenting the descriptive statistics for the items used in 
this thesis. Since these variables did not deviate from normality, it was not necessary 
to make any adjustments such as transformation of the data (Tabachnick and Fidell, 
2001). 
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Table 42: Descriptive statistics for normality assessment 
Descriptive Statistics For Normality Assessment 
 Mean 
Statistic 
Std. 
Deviation 
Statistic 
Skewness 
Statistic 
Kurtosis 
Statistic 
QB1 2.46 1.020 -.081 -1.123 
RC1 2.94 1.070 -.288 -.740 
TMS2 2.90 1.171 -.235 -1.078 
EP5 2.78 .982 -.162 -.293 
EP2 2.56 1.048 -.110 -1.011 
EP1 2.67 1.360 -.114 -1.571 
RSA2 2.86 1.166 -.437 -1.131 
CST2 3.06 1.077 -.301 -.516 
AC1 3.10 1.095 -.243 -.649 
CE1 2.96 1.193 .046 -1.086 
QB2 2.97 1.051 -.411 -.635 
CMT3 2.27 .964 .101 -1.044 
EP3 2.61 1.023 .044 -.658 
ES3 2.81 1.121 -.014 -.852 
ES4 2.80 1.091 .057 -.745 
PM2 3.34 1.031 -.725 .141 
CMP2 2.76 .964 -.167 -.145 
CE4 2.71 1.165 .152 -.905 
TMS3 2.93 1.169 -.366 -.919 
PB1 3.09 1.047 -.417 -.449 
CE3 2.98 1.200 -.062 -.903 
ES5 3.05 .917 -.575 -.646 
RSA4 3.04 .809 -.253 -.991 
EP6 2.41 1.174 .208 -1.149 
AC2 2.67 1.209 .257 -.826 
CMP1 2.54 1.118 .238 -.918 
PM1 2.73 1.101 -.031 -.963 
RSA3 3.22 .990 -.461 -.085 
EP4 2.84 .897 -.444 -.207 
CMT2 2.43 1.169 .329 -.905 
CST3 3.20 .913 -.529 .042 
CE2 2.97 1.065 -.129 -.779 
AC3 3.13 .953 -.639 -.397 
PB2 3.13 1.040 -.620 -.507 
TMS1 2.93 1.150 -.182 -.904 
PB3 3.11 1.124 .130 -.881 
ES2 2.96 1.003 -.240 -.315 
RC2 3.37 1.042 -.030 -.762 
RSA1 3.27 1.066 -.665 -.426 
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CMT1 2.64 1.143 .143 -.781 
CST1 3.16 1.038 -.252 -.615 
ES1 2.84 .956 .073 -.563 
TMS4_C 2.60 1.235 -.065 -1.456 
AC4_C 2.79 .907 -.307 -.688 
RC3_C 2.99 .894 -.176 -.149 
ES6_C 2.56 .959 -.208 -.663 
QB3_C 2.78 .843 -.012 -.469 
CE5_C 2.81 1.087 -.013 -.807 
PM3_C 3.02 .918 -.162 -.496 
EP7_C 2.70 .915 -.325 -.383 
CMP3_C 2.83 .935 .125 -.229 
CST4_C 3.21 .873 -.077 -.130 
PB4_C 2.98 1.047 .243 -.616 
CMT4_C 2.47 .913 .108 -.504 
RSA5_C 3.10 .794 -.370 -.820 
AL 3.42 1.123 .037 -.670 
Valid N (listwise) = 135 
 
5.3.3 Descriptive statistics 
Consistent with guidelines on how to present results of information systems 
research, particularly those employing PLS (W. W. Chin et al., 2010), this section 
presents the characteristics of the study participants. 
A number of variables have been used in order to describe the profile of the 
respondents. The results shown in Table 43 indicate differences in the demographics 
of the respondents including job role, main educational background, years of 
experience (current position), type of industry sector, years of experience (industry), 
number of full-time employees, annual turnover figure and ownership structure. As 
can be seen, the analysis of the final sample profile showed a higher number of 
executive level managers (52.6%) followed by middle level managers (29.6%) and 
operational level management (17.8%). Moreover, in terms of educational 
background, 68.9% of the respondents had IT related education whereas 31.1% had 
non-IT related education. Respondents were also inquired of their experience at their 
current positions. 36.3% had 1 to 5 year experience whereas 29.6% had experience 
of 5 to 10 years on their current position. Another 19.3% had more than 15 years of 
experience in their current position. Most of the respondents belonged to the service 
sector (46.7%). In terms of working experience in the industry, 52.6% of the 
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respondents had more than 15 years’ experience and 21.5% had 10 to 15 years’ 
experience. Another 17% had 5 to 10 years’ of experience. In terms of the number of 
full time employees, 75.6% had more than 150 employees working full-time whereas 
12.6% had 51 to 150 employees working full-time. In terms of annual turnover, 
41.5% had more than RM 25 million annually and 11.1% had an annual turnover of 
RM 1 million to RM 5 million. Amongst the respondents, 59.3% were public 
companies, 23.7% were government linked companies (GLC’s) and 17% were 
private companies.   
 
Table 43: Respondent’s profile 
  
Number of 
Respondents Percentage 
Job Role 
Executive management 71 52.6 
Middle management 40 29.6 
Operational management 24 17.8 
Main educational background 
IT related 93 68.9 
Non IT related 42 31.1 
Years of experience (current position) 
Less than a year 2 1.5 
> 1 year to <= 5 years 49 36.3 
> 5 years to < = 10 years 40 29.6 
> 10 years to <=15 years 18 13.3 
> 15 years 26 19.3 
Type of Industry sector 
Service 63 46.7 
Financial service 6 4.4 
Manufacturing 7 5.2 
Energy (oil and gas) 3 2.2 
Telecommunications 5 3.7 
Technology 13 9.6 
Transportation 6 4.4 
Education 26 19.3 
Years of experience (industry) 
Less than a year 1 .7 
> 1 year to <= 5 years 11 8.1 
> 5 years to < = 10 years 23 17.0 
> 10 years to <=15 years 29 21.5 
> 15 years 71 52.6 
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Number of full-time employees 
< 20 employees 5 3.7 
20 - 50 employees 8 5.9 
51 - 150 employees 17 12.6 
More than 150 102 75.6 
Annual turnover figure 
< RM 200 000 4 3.0 
RM 250 000 - RM 999 999 3 2.2 
RM 1 Million – RM 5 Million 15 11.1 
RM 5.1 Million - RM 9.9 Million 12 8.9 
RM 10 Million - RM 25 Million 11 8.1 
More than RM 25 Million 56 41.5 
Ownership structure 
Public 80 59.3 
Private 23 17.0 
Government linked company (GLC) 32 23.7 
  
5.4 RESEARCH MODEL VALIDATION 
This section describes and presents the results of various steps taken to validate 
the proposed model. The following subsections describe and present the results of 
assessing the measurement model, common method bias, the structural model, effect 
sizes, and the predictive relevance of the proposed model. 
5.4.1 Measurement model evaluation 
As explained in the previous chapter, the first step in validating the research 
proposed model using PLS was the measurement model evaluation. As such, 
validities and reliabilities of the measurement scales/items needed to be assessed and 
confirmed before the validity of the proposed theoretical model was evaluated. This 
section presents the results of the measurement model evaluation for this study. 
First order measurement model evaluation 
Recall from the previous chapter (Section 4.5.7), that evaluation of the 
measurement model started with reliability assessments. First, individual item 
reliability tests were conducted.  
This is a continuation of the EFA previously conducted in Section 4.5.5. This 
time around, a CFA which is embedded in SEM is used to check for reliability. In 
order to execute the CFA in SmartPLS, we had used all items of all constructs that 
were previously validated.  
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From the results, we could see that all items load perfectly well. 
 
Individual item reliabilities were established (corrected item-total correlations 
> .4; loadings > 0.5) after eliminating these items. Therefore, all further analyses in 
this dissertation exclude these items. Second, construct reliability tests were 
conducted. All the constructs in the study met the acceptance criteria of this study 
(AVE>0.5; CR>0.7 ;) suggesting that reliability holds for all the variables in this 
study. Table 44 shows a summary of the results. 
  
Table 44: First order measurement model evaluation results 
Constructs Items Loadings Indicator 
reliability 
Composite 
reliability 
Cronbach’s 
alpha 
AVE Discriminant 
validity? 
CE 
CE2 .909 0.826 
.923 .877 .801 Yes CE3 .894 0.799 
CE4 .882 0.778 
CMP 
CMP1 .923 0.852 
.915 .815 .844 
Yes 
CMP2 .914 0.835 
CMT 
CMT1 .915 0.837 
.848 .828 .652 
Yes 
CMT2 .738 0.545 
CMT3 .758 0.575 
CST 
CST1 .858 0.736 
.900 .852 .692 
Yes 
CST2 .806 0.650 
CST3 .853 0.728 
RSA3 .810 0.656 
TMS 
TMS1 .915 0.837 
.933 .894 .822 
Yes 
TMS2 .902 0.814 
TMS3 .904 0.817 
EP 
EP3 .832 0.692 
.854 .662 .745 
Yes 
EP4 .894 0.799 
CE: Consultant ineffectiveness; CMP: Complexity; CMT: Compatibility; CST: 
Cost; TMS: Top management support; EP: External pressure 
 
Followed by the reliability assessment, the first order measurement model was 
evaluated in terms of validity. To this end, a matrix of item loadings and cross-
loadings was generated (Table 45), and it was used to examine discriminant validity. 
The loading s of each item on its associated factor was compared to cross-loadings 
(loadings on other factors). All items had higher loadings on their associated factors 
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compared to cross-loadings (rows of the matrix). In addition, all factors loaded 
higher with their associated items compared to other factors (columns of the matrix). 
Second, the square root of the AVE of each construct was compared with 
correlations of that construct with other constructs in the model. To this end, Table 
46 was created. As seen in the table, every value along the diagonal (square root of 
AVE) is greater than all the values on the corresponding row and column. Hence, it 
was concluded that there was confidence in the discriminant validity of the items and 
the factors of the first-order measurement model of this study. 
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Table 45: Matrix of loadings and cross-loadings for the first-order measurement model (all loading are significant at 0.001) 
 
   Items 
Constructs 
    CE    CMP    CMT    CST     EP    TMS 
CE2 0.909 0.534 0.404 0.432 0.424 0.446 
CE3 0.894 0.571 0.402 0.538 0.445 0.572 
CE4 0.882 0.444 0.319 0.271 0.241 0.524 
CMP1 0.574 0.923 0.535 0.524 0.49 0.393 
CMP2 0.47 0.914 0.523 0.393 0.307 0.455 
CMT1 0.345 0.519 0.915 0.511 0.434 0.569 
CMT2 0.419 0.394 0.738 0.271 0.571 0.606 
CMT3 0.414 0.436 0.758 0.17 0.441 0.495 
CST1 0.209 0.261 0.274 0.858 -0.068 0.358 
CST2 0.47 0.484 0.358 0.806 0.193 0.527 
CST3 0.34 0.434 0.404 0.853 0.187 0.381 
RSA3 0.476 0.494 0.505 0.810 0.302 0.584 
EP3 0.36 0.347 0.387 0.19 0.832 0.362 
EP4 0.338 0.403 0.423 0.126 0.894 0.226 
TMS1 0.559 0.472 0.645 0.575 0.412 0.915 
TMS2 0.493 0.399 0.456 0.461 0.164 0.902 
TMS3 0.497 0.369 0.547 0.444 0.353 0.904 
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Table 46: Construct correlation matrix and discriminant validity assessment (using Fornell-Larcker criterion) 
  CE CMP CMT CST EP TMS 
CE 0.895 
     
CMP 0.569 0.919 
    
CMT 0.415 0.576 0.807 
   
CST 0.446 0.501 0.456 0.832 
  
EP 0.402 0.436 0.470 0.179 0.863 
 
TMS 0.571 0.461 0.603 0.549 0.331 0.907 
 
CE: Consultant ineffectiveness; CMP: Complexity; CMT: Compatibility; CST: Cost; EP: External pressure; 
     TMS: Top management support 
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Common Method Bias (CMB) 
Recall from the previous chapter that Harman’s one factor test will be used to 
assess common method bias. This section provides brief descriptions as well as 
results of running the test on the data set of this study. The results suggest that CMB 
is not likely to be a concern for this study. 
 
Harman’s One Factor Test 
In Harman’s one factor test (Philip M Podsakoff & Organ, 1986), all the items 
of the research model are entered into a factor analysis. Then, the results of the un-
rotated solution to a Principal Component Analysis (PCA) are examined to assess the 
number of factors that account for the variance among the items. CMB exists if (i) 
items tend to load on a single factor (i.e.: one single factor emerges from the factor 
analysis), or (ii) one factor explains more than half of the variance in all the items. 
As described below, results of this test are not suggestive of the presence of CMB in 
this study. 
All 31 items in the research model of this study were entered in a factor 
analysis; the un-rotated solution to the PCA suggested 7 factors with eigenvalue 
greater than 1. The first factor accounted for 44.8 percent of the variance and the 7 
factors together accounted for 74.8 percent of the variance in data. The eigenvalue of 
the last factor was 1.07. Several items loaded on components other than the first 
extracted factor. As a result, it was concluded that the study items do not load on a 
single general factor (i). Next, a factor analysis with one factor was performed and it 
explained 44.8 percent of the variance, while the 7 factor solution explained 74.8 
percent of the variance. Concisely, the one factor solution did not explain more than 
half of the variance in the data set items (ii).  
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5.4.2 Structural model evaluation 
Figure 13 presents the results of the PLS analysis conducted on the proposed 
model of this study. Before we interpret the results, we first needed to check the 
structural model for collinearity issues. To do so, we used the latent variable scores 
as input for the collinearity assessment using SPSS. The only result that is important 
in this test is the VIF value. As shown in Table 47, all VIF values are clearly below 
the threshold of 5. Therefore, collinearity among the predictor constructs is not an 
issue in the structural model, and thus we can continue examining the default report 
output in SmartPLS. 
Table 47: Collinearity Assessment 
Constructs VIF 
CE 1.896 
CMP 2.037 
CMT 2.098 
CST 1.670 
EP 1.442 
TMS 2.152 
 
Table 48 presents the individual hypotheses and their associated path 
coefficients, t-statistics, significance levels, and validation results. According to the 
results, three out of six hypotheses are supported. In order to confirm the 
insignificance of the hypothesis that was not supported, the CMT->Adoption and 
TMS -> Adoption was removed, and the model was re-estimated. Removing this 
path did not result in any changes to the results of other hypotheses. 
 
Table 48: Validation of the study hypotheses 
Hypothesis 
Hypothesized 
path 
Path 
Coefficients 
t - 
statistic 
p values significance levels 
H1  CE -> Adoption -0.207 1.664 0.098 * 
H2 CMP -> Adoption -0.212 1.707 0.090 * 
H3 CMT -> Adoption -0.115 0.569 0.570 NS 
H4 CST -> Adoption -0.189 2.050 0.042 ** 
H5  EP -> Adoption 0.420 3.310 0.001 *** 
H10 TMS -> Adoption -0.029 0.253 0.800 NS 
 Note: NS = non-significant 
* p < .10; **p<.05; ***p<.01 
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Figure 13: Results of PLS analyses for theoretical model 
 
5.4.3 Effect sizes 
Table 49 presents the effect sizes (direct effects) corresponding to every pair of 
dependent and independent variable in the research model of Figure 12. Recall from 
Chapter 5 in Table 35 that effect sizes of above .02, .15, and .35 can be viewed as 
small, medium, and large effects respectively. From Table 49, we can deduce that the 
effect size of all significant constructs on the endogenous variable is medium, except 
lack of external pressure which has a large effect size. 
Organisational context 
Innovation context 
Environmental context 
Lack of top 
management 
support 
 
Complexity 
 
Lack of compatibility 
 
Costs 
Consultant 
ineffectiveness 
Lack of external 
pressure 
Adoption of formal 
ITG practice 
-.029 
-.212* 
-.207* 
.420*** 
-.189** 
-.115 
*p<.10   **p<.05     ***p<.001 
The dotted lines indicate non-significant paths 
R2 = 29.9% 
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Table 49: Effect sizes for direct effects (α = 0.05) 
Variable excluded R2original R2excluded f2 (effect size interpretation) 
CE 0.299 0.277 0.031 (medium) 
CMP 0.299 0.277 0.031 (medium) 
CMT 0.299 0.293 0.009 (small) 
CST 0.299 0.278 0.030 (medium) 
EP 0.299 0.177 0.174 (large) 
TMS 0.299 0.299 0.000 (small) 
 
 
5.4.4 Predictive relevance (Q2) of the model 
Table 50 presents the cross validated redundancy (Q2) for the endogenous 
variables in the research model of this study. Recall from Table 35 that Q2 was used 
to examine the predictive relevance of the structural model. Q2>0 implies that the 
model has predictive relevance, whereas Q2<0 represents a lack of predictive 
relevance. Therefore, we can conclude here that the model exhibits predictive 
relevance. 
 
Table 50: Cross validated redundancy (Q2) for the endogenous variable 
Endogenous latent variable R2 value Q2 value 
Adoption 0.299 0.1987 
 
 
5.5 ANALYSIS OF THE IMPACT OF INDIVIDUAL BACKGROUNDS 
AND CONTROL VARIABLES 
Recall from the previous chapter that participants were asked questions 
regarding their individual backgrounds as well as regarding several control variables. 
Two different procedures were conducted using PLS in order to analyse the 
responses to these questions as explained below. 
The first procedure was conducted to investigate the impact of these variables 
on the research model in terms of the effect size of each of the variables on R2 of the 
endogenous constructs of the research model. To this end, for each individual 
backgrounds/control variable, one controlled model was created by adding the 
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variable with path leading to the endogenous construct. Each effect size is calculated 
by comparing the R2 of the endogenous constructs in the uncontrolled model and in 
the controlled model (Wynne W Chin, 1998). Table 51 presents the results of this 
analysis. The impact of each control variable on the model was examined 
individually. Effect sizes (f2) of .02, .15 and .35 are considered small, medium and 
large effects respectively(W. W. Chin et al., 2010; Jacob Cohen, 1977). As seen in 
the table, the impacts of the individual backgrounds and control variables are all not 
considerable (f2<.02).  
 
Table 51: Effect of control variables on R2 of dependent variables (f2) 
 Variable Adoption  
Individual 
backgrounds 
Job role (DM1) -0.003 
Educational background (DM2) -0.001 
Working experience (in current position) (DM3) -0.010 
Working experience (in the industry) (DM5) -0.001 
Control 
variables 
Sector / Industry (DM4) -0.001 
Full time employees (DM6) -0.004 
Turnover figure (DM7) -0.013 
Ownership structure (DM8) -0.001 
 
The second procedure was conducted to examine the relationship between 
individual backgrounds/ control variables and all the factors in the research model of 
this study. To this end, in PLS, individual backgrounds/control variables were linked 
to every factor in the model one at a time. Table 52 presents the results of the 
conducted PLS analyses. Significant relationships are indicated in the table in bold 
font.
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Table 52: Impact of control variables on model constructs 
 Variable Stat CE CMP CMT CST EP TMS Adoption 
In
d
iv
id
u
al
 
b
ac
kg
ro
u
n
d
s 
Job role (DM1) 
β .0187 -.0051 .0039 .0118 .0098 .0015 .0681 
P< 0.841 0.954 0.970 0.894 0.325 0.903 0.680 
Educational background (DM2) 
β 0.021 -0.030 -0.110  0.021 -0.083 -0.023 0.031 
P< 0.811 0.732 0.291 0.813 0.469 0.800 0.670 
Working experience  (in current position) 
(DM3) 
β 0.332 0.434 0.383 0.729 0.273 0.741 0.237 
P< 0.309 0.425 0.377 0.722 0.277 0.737 0.226 
Working experience  (in the industry) (DM5) 
β -0.067 -0.009 0.068 0.138 -0.100 0.016 -0.025 
P< 0.467 0.914 0.546 0.154 0.333 0.865 0.751 
C
o
n
tr
o
l v
ar
ia
b
le
s 
Sector / industry (DM4) 
β -0.069 0.083 -0.025 0.009 0.063 0.100 0.751 
P< 0.421 0.323 0.815 0.930 0.585 0.254 0.646 
Full time employees (DM6) 
β -0.160 -0.078 -0.194 -0.039 -0.075 -0.110 0.646 
P< 0.055 0.328 0.024** 0.719 0.405 0.191 0.264 
Turnover figure (DM7) 
β -0.011 0.065 0.035 0.052 -0.001 0.002 0.264 
P< 0.884 0.400 0.763 0.520 0.992 0.977 0.153 
Ownership structure (DM8) 
β 0.009 -0.095 -0.017 0.050 -0.050 0.042 0.153 
P< 0.928 0.316 0.888 0.598 0.675 0.641 0.862 
β: PLS path coefficient; p: p-value; n.s: non-significant; 
*p < 0.10; **p<0.05; ***p<0.01 
Bold values indicate significant relationships 
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After conducting the above analyses (Table 51 and Table 52), all the variables, 
(individual backgrounds and control variables) with significant paths to any of the 
variables in the proposed model of this study were subject to further analysis in PLS 
as follows. Following Liang et al. (2007), first, the variables were added to the 
proposed model one by one, and each time the significant links from Table 52 were 
established and PLS algorithm was run. In no case were the results (significances) of 
the hypotheses of this study changed. Second, instead of adding the variables one by 
one, all the variables were added to the research model at once having established all 
the significant paths from Table 52. Similarly, running the PLS algorithm did not 
result in any changes to the results of the hypotheses of this study. Hence, it was 
concluded that the control variables and the individual background variables did not 
create any bias in the conclusions of the hypotheses of this study. 
 
5.6 CHAPTER CONCLUSION 
This chapter reported on data analysis and results obtained from the qualitative 
and quantitative studies. The main qualitative study resulted in the revision of the 
initial theoretical model. The qualitative study on the other hand described in detail 
the descriptive statistics, the research model validation (consisting of measurement 
model and structural model evaluation) as well as a an analysis of the impact of 
individual backgrounds and control variables. Findings and discussion of the results 
will be presented in the next chapter. 
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Chapter 6: Discussion and Conclusion 
6.1 CHAPTER INTRODUCTION 
The preceding 5 chapters of this thesis presented the evolution of the “barriers 
to adoption of formal ITG practice” model. This concluding chapter summarises the 
study, its contributions and limitations and provides an overview of potential further 
research. 
As such, first we re-visit the research questions that drove this study and 
provide a brief discussion on how they were addressed; next Section 6.3 discusses 
the findings in detail. Section 6.4 follows by describing the contributions of this 
dissertation to theory and practice as well as suggestions for improving the level of 
adoption. Section 6.5 elaborates on the strengths and limitations of this study. 
Section 6.6 provides directions for future research. Finally, Section 6.7 concludes the 
chapter of this dissertation. 
6.2 REVISITING THE RESEARCH QUESTIONS 
The study unit of analysis is the organisation and what barriers inhibit it from 
adopting formal ITG practice. The following presents in detail the research questions 
and describes how they were addressed within this thesis. 
 
This research was conducted to answer the main research question of:  
“Why is the level of adoption of formal ITG practices by organisations in 
developing countries low?”  
In answering the main research question, the following sub-questions needed to 
be addressed: 
a. What are the existing factors already identified in academic and practitioner 
research that inhibit adoption of formal ITG practices?  
b. To what extent are these existing factors applicable to developing countries 
and are there any additional factors specific to developing countries?  
 Chapter 6: Discussion and Conclusion 237 
c. What unifying model can be used to explain the barriers to adoption of 
formal ITG practices in developing countries?  
 
6.2.1 Research question 1 
RQ1: What are the existing factors already identified in academic and 
practitioner research that inhibit adoption of formal ITG practice? 
This research question was systematically addressed in Chapter 3. As stated in 
Chapter 1 (introduction), there is a dearth of studies that direct or indirectly address 
barriers to formal ITG practice. A detailed literature review was conducted in order 
to identify a set of candidate a-priori model constructs for initial model building. 
Chapter 3 (theoretical development of a-priori model) presented the findings of this 
effort, where related literature was reviewed in search of barriers to adoption of 
formal ITG practice and measures for its adoption. The aim of this was to derive a set 
of a-priori model constructs that was ostensibly complete. The a-priori model 
consists of lack of top management support, lack of communication, resistance to 
change, lack of perceived benefits, complexity, lack of compatibility, costs and 
regulatory environment. 
 
6.2.2 Research question 2 
RQ2: To what extent are these existing factors applicable to developing 
countries and are there any additional factors specific to developing countries? 
In addressing this particular research question, we took the resulting a-priori 
model and then tested it through a carefully designed qualitative study (see Chapter 4 
for the qualitative study design details) to ensure that it is applicable within the 
context of a developing country, Malaysia as well as to elicit new and additional 
factors which may emerge and specific to developing countries. Chapter 5 presents 
the synthesised analysis and results of the qualitative study. 10 antecedents were 
identified and finalised (lack of top management support, resistance to change, lack 
of perceived benefits, complexity, lack of compatibility, costs, organisational 
resource availability, external pressure, external support, consultant ineffectiveness). 
Thus, in answering the research question, all factors previously found in the literature 
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had ample support in the qualitative study. In addition, 2 additional factors were 
uncovered which were lack of organisational resource availability and consultant 
ineffectiveness. Both featured notably as factors within the Malaysian context. 
6.2.3 Research question 3 
RQ3: What unifying model can be used to explain the barriers to adoption of 
formal ITG practices in developing countries?  
The research question had also elicited several sub questions of “How can the 
independent variables of the unifying model be operationalised?”, “How can the 
dependent variable of the unifying model be operationalised?”, “What is the relative 
importance of these antecedent factors as barriers to adoption?” and “Are there any 
contextual variables that could influence the effects of these antecedent factors?” 
 
This main research question was mainly addressed in Chapter 3 of this thesis. 
By conceptualising formal ITG practice as an innovation, we were able to draw upon 
theories and frameworks usually associated with innovation, specifically adoption of 
innovations. Adhering to calls for the use of several theories to better explain a 
phenomenon of interest, we adopted an integrative approach to come up with our 
own model of barriers to adoption. This integrative approach combines the best 
elements of several theories and frameworks, namely: Diffusion of Innovations 
Theory, Organisational Innovativeness Theory, Institutional Theory and the 
Technology-Organisation-Environment (TOE) framework. The resulting causal 
model consists of 6 independent variables and 1 dependent variable. 
The sub-questions; “How can the independent variables be operationalised?” 
and “How can the dependent variable be operationalised?” were systematically 
addressed in Chapter 4, were the process of deriving the survey items were presented 
in detail. A list of sub-constructs was carefully extracted from the literature and 
qualitative study data. The sample instrument(s) resulting from this effort is attached 
in Appendix G. The model constructs were then statistically tested for validity and 
reliability (see Chapter 5 for further details). The validity and reliability test of the 10 
factors resulted in 4 factors being dropped, leaving 6 factors to be included in the 
final research model. The factors dropped include lack of external support, 
organisational resource availability, lack of perceived benefits, and resistance to 
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change. Factors retained were lack of top management support; complexity, lack of 
compatibility, lack of external pressure, costs and consultant ineffectiveness. 
The sub-question “What is the relative importance of these antecedent factors 
as barriers to adoption?” was addressed through multiple regression analysis using 
SmartPLS, results of which were presented in detail in Chapter 5. Of the 6 barriers 
identified, 3 made significant negative relationships with adoption, 1 made a 
significant positive relationship with adoption, while 2 other negative relationships 
were not significant.  
The research question “Are there any contextual variables that could influence 
the effects of these antecedent factors?” was addressed in Chapter 5. Based on the 
results of tests done, there were no contextual variables that could significantly 
influence the effects of these antecedent factors. 
 
6.3 DISCUSSION OF THE FINDINGS  
 
Overview 
As previously mentioned in Section 3.5, C.-H. Lee et al. (2008) have reason to 
believe that enablers can be transformed into inhibitors by their absence (i.e.: rushed 
projects, lack of project sponsorship and badly prepared staff can lead to ITG 
projects failing or having to overcome serious obstacles on the way to success). This 
approach of considering the absence of specific enablers and even drivers or 
facilitators as potential barriers can also be seen in a paper by W. R. King and Teo 
(1994),  and in their subsequent papers (W.R King & Teo, 1996; T. S. H. Teo et al., 
2006; T. S. H. Teo & Tan, 1998). Therefore, it is worth reminding that this study 
uses the measurement of inhibitors as the absence of facilitators, defining inhibitors 
as the absence of a corresponding facilitator.  
In summary, the conceptualisation of formal ITG practice as an innovation 
represents a new point of view, moving away from merely treating formal ITG 
practices simply as process improvement methods, or best practices or even 
incorrectly defining them as standards, or frameworks.  One implication of treating 
formal ITG practice as an innovation is the treatment of adoption as the dependent 
 Chapter 6: Discussion and Conclusion 240 
variable. According to innovation adoption literature, adoption is a process which 
can be divided into several stages. Through this new conceptualisation, it enabled the 
researcher to provide a more granular view of adoption as the dependent variable 
with several levels of adoption as opposed to simply adopt or non-adopt. In addition, 
this conceptualisation provided a coherent view and understanding of barriers to 
formal ITG practice – in that barriers may exist in 3 different contexts: technological 
(characteristics of the innovation) context, organisational context and environmental 
context. 
Furthermore, our study shows that in general, it is viable to use the opposite of 
drivers to elicit a list of potential factors that may act as barriers to adoption. This 
method of drawing out potential barriers is especially relevant since studies on 
barriers, especially barriers to formal ITG practice is dearth. The results also points 
to the existence of factors which do not act as barriers per se.  
Some findings were consistent with the literature while others were 
contradictory. This shows that treating formal ITG practice as an innovation is a 
practical approach. Possible explanations and literary support for the results obtained 
are presented in detail below. 
 
Hypothesis 1: Consultant ineffectiveness will have a negative effect on formal ITG 
practice adoption 
Consultant ineffectiveness was found to have a negative significant 
relationship to adoption. This is expected; as one key factor contributing to the 
effectiveness of IS implementation, especially in SMEs, is the involvement of 
external IS experts including vendors and consultants (de Guinea, Kelley, & Hunter, 
2005; Igbaria, Zinatelli, Cragg, & Cavaye, 1997; Thong, 1999, 2001). In a study on 
SME organisations in Malaysia, Ismail (2009) found that most respondent firms 
sought support from external experts such as vendors, accounting firms, government 
agencies and consultants, with vendors and consultants being the most sought after 
source of support. Therefore, their ineffectiveness would surely have a negative 
impact on adoption. 
Pollard and Cater-Steel (2009) identified the use of external consultants as a 
CSF in ITIL implementation. Consultants played an important role in each of their 
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case studies, including as: trainers, IT managers, project managers, process owners 
and tool implementers. Similarly, according to Markus, Axline, Petrie, and Tanis 
(2000) they not only train clients during the systems implementations, but also 
possess a wealth of experience used in guiding and nurturing the adopting 
organisation. Research by Kouki et al. (2010) identified consultant effectiveness as 
one of the main factors influencing ERP assimilation. Inconsistencies with the 
interpretation of standards by consultants and assessors have been noticed during the 
implementation of 9000 quality standards (A. Brown, Van Der Wiele, & Loughton, 
1998). This could be the same for ISO 27001 implementation. 
In 2007, Certification Europe surveyed firms that had been certificated against 
ISO 27001 (Certification Europe, 2008). The survey found that the IT Services and 
software development sector is the primary adopter of ISO 27001 worldwide, with 
just one quarter of all certifications in the survey. Of these, just over half (52 per 
cent) are classed as IT security consultants. Of certifications 14 per cent were public 
sector, typically IT departments of larger organisations. The survey found that 50 per 
cent of the certificated organisations who responded, had under 200 employees, and 
therefore in the SME category. Perhaps more surprisingly, around half of these had 
less than 50 employees. A common theme was the use of consultants. It is suggested 
that poor consultancy support does not result in the transfer or establishment of a 
knowledgebase within the client organisation. When the certification process is 
complete, the knowledge gained with the consultant and staff within the organisation 
lack ownership or understanding of the new system. 
 
Hypothesis 2: Complexity will have a negative effect on formal ITG practice 
adoption 
Appropriately, complexity was found to significantly inhibit adoption of formal 
ITG practice. In a previous study, Hashem and Tann (2007) found that complexity 
has a significant negative relationship to adoption of ISO standards. Moore and 
Benbasat (1991) found that perceived ease of use (complexity) to be most influential 
for continued usage decisions. Accordingly, the difficulty to understand and use 
formal ITG practice contributed the the complexity of formal ITG practice. Abu Saad 
et al. (2011), in their study found that understanding the standard was a challenge. 
This finding is also supported by the results of a qualitative study by Cater-Steel 
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(2009) in which they found that ITIL came with it new terminologies, policies and 
procedures which hamper adoption. 
 
Hypothesis 3: Lack of compatibility will have a negative effect on formal ITG 
practice adoption 
The relationship between the lack of compatibility with adoption was non-
significant. This contradicts previous related findings that often find that the lack of 
compatibility significantly inhibits adoption. For example, Staples et al. (2007) 
through the analysis of sales data found that incompatibility of the formal ITG 
practice had often inhibited its adoption. 
One possible explanation could be that some organisations participating in the 
study were mandated to adopt formal ITG practice. Therefore, compatibility issues 
were overlooked upon or even viewed as a second priority to the mandate, especially 
if the organisation was planning to adopt it “ceremonially”. This was considered to 
be a plausible reason for why lack of compatibility had a non-significant effect on 
adoption of formal ITG practice. 
Another possible explanation is that most of our respondent organisations that 
adopt formal ITG practice were late adopters. According to Grandon and Pearson 
(2004), late adopters usually place less emphasis on benefits, and adopted IS 
innovations in spite of the lack of compatibility.  
 
Hypothesis 4: Costs will have a negative effect on formal ITG practice adoption 
Not surprisingly, costs had a significant negative relationship with adoption. In 
other words, costs inhibit adoption of formal ITG practice. This finding is in line 
with previous research. According to Kammoun and Aouni (2012), implementation 
costs may include staff training, documentation procedures, hiring of consultants, 
internal resource redeployments and the acquisition of calibration equipment. In a 
case study on ITIL implementation, Shang and Lin (2010) found that extra costs 
incurred for education and management served as a barrier. According to Hochstein, 
Tamm, and Brenner (2005), the following types of cost are related to the 
implementation of ITIL: 1) Cost for project planning and project standardization; 2) 
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Cost for system development and tool customizing; 3) Cost for contracting and 
training of personnel; 4) Cost for project marketing; and 5) Cost for quality control 
and consultation. In addition, running cost includes: 1) Additional cost of process 
execution; 2) Cost of process monitoring and performance measurement; and 3) Cost 
of running additional infrastructure. 
Meanwhile, Hinson (2008) attributes the cost for implementing ISO/IEC 27001 
or 27002 to: 1) Project management and project resources; 2) Required 
organisational change and resources (awareness programs, adaptation, and etc.); 3) 
Updating, developing, and testing of processes and controls to be implemented; 4) 
Certification and annual surveillance visits (financial costs, organisational time 
spent); and 5) Day to day operation to maintain compliance with standard. 
Furthermore, beyond the financial cost are the organisational costs, indeed effective 
security management requires a great deal of time, effort, and money. Implementing 
the standard requires skilled people and this can require higher salary expenses (T. 
Wiander, 2007). 
 
Hypothesis 5: Lack of external pressure will have a negative effect on formal ITG 
practice adoption 
More interestingly, lack of external pressure was found to have a positive 
relationship with adoption. In other words, the existence of external pressure would 
possibly inhibit adoption.. A possible explanation can be obtained from the workings 
of Regulatory Influence Theory and responses to institutional pressures. 
According to A. Y.-L. Chong and Chan (2012), external pressure in the form of 
competitors might inhibit adoption. K. Zhu, Kraemer, and Xu (2006), in their study 
concluded that external competition will positively affect the adoption of an 
innovation in the early adoption stages, but may hinder its routinization. K. Zhu, 
Kraemer, et al. (2006) explained that faced with competitions, an organisation might 
start to chase the latest innovations to adopt, without giving sufficient time for the 
innovation to infuse into the organisation. Competing with external entities might 
distract the companies from fully integrating the innovation to their organisations.  
Another possible explanation is that organisations do not like to be imposed to 
adopt something in a certain way, especially if the results are uncertain and the 
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benefits are hard to quantify. Since formal ITG practice consist of voluntary 
standards and frameworks, therefore organisations will react negatively if they were 
to be pressurised to adopt. This is especially true in the case of small and medium 
size organisations which face far bigger challenges in terms of money and internal IS 
expertise (Barlette & Fomin, 2010). Some organisations will resist adoption while 
others will only implement ceremonial adoption (Kostova & Roth, 2002; Meyer & 
Rowan, 1977).  Ceremonial adoption has been defined as a relatively high level of 
implementation accompanied by a low level of internalisation. It occurs when the 
subsidiary complies with the request of the parent but does not view the practice as 
valuable and does not form positive attitudes towards it (Kostova & Roth, 
2002).Ceremonial adoption is likely to result from high uncertainty about a practice 
or a belief that it is not valuable combined with strong pressure to adopt the practice 
coming from the legitimating organisation (Meyer & Rowan, 1977). 
When faced with institutional pressure, an organisation does not stay reactive, 
but will proactively respond to the pressure the best way possible (Barratt & Choi, 
2007).Firms formulate different strategic decisions in response to external legitimacy 
pressures (Ang & Cummings, 1997). A research by C. Hsu et al. (2012) found that 
while acknowledging institutional effects, firms exhibit different attitudes towards 
information security management adoption and assimilation because of various 
internal and external organisational contingencies. Top management would resist 
attempts of isomorphism due to financial and human resource costs, priority and 
incompatibility to their organisational culture (Barratt & Choi, 2007). 
However, they do realise that the adoption of formal ITG practice brings 
benefit to the organisation. For these types of organisations, adopting the full 
standards or frameworks would make the organisation rigid and less flexible 
(Aravind, 2012). Organisations are eager to adopt standards and frameworks, but 
want to adopt them according to the needs of their organisation, and not being 
pressurised to do it. This explains why the level of adoption of formal ITG practice 
varies within the different types of industries and organisational size. 
Similarly, top management will resist adoption if it results in their loss of 
power (S. Smith et al., 2010). Therefore, the lack of external pressure would enable 
them to adopt formal ITG practice in a manner that would benefit them. At the same 
time, these same organisations will voluntarily adopt formal ITG practice according 
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to their needs. According to Welch et al. (2002), firms are willing to invest in 
voluntary action because voluntarism provides firms with greater ability to influence 
or manipulate the regulatory system. 
Regulatory theory predicts that voluntary action results in a reduction of 
external regulatory, citizen and interest group pressure on the firm. Firms may 
volunteer as a strategy to pre-empt future regulations (J. W. Maxwell, Lyon, & 
Hackett, 2000), to slow or weaken expected regulation (Lutz, Lyon, & Maxwell, 
1998), or reduce or transfer direct regulatory pressure (J. Maxwell & Decker, 1998). 
--putting it in another way, adoption will result in the lack of pressure from 
customers and suppliers, since the adopters are viewed to have been willing to ‘over 
comply’.  
 
Hypothesis 6: Lack of external support will have a negative effect on formal ITG 
practice adoption 
This hypothesis was dropped after failing validity and reliability testing as mentioned 
in Chapter 5 
Hypothesis 7: Lack of perceived benefits will have a negative effect on formal ITG 
practice adoption 
This hypothesis was dropped after failing validity and reliability testing as mentioned 
in Chapter 5 
Hypothesis 8: Resistance to change will have a negative effect on formal ITG 
practice adoption 
This hypothesis was dropped after failing validity and reliability testing as mentioned 
in Chapter 5 
Hypothesis 9: Lack of organisational resource availability will have a negative 
effect on formal ITG practice adoption 
This hypothesis was dropped after failing validity and reliability testing as mentioned 
in Chapter 5 
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Hypothesis 10: Lack of top management support will have a negative effect on 
formal ITG practice adoption 
Surprisingly, the results for lack of top management support were not 
significant. Possible explanations for this include one given by Abu Saad et al. 
(2011). Abu Saad et al. (2011) found that 37.5% of his respondents indicated that 
lack of top management support was not relevant, while 50% revealed that lack of 
top management involvement was a secondary obstacle. Hashem and Tann (2007) 
found that management support was not significantly related to adoption of ISO 
standards. Similarly in ITIL, lack of top management support received less credence 
as a barrier. Based on results from a research by M. Marrone and Kolbe (2011), of 
the challenges queried, the challenge that was perceived by those surveyed to be the 
least of challenges was lack of knowledge and skills, very closely followed by 
executive sponsorship (similar to top management support). A challenge which was 
highly rated by the respondents was lack of resources, followed by resistance to 
change and maintaining momentum. 
Another possible explanation is that lack of top management support is more 
significant during the later stages of adoption, whereas most of the organisations 
involved in the survey had less than 5 years’ experience in adopting formal ITG 
practice. According to findings from a research by Mauricio Marrone (2010), for 
lack of top management sponsorship / support, one can observe that in the lower 
levels of implementation, one can detect no significance. However, when comparing 
the Defined level (3) with the Optimized level (5) significance can be observed. 
In a study by Thong, Yap, and Raman (1993) on top management support in 
small business IS implementation reveal that external expertise (usually coming from 
consultants) are more important than CEO / top management support. This is because 
most SMEs suffer from the lack of knowledge and expertise in adopting and 
implementing IS. 
This argument may be extended to the government entities. A majority of our 
survey respondents consist of government entities which usually suffer from the lack 
of expertise, especially within new areas such as IT governance. The reliance on 
consultants are clearly reported by our case study respondents. 
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Other possible explanations 
Other possible explanations for our results include the following: 
1. Barriers change over time. Therefore, there is a possibility that factors 
that were considered as barriers then are no longer considered as 
barriers now. For example, some earlier barriers can be attributed to the 
limited availability and cost of certain infrastructures back then. 
2. Support for such differences between adoption and usage has been 
provided by consumer behaviour research and cognitive dissonance 
theory. According to these theories, use of a product may change one’s 
perceptions, attitudes, and needs with respect to use of the product. As a 
result, beliefs after use of the product may not be the same as the set of 
beliefs that have led to initial adoption 
3. The differences in outcomes may well be due to the differences in the 
nature of the innovation studied. 
4. The barriers that were proposed in this study are not strong enough to 
be considered as barriers, more as challenges that can be overcome over 
time. 
5. The method used to elicit barriers as the reverse of facilitators and 
enablers may not the best way to elicit barriers, even though it is proven 
justified. Those facilitators or enablers may well be just “motivation 
factors” or “satisfiers” according to Herzberg’s motivation-hygiene 
theory -  in which not fulfilling them do not lead to dissatisfaction 
(there absence does not constitute as a barrier). This line of research is 
currently being actively pursued by researchers led by R. T. Cenfetelli 
(2004). His main argument is that inhibitors are distinct from enablers, 
and therefore, inhibitors are not simply the reverse of enablers. They 
had successfully justified their arguments in a study designed to test the 
existence and effects of inhibitors (Ronald T. Cenfetelli & Schwarz, 
2011). 
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6.4 CONTRIBUTIONS 
The overall goal of this research is to further our understanding of the factors 
that act as barriers to formal ITG practice adoption. The findings provide several 
contributions to theory and practice that are summarized in the following 
subsections. 
 
6.4.1 Contributions to theory 
From an academic perspective, this research makes important contributions by 
developing and validating a research model for identifying the barriers to formal ITG 
practice adoption. 
As highlighted by Bhattacherjee and Hikmet (2008), little attention has been 
devoted to understanding the “inhibitors” or negative factors that hinder adoption. 
This sole focus on enablers and the exclusion of inhibitors has resulted in a “pro-
innovation bias” in IT adoption research – a frequently mentioned problem in 
innovation adoption research (Rogers, 1995).  
As indicated in Chapter 3 of this thesis, the issue of barriers to the adoption of 
formal ITG practice is in the early stages of development. While this research 
acknowledges the significance and contributions of previous studies on other related 
formal ITG practice adoption, they are for the most part not deductive in nature and 
not grounded in theory. In addition, a number of studies have been conducted on 
formal ITG practice adoption that are either specific to a certain practice (i.e.: like 
ITIL only), or targeted at a specific population. 
This study bridges these gaps by developing and validating the first barriers to 
adoption model that is targeted at formal ITG practice, is not limited to a single ITG 
practice, and it employs a rigorous instrument development process, in addition to a 
rigorous hypothetico-deductive method for validation of findings. Further, the 
explained variance of the endogenous variable (adoption) in the research model 
(29.9%) as well as a positive predictive relevance (Q2) indicates moderate 
explanatory power.  
Based on an extensive review of the literature as presented in Chapter 3, this 
study is among the first to apply and validate an integrated model consisting of DOI, 
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Organisational Innovativeness Theory and Institutional Theory as well as utilizing 
the Technology-Organisation-Environment (TOE) framework  in order to understand 
barriers to adoption, and it is also the first study to apply and validate the use of the 
above theories and frameworks for explaining barriers to adoption of formal ITG 
practice. 
As a result of incorporating and integrating TOE framework, DOI, 
Organisational innovativeness Theory and Institutional Theory in its research model, 
this study shows the existence and importance of an organization’s organisational, 
innovation characteristics, and external environment as potential variables in the 
study of barriers to adoption. Finally, the measurement scales for the constructs 
related to the above theories and frameworks were adapted and validated in this 
study for the context of formal ITG practice and can be used for future studies. 
Another theoretical contribution of this study is the validation of a 
parsimonious model of barriers of IS adoption, in the context of formal ITG practice. 
The results and the process of deriving these were documented in detail in this thesis, 
making the entire transformation from the research questions to the research 
outcomes transparent. This model and the applied research procedures can be 
adapted by other researchers, to apply and test in similar or different contexts. 
Furthermore, the instrument developed for use in this study can help researchers in 
their efforts to build theories in the field of barriers to adoption of innovations. 
Finally, the roles of individual backgrounds and control variables in barriers to 
adoption of formal ITG practice were examined, and the related findings were 
presented in Table 51 and Table 52. 
 
6.4.2 Contributions to practice 
This study provides valuable implications and contributions to practice in terms 
of development, promotion, and facilitating the adoption of formal ITG practice by 
organisations. 
The findings are extremely significant to policy makers, whom can easily 
identify which barriers can be reduced or eliminated to produce effective 
implementation of formal ITG practice. 
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The results of this study suggest that consultants play a significant role in the 
adoption of formal ITG practice. Difficulties associated with consultants and their 
effectiveness will significantly affect adoption. Therefore, the importance of 
choosing the right consultants with proven track records is essential to achieve the 
desired results. 
Costs also posed as a significant barrier to adoption. Therefore, when deciding 
to embark on this adoption journey, the relevant parties’ especially top management 
must be aware of the associated costs that have to be incurred throughout the 
innovation adoption process. 
 
6.4.3 Suggestions for improving level of adoption 
To improve on the level of adoption, we propose for the implementation of the 
following suggestions as described below. 
On the issue of complexity 
We reiterate the call made by Barlette and Fomin (2008) for more research 
directed at creation and adoption of simplified security methods or standards at 
academic and managerial level in order to create a framework of certification 
dedicated to SMEs. Specifically, it is suggested that there is a need for having at least 
2 versions of the same standards: one suitable for big SMEs and big companies, one 
for small SMEs, simplified in terms of time, money and certification cost. Several 
researchers have attempted to provide a simpler yet concise version of standards and 
frameworks to overcome this problem. Researchers like Vogt et al. (2011) attempt to 
develop customized IT Governance methods that are much simpler than a full ITIL 
or COBIT framework but still address the most important elements. 
Additionally, according to Barlette and Fomin (2010), to help firms’ 
managerial personnel in their efforts to adopt  ISMS standards, developers of these 
standards should provide more examples with in-depth experience and lessons 
learned from the standards’ implementation and argue their recommendations in a 
manner which is credible and satisfying to management. A special emphasis should 
be places on the social nature and how to address the human factor. Consequently, 
managers would have more guidance on what to do, and to better assign priorities. 
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On the issue of consultant ineffectiveness 
This problem affects SMEs and small business more than large businesses. The 
reason being is SMEs and small business rely more on consultants due to the lack of 
knowledge expertise. However, large businesses also depend on consultants 
especially for large scale formal ITG practice adoptions in which usually they would 
have less expertise and experience. 
According to Roy and Potter (1990), several ways to limit problems associated 
with consultants include: 
 The firm should take care to find a suitable consultant, for example by meeting 
with and discussing the project with more than one consultancy and reviewing 
the prospective consultant’s work. Some larger firms may go so far as to brief 
several consultancy firms and choose on the basis of their initial proposals. It is 
important for the firm to ensure that the consultant briefed is the one that actually 
does the work 
 A comprehensive written brief is usually essential, especially one involving 
external expertise.  
 Regular contact between the consultant and the in-house staff involved in the 
project is important and the responsibility for ensuring that this occurs lies with 
the firm rather than the consultancy 
 The firm’s management and staff involved in the project must be committed to 
carrying it through 
In addition, for small businesses, Thong and Yap (1994) are in the opinion that   
it is more advisable to save costs in hiring only one party, namely the vendor – to 
implement the project. An advantage of the vendor-only approach (where the vendor 
also acts as the consultant) is the improved communication and coordination that 
may arise due to the smaller number of parties involved. Because there are fewer 
stakeholders involved, there is less chance of conflict. 
 
On the issue of costs 
Taking an example for the adoption of ISO 27001, the financial or time costs 
would represent lower barriers if they were compared to the potential loss of 
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information.  The cost of adoption and certification is often exaggerated. The actual 
cost may be actually lower than the cost and potential loss of information, efficiency 
and productivity. For example, according to (SIRIM QAS International, 2010), the 
cost for certification for ISO 27001 is significantly low (refer to Table 53). 
 
Table 53: Information on ISO 27001 certification costs in Malaysia 
Application fee: RM 500.00 
Initial certification audits: 
Audit stage 1  @RM 1200 X Auditors day 
Audit stage 2 @RM 1200 X Auditors day 
1st Year certification fee    RM 1000.00 
Yearly audits (Year 1, Year 2 & Year 3): 
Surveillance audits  1/3 of initial certification audits costs 
Re-certification audit (year 3)    2/3 of initial certification audits costs 
Yearly certification fee RM 1000.00  
 
6.5 MAJOR STRENGTHS AND LIMITATIONS OF THE STUDY 
6.5.1 Strengths 
This dissertation study holds several strengths in terms of the review of the 
literature, theoretical development, and research methodology as described below. 
Literature review 
As the first strength under this section, this dissertation builds upon prior 
publications on formal ITG practice. In doing so, various components of Peterson’s 
framework are elaborated on, along with examples which would facilitate a clearer 
understanding of “formal ITG practice” as an important concept facilitating ITG. 
Second, this dissertation synthesizes related publications in order to provide a list of 
potential barriers to formal ITG practice. The potential barriers were elicited from 
other related literature focusing on adoption in general, adoption of best practice 
frameworks and standards, as well as process improvement frameworks. 
Theoretical development 
The main theoretical strength of this dissertation is integrating the use of well-
developed theories and frameworks for the purpose of developing a causal model for 
explaining a phenomenon of interest. In addition, the use of the TOE framework 
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further enabled the research to focus on specific factors encompassing technological 
(innovation characteristics), organisational, and environmental factors. 
Research methodology 
First, the instrument development process allowed for the development and use 
of specific constructs and measures which are specific to the context of this study.  
Second, in analysing the data for this dissertation, several statistical techniques were 
employed to corner the phenomenon under study. As such, quality of the collected 
data was carefully examined. Third, using both qualitative and quantitative methods 
enhances the outcome of research by focusing on the strengths of each method and 
cancelling out their weaknesses. 
 
6.5.2 Limitations 
As with any study, the results of this dissertation are constrained by a number 
of limitations. This subsection summarises the limitations of this study in terms of 
the review of the literature, a-priori model building, qualitative study design and 
conduct, and quantitative study design and conduct as described in this section. 
Limitations in the Literature Review 
The review and research process was done based on methodological 
recommendations prescribed in Webster and Watson (2002), Okoli and Schabram 
(2010), and Kitchenham et al. (2009). However, the selection of key words, sources, 
inclusion and exclusion criteria, and time frame is based on our own judgement, and 
our choices have limitations. Furthermore, the literature review is limited to studies 
that have looked into issues of facilitators, barriers, challenges, inhibitors of 
adoption, mostly within the realms of Information Systems literature. There is a 
possibility that there exist other literature not covered in this study.  
Limitations in the A priori Model Building 
When canvassing and synthesising the literature, we did not try to distinguish 
between impediments, obstacles, barriers and problems.  Therefore, there is a high 
probability that some factors are not severe enough to constitute as barriers. Adding 
support to our argument,  Zutshi and Sohal (2004) stated that, “Unfortunately, 
organisations use the words impediments, obstacles, barriers and problems 
interchangeably”.  
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Nevertheless, other researchers are very clear on the different definitions and 
terms used. If we refer to Gibbs, Kraemer, and Dedrick (2003), they make clear 
distinctions between drivers, enablers, barriers and inhibitors. According to Gibbs et 
al. (2003): Drivers refer to forces that propel; Enablers refer to forces that facilitate; 
Barriers refers to forces that prevent or limit; and Inhibitors refer to forces that slow 
down. 
Adding to the definitional complexity, the stages of diffusion are defined 
differently by researchers. Some use the term adoption to describe the complete 
innovation process. Others use the term diffusion to describe the complete innovation 
process and then others also use the term diffusion narrowly, either at the start or at 
the end of the process. For example, Downs Jr and Mohr (1976) assert that 
innovation is a process that occurs in two stages. The first stage is the diffusion stage, 
which finishes once the organisation acknowledges that it is aware of the benefits of 
the new idea. The second stage is adoption, which begins at the point of awareness 
and continues until an adoption decision has been reached by the organisation. 
Extent of adoption covers both implementation and routinization. In comparison, 
Cooper and Zmud (1990) view infusion as the final stage of the adoption process. 
In addition, the words adoption and implementation are often used 
interchangeably. It can be argues that in practice there is no clear line between 
innovation stages with overlaps, stops and starts, and changes during the innovation 
process. However, for the purpose of this research, the focus is on extent of 
implementation, and implementation and routinization were the stages considered. 
Both adoption and implementation research have been used to guide this research. 
Limitations in the Qualitative Study Design and Conduct 
The method used in the qualitative study may have some limitations. All 
transcripts were transcribed and coded by the researcher. However, care has been 
taken to ensure reliability and validity through the use of independent coders.  
Limitations in the Quantitative Study Design and Conduct 
The method used in the quantitative study may have some limitations. The 
sampling method and sample size can also have bearing on the findings in terms of 
the R2 value. 
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The low level of variance explained (R2) may be due to the:   
1) Low number of response,  
2) The method used to minimize common method variance/ bias (CMB) through 
randomization of the questions which may have served as a double-edged 
sword 
3) Nature of questions which involve issues which may be deemed as sensitive 
to an organisation for disclosure  
4) The type of respondent involved (management level staff) with little spare 
time to attempt the questionnaire 
5) Adopts a single informant approach for collecting data. Although the 
respondents were key persons knowledgeable in the adoption, this approach 
may have led to some bias. However, common method bias was not found to 
be a problem for this research (see Section 5.4.1) 
6) Respondents were from a single country 
7) Focus is on a single innovation, formal ITG practice, although formal ITG 
practice itself consists of standards and frameworks facilitating ITG. 
According to Tornatzky and Klien (1982),the ideal study should study more 
than one innovation. Single innovation studies are not sufficiently robust to 
permit generalisation to a population of innovations. 
8) Data collection for this study was conducted by using a cross-sectional survey 
design. Given that perceptions and intentions regarding the use of formal ITG 
practice could change over time, collecting data at one point could pose a 
threat of temporal instability in the findings. 
9) There is a need to improve on the operationalisation of the study constructs. 
Since this is the first study to develop measures for barriers to formal ITG 
practice, the indicators meed to be further refined and validated. 
10) Generalizability is an issue that poses a limitation to the study similar to any 
other studies in social sciences. This research was carried out in a Malaysian 
context, thus, findings from this research will not be immediately 
transferrable to other countries with different demographics and cultures 
(Leidner & Kayworth, 2006) (Detmar Straub, Keil, & Brenner, 1997; D. W. 
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Straub, Loch, & Hill, 2003). Further research is required to determine the 
extent to which the findings of this study can be extended to other countries. 
 
Despite the above limitations, this dissertation provided insights on barriers to 
formal ITG practice adoption which would be useful for researchers and 
practitioners. In addition, this study uncovered important issues that could be of 
interest to researchers in developing further studies directly related to this study or in 
alignment /  complimentary to this study. 
 
6.6 DIRECTIONS FOR FUTURE RESEARCH 
As a result of conducting this dissertation research, several issues were 
uncovered that promises to be interesting directions for future research. This 
subsection summarizes those directions, in terms of those: (1) directly related to the 
study as well as those in (2) alignment or complimentary to the study. 
6.6.1 Directly related to the study 
There is a huge potential for other researchers interested in doing further 
research within this area by: 
1. Replicating our causal model in other developing countries to see if the 
results align or diverge with our results 
2. Looking into and testing other factors that may act as barriers to adoption 
3. Providing alternative explanations as to why the factors found in this 
research had acted against our proposed hypothesis 
4. Using other alternative statistical software for testing the causal model like 
R, Lisrel and other covariance-based SEM when appropriate. 
5. Using longitudinal data covering pre-usage, initial usage and continued use 
to enhance insight. In such research, the influence of barriers at each point 
in time on perceptions and usage behaviour at later point can be 
investigated. As mentioned by T. S. H. Teo and Tan (1998) there is a 
possibility that different factors are more important depending on the stage 
of diffusion, e.g. what factors are more important in the initial stages of 
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adoption, what factors are more important during the later stages, what 
factors are more important regardless of the stage of diffusion. 
6. Existing surveys ask firms the level of adoption, future studies should 
better identify the precise formal ITG practice adoption and 
implementation status by also asking what parts of that specific formal ITG 
practice (i.e.: COBIT, ITIL) firms are using or not using. 
7. We found the existence of national culture as a factor but decide against 
including it in our model. Furthermore, we found literature that supports 
our decision. For example,  Muller (1994) argue “that traditional contrasts 
between countries may not always be the dominant force as this could be 
influenced by organisational and globalisation effects, which complement 
or even counteract cultural and societal effects”. However, we suggest 
other researchers to pursue this avenue of research in looking into national 
culture as a possible barrier to formal ITG practice. 
8. The use of more than one respondent. Tornatzky and Klien (1982) 
championed the use of more than one respondent from several echelons 
within an organisation in rating the same innovation so that a more 
balanced and holistic response can be obtained. 
 
6.6.2 In alignment / complimentary to the study 
Since there is less research being attempted at looking into barriers to adoption, 
therefore we believe that there are great avenues for research in similar or in 
alignment with our research:  
1. Barriers to adoption for other types of innovation  
2. Cross-national or cross-regional comparative analyses can be performed to 
deepen knowledge 
3. The research framework can be used to study the impacts of similar factors 
in larger businesses in the region and across the country 
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6.7 CHAPTER CONCLUSION 
The objective of this dissertation study was to advance empirical research in 
understanding the barriers that inhibit the adoption of formal ITG practice. To this 
end, a theoretical model was proposed and validated which integrated several 
theories including Diffusion of Innovation Theory, Institutional Theory, and 
Technological, Organisational, and Environmental (TOE) framework. Furthermore, 
the proposed model incorporated constructs often associated with these theories with 
measurement items developed specifically for this study. The psychometric 
properties of the research instrument was then assessed and validated. 
In order to validate the proposed research model of this study, a hypothetico-
deductive approach was taken.  Data collection was conducted using a multi-method 
approach; combining paper based with a web based online survey. 135 cases were 
collected and used in the data analysis for this research. Partial Least Squares (PLS) 
method of structural equation modelling was employed to analyse the collected data, 
and to validate the proposed model. The results suggested that the proposed model 
had a moderate level of predictive and exploratory powers. Furthermore, findings of 
this study suggested that consistent with prior studies in the area of IS adoption, 
constructs within the TOE framework may act as barriers to adoption.  
As the major contribution of this study, this finding has benefits to both theory 
and practice. With respect to benefits to theory, findings of this research open the 
gateway to apply the significant body of research on theories and frameworks such as 
DOI, Institutional theory and the TOE framework to the context of IS adoption, 
especially with regards to barriers to adoption. With respect to practice, findings of 
this dissertation study can inform potential and current adopters of formal ITG 
practice on how to prepare their respective organisations when attempting to adopt 
and implement a formal ITG practice. In addition, the results can inform the 
government and other relevant agencies on how to support and facilitate adoption. 
Finally, the low levels of adoption of formal ITG practice, in spite of their 
potential benefits, was a major motivation for conducting this study. As such, this 
study aimed to contribute to the IS literature by providing insights on the factors 
which would inhibit adoption. By employing a rigorous research methodology, this 
study accomplished its main goal of validating a theoretical model of barriers to 
formal ITG practice adoption. 
 259 
 
Chapter 7: Bibliography 
Abrahamson, E. (1991). Managerial Fad and Fashion: The Diffusion and Rejection 
of Innovations. The Academy of Management Review, 16(3), 586-612.  
 
Abu Saad, B., Saeed, F. A., Alghathbar, K., & Khan, B. (2011). Implementation of 
ISO 27001 in Saudi Arabia - Obstacles, Motivations, Outcomes and Lessons 
Learned. Paper presented at the 9th Australian Information Security 
Management Conference, Perth, Western Australia. 
 
Ahmad, N., Amer, N. T., Qutaifan, F., & Alhilali, A. (2013). Technology adoption 
model and a road map to successful implementation of ITIL. Journal of 
Enterprise Information Management, 26(5), 553-576.  
 
Aiken, M., Bacharach, S. B., & French, J. L. (1980). Organizational structure, work 
process, and proposal making in administrative bureaucracies. The Academy 
of Management Journal, 23(4), 631-652.  
 
Al Hilali, A., Qutaifan, F., & Amer, N. T. (2012). ITIL Adoption Model Based on 
UTAUT Paper presented at the European, Mediterranean & Middle Eastern 
Conference on Information Systems (EMCIS), Munich, Germany. 
 
Al Mourad, M. B., & Johari, R. (2014). Resolution of Challenges That Are Facing 
Organizations before ITIL Implementation. International Journal of Future 
Computer and Communication, 3(3), 210-215.  
 
Al Nahian Riyadh, M., Akter, S., & Islam, N. (2009). The Adoption of E-banking in 
Developing Countries: A Theoretical Model for SMEs. International Review 
of Business Research Papers, 5(6), 212-230.  
 
Ali, S., & Green, P. (2007). IT Governance Mechanisms in Public Sector 
Organisations: An Australian Context. Journal of Global Information 
Management, 15(4), 41.  
 
Alkraiji, A., Jackson, T., & Murray, I. (2011). Health data standards and adoption 
process: Preliminary findings of a qualitative study in Saudi Arabia. Campus-
Wide Information Systems, 28(5), 345-359.  
 
Amabile, T. M., Conti, R., Coon, H., Lazenby, J., & Herron, M. (1996). Assessing 
the Work Environment for Creativity. Academy of Management Journal, 
39(5), 1154-1184.  
 
American Productivity and Quality Center. (1993). The Benchmarking Management 
Guide. Portland, Oregon: Productivity Press. 
  260 
Anderson, S. W., Daly, J. D., & Johnson, M. F. (1999). Why Firms Seek ISO 9000 
Certification: Regulatory Compliance or Competitive Advantage? Production 
and Operations Management, 8(1), 28-43.  
 
Ang, S., & Cummings, L. L. (1997). Strategic Response to Institutional Influences on 
Information Systems Outsourcing. Organization Science, 8(3), 235-256.  
 
Aoun, C., Vatanasakdakul, S., Chen, Y., Nüttgens, M., Gadatsch, A., Kautz, K., . . . 
Blinn, N. (2011). IT Governance Framework Adoption: Establishing Success 
Factors Governance and Sustainability in Information Systems. Managing the 
Transfer and Diffusion of IT (Vol. 366, pp. 239-248): Springer Boston. 
 
Aravind, D. (2012). Learning and Innovation in the Context of Process-focused 
Management Practices: The Case of an Environmental Management System. 
Journal of Engineering and Technology Management, 29(3), 415-433.  
 
Armstrong, C. P., & Sambamurthy, V. (1999). Information Technology Assimilation 
in Firms: The Influence of Senior Leadership and IT Infrastructures. 
Information Systems Research, 10(4), 304-327.  
 
Attewell, P. (1992). Technology Diffusion and Organizational Learning: The Case of 
Business Computing. Organization Science, 3(1), 1-19.  
 
Axelsson, K., Melin, U., & Söderström, F. (2011). Analyzing Best Practice and 
Critical Success Factors in a Health Information System Case - Are There 
any Shortcuts to Successful IT Implementation. Paper presented at the 19th 
European Conference on Information Systems (ECIS), Helsinki, Finland. 
 
Ayat, M., Sharifi, M., Sahibudin, S., & Ibrahim, S. (2009, 25-29 May 2009). 
Adoption Factors and Implementation Steps of ITSM in the Target 
Organizations. Paper presented at the 3rd Asia International Conference on 
Modelling & Simulation (AMS '09)  
 
Bada, A. O., Aniebonam, M. C., & Owei, V. (2004). Institutional Pressures as 
Sources of Improvisations: A Case Study from a Developing Country 
Context. Journal of Global Information Technology Management, 7(3), 27-
44.  
 
Bagozzi, R. P. (1980). Causal models in marketing. New York: John Wiley. 
 
Bagozzi, R. P., Yi, Y., & Phillips, L. W. (1991). Assessing Construct Validity in 
Organizational Research. Administrative Science Quarterly, 421-458.  
 
Bailey, J. E., & Pearson, S. W. (1983). Development of a Tool for Measuring and 
Analyzing Computer User Satisfaction. Management Science, 29(5), 530-
545.  
 
Barclay, D., Higgins, C., & Thompson, R. (1995). The Partial Least Squares (PLS) 
Approach to Causal Modeling: Personal Computer Adoption and Use as an 
Illustration. Technology studies, 2(2), 285-309.  
  261 
Barlett, J. E., Kotrlik, J. W., & Higgins, C. C. (2001). Organizational Research: 
Determining Appropriate Sample Size in Survey Research. Information 
Technology, Learning, and Performance Journal, 19(1), 43-50.  
 
Barlette, Y., & Fomin, V. V. (2008). Exploring the Suitability of IS Security 
Management Standards for SMEs. Paper presented at the 41st Annual Hawaii 
International Conference on System Sciences (HICSS), Hawaii.  
 
Barlette, Y., & Fomin, V. V. (2010). The Adoption of Information Security 
Management Standards: A Literature Review Information Resources 
Management: Concepts, Methodologies, Tools and Applications (pp. 69-90): 
IGI Global. 
 
Barratt, M., & Choi, T. (2007). Mandated RFID and Institutional Responses: Cases 
of Decentralized Business Units. Production and Operations Management, 
16(5), 569-578,580-585.  
 
Baruch, Y. (1999). Response Rate in Academic Studies-A Comparative Analysis. 
Human Relations, 52(4), 421-438. doi: 10.1177/001872679905200401 
 
Beaumont, N. (2005). Best Practice in Australian Manufacturing Sites. 
Technovation, 25(11), 1291-1297.  
 
Bednar, M. K., & Westphal, J. D. (2006). Surveying the Corporate Elite: Theoretical 
and Practical Guidance on Improving Response Rates and Response Quality 
in Top Management Survey Questionnaires. Research methodology in 
strategy and management, 3, 37-55.  
 
Beer, M., Eisenstat, R. A., & Spector, B. A. (1990). Critical Path To Corporate 
Renewal: Harvard Business Press. 
 
Ben Boubaker, K., & Nyrhinen, M. (2008). Explaining the Choice of IT Governance 
Modes Made by Organizations from the Institutional Perspective: A 
Theoretical Framework Development. Paper presented at the European 
Conference on Information Systems  
 
Benbasat, I., Goldstein, D. K., & Mead, M. (1987). The Case Research Strategy in 
Studies of Information Systems. MIS Quarterly, 11(3), 369.  
 
Best, S. J., & Krueger, B. (2002). New Approaches to Assessing Opinion: The 
Prospects for Electronic Mail Surveys. International Journal of Public 
Opinion Research, 14(1), 73-92.  
 
Bharati, P., Zhang, C., & Chaudhury, A. (2013). Social Media Assimilation in Firms: 
Investigating the Roles of Absorptive Capacity and Institutional Pressures. 
Information Systems Frontiers, 1-16.  
 
Bhattacharjya, J., & Chang, V. (2006). Transforming Organizations Through the 
Implementation of Processes, Structures and Relational Mechanisms for 
Governing IT: A Leadership Role for IS Departments in Institutions of Higher 
  262 
Education in Australia. Paper presented at the 7th International Business 
Information Management Association (IBIMA) Conference, Brescia, Italy. 
 
Bhattacharjya, J., & Chang, V. (2008). Adoption and Implementation of IT 
Governance: Cases from Australian Higher Education Information 
Technology Governance and Service Management: Frameworks and 
Adaptations (pp. 82-100). USA: Information Science Reference. 
 
Bhattacherjee, A., & Hikmet, N. (2008). Enablers and Inhibitors of Healthcare 
Information Technology Adoption: Toward a Dual-Factor Model.  
 
Björck, F. (2004). Institutional Theory: A New Perspective for Research into IS/IT 
Security in Organisations. Paper presented at the 37th Annual Hawaii 
International Conference on System Sciences (HICSS), Hawaii. 
 
Bovey, W. H., & Hede, A. (2001). Resistance to Organisational Change: The Role of 
Defence Mechanisms. Journal of Managerial Psychology, 16(7), 534-548.  
 
Bowen, P. L., Cheung, M.-Y. D., & Rohde, F. H. (2007). Enhancing IT Governance 
Practices: A Model and Case Study of an Organization's Efforts. 
International Journal of Accounting Information Systems, 8(3), 191.  
 
Boyatzis, R. E. (1998). Transforming Qualitative Information: Thematic Analysis 
and Code Development: SAGE Publications, Incorporated. 
 
Boyne, G. A., Gould-Williams, J. S., Law, J., & Walker, R. M. (2005). Explaining 
the Adoption of Innovation: An Empirical Analysis of Public Management 
Reform. Environment and Planning C: Government and Policy, 23(3), 419-
435.  
 
Bradley, J. (1993). Methodological Issues and Practices in Qualitative Research. The 
Library Quarterly, 431-449.  
 
Brancheau, J. C., & Wetherbe, J. C. (1990). The Adoption of Spreadsheet Software: 
Testing Innovation Diffusion Theory in the Context of End-user Computing. 
Information Systems Research, 1(2), 115.  
 
Brenner, J. (2007). ISO 27001: Risk Management and Compliance. Risk 
Management, 54(1), 24.  
 
Broadbent, M. (2003). Understanding IT Governance. CIO Canada, 11(4).  
 
Broderick, J. S. (2006). ISMS, Security Standards and Security Regulations. 
Information Security Technical Report, 11(1), 26-31.  
 
Brown, A., Van Der Wiele, T., & Loughton, K. (1998). Smaller Enterprises’ 
Experiences with ISO 9000. International Journal of Quality & Reliability 
Management, 15(3), 273-285.  
  263 
Brown, A. E., & Grant, G. G. (2005). Framing the Frameworks: A Review of IT 
Governance Research. Communications of the Association for Information 
Systems, 15, 696-712.  
 
Brown, C. V. (1997). Examining the Emergence of Hybrid IS Governance Solutions: 
Evidence from a Single Case Site. Information Systems Research, 8(1), 69.  
 
Bryant, F. B., & Yarnold, P. R. (1995). Principal-Components Analysis and 
Exploratory and Confirmatory Factor Analysis.  
 
Burke, D. P., Randeree, E. P., Menachemi, N. P. M. P. H., & Brooks, R. M. (2008). 
Hospital Financial Performance: Does IT Governance Make a Difference? 
The Health Care Manager, 27(1), 71.  
 
Byrne, B. M., & Golder, P. A. (2002). The diffusion of anticipatory standards with 
particular reference to the ISO/IEC information resource dictionary system 
framework standard. Computer Standards & Interfaces, 24(5), 369-379.  
 
Callahan, J., & Jeyes, D. (2003). The Evolution of IT Governance at NB Power. In 
W. V. Grembergen (Ed.), Strategies for information technology governance. 
Hershey, PA: Idea Group Publishing. 
 
Carnegie Mellon Software Engineering Institute. (2010). Overview.   Retrieved 14 
July, 2010, from http://www.sei.cmu.edu/cmmi/ 
 
Cater-Steel, A. (2009). IT Service Departments Struggle to Adopt a Service-oriented 
Philosophy. International Journal of Information Systems in the Service 
Sector, 1(2), 69-77.  
 
Cater-Steel, A., & McBride, N. (2007). IT Service Management Improvement - Actor 
Network Perspective. Paper presented at the 15th European Conference on 
Information Systems (ECIS), St Gallen, Switzerland.  
 
Cater-Steel, A., Tan, W.-G., & Toleman, M. (2008). itSMF Australia 2007 
Conference: Summary of ITSM Standards and Frameworks Survey 
Responses. Paper presented at the itSMF Australia 2007 Conference. 
 
Cater-Steel, A., Tan, W. G., & Toleman, M. (2006). Challenge of Adopting Multiple 
Process Improvement Frameworks. Paper presented at the 14th European 
Conference on Information Systems, Goteborg, Sweden. 
 
Cater-Steel, A., Tan, W. G., & Toleman, M. (2009). Using Institutionalism as a Lens 
to Examine ITIL Adoption and Diffusion. Paper presented at the 20th 
Australasian Conference on Information Systems (ACIS), Melbourne, 
Australia. 
 
Cater-Steel, A., Toleman, M., & Tan, W. G. (2006). Transforming IT Service 
Management – The ITIL Impact. Paper presented at the 17th Australasian 
Conference on Information Systems, Adelaide, Australia. 
  264 
Cattell, R. B. (1966). The Scree Test for the Number of Factors. Multivariate 
Behavioral Research, 1(2), 245-276.  
 
Cavusoglu, H., Mishra, B., & Raghunathan, S. (2004). A Model for Evaluating IT 
Security Investments Communications of the ACM, 47(7), 87-92.  
 
Cavusoglu, H., Mishra, B., & Raghunathan, S. (2005). The Value of Intrusion 
Detection Systems in Information Technology Security Architecture. 
Information Systems Research, 16(1), 28-46.  
 
Cenfetelli, R. T. (2004). Inhibitors and Enablers as Dual Factor Concepts in 
Technology Usage. Journal of the AIS, 5(11), 472 - 492.  
 
Cenfetelli, R. T., & Schwarz, A. (2011). Identifying and Testing the Inhibitors of 
Technology Usage Intentions. Information Systems Research, 22(4), 808-823. 
doi: 10.1287/isre.1100.0295 
 
Certification Europe. (2008). ISO 27001 Global Survey: The Facts and the Figures 
Underlying the Growth of ISO 27001 World-wide. Dublin: Certification 
Europe. 
 
Chau, P. Y. K., & Tam, K. Y. (1997). Factors Affecting the Adoption of Open 
Systems: An Exploratory Study. MIS Quarterly, 21(1), 1-21.  
 
Chin, P. O., Brown, G. A., & Hu, Q. (2004). The Impact of Mergers & Acquisitions 
on IT Governance Structures: A Case Study. Journal of Global Information 
Management, 12(4), 50.  
 
Chin, W., Thatcher, J., & Wright, R. (2012). Assessing Common Method Variance: 
Assessing the UMLC Approach. MIS Quarterly, 36, 1003-1019.  
 
Chin, W. W. (1998). Issues and Opinion On Structural Equation Modelling. MIS 
Quarterly, 22(1), VII-XVI.  
 
Chin, W. W. (1998). The Partial Least Squares Approach To Structural Equation 
Modelling. Modern methods for business research, 295(2), 295-336.  
 
Chin, W. W. (2010). Bootstrap Cross-Validation Indices For PLS Path Model 
Assessment Handbook of Partial Least Squares (pp. 83-97): Springer. 
 
Chin, W. W., Esposito Vinzi, V., Henseler, J., & Wang, H. (2010). How to Write Up 
and Report PLS Analyses Handbook of Partial Least Squares (pp. 655-690): 
Springer Berlin Heidelberg. 
 
Chin, W. W., Johnson, N., & Schwarz, A. (2008). A Fast Form Approach to 
Measuring Technology Acceptance and Other Constructs. MIS Quarterly, 
32(4), 687-703.  
 
Chin, W. W., Marcolin, B. L., & Newsted, P. R. (2003). A Partial Least Squares 
Latent Variable Modeling Approach for Measuring Interaction Effects: 
  265 
Results from a Monte Carlo Simulation Study and an Electronic-mail 
Emotion/Adoption Study. Information Systems Research, 14(2), 189-217.  
 
Chin, W. W., & Newsted, P. R. (1999). Structural Equation Modelling Analysis with 
Small Samples Using Partial Least Squares. Statistical strategies for small 
sample research, 1(1), 307-341.  
 
Cho, I., & Kim, Y.-G. (2001). Critical Factors for Assimilation of Object-Oriented 
Programming Languages. Journal of Management Information Systems, 
18(3), 125-156.  
 
Choi, N., Kim, D., Goo, J., & Whitmore, A. (2008). Knowing Is Doing: An 
Empirical Validation of the Relationship between Managerial Information 
Security Awareness and Action. Information Management & Computer 
Security, 16(5), 484-501.  
 
Chong, A. Y.-L., & Chan, F. T. S. (2012). Structural Equation Modeling For Multi-
Stage Analysis on Radio Frequency Identification (RFID) Diffusion in the 
Health Care Industry. Expert Systems with Applications, 39(10), 8645-8654.  
 
Chong, A. Y. L. (2011). What Drives Malaysian E-Government Adoption? 
Information Resources Management Journal, 24(2), 16-27.  
 
Chong, A. Y. L., Ooi, K. B., Lin, B., & Raman, M. (2009). Factors Affecting the 
Adoption Level of C-Commerce: An Empirical Study Journal of 
Computer Information Systems, 50(2), 13-22.  
 
Choudrie, J., & Dwivedi, Y. K. (2004). Towards a Conceptual Model of Broadband 
Diffusion. Journal of Computing and Information Technology, 12(4), 323.  
 
Churchill Jr, G. A. (1979). A Paradigm for Developing Better Measures of 
Marketing Constructs. Journal of Marketing Research, 64-73.  
 
Cohen, J. (1960). A Coefficient of Agreement for Nominal Scales. Educational and 
psychological measurement, 20(1), 37-46.  
 
Cohen, J. (1977). Statistical Power Analysis for the Behavioral Sciences: Lawrence 
Erlbaum Associates, Inc. 
 
Cohen, J. (2013). Statistical Power Analysis for the Behavioral Sciences: Taylor & 
Francis. 
 
Cohen, J., Cohen, P., West, S. G., & Aiken, L. S. (2013). Applied Multiple 
Regression/Correlation Analysis for the Behavioural Sciences: Routledge. 
 
Cohen, S. S., & Zysman, J. (2002). Manufacturing Innovation and American 
Industrial Competitiveness. State Policies and Techno-Industrial Innovation, 
261.  
 
Comrey, A. L., & Lee, H. B. (1992). A first course in factor analysis.  
  266 
Cook, C., Heath, F., & Thompson, R. L. (2000). A Meta-Analysis of Response Rates 
in Web-Or Internet-Based Surveys. Educational and psychological 
measurement, 60(6), 821-836.  
 
Cool, K. O., Dierickx, I., & Szulanski, G. (1997). Diffusion of Innovations within 
Organizations: Electronic Switching In the Bell System, 1971-1982. 
Organization Science, 8(5), 543-559.  
 
Cooper, R. B., & Zmud, R. W. (1990). Information Technology Implementation 
Research: A Technological Diffusion Approach. Management Science, 36(2), 
123-139.  
 
Corbin, J., & Strauss, A. (2007). Basics of Qualitative Research: Techniques and 
Procedures for Developing Grounded Theory. : Sage Publications, 
Incorporated. 
 
Crabtree, B. F., & Miller, W. L. (1999). Using Codes and Code Manuals: A 
Template Organizing Style of Interpretation. Doing qualitative research, 2, 
163-177.  
 
Creswell, J. W. (2009). Research Design: Qualitative, Quantitative, and Mixed 
Methods Approaches: Sage Publications, Inc. 
 
Creswell, J. W. (2014). Research Design: Qualitative, Quantitative, and Mixed 
Methods Approaches. Thousand Oaks: SAGE Publications. 
 
Creswell, J. W., & Clark, V. L. P. (2007). Designing and Conducting Mixed Methods 
Research: Sage Publications, Inc. 
 
Creswell, J. W., Plano Clark, V. L., Gutmann, M. L., & Hanson, W. E. (2003). 
Advanced Mixed Methods Research Designs. Handbook of Mixed Methods 
In Social And Behavioural Research 209-240.  
 
Cronbach, L. J. (1951). Coefficient Alpha and the Internal Structure of Tests. 
Psychometrika, 16(3), 297-334.  
 
Cronbach, L. J. (1971). Test Validation. Educational measurement, 2, 443-507.  
 
CyberSecurity Malaysia. (2012). 2012 Annual Report. 
 
Cybersecurity Malaysia. (2013). About CNII.   Retrieved 9th August, 2013, from 
http://cnii.cybersecurity.my/main/about.html 
 
Cycyota, C. S., & Harrison, D. A. (2006). What (Not) to Expect When Surveying 
Executives A Meta-Analysis of Top Manager Response Rates and 
Techniques Over Time. Organizational Research Methods, 9(2), 133-160.  
 
D. S. Mileti, D. F. Gillespie, & D. S. Eitzen. (1981). The Multidimensionality of 
Organisation Size. Sociology and Social Research, 65, 400-414.  
 
  267 
D’Arcy, J., & Hovav, A. (2009). An Integrative Framework for the Study of 
Information Security Management Research. In J. N. D. Gupta & S. Sharma 
(Eds.), Handbook of Research on Information Security and Assurance (pp. 
55-67). Hershey:PA: IGI Global. 
 
Daft, R. L. (1978). A Dual-Core Model of Organizational Innovation. The Academy 
of Management Journal, 21(2), 193-210.  
 
Daft, R. L., & Becker, S. W. (1978). The Innovative Organization: Innovation 
Adoption in School Organizations. 
 
Damanpour, F. (1988). Innovation Type, Radicalness, and the Adoption Process. 
Communication Research, 15(5), 545-567. doi: 
10.1177/009365088015005003 
 
Damanpour, F. (1990). Innovation Effectiveness, Adoption and Organizational 
Performance. Chichester: John Wiley & Sons. 
 
Damanpour, F. (1991). Organizational Innovation: A Meta-Analysis of Effects of 
Determinants and Moderators. The Academy of Management Journal, 34(3), 
555-590.  
 
Damanpour, F. (1992). Organizational Size and Innovation. Organization studies, 
13(3), 375.  
 
Damanpour, F., & Daniel Wischnevsky, J. (2006). Research on Innovation in 
Organizations: Distinguishing Innovation-generating from Innovation-
adopting Organizations. Journal of Engineering and Technology 
Management, 23(4), 269-291.  
 
Damanpour, F., & Evan, W. M. (1984). Organizational Innovation and Performance: 
The Problem of "Organizational Lag". Administrative Science Quarterly, 
29(3), 392-409.  
 
Damanpour, F., & Schneider, M. (2006). Phases of the Adoption of Innovation in 
Organizations: Effects of Environment, Organization and Top Managers. 
British Journal of Management, 17(3), 215-236.  
 
Damanpour, F., & Schneider, M. (2009). Characteristics of Innovation and 
Innovation Adoption in Public Organizations: Assessing the Role of 
Managers. Journal of Public Administration Research and Theory, 19(3), 
495-522.  
 
Damsgaard, J., & Lyytinen, K. (2001). The Role of Intermediating Institutions in the 
Diffusion of Electronic Data Interchange (EDI): How Industry Associations 
Intervened in Denmark, Finland, and Hong Kong. The Information Society, 
17(3), 195-210.  
 
Datta, L. e. (1994). Paradigm Wars: A Basis for Peaceful Coexistence And Beyond. 
New Directions for Program Evaluation, 1994(61), 53-70.  
  268 
Davenport, T. H. (2013). Process Innovation: Reengineering Work through 
Information Technology: Harvard Business Press. 
 
Davis, F. D. (1987). New Measures for Three User Acceptance Constructs: Attitude 
toward Using, Perceived Usefulness, and Perceived Ease of Use. School of 
Business Administration, University of Michigan, Ann Arbor, MI, Working 
Paper(528).  
 
Davis, F. D. (1989). Perceived Usefulness, Perceived Ease of Use, and User 
Acceptance of Information Technology. MIS Quarterly, 13(3), 319-340.  
 
de Guinea, A. O., Kelley, H., & Hunter, M. G. (2005). Information Systems 
Effectiveness in Small Businesses: Extending a Singaporean Model in 
Canada. Journal of Global Information Management, 13(3), 55-79.  
 
De Haes, S., & Van Grembergen, W. (2005, 03-06 Jan. 2005). IT Governance 
Structures, Processes and Relational Mechanisms: Achieving IT/Business 
Alignment in a Major Belgian Financial Group. Paper presented at the 
System Sciences, 2005. HICSS '05. Proceedings of the 38th Annual Hawaii 
International Conference on. 
 
Debreceny, R. S., & Gray, G. L. (2013). IT Governance and Process Maturity: A 
Multinational Field Study. Journal of Information Systems, 27(1), 157-188.  
 
Dedrick, J., & West, J. (2003). Why Firms Adopt Open Source Platforms: A 
Grounded Theory of Innovation and Standards Adoption. Paper presented at 
the MISQ Special Issue Workshop on Standard Making: A Critical Frontier 
for Information Systems, Minneapolis. 
 
Del Val, M. P., & Fuentes, C. M. (2003). Resistance to Change: A Literature Review 
and Empirical Study. Management Decision, 41(2), 148-155.  
 
Delmas, M. A. (2000). Barriers and Incentives to the Adoption of ISO 14001 by 
Firms in the United States. Duke Envtl. L. & Pol'y F., 11, 1.  
 
Delmas, M. A., & Montes-Sancho, M. J. (2011). An Institutional Perspective on the 
Diffusion of International Management System Standards: The Case of the 
Environmental Management Standard ISO 14001. Business Ethics Quarterly, 
21(1), 103-132.  
 
Dewar, R. D., & Dutton, J. E. (1986). The Adoption of Radical and Incremental 
Innovations: An Empirical Analysis. Management Science, 32(11), 1422-
1433.  
 
Dhillon, G., & Backhouse, J. (2001). Current Directions in IS Security Research: 
Towards Socio-Organizational Perspectives. Information Systems Journal, 
11(2), 127-153.  
 
Dillman, D. A., Smyth, J. D., & Christian, L. M. (2008). Internet, Mail, and Mixed-
Mode Surveys: The Tailored Design Method: Wiley & Sons. 
  269 
DiMaggio, P. J., & Powell, W. W. (1983). The Iron Cage Revisited: Institutional 
Isomorphism and Collective Rationality in Organizational Fields. American 
Sociological Review, 48, 147-160.  
 
Dinno, A. (2014). Gently Clarifying the Application of Horn’s Parallel Analysis to 
Principal Component Analysis Versus Factor Analysis.  
 
Doll, W. J., & Torkzadeh, G. (1988). The Measurement of End-User Computing 
Satisfaction MIS Quarterly, 12(2).  
 
Dommeyer, C. J., & Moriarty, E. (2000). Comparing Two Forms of an E-Mail 
Survey: Embedded Vs. Attached. International Journal of Market Research.  
 
Downs, G. W., Jr., & Mohr, L. B. (1976). Conceptual Issues in the Study of 
Innovation. Administrative Science Quarterly, 21(4), 700-714.  
 
Downs Jr, G. W., & Mohr, L. B. (1976). Conceptual Issues in the Study of 
Innovation. Administrative Science Quarterly, 21(4), 700-714.  
 
Drury, D. H., & Farhoomand, A. (1996). Innovation Adoption of EDI. Information 
Resources Management Journal, 9(3), 5-5.  
 
Dube, L., & Pare, G. (2003). Rigor in Information Systems Positivist Case Research: 
Current Practices, Trends, and Recommendations. MIS Quarterly, 27(4), 597-
636.  
 
Dubie, D. (2006). ITIL's ROI hard to measure. Network World, 23(46), 22-22.  
 
Dwivedi, Y. K., Wade, M. R., & Schneberger, S. L. (2011). Information Systems 
Theory: Explaining and Predicting Our Digital Society, Vol. 1 (Vol. 1): 
Springer Verlag. 
 
Economist Intelligence Unit. (2011). IT Industry Competitiveness Index 2011.   
Retrieved 14th June, 2012, from http://globalindex11.bsa.org/ 
 
Eisenhardt, K. M. (1989). Building Theories From Case Study Research. The 
Academy of Management Review, 14(4), 532.  
 
Employee Providence Fund. (2013). 2013 Annual Report. 
 
Eng, C., Chee, L., Huat, T., & Phuong, T. (1994). Management of Business: 
McGraw-Hill Book Co.(Singapore). 
 
Ensminger, D. C., Surry, D. W., Porter, B. E., & Wright, D. (2004). Factors 
Contributing to the Successful Implementation of Technology Innovations. 
Educational Technology & Society, 7(3), 61-72.  
 
Fabrigar, L. R., Wegener, D. T., MacCallum, R. C., & Strahan, E. J. (1999). 
Evaluating the Use of Exploratory Factor Analysis in Psychological 
Research. Psychological Methods, 4(3), 272.  
  270 
Falk, R. F., & Miller, N. B. (1992). A Primer for Soft Modeling: University of Akron 
Press. 
 
Fan, W., & Yan, Z. (2010). Factors Affecting Response Rates of the Web Survey: A 
Systematic Review. Computers in Human Behavior, 26(2), 132-139.  
 
Fereday, J., & Muir-Cochrane, E. (2006). Demonstrating Rigor Using Thematic 
Analysis: A Hybrid Approach of Inductive and Deductive Coding and Theme 
Development. International Journal of Qualitative Methods, 5(1), 80-92.  
 
Fichman, R. C. (1992). Information Technology Diffusion: A Review of Empirical 
Research. Paper presented at the 13th International Conference on 
Information Systems (ICIS), Dallas, TX. 
 
Fichman, R. G., & Kemerer, C. F. (1997). The Assimilation of Software Process 
Innovations: An Organizational Learning Perspective. Management Science, 
43(10), 1345-1363.  
 
Field, A. (2009). Discovering statistics using SPSS: Sage publications. 
 
Finance, M. o. (2014a). Kementerian Pendidikan. 
 
Finance, M. o. (2014b). Kementerian Sumber Asli dan Alam Sekitar. 
 
Fink, A. (2003). The Survey Handbook. Thousand Oaks, California: Sage 
Publications, Inc. 
 
Fisher, J., & Lamp, J. (2013). Australian Council of Professors and Heads of 
information systems: IS journal ranking.   Retrieved August 14, 2009, from 
http://www.acphis.org.au/index.php/is-journal-ranking 
 
Fomin, V. V., Kaunas, L., de Vries, H. J., & Barlette, Y. (2008). ISO/IEC 27001 
Information Systems Security Management Standard: Exploring the Reasons 
for Low Adoption. Paper presented at the 3rd European Conference on 
Management Technology, Nice, France. 
 
Ford, J. D., & Slocum, J. W. (1977). Size, Technology, Environment and the 
Structure of Organizations. Academy of management review, 2(4), 561-575. 
  
Ford, J. K., MacCallum, R. C., & Tait, M. (1986). The Application of Exploratory 
Factor Analysis in Applied Psychology: A Critical Review and Analysis. 
Personnel psychology, 39(2), 291-314.  
 
Fornell, C., & Cha, J. (1994). Partial Least Squares. Advanced methods of marketing 
research, 407, 52-78.  
 
Fornell, C., & Larcker, D. F. (1981). Evaluating Structural Equation Models with 
Unobservable Variables and Measurement Error. Journal of Marketing 
Research (JMR), 18(1).  
  271 
Freelon, D. G. (2010). ReCal: Intercoder reliability calculation as a web service. 
International Journal of Internet Science, 5(1), 20-33.  
 
Gable, G. G. (1991). Consultant Engagement for Computer System Selection: A Pro-
Active Client Role in Small Businesses Information & Management, 
20(2), 83-93.  
 
Gable, G. G. (1994). Integrating Case Study and Survey Research Methods: An 
Example in Information Systems. European Journal of Information Systems, 
3(2), 112-126.  
 
Gable, G. G., Sedera, D., & Chan, T. (2008). Re-Conceptualizing Information 
System Success: The IS-Impact Measurement Model. Journal of the 
Association for Information Systems, 9(7), 377-408.  
 
Gabriel, V. A. (2003). Management: Longman. 
 
Gacenga, F., Cater-Steel, A., & Toleman, M. (2010). An International Analysis of IT 
Service Management Benefits and Performance Measurement. Journal of 
Global Information Technology Management, 13(4), 28.  
 
Gallagher, K. P., & Worrell, J. L. (2008). Organizing IT to Promote Agility. 
Information Technology and Management, 9(1), 71-88.  
 
Gallagher, K. P., Xiaoni, Z., & Gallagher, V. C. (2012, 4-7 Jan. 2012). Assimilation 
of Security-Related Policies in U.S. Firms: An Empirical Study of Web 
Assimilation and Related Knowledge as Antecedents. Paper presented at the 
45th Hawaii International Conference onSystem Science (HICSS). 
 
Gallivan, M. J. (2001). Organizational Adoption and Assimilation Of Complex 
Technological Innovations: Development And Application Of A New 
Framework. ACM SIGMIS Database, 32(3), 51-85.  
 
Gartner. (2005). CIOs Reveal Their Issues with IT Governance.   Retrieved 22 
November 2009, from http://lib-
resources.unimelb.edu.au/gartner/research/131800/131820/131820.pdf 
 
Gefen, D., Rigdon, E. E., & Straub, D. (2011). An Update and Extension to SEM 
Guidelines for Administrative and Social Science Research. MIS Quarterly, 
35(2), iii-A7.  
 
Gefen, D., Straub, D., & Boudreau, M. C. (2000). Structural Equation Modeling and 
Regression: Guidelines for Research Practice. Communications of the 
Association for Information Systems, 4(1), 7.  
 
Geisser, S. (1975). The Predictive Sample Reuse Method with Applications. Journal 
of the American Statistical Association, 70(350), 320-328.  
 
  272 
Gelo, O., Braakmann, D., & Benetka, G. (2008). Quantitative and Qualitative 
Research: Beyond the Debate. Integrative Psychological and Behavioral 
Science, 42(3), 266-290.  
 
Gerrard, M. (2010). Defining IT Governance: The Gartner IT Governance 
Demand/Supply Model. Gartner Research.  
 
Gibbs, J., Kraemer, K. L., & Dedrick, J. (2003). Environment and Policy Factors 
Shaping e-Commerce Diffusion: A Cross-country Comparison. The 
Information Society, 19(1), 5-18.  
 
Gomes, R., & Ribeiro, J. (2009). The Main Benefits of COBIT in a High Public 
Educational Institution - A Case Study. Paper presented at the 13th Pacific 
Asia Conference on Information Systems, Hyderabad, India. 
 
Goodhue, D. L., & Straub, D. W. (1991). Security Concerns of System Users: A 
Study of Perceptions of the Adequacy of Security. Information & 
Management, 20(1), 13-27.  
 
Gopalakrishnan, S., & Damanpour, F. (1994). Patterns of Generation and Adoption 
of Innovation in Organizations: Contingency Models of Innovation 
Attributes. Journal of Engineering and Technology Management, 11(2), 95-
116.  
 
Gorsuch, R. L. (1997). Exploratory Factor Analysis: Its Role in Item Analysis. 
Journal of personality assessment, 68(3), 532-560.  
 
Grandon, E., & Pearson, J. M. (2004). E-Commerce Adoption: Perceptions Of 
Managers/Owners Of Small And Medium Sized Firms In Chile. 
Communications of the Association for Information Systems, 13, 81-102.  
 
Grant, R. M. (2002). Contemporary Strategy Analysis: Concepts, Techniques, 
Applications: John Wiley & Sons, Incorporated. 
 
Green, C. W. (2003). Adoption Rationale and Post-Adoption Activity: Institutional 
and Strategic Influences on EDI Adoption and Implementation.  
 
Greene, J. C. (2008). Is Mixed Methods Social Inquiry a Distinctive Methodology? 
Journal of mixed methods research, 2(1), 7-22.  
 
Gregor, S. (2006). The Nature of Theory in Information Systems. MIS Quarterly, 
30(3), 611-642.  
 
Grover, V. (1993). An Empirically Derived Model for the Adoption of Customer-
based Inter-organisational Systems. Decision Sciences, 24(3), 603-639.  
 
Grover, V., & Segars, A. (1996). The Relationship Between Organizational 
Characteristics And Information System Structure: An International Survey. 
International Journal of Information Management, 16(1), 9-25.  
  273 
Gu, V. C., Cao, Q., & Duan, W. (2012). Unified Modeling Language (UML) IT 
Adoption - A Holistic Model of Organizational Capabilities Perspective. 
Decision Support Systems(0).  
 
Guasch, J. L., Racine, J.-L., Garcia, I. S., & Diop, M. (2007). Quality Systems and 
Standards for a Competitive Edge. Washington D.C: World Bank 
Publications. 
 
Guldentops, E., Van Grembergen, W., & De Haes, S. (2002). Control and 
Governance Maturity Survey: Establishing a Reference Benchmark and a 
Self-assessment Tool. Information Systems Control Journal, 6, 32-32.  
 
Hair, J. F., Ringle, C. M., & Sarstedt, M. (2011). PLS-SEM: Indeed A Silver Bullet. 
Journal of Marketing Theory and Practice, 19(2), 139-151.  
 
Hameed, M. A., Counsell, S., & Swift, S. (2012). A Meta-Analysis of Relationships 
Between Organizational Characteristics And IT Innovation Adoption In 
Organizations. Information & Management(0).  
 
Hanson, K. (2012). Delivering health services: incentives and information in supply-
side innovations. Health Systems in Low-and Middle-Income Countries: An 
Economic and Policy Perspective, 103.  
 
Hart, P., & Saunders, C. (1997). Power and Trust: Critical Factors in the Adoption 
and Use of Electronic Data Interchange. Organization Science, 8(1), 23-42.  
 
Hashem, G., & Tann, J. (2007). The Adoption of ISO 9000 Standards Within the 
Egyptian Context: A Diffusion of Innovation Approach. Total Quality 
Management & Business Excellence, 18(6), 631-652.  
 
Hayton, J. C., Allen, D. G., & Scarpello, V. (2004). Factor Retention Decisions in 
Exploratory Factor Analysis: A Tutorial on Parallel Analysis. Organizational 
Research Methods, 7(2), 191-205.  
 
Heera, D., & Chang, V. (2008). Practices and Principles of IT Governance in 
Australian Legal Aid Organizations. Paper presented at the 19th Australasian 
Conference on Information Systems (ACIS), Christchurch, New Zealand. 
 
Helbig, N., Hrdinov, J., & Canestraro, D. (2009). Enterprise IT Governance at the 
State Level: An Emerging Picture. Paper presented at the 10th Annual 
International Conference on Digital Government Research: Social Networks: 
Making Connections between Citizens, Data and Government, Puebla, 
Mexico. 
 
Henderson, D., Sheetz, S. D., & Trinkle, B. S. (2012). The Determinants of Inter-
Organizational and Internal In-House Adoption of XBRL: A Structural 
Equation Model. International Journal of Accounting Information Systems, 
13(2), 109-140.  
 
Henseler, J., Ringle, C., & Sinkovics, R. (2009).  
  274 
The Use of Partial Least Squares Path Modeling In International Marketing. 
Advances in International Marketing (AIM), 20, 277-320.  
 
Henson, R. K., & Roberts, J. K. (2006). Use of Exploratory Factor Analysis in 
Published Research Common Errors and Some Comment On Improved 
Practice. Educational and psychological measurement, 66(3), 393-416.  
 
Heston, K. M., & Phifer, W. (2011). The Multiple Quality Models Paradox: How 
Much ‘Best Practice’ Is Just Enough? Journal of Software Maintenance and 
Evolution: Research and Practice, 23(8), 517-531.  
 
Hicks, M., Pries-Heje, J., Venable, J., Bunker, D., Russo, N., DeGross, J., . . . Perrin, 
B. (2010). A Case Study of Improving Information Technology Governance 
in a University Context Human Benefit through the Diffusion of Information 
Systems Design Science Research (Vol. 318, pp. 89-107): Springer Boston. 
 
Hill, C., Jones, G., & Schilling, M. (2014). Strategic Management: Theory: An 
Integrated Approach: Cengage Learning. 
 
Hinkin, T. R. (1995). A Review of Scale Development Practices in the Study of 
Organizations. Journal of management, 21(5), 967-988.  
 
Hinson, G. (2008). The Financial Implications of Implementing ISO/IEC 27001 & 
27002: A Generic Cost-Benefit Model: IsecT Ltd. 
 
Hirschheim, R., & Newman, M. (1988). Information Systems and User Resistance: 
Theory and Practice. The Computer Journal, 31(5), 398-408.  
 
Hirt, S. G., & Swanson, E. B. (2001). Emergent Maintenance of ERP: New Roles 
and Relationships. Journal of Software Maintenance and Evolution: Research 
and Practice, 13(6), 373-387.  
 
Hochstein, A., Tamm, G., & Brenner, W. (2005). Service-oriented IT Management: 
Benefit, Cost and Success Factors. Paper presented at the 13th European 
Conference on Information Systems (ECIS), Regensburg, Germany. 
 
Hodge, B. J., Anthony, W. P., & Gales, L. M. (2003). Organization Theory: A 
Strategic Approach: Prentice Hall. 
 
Hodge, D. R., & Gillespie, D. F. (2007). Phrase Completion Scales: A Better 
Measurement Approach than Likert Scales? Journal of Social Service 
Research, 33(4), 1-12.  
 
Hone, K., & Eloff, J. H. P. (2002). Information Security Policy -”What Do 
International Information Security Standards Say?". Computers & Security, 
21(5), 402-409.  
 
Horn, J. L. (1965). A Rationale and Test for the Number of Factors in Factor 
Analysis. Psychometrika, 30(2), 179-185.  
  275 
Hovav, A., Hemmert, M., & Kim, Y. J. (2011). Determinants of Internet Standards 
Adoption: The Case of South Korea. Research Policy, 40(2), 253-262.  
 
Hovav, A., Patnayakuni, R., & Schuff, D. (2004). A Model of Internet Standards 
Adoption: The Case Of IPv6. Information Systems Journal, 14(3), 265-294.  
 
Howe, K. R. (1988). Against The Quantitative-Qualitative Incompatibility Thesis or 
Dogmas Die Hard. Educational researcher, 17(8), 10-16.  
 
Hsieh, H. F., & Shannon, S. E. (2005). Three Approaches to Qualitative Content 
Analysis. Qualitative health research, 15(9), 1277-1288.  
 
Hsu, C., Lee, J.-N., & Straub, D. W. (2012). Institutional Influences on Information 
Systems Security Innovations. Information Systems Research.  
 
Hsu, M. (2011). The challenges of implementing the ITIL Problem Management 
process in IT support organisations. (Masters), Victoria University of 
Wellington, Victoria.    
 
Hu, Q., Hart, P., & Cooke, D. (2006). The Role of External Influences on 
Organizational Information Security Practices: An Institutional Perspective. 
Paper presented at the 39th Annual Hawaii International Conference on 
System Sciences (HICSS) Hawaii. 
 
Hu, Q., Hart, P., & Cooke, D. (2007). The Role of External and Internal Influences 
on Information Systems Security - A Neo-Institutional Perspective. The 
Journal of Strategic Information Systems, 16(2), 153-172.  
 
Huntgeburth, J. C., Förderer, J., Ebertin, C., & Veit, D. (2013). How Cloud 
Computing Impacts Stock Market Prices. Paper presented at the 
WIRTSCHAFTSINFORMATIK. 
 
Hurley, A. E., Scandura, T. A., Schriesheim, C. A., Brannick, M. T., Seers, A., 
Vandenberg, R. J., & Williams, L. J. (1997). Exploratory and Confirmatory 
Factor Analysis: Guidelines, Issues, and Alternatives. Journal of 
Organizational Behavior, 18(6), 667-683.  
 
Hurley, R. F., & Hult, G. T. M. (1998). Innovation, Market Orientation, and 
Organizational Learning: An Integration and Empirical Examination. The 
Journal of Marketing, 42-54.  
 
Iden, J., & Langeland, L. (2010). Setting the Stage for a Successful ITIL Adoption: 
A Delphi Study of IT Experts in the Norwegian Armed Forces. Information 
Systems Management, 27(2), 103 - 112.  
 
Ifinedo, P. (2011). Internet/E-Business Technologies Acceptance in Canada's SMEs: 
An Exploratory Investigation. Internet Research, 21(3), 255-281.  
 
  276 
Igbaria, M., Zinatelli, N., Cragg, P., & Cavaye, A. L. M. (1997). Personal Computing 
Acceptance Factors in Small Firms: A Structural Equation Model. MIS 
Quarterly, 279-305.  
 
Ilieva, J., Baron, S., & Healey, N. M. (2002). Online Surveys in Marketing Research: 
Pros and Cons. International Journal of Market Research, 44(3), 361-376.  
 
Illemann, K. (2008). A Business Perspective - Experiences and Viewpoints on the 
ITIL Frameworks and ISO 20000. (Masters), Royal Institute of Technology, 
KTH, Stockholm.    
 
Institute of Directors in Southern Africa. (2002). King Report on Corporate 
Governance for South Africa, 2002. Parktown, South Africa. 
 
Irani, Z., Ghoneim, A., & Love, P. E. D. (2006). Evaluating Cost Taxonomies for 
Information Systems Management. European Journal of Operational 
Research, 173(3), 1103-1122.  
 
ISACA. (2012). COBIT: Framework (5th Edition ed.). Rolling Meadows, IL: 
Information Systems Audit and Control Association,. 
 
Ismail, N. A. (2009). Factors Influencing AIS Effectiveness among Manufacturing 
SMES: Evidence from Malaysia. The Electronic Journal of Information 
Systems in Developing Countries, 38.  
 
ISO. (2005a). ISO/IEC 20000 Benchmarks Provision of IT Service Management.   
Retrieved 14 July, 2010, from 
http://www.iso.org/iso/pressrelease.htm?refid=Ref985 
 
ISO. (2005b). ISO/IEC 27001:2005.   Retrieved 10 June, 2010, from 
http://www.iso.org/iso/catalogue_detail?csnumber=42103 
 
ISO. (2005c). ISO/IEC 27002:2005.   Retrieved 14 July, 2010, from 
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnu
mber=50297 
 
ISO. (2008). ISO/IEC 15504-1:2004.   Retrieved 19 August, 2011, from 
http://www.iso.org/iso/home/store/catalogue_tc/catalogue_detail.htm?csnumb
er=38932 
 
IT Governance Institute. (2003). Board Briefing on IT Governance.   Retrieved 6 
December, 2009, from http://www.isaca.org 
 
IT Governance Institute. (2008a). Aligning CobiT® 4.1, ITIL® V3 and ISO/IEC 
27002 for Business Benefit.   
 
IT Governance Institute. (2008b). IT Governance Global Status Report - 2008.   
Retrieved November 21, 2009, from http://www.itgi.org 
  277 
Ives, B., Hamilton, S., & Davis, G. B. (1980). A Framework for Research in 
Computer-Based Management Information Systems. Management Science, 
26(9), 910.  
 
Jaafar, N. I., & Jordan, E. (2009). Information Technology Governance (ITG) 
Practices and Accountability of Information Technology (IT) Projects - A 
Case Study in a Malaysian Government-Linked Company (GLC). Paper 
presented at the 13th Pacific Asia Conference on Information Systems 
(PACIS), Hyderabad, India. 
 
Jackson, J. H., Morgan, C. P., & Paolillo, J. G. P. (1986). Organization Theory: A 
Macro Perspective for Management: Prentice Hall. 
 
Jacobson, D. D. (2009). Revisiting IT Governance in the Light of Institutional 
Theory. Paper presented at the 42nd Annual Hawaii International Conference 
on System Sciences (HICSS), Hawaii. 
 
Jairak, K., Praneetpolgrang, P., Abd Manaf, A., Zeki, A., Zamani, M., Chuprat, S., & 
El-Qawasmeh, E. (2011). A Holistic Survey of IT Governance in Thai 
Universities through IT Executive Perspectives. Paper presented at the 
International Conference on Informatics Engineering and Information 
Science, Kuala Lumpur, Malaysia. 
 
James, M., & Ratemo, Z. N. (2011). An Assessment of the Impact of Corporate 
Social Responsibility on the Strategic Intent at Standard Chartered Bank 
Kenya Limited.  
 
Jarvenpaa, S. L., & Staples, D. S. (2001). Exploring Perceptions of Organizational 
Ownership of Information and Expertise. Journal of Management 
Information Systems, 18(1), 151-184.  
 
Jensen, M. C., & Meckling, W. H. (1976). Theory of the Firm: Managerial Behavior, 
Agency Costs and Ownership Structure. Journal of financial economics, 3(4), 
305-360.  
 
Jeyaraj, A., Rottman, J. W., & Lacity, M. C. (2006). A Review of the Predictors, 
Linkages, and Biases in IT Innovation Adoption Research. Journal of 
Information Technology, 21(1), 1-23.  
 
JIPDEC. (2013). Information Management Systems Promotion Center.   Retrieved 
28 February, 2011, from http://www.isms.jipdec.or.jp/english/index.html 
 
Johnson, R. B., & Onwuegbuzie, A. J. (2004). Mixed Methods Research: A Research 
Paradigm Whose Time Has Come. Educational researcher, 33(7), 14.  
 
Kammoun, R., & Aouni, B. (2012). ISO 9000 Adoption in Tunisia: Experiences of 
Certified Companies. Total Quality Management & Business Excellence, 1-
16.  
 
  278 
Kast, F. E., & Rosenzweig, J. E. (1985). Organization And Management: A Systems 
And Contingency Approach.  
 
Kayworth, T., & Whitten, D. (2010). Effective Information Security Requires a 
Balance of Social and Technology Factors. MIS Quarterly Executive, 9(3).  
 
Ke, W., & Wei, K. K. (2008). Organizational Culture and Leadership in ERP 
Implementation. Decision Support Systems, 45(2), 208-218.  
 
Keil, M., Tiwana, A., & Bush, A. (2002). Reconciling User and Project Manager 
Perceptions of IT Project Risk: A Delphi Study. Information Systems Journal, 
12(2), 103-119.  
 
Kerlinger, F. N., & Lee, H. B. (2000). Foundations of Behavioral Research: 
Harcourt College Publishers. 
 
Kiesler, S., & Sproull, L. S. (1986). Response Effects in the Electronic Survey. 
Public Opinion Quarterly, 50(3), 402-413.  
 
Kim, N., & Srivastava, R. K. (1998). Managing Intra-organizational Diffusion of 
Technological Innovations. Industrial Marketing Management, 27(3), 229-
246.  
 
Kimberly, J. R. (1976). Organizational Size and the Structuralist Perspective: A 
Review, Critique, and Proposal. Administrative Science Quarterly, 571-597.  
 
Kimberly, J. R. (Ed.). (1981). Managerial Innovation. New York: Oxford University 
Press. 
 
Kimberly, J. R., & Evanisko, M. J. (1981). Organizational Innovation: The Influence 
of Individual, Organizational, and Contextual Factors on Hospital Adoption 
of Technological and Administrative Innovations. The Academy of 
Management Journal, 24(4), 689-713.  
 
King, J. L., Gurbaxani, V., Kraemer, K. L., McFarlan, F. W., Raman, K. S., & Yap, 
C. S. (1994). Institutional Factors in Information Technology Innovation. 
Information Systems Research, 5(2), 139-169.  
 
King, N., & Horrocks, C. (2010). Interviews in Qualitative Research: Sage. 
 
King, W. R., & Teo, T. S. H. (1994). Facilitators and Inhibitors For The Strategic 
Use of Information Technology. Information & Management, 27(2), 71-87.  
 
King, W. R., & Teo, T. S. H. (1996). Key Dimensions of Facilitators and Inhibitors 
for the Stategic Use of Information Technology. Journal of Management 
Information Systems, 12(4), 35-53.  
 
Kingsford, R., Dunn, L., & Cooper, J. (2003). Information Systems, IT Governance 
and Organisational Culture Paper presented at the 14th Australasian 
Conference on Information Systems (ACIS), Perth, Australia. 
  279 
Kirveennummi, M., & Model, O. A. T. (1998). Framework for Barriers to IS-
Related Change: Development and Evaluation of a Theoretical Model. Paper 
presented at the IFIP Working Groups 8.2 And 8.6 Joint Working Conference 
on Information Systems: Current Issues and Future Changes, Helsinki, 
Finland. 
 
Kitchenham, B., Pearl Brereton, O., Budgen, D., Turner, M., Bailey, J., & Linkman, 
S. (2009). Systematic Literature Reviews in Software Engineering–A 
Systematic Literature Review. Information and Software Technology, 51(1), 
7-15.  
 
Kline, T. J., Sulsky, L. M., & Rever-Moriyama, S. D. (2000). Common Method 
Variance and Specification Errors: A Practical Approach to Detection. The 
Journal of Psychology, 134(4), 401-421.  
 
Kostova, T. (1999). Transnational Transfer of Strategic Organizational Practices: A 
Contextual Perspective. The Academy of Management Review, 24(2), 308-
324.  
 
Kostova, T., & Roth, K. (2002). Adoption of an Organizational Practice by 
Subsidiaries of Multinational Corporations: Institutional and Relational 
Effects. The Academy of Management Journal, 45(1), 215-233.  
 
Kotulic, A. G., & Clark, J. G. (2004). Why There Aren't More Information Security 
Research Studies. Information & Management, 41(5), 597-607. 
  
Kouki, R., Poulin, D., & Pellerin, R. (2010). The Impact of Contextual Factors on 
ERP Assimilation: Exploratory Findings from a Developed and a Developing 
Country. Journal of Global Information Technology Management, 13(1), 28-
55.  
 
Kreitner, R. (1986). Management: Houghton Mifflin Company. 
 
Krippendorff, K. (2012). Content Analysis: An Introduction to Its Methodology: 
Sage. 
 
Kuller, P., Vogt, M., Hertweck, D., & Grabowski, M. (2012). IT Service 
Management for Small and Medium-Sized Enterprises: A Domain Specific 
Approach. Journal of Innovation Management in Small & Medium 
Enterprises, 2012(2012), 17pp.  
 
Landis, J. R., & Koch, G. G. (1977). An Application of Hierarchical Kappa-type 
Statistics in the Assessment of Majority Agreement among Multiple 
Observers. Biometrics, 33(2), 363-374. doi: 10.2307/2529786 
 
Landry, M., & Banville, C. (1992). A Disciplined Methodological Pluralism for MIS 
Research. Accounting, Management and Information Technologies, 2(2), 77-
97.  
 
  280 
Lang, M. (2002). The Use of Web-Based International Surveys in Information 
Systems Research.  
 
Lanoue, D. B. (2001). The Role of Big Business in the Economic Integration of Latin 
America. International Journal Organization Theory and Behavior, 4(1-2), 
57-73.  
 
Lapointe, L., & Rivard, S. (2005). A Multilevel Model of Resistance to Information 
Technology Implementation. MIS Quarterly, 29(3), 461-491.  
 
Latif, A. A., Din, M. M., & Ismail, R. (2010, 19-21 March 2010). Challenges in 
Adopting and Integrating ITIL and CMMi in ICT Division of a Public Utility 
Company. Paper presented at the Second International Conference on 
Computer Engineering and Applications (ICCEA). 
 
Lee, C.-H., Lee, J.-H., Park, J.-S., & Jeong, K.-Y. (2008). A Study of the Causal 
Relationship between IT Governance Inhibitors and Its Success in Korea 
Enterprises. Paper presented at the 41st Annual Hawaii International 
Conference on System Sciences, Hawaii. 
 
Lee, J., Lee, C., & Jeong, K. Y. (2008). Governance Inhibitors in IT Strategy and 
Management: An Empirical Study of Korean Enterprises. Global Economic 
Review, 37(1), 1-22.  
 
Leidner, D. E., & Kayworth, T. (2006). A Review of Culture in Information Systems 
Research: Toward a Theory of Information Technology Culture Conflict. MIS 
Quarterly, 30(2), 357-399.  
 
Letsoalo, K., Brown, I., & Njenga, K. N. (2006). Investigation of Enablers and 
Inhibitors of IT Governance Implementation: A Case Study of a South African 
Enterprise. Paper presented at the ITG International Conference. 
 
Levitt, H. J. (1965). Applied Organizational Change in Industry: Structural, 
Technological, and Humanistic Approach. Handbook of Organizations, 1144-
1170.  
 
Liang, H., Saraf, N., Hu, Q., & Xue, Y. (2007). Assimilation of Enterprise Systems: 
The Effect of Institutional Pressures and the Mediating Role of Top 
Management. Management Information Systems Quarterly, 31(1), 6.  
 
Lincoln, Y. S., & Guba, E. G. (1985). Naturalistic Inquiry: Sage Publications, Inc. 
 
Lincoln, Y. S., Lynham, S. A., & Guba, E. G. (2011). Paradigmatic Controversies, 
Contradictions, and Emerging Confluences, Revisited. USA: SAGE 
Publications, Inc. 
 
Lissitz, R. W., & Green, S. B. (1975). Effect of the Number of Scale Points on 
Reliability: A Monte Carlo Approach. Journal of Applied Psychology, 60(1), 
10.  
  281 
Lombard, M., Snyder-Duch, J., & Bracken, C. C. (2004). Practical Resources for 
Assessing and Reporting Intercoder Reliability in Content Analysis Research 
Projects. http://astro.temple.edu/~lombard/reliability/index_print.html 
 
Looi, H. C. (2005). E-commerce Adoption in Brunei Darussalam: A Quantitative 
Analysis of Factors Influencing its Adoption. Communications of the 
Association for Information Systems, 15, 61-81.  
 
Looso, S. (2010). Towards a Structured Application of IT Governance Best Practice 
Reference Models. Paper presented at the 16th Americas' Conference on 
Information Systems (AMCIS), Lima, Peru. 
 
Looso, S., & Goeken, M. (2010). Application of Best Practice Reference Models of 
IT Governance. Paper presented at the 18th European Conference on 
Information Systems (ECIS), Pretoria, South Africa. 
 
Love, P. E., Irani, Z., & Fulford, R. (2003). Understanding IT Costs: An Exploratory 
Study using the Structured Case Method. Paper presented at the PACIS. 
 
Low, C., Chen, Y., & Wu, M. (2011). Understanding the Determinants of Cloud 
Computing Adoption. Industrial Management & Data Systems, 111(7), 1006-
1023.  
 
Luftman, J., Papp, R., & Brier, T. (1999). Enablers and Inhibitors of Business-IT 
Alignment. Communications of the Association for Information Systems, 
1(3es).  
 
Luftman, J. N. (1996). Competing in the Information Age: Strategic Alignment in 
Practice: Oxford University Press, USA. 
 
Lutz, S., Lyon, T., & Maxwell, J. (1998). Strategic Quality Choice with Minimum 
Quality Standards. Discussion Paper. Centre for Economic Policy Research, 
London.  
 
Ma, Q., & Pearson, J. M. (2005). ISO 17799:" Best Practices" in Information 
Security Management? Communications of the Association for Information 
Systems, 15(1), 32.  
 
Magd, H. A. E. (2008). ISO 9001:2000 in the Egyptian Manufacturing Sector: 
Perceptions and Perspectives. The International Journal of Quality & 
Reliability Management, 25, 173-200. doi: 10.1108/02656710810846934 
 
Mahoney, J. T. (1992). The Adoption of the Multidivisional Form of Organization: A 
Contingency Model. Journal of Management Studies, 29(1), 49-72.  
 
Malhotra, N. K., Kim, S. S., & Patil, A. (2006). Common Method Variance In IS 
Research: A Comparison of Alternative Approaches and a Reanalysis of Past 
Research. Management Science, 52(12), 1865-1883.  
 
MAMPU. (2011). 2011 Annual Report. 
  282 
MAMPU. (2012). 2012  Annual Report. 
 
Markus, M. L. (1983). Power, politics, and MIS implementation. Communications of 
the ACM, 26(6), 430-444.  
 
Markus, M. L., Axline, S., Petrie, D., & Tanis, S. C. (2000). Learning from Adopters' 
Experiences with ERP: Problems Encountered and Success Achieved. 
Journal of Information Technology, 15(4), 245-265.  
 
Marrone, M. (2010). ITIL and the Creation of Benefits: An Empirical Study on 
Benefits, Challenges and Processes. Paper presented at the 18th European 
Conference on Information Systems, Pretoria, South Africa. 
 
Marrone, M., Hoffmann, L., & Kolbe, L. M. (2010). IT Executives’ Perception of 
CobiT: Satisfaction, Business-IT Alignment and Benefits. Paper presented at 
the 16th Americas' Conference on Information Systems (AMCIS), Lima, 
Peru. 
 
Marrone, M., & Kolbe, L. M. (2010a). Providing More than Just Operational 
Benefits: An Empirical Research. Paper presented at the Multikonferenz 
Wirtschaftsinformatik, Göttingen. 
 
Marrone, M., & Kolbe, L. M. (2010b). Uncovering ITIL Claims: IT Executives’ 
Perception on Benefits and Business-IT Alignment. Information Systems and 
E-Business Management, 1-18.  
 
Marrone, M., & Kolbe, L. M. (2011). Impact of IT Service Management Frameworks 
on the IT Organization. Business & Information Systems Engineering, 1-14.  
 
Maxwell, J., & Decker, C. (1998). Voluntary Environmental Investment and 
Regulatory Flexibility. Working Paper. Kelley School of Business,. Indiana 
University.  
 
Maxwell, J. W., Lyon, T. P., & Hackett, S. C. (2000). Self-Regulation and Social 
Welfare: The Political Economy of Corporate Environmentalism*. The 
Journal of Law and Economics, 43(2), 583-618.  
 
Mayring, P. (2000). Qualitative Content Analysis.  Retrieved May 1 2010 
http://www.qualitative-research.net/fqs-texte/2-00/02-00mayring-e.htm 
 
McNaughton, B., Ray, P., & Lewis, L. (2010). Designing an Evaluation Framework 
for IT Service Management. Information & Management, 47(4), 219-225.  
 
Mehravani, S., Hajiheydari, N., & Haghighinasab, M. (2011). ITIL Adoption Model 
based on TAM. International Proceedings of  Economics Development and 
Research, 5(1), 33-37.  
 
Meyer, J. W., & Rowan, B. (1977). Institutionalized Organizations: Formal Structure 
as Myth and Ceremony. The American journal of sociology, 83(2), 340-363.  
  283 
Miles, M. B., & Huberman, A. M. (1994). Qualitative Data Analysis: An Expanded 
Sourcebook: Sage Publications, Incorporated. 
 
Mingers, J. (2001). Combining Is Research Methods: Towards a Pluralist 
Methodology. Information Systems Research, 12(3), 240-259.  
Ministry of Health. (2011). 2011 Annual Report. 
 
Mishra, A. N., Konana, P., & Barua, A. (2007). Antecedents and Consequences of 
Internet Use in Procurement: An Empirical Investigation of US 
Manufacturing Firms. Information Systems Research, 18(1), 103.  
 
Mohamed, N., & Singh, J. K. A. P. G. (2012). A Conceptual Framework for 
Information Technology Governance Effectiveness in Private Organizations. 
Information Management & Computer Security, 20(2), 3-3.  
 
Moore, G. C., & Benbasat, I. (1991). Development of an Instrument to Measure the 
Perceptions of Adopting an Information Technology Innovation. Information 
Systems Research, 2(3), 192-222.  
 
Morgan, D. L. (1998). Practical Strategies for Combining Qualitative and 
Quantitative Methods: Applications to Health Research. Qualitative health 
research, 8(3), 362-376.  
 
Muller, F. (1994). Societal Effect, Organisational Effect and Globalisation. 
Organizational Studies, 15(3), 407-428.  
 
Müller, S. D., Mathiassen, L., & Balshøj, H. H. (2010). Software Process 
Improvement as Organizational Change: A Metaphorical Analysis of the 
Literature. Journal of Systems and Software, 83(11), 2128-2146.  
 
Neale, L., Murphy, J., & Scharl, A. (2006). Comparing the Diffusion of Online 
Service Recovery in Small and Large Organizations. Journal of Marketing 
Communications, 12(3), 165-181.  
 
Nelson, M. L., & Shaw, M. J. (2003). The Adoption and Diffusion Of 
Interorganizational System Standards And Process Innovations. Paper 
presented at the Workshop on Standard Making: A Critical Research Frontier 
for Information Systems, Seattle, WA.  
 
Neubauer, T., Ekelhart, A., & Fenz, S. (2008). Interactive Selection of ISO 27001 
Controls under Multiple Objectives. Paper presented at the IFIP 20 World 
Computer Congress, IFIP SEC'08, Milano, Italy. 
 
Niazi, M. (2009). Software Process Improvement Implementation: Avoiding Critical 
Barriers. CrossTalk, 22(1), 24-27.  
 
Niazi, M., Babar, M. A., & Verner, J. M. (2010). Software Process Improvement 
barriers: A cross-cultural comparison. Information and Software Technology, 
52(11), 1204-1216. doi: 10.1016/j.infsof.2010.06.005 
  284 
Nord, W. R., & Tucker, S. (1987). Implementing Routine and Radical Innovations. 
Lexington, MA: Lexington Books  
 
Nunnally, J., & Bernstein, I. (1994). Psychological Theory: New York: McGraw-
Hill. 
 
Nunnally, J. C., Bernstein, I. H., & Berge, J. M. F. (1967). Psychometric Theory: 
McGraw-Hill New York. 
 
Nystrom, P. C., Ramamurthy, K., & Wilson, A. L. (2002). Organizational Context, 
Climate and Innovativeness: Adoption of Imaging Technology. Journal of 
Engineering and Technology Management, 19(3-4), 221-247.  
 
O'Dell, C., & Grayson, C. J. (1998). If Only We Knew What We Know: 
Identification and Transfer of Internal Best Practices. California management 
review, 40(3), 154-174.  
 
O’Connor, B. P. (2000). SPSS and SAS Programs for Determining the Number of 
Components Using Parallel Analysis and Velicer’s MAP Test. Behavior 
Research Methods, Instruments, & Computers, 32(3), 396-402.  
 
O’Connor, R. V., & Coleman, G. (2007). An Investigation of Barriers to the 
Adoption of Software Process Best Practice Models. Paper presented at the 
18th Australasian Conference on Information Systems (ACIS), Toowoomba, 
Australia. 
 
OECD - Social Policy Division - Directorate of Employment, L. a. S. A. (2013). 
OECD Family database.   Retrieved 9th January, 2012, from 
http://www.oecd.org/els/soc/LMF1.6%20Gender%20differences%20in%20e
mployment%20outcomes%20-%20updated%20290713.pdf 
 
Office of Government Commerce. (2010). ITIL.   Retrieved 14 July, 2010, from 
http://www.ogc.gov.uk/guidance_itil.asp 
 
Okoli, C., & Schabram, K. (2010). A Guide to Conducting a Systematic Literature 
Review of Information Systems Research. 10(6).  
 
Oliveira, T., & Martins, M. F. (2010). Understanding E-Business Adoption across 
Industries in European Countries. Industrial Management & Data Systems, 
110(9), 1337-1354.  
 
Oliveira, T., & Martins, M. F. (2011). Literature Review of Information Technology 
Adoption Models at Firm Level. The Electronic Journal Information Systems 
Evaluation, 14(1), 110-121.  
 
Oppermann, M. (1995). E-mail surveys: Potentials and Pitfalls. Marketing research, 
7(3), 29-33.  
 
Oreg, S. (2003). Resistance to Change: Developing an Individual Differences 
Measure. Journal of Applied Psychology, 88(4), 680.  
  285 
Organisation for Economic Co-operation and Development. (2004). OECD 
Principles of Corporate Governance.   
 
Orlikowski, W. J., & Baroudi, J. J. (1991). Studying Information Technology in 
Organizations: Research Approaches and Assumptions. Information Systems 
Research, 2(1), 1-28.  
 
Othman, M. F. I., Chan, T., & Foo, E. (2011). IT Governance Adoption in Malaysia: 
A Preliminary Investigation. Paper presented at the 22nd Australasian 
Conference on Information Systems (ACIS), Sydney, Australia. 
 
Othman, M. F. I., Chan, T., & Timbrell, G. (2010). Barriers to Information 
Technology Governance Adoption: A Preliminary Empirical Investigation. 
Paper presented at the 15th IBIMA Conference on Knowledge Management 
and Innovation: A Business Competitive Edge Perspective, Cairo, Egypt. 
 
Oud, E. J. (2005). The Value to IT of Using International Standards. Information 
Systems Control Journal, 3, 35-39.  
 
Pallant, J. (2010). SPSS Survival Manual: A Step By Step Guide to Data Analysis 
Using SPSS: Open University Press. 
 
Palmer, J. W., & Markus, M. L. (2000). The Performance Impacts of Quick 
Response and Strategic Alignment in Specialty Retailing. Information 
Systems Research, 11(3), 241-259.  
 
Patil, V. H., Singh, S. N., Mishra, S., & Todd Donavan, D. (2008). Efficient Theory 
Development and Factor Retention Criteria: Abandon the ‘Eigenvalue 
Greater Than One’ criterion. Journal of Business Research, 61(2), 162-170.  
 
Patrick Bolger, & Ken Turbitt. (2009). ITIL: State of the Nation 2009 - International 
Survey on ITIL Adoption. 
 
Patton, M. Q. (1990). Qualitative Evaluation and Research Methods (2nd ed.). 
Newbury Park, CA: Sage Publications. 
 
Pedersen, K., KrÃ¦mmergaard, P., Lynge, B. C., & Schou, C. D. (2010). ITIL 
Implementation: Critical Success Factors A Comparative Case Study using 
the BPC Framework. Journal of Information Technology Case and 
Application Research, 12(2), 11-35.  
 
Pereira, R., & da Silva, M. M. (2012). A Literature Review: Guidelines and 
Contingency Factors for IT Governance. Paper presented at the European, 
Mediterranean & Middle Eastern Conference on Information Systems 
(EMCIS), Munich, Germany. 
 
Pervan, G., & Phua, R. (1997). A Survey of the State Of Executive Information 
Systems in Large Australian Organisations. Australian Computer Journal, 
29(2), 64-73.  
  286 
Peteraf, M. A. (1993). The Cornerstones of Competitive Advantage: A 
Resource‐Based View. Strategic Management Journal, 14(3), 179-191.  
 
Peterson, R. (2004). Crafting Information Technology Governance. Information 
Systems Management, 21(4), 7 - 22.  
 
Peterson, R. R., & Fairchild, A. M. (2003). Exploring the Impact of Electronic 
Business Readiness on Leadership Capabilities in Information Technology 
Governance. Paper presented at the 36th Annual Hawaii International 
Conference on System Sciences (HICSS). 
 
Peterson, R. R., O'Callaghan, R., & Ribbers, P. (2000). Information Technology 
Governance by Design: Investigating Hybrid Configurations and Integration 
Mechanisms. Paper presented at the 21st International Conference on 
Information Systems (ICIS). 
 
Pino, F. J., García, F., & Piattini, M. (2008). Software Process Improvement in Small 
and Medium Software Enterprises: A Systematic Review. Software Quality 
Journal, 16(2), 237-261.  
 
Pinsonneault, A., & Kraemer, K. L. (1993). Survey Research Methodology in 
Management Information Systems: An Assessment. Journal of Management 
Information Systems, 75-105.  
 
Podsakoff, P. M., MacKenzie, S. B., Lee, J.-Y., & Podsakoff, N. P. (2003). Common 
Method Biases in Behavioral Research: A Critical Review of the Literature 
and Recommended Remedies. Journal of Applied Psychology, 88(5), 879-
903.  
 
Podsakoff, P. M., & Organ, D. W. (1986). Self-Reports In Organizational Research: 
Problems and Prospects. Journal of management, 12(4), 531-544.  
 
Podsakoff, P. M., Todor, W. D., Grover, R. A., & Huber, V. L. (1984). Situational 
Moderators of Leader Reward and Punishment Behaviors: Fact or Fiction? 
Organizational behavior and human performance, 34(1), 21-63.  
 
Pollard, C., & Cater-Steel, A. (2009). Justifications, Strategies, and Critical Success 
Factors in Successful ITIL Implementations in U.S. and Australian 
Companies: An Exploratory Study. Information Systems Management, 26(2), 
164 - 175.  
 
Premkumar, G., & Michael, P. (1995). Adoption of Computer Aided Software 
Engineering (CASE) Technology: An Innovation Adoption Perspective. 
SIGMIS Database, 26(2-3), 105-124. doi: 10.1145/217278.217291 
 
Premkumar, G., Ramamurthy, K., & Nilakanta, S. (1994). Implementation of 
Electronic Data Interchange: An Innovation Diffusion Perspective. Journal of 
Management Information Systems, 157-186.  
 
  287 
Premkumar, G., & Roberts, M. (1999). Adoption of New Information Technologies 
in Rural Small Businesses. Omega, 27(4), 467-484.  
 
Proton. (2011). 2011 - Annual Report. 
 
Przechlewski, T., & Strzała, K. (2010). Determinants of Open Source Software 
Adoption – An Application of TOE Framework. In G. A. Papadopoulos, W. 
Wojtkowski, G. Wojtkowski, S. Wrycza & J. e. Zupancic (Eds.), Information 
Systems Development (pp. 461-469): Springer US. 
 
Pudjianto, B., Zo, H., Ciganek, A. P., & Rho, J. J. (2011). Determinants of E-
Government Assimilation in Indonesia: An Empirical Investigation Using a 
TOE Framework. Asia Pacific Journal of Information Systems, 21(1).  
 
Putrajaya Committee on GLC High Performance (PJC). (2006). Catalyzing GLC 
Transformation to Advance Malaysia’s Development: GLC Transformation 
Scorecard and Update.   Retrieved 1st May, 2012, from 
http://www.pcg.gov.my/PDF/SCORECARD_BINDER.pdf. 
 
PwC & ITGI. (2007). New Thought Leadership on IT Governance in Practice: 
Insight from Leading CIOs.   Retrieved December 6, 2009, from 
http://www.isaca.org/ 
 
Rahman, M. N. A., Rahim, M. M., Seyal, A. H., & Mohamed, H. A. Y. H. A. (1999). 
Interpersonal Skill Requirements for Fresh Computer Programmers: 
Expectation of Brunei-Based Organisations. Malaysian Journal of Computer 
Science, 12(2), 10-18.  
 
Rai, A., & Bajwa, D. S. (1997). An Empirical Investigation into Factors Relating to 
the Adoption of Executive Information Systems: An Analysis of EIS for 
Collaboration and Decision Support. Decision Sciences, 28(4), 939-974.  
 
Ramamurthy, K., & Premkumar, G. (1995). Determinants and Outcomes of 
Electronic Data Interchange Diffusion. IEEE Transactions on Engineering 
Management, 42(4), 332-351.  
 
Ransbotham, S., & Mitra, S. (2009). Choice and Chance: A Conceptual Model of 
Paths to Information Security Compromise. Information Systems Research, 
20(1), 121-139.  
 
Raup-Kounovsky, A., Hrdinov, J., Canestraro, D. S., & Pardo, T. A. (2009). Public 
Sector IT Governance: From Frameworks to Action. Paper presented at the 
3rd International Conference on Theory and Practice of Electronic 
Governance, Bogota, Colombia. 
 
Ravichandran, T. (2000). Swiftness and Intensity of Administrative Innovation 
Adoption: An Empirical Study of TQM in Information Systems. Decision 
Sciences, 31(3), 691-724.  
 
  288 
Ravichandran, T., & Rai, A. (2000). Quality Management in Systems Development: 
An Organizational System Perspective. MIS Quarterly, 24(3), 381-415.  
 
Reardon, J. L., & Davidson, E. (2007). An Organizational Learning Perspective on 
the Assimilation of Electronic Medical Records among Small Physician 
Practices. European Journal of Information Systems, 16(6), 681-694. 
  
Recker, J. C., & Rosemann, M. (2010). A Measurement Instrument for Process 
Modeling Research: Development, Test and Procedural Model. Scandinavian 
Journal of Information Systems, 22(2), 3-30.  
 
Ridenour, C. S., & Newman, I. (2008). Mixed Methods Research: Exploring the 
Interactive Continuum: SIU Press. 
 
Ridley, G., Young, J., & Carroll, P. (2004). COBIT and Its Utilization: A Framework 
from the Literature. Paper presented at the 37th Annual Hawaii International 
Conference on System Sciences (HICSS), Hawaii. 
 
Roberts, T. L., Leigh, W., Purvis, R. L., & Parzinger, M. J. (2001). Utilizing 
Knowledge Links in the Implementation of System Development 
Methodologies. Information and Software Technology, 43(11), 635-640.  
 
Rogers, E. M. (1983). Diffusion of Innovations. New York, NY: Free Press. 
 
Rogers, E. M. (1995). Diffusion of Innovations (4th ed.). New York, NY: Free Press. 
 
Roldán, J. L., & Sánchez-Franco, M. J. (2012). Variance-Based Structural Equation 
Modeling: Guidelines for Using Partial Least Squares in Information Systems 
Research Research methodologies, innovations and philosophies in software 
systems engineering and information systems (pp. 193-221): IGI Global. 
 
Rothman, J. (1974). Planning and Organizing For Social Change: Action Principles 
from Social Science Research: Columbia University Press New York. 
 
Roy, R., & Potter, S. (1990). Managing Design Projects In Small and Medium-Sized 
Firms. Technology Analysis & Strategic Management, 2(3), 321-336.  
 
Rummel, R. J. (1988). Applied Factor Analysis: Northwestern University Press. 
 
Sahibudin, S., Sharifi, M., & Ayat, M. (2008, 13-15 May 2008). Combining ITIL, 
COBIT and ISO/IEC 27002 in Order to Design a Comprehensive IT 
Framework in Organizations. Paper presented at the 2nd Asia International 
Conference on Modeling & Simulation (AICMS 08)  
 
Saint-Germain, R. (2005). Information Security Management Best Practice Based on 
ISO/IEC 17799. Information Management Journal, 39(4), 60.  
 
Salmeron, J. L., & Bueno, S. (2006). An Information Technologies and Information 
Systems Industry-based Classification in Small and Medium-sized 
  289 
Enterprises: An Institutional View. European Journal of Operational 
Research, 173(3), 1012-1025.  
 
Sambamurthy, V., & Zmud, R. W. (1999). Arrangements for Information 
Technology Governance: A Theory of Multiple Contingencies. MIS 
Quarterly, 23(2), 261-290.  
 
Samuwai, J., Prasad, A., Green, P., & Heales, J. (2012). Towards an Effective 
Structure of IT Governance for Organizations in Developing Economies. 
Paper presented at the Americas' Conference on Information System 
(AMCIS). 
 
Sánchez, L. E., Parra, A. S. O., Rosado, D. G., & Piattini, M. (2009). Managing 
Security and its Maturity in Small and Medium-sized Enterprises. Journal of 
Universal Computer Science, 15(15), 3038-3058.  
 
Schilling, J. (2006). On The Pragmatics of Qualitative Assessment: Designing the 
Process for Content Analysis. European Journal of Psychological 
Assessment, 22(1), 28.  
 
Schneider, M. (2007). Do Attributes of Innovative Administrative Practices 
Influence Their Adoption?: An Exploratory Study of US Local Government. 
Public Performance & Management Review, 30(4), 598-622.  
 
Schwab, D. P. (1980). Construct Validity in Organizational Behavior. Research in 
organizational behavior, 2(1), 3-43.  
 
Schwarz, A., & Hirschheim, R. (2003). An Extended Platform Logic Perspective of 
IT Governance: Managing Perceptions and Activities of IT. The Journal of 
Strategic Information Systems, 12(2), 129-166.  
 
Scott, W. R. (2001). Institutions and Organizations. Thousand Oaks, California: 
Sage Publications. 
 
Sedera, D., Gable, G. G., & Chan, T. (2003). Measuring Enterprise Systems Success: 
A Preliminary Model. Paper presented at the Americas' Conference on 
Information Systems (AMCIS). 
 
Sedera, D., Gable, G. G., & Chan, T. (2003). Survey Design: Insights from a Public 
Sector-ERP Success Study. Paper presented at the Pacific Asia Conference on 
Information Systems (PACIS). 
 
Sedera, W., Gable, G., Rosemann, M., & Smyth, R. (2004). A Success Model for 
Business Process Modeling: Findings from a Multiple Case Study. Pacific 
Asia Conference on Information Systems (PACIS), 38.  
 
Segars, A. H., & Grover, V. (1998). Strategic Information Systems Planning 
Success: An Investigation of the Construct and Its Measurement. MIS 
Quarterly, 22(2), 139-163.  
  290 
Senior Scholar Consortium. (2011). Senior Scholars’ Basket of Journals. Association 
for Information Systems (AIS), available online at http://ais.site-
ym.com/?SeniorScholarBasket.  Retrieved August 14, 2009, from 
http://ais.site-ym.com/?SeniorScholarBasket 
 
Shang, S. S. C., & Lin, S. F. (2010). Barriers to Implementing ITIL-A Multi-Case 
Study on the Service-based Industry. Contemporary Management Research, 
6(1), 53-70.  
 
Sharifi, M., Ayat, M., Rahman, A. A., & Sahibudin, S. (2008, 26-28 Aug. 2008). 
Lessons Learned In ITIL Implementation Failure. Paper presented at the 
International Symposium on Information Technology (ITSim 2008). 
 
Sharma, R., Yetton, P., & Crawford, J. (2009). Estimating the Effect of Common 
Method Variance: The Method--Method Pair Technique with an Illustration 
from TAM Research. MIS Quarterly, 33(3).  
 
Shaughnessy, J. J., & Zechmeister, E. B. (1985). Research Methods in Psychology: 
Alfred A. Knopf. 
 
Shell. (2013). 2013 Annual Report. 
 
Sia, C.-L., Teo, H.-H., Tan, B. C. Y., & Wei, K.-K. (2004). Effects of Environmental 
Uncertainty on Organizational Intention to Adopt Distributed Work 
Arrangements. IEEE Transactions on Engineering Management, 51(3), 253-
267.  
 
Siddiquee, N. A. (2005). Public Accountability in Malaysia: Challenges and Critical 
Concerns. International Journal of Public Administration, 28(1), 107-129.  
 
Silva, L., & Figueroa, B. (2002). Institutional Intervention and the Expansion of 
ICTs in Latin America. Information Technology & People, 15(1), 8-25.  
 
Sime Darby. (2013). 2013 Annual Report. 
 
Simonsson, M., & Johnson, P. (2006). Defining IT Governance-A Consolidation Of 
Literature. Paper presented at the International Conference on Advanced 
Information Systems Engineering (CAiSE), Luxembourg. 
 
Siponen, M., & Willison, R. (2007). A Critical Assessment Of IS Security Research 
between 1990-2004. Paper presented at the 15th European Conference on 
Information Systems (ECIS), St. Gallen, Switzerland. 
 
SIRIM QAS International. (2010). Malaysian Certified (online database).  Retrieved 
28 May http://www.malaysiancertified.com.my/default.asp 
 
Sivo, S. A., Saunders, C., Chang, Q., & Jiang, J. J. (2006). How Low Should You 
Go? Low Response Rates and the Validity of Inference in IS Questionnaire 
Research. Journal of the Association for Information Systems, 7(6), 351-414.  
  291 
Skowronski, J. J., & Carlston, D. E. (1987). Social Judgment and Social Memory: 
The Role of Cue Diagnosticity in Negativity, Positivity, and Extremity 
Biases. Journal of personality and social psychology, 52(4), 689.  
 
Smith, H. W. (1975). Strategies of Social Research: The Methodological 
Imagination: Prentice-Hall Englewood Cliffs, NJ. 
 
Smith, M. A., & Leigh, B. (1997). Virtual Subjects: Using the Internet as an 
Alternative Source of Subjects and Research Environment. Behavior 
Research Methods, Instruments, & Computers, 29(4), 496-505.  
 
Smith, S., Winchester, D., Bunker, D., & Jaimeson, R. (2010). Circuits of Power: A 
Study of Mandated Compliance to an Information Systems Security De Jure 
Standard in a Government Organization MIS Quarterly, 34(3), 463-486.  
 
Sohal, A. S., & Fitzpatrick, P. (2002). IT Governance and Management in Large 
Australian Organisations. International Journal of Production Economics, 
75(1-2), 97-112.  
 
Somers, T. M., & Nelson, K. G. (2004). A Taxonomy of Players and Activities 
across the ERP Project Life Cycle. Information & Management, 41(3), 257-
278.  
 
Spafford, G. (2003). The Benefits of Standard IT Governance Frameworks.   
Retrieved 22 April, 2010, from 
http://itmanagement.earthweb.com/netsys/article.php/2195051 
 
Spremic, M., Zmirak, Z., & Kraljevic, K. (2008a). Evolving IT Governance Model-
Research Study on Croatian Large Companies. WSEAS Transactions on 
Business and Economics, 5, 244-253.  
 
Spremic, M., Zmirak, Z., & Kraljevic, K. (2008b, 23-26 June 2008). IT and Business 
Process Performance Management: Case Study of ITIL Implementation in 
Finance Service Industry. Paper presented at the 30th International 
Conference on Information Technology Interfaces, 2008. ITI 2008. . 
 
Standing, C., Sims, I., & Love, P. (2009). IT Non-Conformity in Institutional 
Environments: E-Marketplace Adoption in the Government Sector. 
Information & Management, 46(2), 138-149.  
 
Staples, M., Niazi, M., Jeffery, R., Abrahams, A., Byatt, P., & Murphy, R. (2007). 
An Exploratory Study of Why Organizations Do Not Adopt CMMI. Journal 
of Systems and Software, 80(6), 883-895.  
 
Stemler, S. (2001). An Overview of Content Analysis. Practical Assessment, 
Research & Evaluation, 7(17).  
 
Straub, D., Boudreau, M. C., & Gefen, D. (2004). Validation Guidelines for IS 
Positivist Research. Communications of the Association for Information 
Systems, 13(1), 24.  
  292 
Straub, D., Goodman, S., & Baskerville, R. (2008). Framing Of Information Security 
Policies and Practices. Information Security Policies, Processes, and 
Practices, 5-12.  
 
Straub, D., Keil, M., & Brenner, W. (1997). Testing the Technology Acceptance 
Model Across Cultures: A Three Country Study. Information & Management, 
33(1), 1-11.  
 
Straub, D. W. (1989). Validating Instruments in MIS Research. MIS Quarterly, 
13(2), 147-169.  
 
Straub, D. W. (2009). Creating Blue Oceans of Thought Via Highly Citable Articles. 
MIS Quarterly, 33(4), iii-vii.  
 
Straub, D. W., Loch, K. D., & Hill, C. E. (2003). Transfer of Information 
Technology to the Arab World: A Test of Cultural Influence Modeling 
Advanced topics in global information management (pp. 141-172): IGI 
Publishing. 
 
Subramanian, A., & Nilakanta, S. (1996). Organizational Innovativeness: Exploring 
the Relationship between Organizational Determinants of Innovation, Types 
Of Innovations, And Measures of Organizational Performance. Omega, 
24(6), 631-647.  
 
Sulaiman, H., & Wickramasinghe, N. (2012). Assimilation of Healthcare Information 
Systems (HIS): An Analysis and Critique. Critical Issues for the 
Development of Sustainable E-health Solutions, 49-70.  
 
Sultan, F., & Chan, L. (2000). The Adoption of New Technology: The Case of 
Object-Oriented Computing In Software Companies. IEEE Transactions on 
Engineering Management, 47(1), 106-126.  
 
Swan, J. A., & Newell, S. (1995). The Role of Professional Associations in 
Technology Diffusion. Organization studies, 16(5), 847.  
 
Swanson, E. B. (1994). Information Systems Innovation among Organizations. 
Management Science, 40(9), 1069-1092.  
 
Symons, C. (2005). IT Governance Framework: Structures, Processes And 
Communication. Forrester Best Practices March, 29, 2005.  
 
Tabachnick, B. G., & Fidell, L. S. (2012). Using Multivariate Statistics: Pearson 
Education, Limited. 
 
Talaq, J., & Ahmed, P. K. (2003). The Role and Importance Of Motivation In TQM 
Success. International Journal of Management and Decision Making, 4(2), 
272-286.  
 
Tapaninen, A., Seppanen, M., & Makinen, S. (2009). Characteristics of Innovation: 
A Customer-centric View of Barriers to the Adoption of a Renewable Energy 
  293 
System. International Journal of Agile Systems and Management, 4(1), 98-
113.  
 
Tashakkori, A., & Teddlie, C. (2003). Handbook of Mixed Methods in Social & 
Behavioral Research. Thousand Oaks, California: Sage Publications Inc. 
 
Tashakkori, A., & Teddlie, C. (2010). Sage Handbook of Mixed Methods in Social & 
Behavioral Research: SAGE Publications, Incorporated. 
 
Tatum, C. (1989). Organizing To Increase Innovation in Construction Firms. Journal 
of construction engineering and management, 115(4), 602-617.  
 
Telekom Malaysia. (2012). 2012 Annual Report. 
 
Tellis, W. (1997). Introduction to case study. The Qualitative Report, 3(2).  
 
Temme, D., Kreis, H., & Hildebrandt, L. (2010). A Comparison of Current PLS Path 
Modeling Software: Features, Ease-of-Use, and Performance Handbook of 
Partial Least Squares (pp. 737-756): Springer. 
 
Teo, T. S. H., Ranganathan, C., & Dhaliwal, J. (2006). Key Dimensions of Inhibitors 
for the Deployment of Web-Based Business-to-Business Electronic 
Commerce. IEEE Transactions on Engineering Management, 53(3), 395-411.  
 
Teo, T. S. H., & Tan, M. (1998). An Empirical Study of Adopters and Non-adopters 
of the Internet in Singapore. Information & Management, 34(6), 339-345.  
 
Teo, W. L., & Tan, K. S. (2010). Adoption of Information Technology Governance 
in the Electronics Manufacturing Sector In Malaysia. Enterprise IT 
Governance, Business Value and Performance Measurement, 41.  
 
The Committee on the Financial Aspects of Corporate Governance. (1992). Report of 
the Committee on the Financial Aspects of Corporate Governance.   
 
Thomas, J. W. (2010). IT Standards Adoption and Diffusion Models Data-Exchange 
Standards and International Organizations: Adoption and Diffusion (pp. 37-
61): IGI Global. 
 
Thompson, B. (2004). Exploratory and Confirmatory Factor Analysis: 
Understanding Concepts and Applications: American Psychological 
Association. 
 
Thompson, B., & Daniel, L. G. (1996). Factor Analytic Evidence for the Construct 
Validity of Scores: A Historical Overview and Some Guidelines. Educational 
and psychological measurement, 56(2), 197-208.  
 
Thong, J. Y. L. (1999). An Integrated Model of Information Systems Adoption in 
Small Businesses. Journal of Management Information Systems, 15(4), 214.  
 
  294 
Thong, J. Y. L. (2001). Resource Constraints and Information Systems 
Implementation in Singaporean Small Businesses. Omega, 29(2), 143-156.  
 
Thong, J. Y. L., & Yap, C.-S. (1994). Engagement of External Expertise in 
Information Systems Implementation. Journal of Management Information 
Systems, 11(2), 209-231.  
 
Thong, J. Y. L., Yap, C.-S., & Raman, K. S. (1993). Top Management Support In 
Small Business Information Systems Implementation: How Important Is It? 
Paper presented at the Conference on Computer Personnel Research, St 
Louis, Missouri, USA.  
 
Thong, J. Y. L., Yap, C.-S., & Raman, K. S. (1996). Top Management Support, 
External Expertise and Information Systems Implementation in Small 
Businesses. Information Systems Research, 7(2), 248-267.  
 
Torkzadeh, G., & Lee, J. (2003). Measures of Perceived End-user Computing Skills. 
Information & Management, 40(7), 607-615.  
 
Tornatzky, L. G., & Fleischer, M. (1990). The Process of Technological Innovation. 
Lexington, MA: Lexington Books. 
 
Tornatzky, L. G., & Klien, K. (1982). Innovation Characteristics and Innovation 
Adoption-Implementation: A Meta-analysis of Findings. IEEE Transactions 
on Engineering Management, 29(1), 28-45.  
 
Tourangeau, R. (2003). Cognitive Aspects of Survey Measurement and 
Mismeasurement. International Journal of Public Opinion Research, 15(1), 
3-7.  
 
Troshani, I., & Rao, S. (2007). Drivers and Inhibitors to XBRL Adoption: A 
Qualitative Approach to Build a Theory in Under-Researched Areas. 
International Journal of E-Business Research, 3(4), 98-105,107-111.  
 
Tse, A. C. (1998). Comparing The Response Rate, Response Speed And Response 
Quality Of Two Methods Of Sending Questionnaires: E-Mail Vs. Mail. 
Journal of the Market Research Society.  
 
Ungan, M. (2004). Factors Affecting the Adoption of Manufacturing Best Practices. 
Benchmarking: An International Journal, 11(5), 504-520.  
 
Ungan, M. (2005). Management Support for the Adoption of Manufacturing Best 
Practices: Key Factors. International Journal of Production Research, 
43(18), 3803-3820.  
 
Urbach, N., & Ahlemann, F. (2010). Structural Equation Modeling in Information 
Systems Research Using Partial Least Squares. Journal of Information 
Technology Theory and Application (JITTA), 11(2), 2.  
  295 
Van de Ven, A. H., Angle, H. L., & Poole, M. S. (2000). Research on the 
Management of Innovation: The Minnesota Studies: Oxford University Press 
New York. 
 
Van Grembergen, W. (2004). Strategies for Information Technology Governance. 
Hershey, PA: Idea Group Publishing  
 
Van Grembergen, W. (2007). Introduction to the Minitrack IT Governance and its 
Mechanisms. Paper presented at the 40th Annual Hawaii International 
Conference on System Sciences, Hawaii. 
 
Van Grembergen, W., & De Haes, S. (2009). Enterprise Governance of Information 
Technology: Achieving Strategic Alignment and Value. New York, U.S.A: 
Springer Verlag. 
 
Van Grembergen, W., & Haes, S. (2009). Enterprise Governance of IT in Practice. 
Enterprise Governance of Information Technology, 1-55.  
 
van Wessel, R., Yang, X., & de Vries, H. J. (2011). Implementing International 
Standards for Information Security Management in China and Europe: A 
Comparative Multi-case Study. Technology Analysis & Strategic 
Management, 23(8), 865-879.  
 
Venkatesh, V., Brown, S., & Bala, H. (2013). Bridging the Qualitative-Quantitative 
Divide: Guidelines for Conducting Mixed Methods Research in Information 
Systems. MIS Quarterly, 36(1), 21-54.  
 
Venkatraman, N., Loh, L., & Koh, J. (1994). The Adoption of Corporate Governance 
Mechanisms: A Test of Competing Diffusion Models. Management Science, 
40(4), 496-507.  
 
Viljoen, S. (2005). Applying a Framework for IT Governance in South African 
Higher Education Institutions. (Masters), Nelson Mandela Metropolitan 
University, Port Elizabeth  
 
Vitalari, N., & Venkatesh, A. (1991). Longitudinal Surveys in Information Systems 
Research: An Examination of Issues, Methods, and Applications. Paper 
presented at the The Information Systems Research Challenge: Survey 
Research Methods. Harvard Business School Research Colloquium. 
 
Vogt, M., Küller, P., Hertweck, D., & Hales, K. (2011). Adapting IT Governance 
Frameworks using Domain Specific Requirements Methods: Examples from 
Small & Medium Enterprises and Emergency Management. Paper presented 
at the 17th Americas' Conference on Information Systems (AMCIS), Detroit, 
MI. 
 
Walker, R. M. (2008). An Empirical Evaluation of Innovation Types and 
Organizational and Environmental Characteristics: Towards A Configuration 
Framework. Journal of Public Administration Research and Theory, 18(4), 
591.  
  296 
Wallach, E. J. (1983). Individuals and Organizations: The Cultural Match. Training 
& Development Journal.  
 
Wang, A. J. A. (2006). IT Education in the Flattening World. Paper presented at the 
7th Conference on Information Technology Education. 
 
Warland, C., & Ridley, G. (2005). Awareness of IT Control Frameworks in an 
Australian State Government: A Qualitative Case Study. Paper presented at 
the 38th Annual Hawaii International Conference on System Sciences 
(HICSS), Hawaii. 
 
Watson, R. T., Kelly, G. G., Galliers, R. D., & Brancheau, J. C. (1997). Key Issues in 
Information Systems Management: An International Perspective. Journal of 
Management Information Systems, 91-115.  
 
Webb, P., Pollard, C., & Ridley, G. (2006). Attempting to Define IT Governance: 
Wisdom or Folly? Paper presented at the 39th Annual Hawaii International 
Conference on System Sciences, Hawaii. 
 
Weber, R. (2003). Editor's Comment: Theoretically Speaking. MIS Quarterly, 27(3), 
iii-xii.  
 
Weber, R. (2004). The Rhetoric of Positivism Versus Interpretivism: A Personal 
View. MIS Quarterly, 28(1).  
 
Weber, R. P. (1990). Basic Content Analysis: Sage. 
 
Webster, J., & Watson, R. T. (2002). Analyzing the Past to Prepare for the Future: 
Writing a Literature Review. MIS Quarterly, 26(2).  
 
Weill, P., & Ross, J. (2004). IT Governance: How Top Performers Manage IT 
Decision Rights for Superior Results. Boston: Harvard Business School Press. 
 
Welch, E. W., Mori, Y., & Aoyagi-Usui, M. (2002). Voluntary Adoption of ISO 
14001 in Japan: Mechanisms, Stages and Effects. Business Strategy and the 
Environment, 11(1), 43-62.  
 
Werts, C. E., Linn, R. L., & Jöreskog, K. G. (1974). Intraclass Reliability Estimates: 
Testing Structural Assumptions. Educational and psychological 
measurement, 34(1), 25-33.  
 
West, J. (2003). The Role of Standards in the Creation and Use of Information 
Systems. Paper presented at the Standard Making: A Critical Research 
Frontier for Information Systems. 
 
West, M. A., & Farr, J. L. (1990). Innovation and Creativity at Work: Psychological 
and Organizational Strategies: John Wiley & Sons. 
 
  297 
Westphal, J. D., Gulati, R., & Shortell, S. M. (1997). Customization or Conformity? 
An Institutional and Network Perspective on the Content and Consequences 
of TQM Adoption. Administrative Science Quarterly, 42(2).  
 
Whittington, R. (1988). Environmental Structure and Theories of Strategic Choice. 
Journal of Management Studies, 25(6), 521-536.  
 
Wiander, T. (2007). Implementing the ISO/IEC 17799 Standard in Practice - 
Findings from Small and Medium Sized Software Organisations. Paper 
presented at the 5th International Conference on Standardization and 
Innovation in Information Technology, Calgary, Alberta, Canada. 
 
Wiander, T. (2008). Implementing the ISO/IEC 17799 Standard in Practice: 
Experiences on Audit Phases. Paper presented at the 6th Australasian 
Conference on Information Security, Wollongong, NSW, Australia. 
 
Wilkin, C., & Riddett, J. (2009). IT Governance Challenges in a Large Not-for-Profit 
Healthcare Organization: The Role of Intranets. Electronic Commerce 
Research, 9(4), 351-374.  
 
Williams, B., Brown, T., & Onsman, A. (2012). Exploratory Factor Analysis: A 
Five-Step Guide for Novices. Australasian Journal of Paramedicine, 8(3), 1.  
 
Willson, P., & Pollard, C. (2009). Exploring IT Governance in Theory and Practice 
in a Large Multi-National Organisation in Australia. Information Systems 
Management, 26(2), 98 - 109.  
 
Winniford, M., Conger, S., & Erickson-Harris, L. (2009). Confusion in the Ranks: IT 
Service Management Practice and Terminology. Information Systems 
Management, 26(2), 153 - 163.  
 
Wold, H. (1985). Systems Analysis by Partial Least Squares. Measuring the 
unmeasurable, 221-251.  
 
Wolfe, R. A. (1994). Organizational Innovation: Review, Critique and Suggested 
Research Directions. Journal of Management Studies, 31(3), 405-431.  
 
World Economic Forum. (2014). The Global Competivenes Report 2014–2015.   
Retrieved 12 May, 2014, from http://reports.weforum.org/global-
competitiveness-report-2014-2015/ 
 
Yap, C., Soh, C., & Raman, K. (1992). Information Systems Success Factors In 
Small Business. Omega, 20(5-6), 597-609.  
 
Yin, R. K. (2008). Case Study Research: Design and Methods (Vol. 5): SAGE 
Publications, Incorporated. 
 
Zaltman, G., Duncan, R., & Holbek, J. (1973). Innovations and Organisations. New 
York: John Wiley & Sons. 
  298 
Zhang, Y., & Wildemuth, B. M. (2009). Qualitative Analysis of Content. 
Applications of social research methods to questions in information and 
library science, 308-319.  
 
Zhu, K., Dong, S., Xu, S. X., & Kraemer, K. L. (2006). Innovation Diffusion in 
Global Contexts: Determinants Of Post-Adoption Digital Transformation of 
European Companies. European Journal of Information Systems, 15(6), 601-
616.  
 
Zhu, K., Kraemer, K., & Xu, S. (2003). Electronic Business Adoption by European 
Firms: A Cross-country Assessment of the Facilitators and Inhibitors. 
European Journal of Information Systems, 12(4), 251.  
 
Zhu, K., & Kraemer, K. L. (2005). Post-adoption Variations in Usage and Value of 
e-business by Organizations: Cross-country Evidence from the Retail 
Industry. Information Systems Research, 16(1), 61-84.  
 
Zhu, K., Kraemer, K. L., & Xu, S. (2006). The Process of Innovation Assimilation 
by Firms in Different Countries: A Technology Diffusion Perspective on E-
Business. Management Science, 52(10), 1557.  
 
Zmud, R. W. (1982). Diffusion of Modern Software Practices: Influence of 
Centralization and Formalization. Management Science, 28(12), 1421-1431.  
 
Zutshi, A., & Sohal, A. (2004). Environmental Management System Adoption by 
Australasian Organisations: Part 1: Reasons, Benefits and Impediments. 
Technovation, 24(4), 335-357.  
  
 299 
Chapter 8: Appendices  
8.1 MATERIALS SUPPORTING THE QUALITATIVE STUDY 
Appendix A 
Participant approach email – Interview 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Subject Title:  Participate in a research study looking into adoption inhibitors 
of formal IT Governance practice        
 
Dear Mr/Mrs/Miss, 
 
My name is Mohd Fairuz Iskandar Othman from Queensland University of 
Technology. I am conducting a PhD research project that aims to investigate 
the antecedents to adoption of formal IT Governance practice. Specifically, 
this research is interested in looking into what inhibits organizations from 
adopting formal IT Governance practices.  
 
I would like to invite you to participate in a semi-structured interview to 
share your views, perceptions and experiences in the adoption of formal IT 
Governance practices. The interviews will be conducted in person at a 
mutually agreeable time and location and should last between 30 minutes 
and 1 hour. 
 
Please view the attached recruitment flyer (participant information and 
consent form) for further details on the study and how to participate. 
 
If you are interested in participating in this research, would you please 
contact me by return email so that we can arrange a time and place for the 
interview? 
 
Please note that this study has been approved by the QUT Human Research 
Ethics Committee (approval number 1100001251). 
 
Many thanks for your consideration of this request. 
 
 
Mohd Fairuz Iskandar Othman 
PhD Student  
Faculty of Science and Technology 
Information Systems Discipline 
Queensland University of Technology 
Phone: +614 3065 5046 (Australia) / +6012 7888174 (Malaysia)  
Email: mohd.othman@student.qut.edu.au / fairuziskandar2002@yahoo.com 
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PARTICIPANT INFORMATION FOR QUT RESEARCH 
PROJECT 
– Interview – 
 
Barriers to the Adoption of Formal Information Technology Governance Practices in Developing 
Countries: A Malaysian Study  
QUT Ethics Approval Number 1100001251 
 
RESEARCH TEAM   
Principal Researcher: Mohd Fairuz Iskandar Othman, QUT 
Associate Researchers: 
Dr Taizan Chan, QUT 
Dr Ernest Foo, QUT 
Professor Karen Nelson, QUT 
 
DESCRIPTION 
This project is being undertaken as part of a PhD study for Mohd Fairuz Iskandar Othman. 
 
The purpose of this project is to investigate the pre-conditions to the adoption of formal IT 
Governance practice. Specifically, this research project is interested in studying factors that inhibit 
adoption of formal IT Governance practice. 
 
You are invited to participate in this project because you are a senior manager in charge of IT  / IT 
auditing, believed to have experience making decisions on the adoption / non- adoption of formal 
IT Governance practice. 
 
PARTICIPATION 
Your participation in this project is entirely voluntary. If you do agree to participate, you can withdraw 
from the project without comment or penalty. If you withdraw, on request any identifiable information 
already obtained from you will be destroyed. Your decision to participate, or not participate, will in no 
way impact upon your current or future relationship with QUT. 
 
Your participation will involve an audio recorded interview of between 30 and 60 minutes and 
completion of a participant profile questionnaire. Questions will include IT standards / frameworks 
adopted that facilitate IT Governance, their enablers and inhibitors. 
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EXPECTED BENEFITS 
Although it is unlikely that this project will benefit you directly, the information obtained will be used to 
inform further research in the area of IT Governance adoption, especially within the Malaysian context. 
The results from this research may provide information regarding key factors that act as inhibitors 
to formal IT Governance adoption. This information may be used by practitioners like you to devise 
new ways / ideas / countermeasures to ensure a successful adoption of formal IT Governance 
practices. 
 
RISKS 
The research team does not believe there are any risks beyond normal day-to-day living associated 
with your participation in this research. 
It should be noted that if you do agree to participate, you can withdraw from participation at any 
time during the project without comment or penalty. 
 
PRIVACY AND CONFIDENTIALITY 
All comments and responses will be treated confidentially.   
Your participation will involve an audio recorded interview of between 30 and 60 minutes and 
completion of a participant profile questionnaire. You have the opportunity to verify your 
comments and responses prior to its final inclusion.  The audio recording will be destroyed at the 
end of the project. Only the researchers will have access to these recordings.  
Please note that non-identifiable data collected in this project may be used as comparative data in 
future projects. 
 
CONSENT TO PARTICIPATE 
We would like to ask you to sign a written consent form (enclosed) to confirm your agreement to 
participate. 
 
QUESTIONS / FURTHER INFORMATION ABOUT THE PROJECT 
If have any questions or require any further information about the project please contact one of 
the research team members below. 
 
Mohd Fairuz Iskandar Othman Dr Taizan Chan 
Information Systems Discipline, 
Faculty of Science and Technology, 
Information Systems Discipline, 
Faculty of Science and Technology, 
Phone: +614 3065 5046 / +6012 7888 174 (Malaysia) Phone: +617 3138 2533 
Email: mohd.othman@student.qut.edu.au Email: t.chan@qut.edu.au 
 
CONCERNS / COMPLAINTS REGARDING THE CONDUCT OF THE PROJECT 
QUT is committed to research integrity and the ethical conduct of research projects.  However, if 
you do have any concerns or complaints about the ethical conduct of the project you may contact 
the QUT Research Ethics Unit on [+61 7] 3138 5123 or email ethicscontact@qut.edu.au. The QUT 
Research Ethics Unit is not connected with the research project and can facilitate a resolution to 
your concern in an impartial manner. 
Thank you for helping with this research project.  Please keep this sheet for your information. 
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CONSENT FORM  FOR QUT RESEARCH PROJECT 
– Interview – 
 
Barriers to the Adoption of Formal Information Technology Governance Practices in Developing 
Countries: A Malaysian Study  
QUT Ethics Approval Number 1100001251 
 
RESEARCH TEAM CONTACTS  
Mohd Fairuz Iskandar Othman Dr Taizan Chan 
Information Systems School, 
Science and Engineering Faculty, 
Information Systems School, 
Science and Engineering Faculty, 
Phone: +614 3065 5046 / +6017 311 0260 (Malaysia) Phone: +617 3138 2533 
Email: mohd.othman@student.qut.edu.au Email: t.chan@qut.edu.au 
STATEMENT OF CONSENT 
By signing below, you are indicating that you: 
 have read and understood the information document regarding this project 
 have had any questions answered to your satisfaction 
 understand that if you have any additional questions you can contact the research team 
 understand that you are free to withdraw at any time, without comment or penalty 
 understand that you can contact the Research Ethics Unit on [+61 7] 3138 5123 or email 
ethicscontact@qut.edu.au if you have concerns about the ethical conduct of the project 
  understand that non-identifiable data collected in this project may be used as comparative 
data in future projects 
 agree to participate in the project 
 
Name  
Designation  
Signature  
Date   
 
 
MEDIA RELEASE PROMOTIONS 
From time to time, we may like to promote our research to the general public through, for 
example, newspaper articles.  Would you be willing to be contacted by QUT Media and 
Communications for possible inclusion in such stories?  By ticking this box, it only means you are 
choosing to be contacted – you can still decide at the time not to be involved in any promotions. 
 
□ Yes, you may contact me about inclusion in promotions 
□ No, I do not wish to be contacted about inclusion in promotions 
Please return this sheet to the investigator. 
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Appendix D 
Pilot version of semi-structured interview protocol 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Semi-Structured Interview:  
Barriers to the Adoption of Formal Information Technology Governance (ITG) Practices in Developing 
Countries: A Malaysian Study 
 
Research team: Mohd Fairuz Iskandar Othman,  
 Dr Taizan Chan,  
 Dr Ernest Foo;  
 Associate Professor Karen Nelson 
 
Semi Structured Interview Questions – Interviewer Version 
 
Aim:  
1) To gather insights from management level staff on the adoption / non-adoption of formal IT 
Governance (ITG) practices in their organization. 
2) To understand and analyse the current practices, issues and barriers to adoption within the context 
of their organization. 
 
Estimated time: 
1 hour for the entire duration of the interview session 
 
Important Notice: 
 *Demographic information like name and contact number 
will only be used if follow- up questions needs to be 
obtained from the specific interviewees. 
 Prompts will only be available in the interviewer’s own 
version of interview question sheet. It will be used if 
needed to further clarify questions and to follow up on 
answers given by the interviewee. 
 
  304 
Appendix D  
Pilot version of semi-structured interview protocol (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The semi-structured interview questions are divided into 4 sections: 
 
Section 1: Demographics information 
Name*: 
Contact number*: 
Job title: 
Years in position: 
Number of employees: 
Main type of activity / industry: 
 
Section 2: Level of awareness, implementation, experience and approach 
 
1. Within your organization’s context, what is your understanding of IT Governance? 
 
 
 
 
 
 
 
 
 
 
2. Has your organization [implemented OR in the process of implementing OR considering of 
implementing] any IT governance practice? Why? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3. What are the organization’s specific experiences in implementing IT Governance practices? 
 
 
 
 
 
 
Prompts: 
 Define ITG in terms of your organization’s perspective 
 A commonly agreed definition of ITG by the ITGI is that it refers to “the responsibility of 
executives and the board of directors, consisting of the leadership, organisational structures 
and processes that ensure the enterprise’s IT sustains and extends the organization’s 
strategy and objectives”. Does this definition suit any practices currently practiced in your 
organization? 
 
Prompts: 
 What formal ITG practices are currently being implemented? 
 
 Why did the organization decide to implement the formal ITG practices? 
a. To follow regulations? To get ahead of competitors? To increase level of effectiveness and 
thus achieve organization missions and objectives?  
b. Has the adoption of that practice successfully achieved the organization’s targeted 
objective? 
c. If not, why has it not been successfully implemented in your organization? 
d. How does the organization measure the [success OR failure] of the formal ITG practices? 
 
 Why did the organization decide not to implement the formal ITG practices? 
a. It is because of internal or external barriers? 
 
 Why does the organization still considering on whether or not to implement any formal ITG 
practices? 
a. Is it because of waiting for a feasibility study to be done? 
b. Is it because of waiting for top management approval? 
 
Prompts: 
 Is it difficult to implement formal ITG practices? Explain why. 
 Is it easy to implement formal ITG practices? Explain why. 
 Any interesting/ out of the ordinary experience? Explain. 
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Pilot version of semi-structured interview protocol (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. What approaches were followed in implementing those IT Governance practices? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Section 3: Perceived barriers 
5. What are the barriers or inhibitors to adopting an IT Governance standard or framework (formal ITG 
practice)? Explain the importance of each barrier or inhibitor listed. 
 
 
 
 
 
 
Section 4: Improvements and others issues 
 
6. Has the organization [implemented OR in the process] of implementing any measures in order to 
improve its current formal ITG practices? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
7. Have you participated in any projects in the organization that has used any formal ITG practices? 
In which [stage OR phase] of that particular project does the formal ITG practices play the most 
important part? 
 
 
 
 
 
8. Is there anything else you would like to add with regards to ITG adoption in your organization? 
Prompts: 
 Does the organization follow certain standards or frameworks? 
 What are the standards or frameworks that the organization followed? 
 Why did the organization decide to use it?   
 Was it because it was easy? Complete? Adaptable? Flexible? 
 Have you heard of ITIL, COBIT, CMMI or ISO 27001? Why did the 
organization decided to [adopt / not adopt] these well-known standards 
and frameworks? 
 What are the standards or frameworks the organization is considering? 
 Why is the organization not considering implementing a complete IT 
governance solution / framework, and not just bits and pieces? 
 
Prompts: 
An example of a barrier would be resistance to change. It is an important barrier 
because any resistance will compromise the overall effectiveness of the adoption 
 
Prompts: 
 Improvements of formal ITG  practices within the areas of: 
o Alignment between IT strategy and overall strategy, 
o IT resources (people, systems, financials) management, 
o IT value delivery aiming at better customer relationships, 
o IT value delivery aiming at a higher product or service 
leadership / innovation, 
o IT risk management, 
o Actual performance measurement of IT, 
o Active management of ROI of IT, 
 
Prompts: 
 Example: start, middle, end of the project 
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Actual version of semi-structured interview protocol 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Barriers to the Adoption of Formal Information Technology Governance (ITG) Practices in Developing 
Countries: A Malaysian Study 
 
Semi-structured Interview Questions – Interviewer Version 
Objectives are:  
1) To identify the standards and frameworks used to facilitate ITG practices  (formal ITG practice) 
that are being adopted by organisations 
2) To identify the level of adoption of those formal ITG practice by organisations 
3) To identify the perceived and actual enablers and inhibitors of formal ITG practice by 
organisations 
 
Estimated time: 
1 hour for the entire duration of the interview session 
 
 Definition of key terms used in this interview: 
Formal ITG practices   
Standards and frameworks that facilitate effective ITG 
 
Standard 
A set of pre-defined methods, processes or practice set by a standard setting entity OR 
organization, usually adopted and implemented to enable organizations to attain 
certification 
 
Framework 
A set of promising practices, usually adopted and implemented according to the needs of the 
organization to achieve a specific or desired goal or objective. 
 
Initiation stage 
 This phase consists of activities that pertain to recognizing the need, searching for 
solutions, becoming aware of the existence of the innovation, identifying suitable 
innovations and proposing some for adoption 
 Includes pressure to change, and gathering and evaluation of information regarding 
the innovation, leading to the adoption stage 
Adoption stage 
 Reflects evaluating the proposed idea from a technical, financial and strategic 
perspective, making the decision to accept the idea as the desired solution and 
allocating resources for its acquisition, alteration and assimilation 
 Involves the decision to adopt and commit resources to the innovation 
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Actual version of semi-structured interview protocol (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Implementation stage 
 This phase consists of events and actions that pertain to the modification of the 
innovation, preparing the organization for its use, trial use and acceptance by the 
users and continued use of the innovation until it becomes a routine feature of the 
organization 
 In this phase, the innovation is put into use by organisational members, clients or 
customers 
 
Full adoption 
Making the decision to adopt and commit resources to the entire standard or framework, for 
example: for the ITIL framework, it means deciding to adopt the entire 5 books and for ISO 
27001 standard, it means deciding to be accredited OR certified to the standard 
 
Partial adoption 
Making the decision to adopt and commit resources to a subset of features of the standard 
or framework, for example: for the ITIL framework, it means deciding to adopt 1, 2 or more 
but not the entire range of books and for ISO 27001 standard, it means deciding to adopt but 
not to the point of being accredited OR certified to the standard  
 
Full implementation 
Actual use of the entire standard or framework, for example: for the ITIL framework, it 
means actual use of the entire 5 books and for the ISO 27001 standard; it means actual use 
of the accredited standard 
 
Partial implementation 
Actual use of a subset of features of the standard or framework, for example: for the ITIL 
framework, it means actual use of 1,2 or more but not the entire range of books and for the 
ISO 27001 standard, it means the actual use of a standard which has not been put through 
any accreditation process  
 
Non-adoption OR rejection 
Potential adopter rejecting or not using the ITG practice during any stage of initiation, 
adoption or implementation 
 
Certification OR accreditation 
The process of being certified by an independent third party entity as adhering to the pre-
defined standards set by a standard setting entity OR organization  
 
Discontinue adoption 
Deciding to stop adopting OR implementing a previously adopted OR implemented standard 
OR framework 
 
Barrier OR Inhibitor 
Restrain, hold back, repress, prevent, hinder, impede, obstruct 
 
Enabler 
To make possible or easy; to give power or authority, means, competence or ability to do 
something 
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Actual version of semi-structured interview protocol (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The following structured interview questions are divided into 5 sections: 
 
 Section 1 : Demographic questions (14 questions) 
 Section 2 : Level of awareness on the term ITG  (1 question) 
 Section 3 : Adoption of standard OR framework  (14 questions) 
 Section 4 : Non-adoption of standard OR framework  (7 questions) 
 Section 5 : Other issues  (1 question) 
 
Section 1: Demographics information 
 
1. Please state your job title OR designation OR role within the organization 
2. Please describe your job scope and a brief list of your responsibilities 
3. How long have you been in your present position and in the industry? 
4. What are your ages, educational background and level? 
5. Are you part of the senior management team? 
6. Are you involved in making key decisions regarding IT in your organization,  
(i.e.: adoption of IT standards and frameworks)? 
7. Please describe briefly the organisational structure and how your role fits in 
8. In which industry OR sector do you operate in? 
9. When the organization was formally established? 
10. How many full time employees are currently employed in this organization? 
11. How much is the organization’s annual turnover? 
12. How many departments OR divisions are there in this company? 
13. Are you a subsidiary within a parent organization? 
14. Describe the main role OR use of IT within the organization? 
 
Section 2: Level of awareness on the term ITG  
 
1. Are you familiar with the term Information Technology Governance (ITG)?  
 If yes, then define and describe how is IT being governed in the organization? 
 
[If no, then interviewer will describe ITG by providing examples of ITG practices and then re-pose 
question on how IT is being governed by the organization] 
 
 Prompts: 
 What mechanisms do you use for internal control of IT (projects, 
processes, investments and etc.)? 
 Is there any specific organisational structure that oversees OR governs OR 
makes decisions on  IT related issues  (investment, procurement, usage, 
direction) , i.e.: IT steering committee, IT audit, IT oversight 
 How is the direction and control of IT processes formalized and 
standardized in the organization?, i.e.: COBIT, ITIL, SISP, BSC 
 How is information regarding ITG communicated within the organization? 
i.e.: portals, newsletters, job-rotation, web 2.0 
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Actual version of semi-structured interview protocol (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Section 3: Adoption of standard OR framework 
 
1. Have you implemented any standard OR framework that facilitate ITG practice (formal ITG 
practice)? 
 
**If answer to Section 3, question 1 is NO, then skip through to Section 4** 
 
2. Please describe in detail the standard OR framework adopted by your organization. 
 
 
 
 
 
 
 
 
3. To what extent has your organization adopted OR has been certified to this standard OR 
framework? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. What steps have you gone through in adopting the standard OR framework? 
 
 
 
 
 
 
 
 
5. Are you adopting more than one standard OR framework for ITG? Why? 
 
Prompts: 
 What standard OR framework are used? What is it used 
for? Why was it adopted? When was it adopted? How is 
it used? Who initiated the adoption? Current maturity 
level? 
 
Prompts 
 Adoption level? (1) fully adopt OR certified (2) partially adopt OR adopt 
but not certified 
 Why does the organization partially adopt OR fully adopt but chose not 
to be certified? 
 Do you fully adopt straight from the source or do you adapt it to the 
specific needs of your organization? i.e.: Use it as the main reference 
and guidance? Use it as one of the reference or guidance? Use it with 
other standards OR frameworks 
Prompts 
 Are there any specific or pre-defined steps OR stages OR phases 
during the entire adoption process; i.e.: initiation stage, adoption 
stage, implementation stage  
 
Prompts: 
 Are the standards OR frameworks on their own insufficient 
OR do not cater to all your ITG needs? 
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Appendix E  
Actual version of semi-structured interview protocol (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
6. How did you approach adoption OR certification? 
 
 
 
 
 
 
 
 
 
7. Do you operate in an industry where IT is regulated? 
 
 
 
 
 
 
 
 
8. What factors that was perceived to facilitate adoption? 
 
 
 
 
 
 
9. What factors that had actually facilitated adoption? 
 
 
 
 
 
 
 
10. What issues that was perceived to inhibit adoption? 
 
 
 
 
 
 
11. What issues that had actually inhibited adoption? 
 
 
 
 
Prompts: 
 Internal expertise? External expertise?  
 Why did you approach external consultants?  
 How many years of experience do you 
personally have using this standard OR 
framework?  
 How many years of experience does the 
organization have using this standard OR 
framework? 
 Prompts: 
 Do you have to adhere to any standards OR 
regulations set by the industry OR sector OR 
country? 
 
Prompts: 
 Before the decision-making process 
 
 
Prompts: 
 During the adoption (decision-making) stage 
 During the implementation stage 
 
 
Prompts: 
 Before the adoption (decision-
making) stage 
 
 
Prompts: 
 During the adoption (decision-making) stage 
 During the implementation stage 
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Actual version of semi-structured interview protocol (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
12. Do you find that these standards OR frameworks facilitate ITG? 
 
 
 
 
 
 
 
 
 
 
13. Based on your experience and if given an option, what would you have done differently before 
embarking on the adoption OR certification journey? 
 
 
 
 
 
 
 
14. What is the next step after this? Are there any plans for future adoption of other standards OR 
frameworks? Are there any continuous improvement activities? Why? 
 
 
 
 
 
 
 
[Proceed to Section 5] 
 
Section 4: Non-adoption of standard OR framework 
1. Why do you actively OR purposely decide against adoption or certification OR hesitant to 
adopt OR discontinue (abandoned) adoption? 
 
 
 
 
 
 
 
 
 
 
2. Do you operate in a regulated industry? 
 
 
 
 
 
 
 
 
 
 
 
 
Prompts: 
 What tangible and intangible benefits were realized from adoption? 
Improve efficiency? Standardized process? Increase morale, 
commitment and understanding? Did the benefits realized as 
expected? If not, why did you think it did not materialize? 
 What tangible and intangible drawbacks of adoption? 
 
Prompts: 
 Are there any alternative approaches that you think 
would work better given your situation OR environment 
at the time of adoption? 
 
Prompts: 
 Are continuous improvement efforts being 
implemented, as suggested by the standards OR 
frameworks? 
 
Prompts: 
 Did you do this purposely or reluctantly? 
 Are you aware of other companies in Malaysia within your 
sector OR business that has achieved OR obtained 
accreditation?  
 Why don’t you pursue accreditation? Won’t accreditation give 
you competitive advantage? 
 
 
Prompts: 
 Do you have to adhere to any standards OR 
regulations set by the industry OR sector OR 
country? 
 Does this factor contribute to decision not to 
adopt? 
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Actual version of semi-structured interview protocol (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3. What factors that might facilitate adoption OR certification? 
 
 
 
 
 
 
 
4. What factors inhibited adoption OR certification? 
 
 
 
 
 
5. Has the organization adopted any other types of standards or frameworks, like i.e.: quality 
standards, environmental management standard? Why? 
 
 
 
 
 
 
 
 
6. Has the organization experienced any difficulties or failures in its attempt at adopting another 
type of standard OR framework like quality standards or environmental management 
standards prior to this? 
 
 
 
 
 
 
 
7. Do you engage OR communicate with other professionals in your line of work and at the same 
time ensure your knowledge on issues related to your line of work is up to date? Why? 
 
 
 
 
 
 
 
[Proceed to Section 5] 
 
Section 5: Other issues 
 
1. Is there anything else that you would like to add with regards to the topic of this interview? 
 
[End of questions] 
 
Prompts: 
 What factors might have enabled adoption OR 
certification? 
 
Prompts: 
 What factors inhibited adoption OR certification? 
 
Prompts: 
 What attributed to these failures? 
 What were the inhibitors experienced? 
 Did this experience made you more reluctant OR 
aware to adopting other standards OR frameworks? 
 
 
Prompts: 
 Do you participate in any professional organizations 
related to ITG like ITSMf and ISACA? Why? In what way 
does it help you? 
 
 
Prompts: 
 What attributed to these failures? 
 What were the inhibitors 
experienced? 
 Did this experience made you 
more reluctant OR aware to 
adopting other standards OR 
frameworks? 
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Codebook and content analysis form 
Instructions: 
1. Table 1 contains a list of codes previously identified from the literature. These set of codes correspond to certain organisational, environmental and technological 
factors. 
2. Based on the interview transcript given,  and using the codebook provided in Table 1, identify and choose sections or portions of the transcript suitable to be matched 
to a particular code and then identify them as either being : (1) a factor  or   (2) a non-factor. 
3. To do this, mark your chosen sections or portions of the transcript that matches the code by commenting them (use the comment function in MS Word). Your 
comment should be in the form of [code]: [factor | non-factor]. Example:  [Incentives: non-factor]. 
4. Then, using the accompanying MS Excel document (content analysis form.xls) provided, for each listed code, insert the relevant code number in the column that 
corresponds to it as being:  a factor [1]; a non-factor [2]; or if it is neither a factor nor a non-factor; put it as not available [3]. 
 
Table 1: Codebook used for content analysis  
Code / Label 
Definition used within our 
research context 
Description 
Is a factor when 
(code: 1) 
Is a non-factor when (code:2) 
Is non-existent when 
(code: 3) 
 
Top management 
support 
 
In our study, this code is defined as 
the willingness and support of top 
management by showing 
recognition, agreement, support, 
awareness, usage and 
commitment as well as the 
provision of the necessary 
resources and authority or power 
to enable ITG adoption  
 
The level of commitment by senior 
management in the organization to 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue to formal ITG practices 
adoption. 
 
Example: 
“I don’t think top management is 
even aware that we have all those 
things” 
 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
none 
 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
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the adoption process, in terms of 
their involvement and the 
willingness to allocate valuable 
organisational resources”.  
(Sedera, Gable et al. 2004) 
 
Communication 
 
In our study, this code is defined as 
the activity of conveying, 
interacting, transferring 
information from one entity to 
another through various formal 
and informal types of internal and 
external communication  
 
Communication refers to the 
organisation’s internal and 
external information exchange and 
interaction (Ke & Wei, 2008) 
 
 
Internal communication  reflects 
the extent of communication 
among organisational units or 
groups (Damanpour, 1991). 
External communication refers to 
the degree of an organisation 
members’ involvement and 
participation in extra-
organisational professional 
activities involving various 
elements of the task environment 
(Damanpour, 1991) 
 
 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue to formal ITG practices 
adoption. 
 
Keywords: 
Communicate / talk / interact / 
work in silo 
 
Example: 
”...has always worked in silo, each 
of the functions, each of the 
departments play their own role” 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
Keywords: 
Communicate / talk / interact  
 
Example: 
None 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
 
 
Resistance to 
change 
 
In our study, this code is defined as 
overtly or covertly resisting 
changes in the form of physical 
resistance such as through verbal 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
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resistance by voicing their 
objections  in the form of 
complaining or resigning, or 
covertly by masking their defiance 
in the form of  being complacent, 
less motivated and less 
participative in ITG adoption 
activities 
 
An adverse reaction (Hirschheim 
and Newman 1988) of members of 
the organisation towards formal 
ITG practice, or the opposition to 
proposed changes resulting from 
formal ITG practice (Markus 1983) 
issue to formal ITG practices 
adoption. 
 
Example: 
“we introduce it, we’re going to 
get a lot of resistance” 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
none 
considered as a factor or a non-
factor 
 
 
Perceived benefit 
 
 
 In our study, this code is defined 
as the ability in measuring , 
producing, showing , quantifying 
the benefits and use of ITG  
 
The anticipated / relative 
advantages that formal ITG 
practice adoption can bring to the 
organisation (Oliveira and Martins 
2010) 
 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
 
Example: 
“Hard to quantify the benefits” 
 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
”It's not an issue; it’s not an 
issue because of the 
globalisation strategy.” 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
 
Complexity 
In our study, this code is defined as 
the degree to which the formal ITG 
practices is difficult to use because 
it is too detailed and requires 
specific skills and knowledge to 
comprehend 
 
The degree to which formal ITG 
practice is perceived as difficult to 
understand and use (Rogers 1995) 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
 
Example: 
“So in terms of the acceptance of 
these new standards it is the 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
none 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
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same, if it is too detail to them, 
maybe more detail is important 
but to some people, if those 
details are ignored, it is still ok, so 
Malaysians don’t care too much 
on details.” 
 
Compatibility 
 
 
In our study, this factor is defined 
as the degree to which an 
innovation is perceived as being 
consistent with the existing values, 
past experiences, and needs of 
potential adopters.  
 
The degree to which formal ITG 
practice is compatible with the 
existing values, past experiences 
and needs of the adopter (Rogers 
1995) 
 
 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
 
Example: 
“sometimes we have to make 
modifications for local, I mean 
localization, meaning for Malaysia, 
maybe there is a need for 
modification because looking at 
the culture, maybe it will be 
different, different work 
ethics/culture” 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
“To me whether it is localised or 
we adopt it internationally, it’s 
not an issue. It’s not an issue. 
Because lots of other things, 
let’s say project management, 
PRINCE and all, do we adopt 
from international standards? 
We should.” 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
 
Costs 
In our study, this code is defined as 
the total monetary spending 
required to acquire any form of 
goods and services needed by the 
organization to achieve ITG 
adoption  
 
Expenses of adopting and 
implementing formal ITG practice, 
and efforts devoted to 
organisational restructuring and 
process re-engineering (Zhu et al. 
2006) 
 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
 
Example: 
“not all have the opportunity to 
get this certification  due to the 
heavy cost” 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
“Cost, I don’t think it would be a 
problem.” 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
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Regulatory 
environment 
 
In our study, this code is defined as 
formal ITG practices or ITG-related 
policies, directives, circulars, 
standards, SOP, laws, regulations 
that has to be followed, adhered, 
have, acquired. 
 
The environment comprised of 
government regulations, policies, 
and laws that organisations must 
comply with (Pudjianto et al. 2011) 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
 
Example: 
“if MAMPU give more emphasis 
on ICT governance, ok by certain 
year, you must have 
some...organisations must have all 
this, ok...these are the standards 
which we have got to follow, then 
it’s easier” 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
none 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
 
 
Awareness 
 
In our study, this code is defined  
as the state of being  conscious of 
ITG through  various avenues such 
as  workshops, seminars, talks, 
exposure, promotion from sources 
internal and external to the 
organization 
 
 
Awareness is defined as the 
individual’s passive involvement 
and increased interest towards 
formal ITG practice  (Choi, Kim, 
Goo, & Whitmore, 2008) 
 
  
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue to formal ITG practices 
adoption. 
 
Example: 
“Level of awareness is so very 
little. We are just exposed to all of 
these things”. 
 
”I don’t think the government 
played enough role in promoting 
best practices of IT...not directly 
on ITG” 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
“gives us appreciation or 
exposure to sell this like INTAN 
– National Institute of Public 
Administration, let’s say. INTAN 
has started introducing ITIL 
workshops to the government.” 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
 
 
IT expertise 
 
 
In our study, this code is defined as 
the knowledge and skills required  
to implement IT-related ITG 
activities 
 
 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
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Availability of a firm’s personnel 
with relevant skills and experience 
to implement a formal ITG practice 
(Aoun et al., 2011) 
 
Prior experience of IT in terms of 
knowledge of individuals within 
the organisation (Hameed, 
Counsell, & Swift, 2012) 
 
Keywords: 
Ability / IT skills / IT knowledge 
 
Example: 
”No proper structure, skill 
set...there wasn’t resources with 
the skill set, there wasn’t, 
organization with a person, 
dedicated, structure, no skill set, 
there was no specific role talking 
about governance” 
 
practices adoption 
 
Keywords: 
Ability / IT skills / IT knowledge 
 
Example: 
none 
 
 
Time 
 
 
In our study, this code is defined as 
the time, duration or period under 
the  full control of the organization 
that can be used to accomplish ITG 
adoption  
 
 
Duration or period for users to 
learn the new skills or procedures 
in order to use formal ITG practice 
(Ensminger, Surry, Porter, & 
Wright, 2004) 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
 
Example: 
“So we don’t have the luxury of 
time, and resources, you know to 
implement, to study, because, I 
mean implementing ISO, any ISO 
9000 also you have to spend a lot 
of time.” 
 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
none 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
 
Human resource 
In our study, this code is defined as 
the workforce/staff /manpower 
capacity available to the 
organization to devote to the 
achievement of the organization’s 
ITG adoption strategies 
 
 
Human resource refers to the 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
 
Example: 
“But I don’t have that luxury of 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
  319 
manpower required to accomplish 
formal ITG practice tasks (Wang, 
2006) 
 
manpower to sit down and do all 
those things. Because everybody 
has their own deadlines, we’re 
being pushed every day.” 
none 
 
Enforcement 
 
 
 
In our study, this code is defined as 
the act of empowering, enforcing  
and compelling compliance to 
formal ITG practices or ITG-related  
policies, standards, directives, 
circulars, SOP, processes, laws, 
regulations 
 
Enforcement refers to the act of 
empowering, enforcing, and 
compelling compliance to 
something (Othman et al., 2010) 
 
 
 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
 
Example: 
“Our security policy enforcement 
is difficult, unlike any other.” 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
none 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
 
 
Different needs/ 
priorities 
 
 
In our study, this code is defined as 
the difference  in terms of 
precedence, importance, urgency 
accorded to ITG adoption 
 
 
Priority refers to the difference in 
terms of precedence, importance, 
and urgency accorded to formal 
ITG practice (Othman et al., 2010) 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
 
Keywords: 
“Loads / deadlines / other things 
to deliver / priorities /work / need 
to do something else / hands are 
tied / fire-fighting” 
 
Example: 
Our work. Priorities sometimes 
priorities imposed on us  
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
none 
 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
 
 
Implementation & 
In our study, this code is defined as 
the process to actually perform, 
It is considered as a factor if there 
is implicit or explicit mention in 
It is considered as a non-factor if 
there is implicit or explicit 
It is considered as not-available if 
there is no mention of this code 
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execution 
 
realize and carry through formal 
ITG practices or ITG-related  
policies, standards, directives, 
circulars, SOP, processes, laws, 
regulations 
 
 
Implementation and execution 
refers to the processs of actually 
performing, realising, and carrying 
out something (Othman et al., 
2010) 
 
 
Implementation refers to 
 
 
Execution refers to  
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
 
Example: 
“The execution and also to me in 
terms of let’s say the real 
templates of let’s say ISO 27000, 
to have ISO 27000 let’s say you 
must have the ICT policies, you 
must have risk analysis, you must 
have all that” 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
none 
 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
 
 
Politics & 
bureaucracy 
 
In our study, this factor is defined 
as the social relations involving 
authority or power and the 
methods and tactics used to 
formulate and apply policy. 
 
Politics refers to social relations 
involving authority or power and 
refers to the methods and tactics 
used to formulate and apply policy 
(Othman et al., 2010) 
 
Bureaucracy refers to values 
emphasizing organisation, 
hierarchy, systems, controls, 
procedures (Wallach, 1983) 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
 
 
Example: 
“The external barriers, we can say 
in the country is politics.” 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
none 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
 
 
Incentives 
 
In our study, this code is defined as 
subsidies, incentives or other types 
of monetary assistance given by or 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
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from institutions such as the 
government as a form of 
encouragement to adopt ITG 
 
Incentives is defined as something 
that influences a person to act in a 
certain way (Talaq & Ahmed, 2003) 
 
Any factor (financial or non-
financial) that enables or motivates 
a particular course of action 
(Hanson, 2012) 
can be a barrier, a factor or an 
issue to formal ITG practices 
adoption. 
 
Example: 
”if say “to do it, you must give us 
something”, this subsidy “you 
must give, or else we would not 
do it”. 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Example: 
“I don’t believe in all these 
subsidies and incentives, to me 
you have got to see the benefits 
it brings to your 
organization...that is incentive 
enough.” 
used as a basis for it to be 
considered as a factor or a non-
factor 
 
 
Special interest 
group(SIG) / 
institute 
 
 In our study, this code is defined 
as a community or a group of 
people/organisations with an 
interest in advancing a specific 
area of knowledge, learning or 
technology where members 
cooperate to effect or to produce 
solutions within their particular 
field, through communication, 
meetings  and organizing 
conferences 
 
A community or a group of 
people/organisations with an 
interest in advancing a specific 
area of knowledge, learning or 
technology where members 
cooperate to effect or to produce 
solutions within their particular 
field, through communication, 
meetings  and organizing 
conferences (Othman et al., 2010) 
 
It is considered as a factor if there 
is implicit or explicit mention in 
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
 
Keywords: 
SIG / community / institutes / role 
of community / talk to each other 
/  communicate / cooperate / 
meet / Malaysian ITG Institute 
 
Example: 
“so the role of the community is 
important, we have to have a 
community of special interest 
group that looks at, that talks to 
each other, so it will be more 
faster” 
It is considered as a non-factor if 
there is implicit or explicit 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Keywords: 
SIG / community / institutes 
 
Example: 
none 
 
It is considered as not-available if 
there is no mention of this code 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
 
 
Vendor support 
 In our study, this code is defined 
as the willingness and support of 
It is considered as a factor if there 
is implicit or explicit mention in 
It is considered as a non-factor if 
there is implicit or explicit 
It is considered as not-available if 
there is no mention of this code 
  322 
 
 
external organisations which sells 
or supplies goods or items to the 
organization. This may be shown 
through their recognition, 
agreement, support, awareness, 
usage or  commitment to the ITG 
initiative 
 
The willingness and support of 
external organizations which sells 
or supplies goods or items to the 
organization through their 
recognition, agreement, support, 
awareness, usage or commitment 
to the ITG initiative (Othman et al., 
2010) 
 
the transcript that this code is or 
can be a barrier, a factor or an 
issue for formal ITG practices 
adoption. 
 
Keywords: 
 Vendors/ suppliers / service 
providers 
  Does not understand / supports  
 
Example: 
”So a barrier would be to obtain 
commitment from external 
parties. One more, we have our 
vendors, we must need them to 
understand and have their 
commitment.” 
mention in the transcript that 
this code is not or will not be 
considered as a barrier, a factor 
or an issue for formal ITG 
practices adoption 
 
Keywords: 
 Vendors/ suppliers / service 
providers 
  Understands / supports  
 
Example: 
none 
in the transcript  that can be 
used as a basis for it to be 
considered as a factor or a non-
factor 
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Instruction:  For each factors listed below, insert the relevant number in the column that corresponds to it as being: a factor (1), a non-factor (2) or not available (3) 
 
 
Table 2: Content analysis form 
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8.2 MATERIALS SUPPORTING THE QUANTITATIVE STUDY 
 
Introduction 
This appendix presents all the different supporting documentation mention in 
the body of this thesis that relates to the quantitative study.  
Introducing the exhibits 
This section is dedicated to providing the reader with an introduction on each 
exhibit’s purpose and content. 
 
 Sample construct booklet – refer to Appendix G - Appendix J 
Construct booklets were maintained for all model constructs individually. Each 
of these construct booklets documented information such as: (a) prior established 
definitions for the construct, (b) pool of items used to measure the construct, and 
(c) summary of extracted items from the literature. This information was used as 
evidence when deriving survey items for this study. 
 Documentation used in instrument development activity – refer to Appendix K to 
Appendix P 
 Documentations and forms used in the instrument development activity are 
presented here to illustrate the procedures undertaken to elicit the final survey 
instrument. They consist of: Sample participant information form, withdrawal 
form, consent form, own category test results, priority ranking results, clusters, 
and priority ranking and suggested label results. 
 Sample instrument – refer to Appendix Q - Appendix R 
The survey was designed in both web-based and paper-based versions. The few 
screen shots provided visually depict the first few pages of the web-based 
version. The full paper version is attached here, the web version, more or less, 
mirrored the paper version. 
 Support documents used in the survey administration – refer to Appendix S - 
Appendix X 
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The administration of a survey entails many forms of correspondence; to 
establish contacts, request for participation and follow-up etc. Presented here are 
sample copies of; the wordings used in letters/email correspondents, the thank 
you letter used for respondents, and the notice that was provided for participating 
organisations. It should be noted that similar forms were used for both pilot and 
actual survey.  
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Appendix G 
Sample construct booklet 
Top Management Support construct 
Hypothesis: 
“Lack of top management support inhibits the adoption of formal ITG 
practice” 
Definition of the TMS construct: 
Summary from the literature: 
 Top management support refers to the “active involvement of top 
managers in various aspects of IS implementation” (Thong et al., 1996) 
 Top management support is “the continual active and enthusiastic 
approval of senior executives for a proposed innovation”(Sultan & 
Chan, 2000) 
 Top management support refers to “active involvement and support of 
top managers” (Ramamurthy & Premkumar, 1995) 
 Top management support refers to “the extent to which EIS efforts are 
promoted by the top/corporate management of the firm” (Rai & Bajwa, 
1997) 
 Top management support refers to “the involvement, enthusiasm, 
motivation, and encouragement provided by management towards the 
acceptance of IS innovations” (Ifinedo, 2011) 
 Top management support is “the extent to which institutional leadership 
is instrumental in fostering an innovation” (Jeyaraj, Rottman, & Lacity, 
2006) 
 
Proposed / adapted definition for this study: 
Top management support is defined as “the level of commitment by senior 
management in the organization to the adoption process, in terms of their 
involvement and the willingness to allocate valuable organisational resources”.  
(Sedera, Gable et al. 2004). 
 327 
Appendix H 
Extracting measures from past literature 
Top management support 
 
Source7 Research context Original Item Extracted 
Reliability 
/validity 
reported 
Modified item Notes / comments 
(C. Hsu et al., 2012) 
(TMS-P1) 
 
Information security 
management 
standards adoption 
and assimilation 
 
 
1. The senior management of our organization demonstrates 
support for information security management. (TMS-P1-1) 
2. The senior management of our organization formulates a 
strategy for the introduction of information security 
management. (TMS-P1-2) 
3. The senior management of our organization establishes 
processes and standards to monitor information security 
management. (TMS-P1-3) 
4. The senior management of our organization is involved in the 
decision-making process of information security 
management. (TMS-P1-4) 
All Yes 
1. The senior management of our 
organization demonstrates support for 
formal ITG practice 
2. The senior management of our 
organization formulates a strategy for 
the introduction of formal ITG practice 
3. The senior management of our 
organization establishes processes and 
standards to monitor formal ITG practice 
4. The senior management of our 
organization is involved in the decision-
making process of formal ITG practice 
7 point Likert scale: 
(1=strongly disagree to 
7=strongly agree) 
(Thong et al., 1996) 
(TMS-P2) 
 
Relationship 
between TMS, 
external expertise 
and IS 
implementation in 
small business 
 
 
 
1. CEO attendance at project meetings (TMS-P2-1) 
2. CEO involvement in information requirements analysis (TMS-
P2-2) 
3. CEO involvement in reviewing consultant's recommendations 
(TMS-P2-3) 
4. CEO involvement in decision-making (TMS-TP2-4) 
5. CEO involvement in monitoring project (TMS-P2-5) 
All except 
 
(TMS-P2-1) 
 
Yes 
1. CEO attendance at project meetings 
2. CEO involvement in information 
requirements analysis 
3. CEO involvement in reviewing 
consultant's recommendations 
4. CEO involvement in decision-making 
5. CEO involvement in monitoring project 
7 point Likert scale: 
(1=least favourable to 
7=most favourable) 
 
(TMS-P2-1), simply 
attending project 
meeting does not 
constitute strong 
support 
(T. S. H. Teo et al., 
2006) 
(TMS-P3) 
 
Key Dimensions of 
Inhibitors for the 
Deployment of 
Web-Based 
Business-to-
1. Lack of top management support (TMS-P3-1) 
2. Lack of top management leadership (TMS-P3-2) 
3. Lack of top management understanding about potential 
benefits and issues related to e-commerce (TMS-P3-3) 
All Yes 
1. Lack of top management support 
2. Lack of top management leadership 
3. Lack of top management understanding 
about potential benefits and issues 
related to formal ITG practice 
7 point Likert scale: 
(1=not a problem to 
7=extreme problem) 
 
                                                 
 
7 The source is formed as follows:  
Construct ID-Author ID within construct-item number from a particular study 
i.e.: TMS-P1-1 
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Business (B2B) e-
commerce 
 
(Rai & Bajwa, 1997) 
(TMS-P4) 
 
Executive 
information systems 
(EIS) adoption 
1. Executive sponsors participation in EIS development (TMS-
P4-1) 
2. Top management contacts with sponsor on EIS related issues 
(TMS-P4-2) 
3. Resource support for EIS (TMS-P4-3) 
4. Top management perception of importance of EIS (TMS-P4-
4) 
5. Top management’s constructive feedback on EIS application 
(TMS-P4-5) 
6. EIS regarded as high priority by top management (TMS-P4-6) 
All except 
 
(TMS-P4-1) 
(TMS-P4-2) 
 
Yes 
1. Resource support for formal ITG practice 
2. Top management perception of 
importance of formal ITG practice 
3. Top management’s constructive 
feedback on formal ITG practice 
4. Formal ITG practice regarded as high 
priority by top management 
7 point Likert scale: 
(1=strongly disagree to 
7=strongly agree) 
 
(TMS-P4-1), (TMS-P4-
2) are not relevant to 
the context of study 
 
(Premkumar & 
Michael, 1995) 
(TMS-P5) 
 
CASE technology 
adoption 
1. Top management would support introducing CASE tools 
(TMS-P5-1) 
2. Top management has a desire to portray our firm as a leader 
in the use of new technology (TMS-P5-2) 
3. Top management would be willing to take the risk (both 
financial and organisational) involved in adopting CASE tools 
(TMS-P5-3) 
All except 
 
(TMS-P5-1) 
(TMS-P5-2) 
 
 
1. Top management would support 
introducing formal ITG practice 
2. Top management has a desire to portray 
our firm as a leader in the use of new 
standards and frameworks / practice 
3. Top management would be willing to 
take the risk (both financial and 
organisational) involved in adopting 
formal ITG practice 
7 point Likert scale: 
(1=strongly disagree to 
7=strongly agree) 
 
(TMS-P5-1), (TMS-P5-
2) do not show strong 
support 
(Gu et al., 2012) 
(TMS-P6) 
 
UML adoption 
1. Management setting clear goals and delegating ways of 
achieving them to employees (TMS-P6-1) 
2. Employees feel that important decisions are made by 
individuals rather than by committees (TMS-P6-2) 
3. Management providing enough incentives for employees to 
work on new ideas (TMS-P6-3) 
4. Management has a strong desire for high risk, high return 
projects (TMS-P6-4) 
5. Management encourages employees to keep trying, even if 
they fail in the process of creating something (TMS-P6-5) 
Only 
 
(TMS-P6-1) 
(TMS-P6-4) 
 
 
1. Management setting clear goals and 
delegating ways of achieving them to 
employees 
2. Management has a strong desire for high 
risk, high return projects 
7 point Likert scale: 
(1=strongly disagree to 
7=strongly agree) 
 
(TMS-P6-2), (TMS-P6-
3) 
(TMS-P6-5) are not 
relevant to the context 
of study 
 
(Liang et al., 2007) 
(TMS-P8) 
 
Enterprise systems 
(ERP) assimilation 
Senior management of our firm believes that: 
1. ERP has the potential to provide significant business benefits 
to the firm (TMS-P8-1) 
2. ERP will create a significant competitive arena for firms 
(TMS-P8-2) 
3. It is NOT necessary to use ERP to conduct business activities 
(TMS-P8-3) 
 
Senior management of our firm actively: 
All  
Senior management of our firm believes 
that: 
1. Formal ITG practice has the potential to 
provide significant business benefits to 
the firm 
2. Formal ITG practice will create a 
significant competitive arena for firms 
3. It is NOT necessary to adopt formal  ITG 
practice to conduct business activities 
5 point Likert scale: 
(1 = strongly disagree 
to 5 = strongly agree) 
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1. Articulates a vision for the organisational use of ERP (TMS-
P8-4) 
2. Formulated a strategy for the organisational use of ERP 
(TMS-P8-5) 
3. Established goals and standards to monitor the ERP project 
(TMS-P8-6) 
 
 
 
Senior management of our firm actively: 
1. Articulates a vision for the organisational 
use of formal ITG practice 
2. Formulated a strategy for the 
organisational use of formal ITG practice 
3. Established goals and standards to 
monitor the formal ITG practice project 
(Yap et al., 1992) 
(TMS-P9) 
 
 
IS success factors in 
small business 
1. Support of the CEO (TMS-P9-1) 
2. CEO attendance in CBIS meetings (TMS-P9-2) 
3. CEO involvement in feasibility study (TMS-P9-3) 
4. CEO involvement in decision making (TMS-P9-4) 
 
 
All except 
 
(TMS-P9-2) 
 
1. Support of the CEO 
2. CEO attendance in CBIS meetings 
3. CEO involvement in feasibility study 
4. CEO involvement in decision making 
 
7 point Likert scale: 
(1=least favourable 
to 7=most favourable) 
 
(TMS-P9-2), simply 
attending project 
meeting does not 
constitute strong 
support 
(Premkumar & 
Roberts, 1999) 
(TMS-P10) 
 
Adoption of new IT 
in rural small 
business 
1. The owner or manager enthusiastically supports the 
adoption of these new technologies. (TMS-P10-1) 
2. The owner or manger has allocated adequate resources to 
adoption of these new technologies. (TMS-P10-2) 
3. Top management is aware of the benefits of these new 
technologies. (TMS-P10-3) 
4. Top management actively encourages employees to use the 
new technologies in their daily tasks. (TMS-P10-4) 
All  
1. The owner or manager enthusiastically 
supports the adoption of these new 
formal ITG practices 
2. The owner or manger has allocated 
adequate resources to adoption of these 
new formal ITG practices 
3. Top management is aware of the 
benefits of these new formal ITG 
practices 
4. Top management actively encourages 
employees to use the new formal ITG 
practice in their daily tasks. 
5 point Likert scale: 
(1 = strongly agree; 
to 5 = strongly 
disagree) 
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Appendix I 
Summary of extracted items from the literature 
 
Top management support 
Top management support is defined as “the level of commitment by senior management in the organization to the adoption process, in terms of their involvement and the 
willingness to allocate valuable organisational resources”.  (Sedera, Gable et al. 2004) 
  
Categorization of items 
The following coding was used, in order to organize the items under different categories of top management support  
 
Item category Item Category ID 
Resource provision A 
Vision sharing B 
Strategy formulation C 
Decision making D 
Leadership E 
Promoting F 
Risk taking G 
Monitoring H 
 
Previous 
Item ID 
 
Item 
Category  
ID 
Modified item from previous study Adjusted to fit the context of study 
New 
Item ID 
TMS-P4-3 
TMS-P10-2 
A 
 Resource support for formal ITG practice 
 The owner or manger has allocated adequate resources to 
adoption of these new formal ITG practices 
Lack of top management resource allocation for formal 
ITG practice 
TMS1 
TMS-P6-1 
 
TMS-P8-4 
 
B 
 Management setting clear goals and delegating ways of 
achieving them to employees 
 Senior management of our firm actively articulates a vision for 
the organisational use of formal ITG practice 
 
Lack of top management vision sharing and articulation 
of formal ITG practice 
TMS2 
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TMS-P1-4 
 
TMS-P8-5 
C 
 The senior management of our organization formulates a 
strategy for the introduction of formal ITG practice 
 Senior management of our firm actively formulated a strategy 
for the organisational use of formal ITG practice 
Lack of top management involvement in formulating a 
strategy for formal ITG practice 
TMS3 
TMS-P1-3 
 
TMS-P2-4 
TMS-P9-4 
TMS-P2-2 
TMS-P2-3 
TMS-P9-3 
TMS-P4-5 
D 
 The senior management of our organization is involved in the 
decision-making process of formal ITG practice 
 CEO involvement in decision-making 
 CEO involvement in decision making 
 CEO involvement in information requirements analysis 
 CEO involvement in reviewing consultant's recommendations 
 CEO involvement in feasibility study 
 Top management’s constructive feedback on formal ITG 
practice 
Lack of top management involvement in key decision 
making activities regarding formal ITG practice 
TMS4 
TMS-P3-2 E  Lack of top management leadership Lack of top management leadership TMS5 
TMS-P10-4 
 
F 
 Top management actively encourages employees to use the 
new formal ITG practice in their daily task 
Lack of top management promotion of formal ITG 
practice 
TMS6 
TMS-P5-3 
 
 
TMS-P6-4 
G 
 Top management would be willing to take the risk (both 
financial and organisational) involved in adopting formal ITG 
practice 
 Management has a strong desire for high risk, high return 
projects 
Lack of top management risk taking towards formal ITG 
practice 
TMS7 
TMS-P1-2 
 
TMS-P2-5 
 
TMS-P8-6 
H 
 The senior management of our organization establishes 
processes and standards to monitor formal ITG practice 
 CEO involvement in monitoring project 
Senior management of our firm actively: 
 Established goals and standards to monitor the formal ITG 
practice project 
Lack of top management monitoring of formal ITG 
practice through the establishment of goals and 
standards 
TMS8 
 332 
Appendix J 
List of initial candidate items 
[Initial candidate items for external support] 
Item code Item 
ES1 Lack of on-hand incentives from community agencies towards formal ITG practice 
ES2 Lack of on-hand training from community agencies towards formal ITG practice 
ES3 
Lack of on-hand technical support from business communities towards formal ITG 
practice 
ES4 Lack of on-hand knowledge exchange from consultants towards formal ITG practice 
ES5* We could not get our personnel trained by consultants 
ES6* Government does not provide leadership in formal ITG practice initiatives 
ES7* It is difficult to get outside help in resolving unexpected formal ITG practice problems 
ES8* Government does not provide subsidies for formal ITG practice 
ES9* Vendors do not provide training courses 
ES10* Vendors do not promote formal ITG practice 
 
[Initial candidate items for resistance to change] 
Item code Item  
RC1 Failure of employees to comply with formal ITG practice 
RC2 Failure of employees to cooperate in activities related to formal ITG practice 
RC3 Expression of criticism by employees towards formal ITG practice 
RC4 Resignation of employees due to the introduction of formal ITG practice 
RC5* Many employees resist formal ITG practice 
RC6* Employees blame occurrences of problems in the organization on formal ITG practice 
RC7* Employees persist traditional practices as opposed to new formal ITG practice 
RC8* Many employees  wish formal ITG practice to fail 
RC9* Many employees believe that formal ITG practice will make their work harder 
RC10* 
Employees complain about the changes brought about by formal ITG practice to their 
colleagues 
 
[Initial candidate items for perceived benefits] 
Item code Item  
PB1 Lack of any apparent value realization from IT investment from formal ITG practice 
PB2 
Lack of any apparent improvement in customer satisfaction and quality of service from 
formal ITG practice 
PB3 
Lack of any apparent improvement in the management and control of resources from 
formal ITG practice 
PB4 
Lack of any apparent improvement in efficiency and cost reduction from formal ITG 
practice 
PB5 Lack of any apparent improvement in employee morale from formal ITG practice 
PB6 Lack of any apparent improvement in organisational image from formal ITG practice 
PB7 Lack of any apparent increase in business opportunities from formal ITG practice 
PB8 
Lack of any apparent minimization of compliance issues and auditor concerns from 
formal ITG practice 
PB9* 
Lack of improvement in relationship with external business partners from formal ITG 
practice 
PB10* Lack of improvement in reducing work process complexity  from formal ITG practice 
 
[Initial candidate items for organisational resource availability] 
Item code Item  
RSA1 Lack of adequate human resource for formal ITG practice 
RSA2 Lack of adequate infrastructure for formal ITG practice 
RSA3 Lack of adequate financial resources for formal ITG practice 
RSA4 Lack of adequate time resource for formal ITG practice 
RSA5 Lack of adequate managerial talent for formal ITG practice 
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RSA6* Lack of flexible infrastructure for formal ITG practice 
RSA7* Lack of efficient and streamlined business process for formal ITG practice 
RSA8* Limitations on formal ITG practice posed by existing infrastructure 
RSA9* Lack of adequate expertise for formal ITG practice 
RSA10* Lack of capital for formal ITG practice 
  
[Initial candidate items for coercive pressure] 
Item code Item 
CP1 Lack of pressure from supervisory regulators for formal ITG practice 
CP2 Lack of pressure from our suppliers for formal ITG practice 
CP3 Lack of pressure from our customers for formal ITG practice 
CP4 Lack of pressure from our parent company for formal ITG practice 
CP5 Lack of pressure from the industry / trade associations for formal ITG practice 
CP6 Lack of pressure from our competitors for formal ITG practice 
CP7* Formal ITG practice is not required by the government 
CP8* Formal ITG practice is not required  by our important customers 
CP9* Lack of proponent towards formal ITG practice from the supervisory regulators 
CP10* Formal ITG practice is not required  by our major supplier 
 
[Initial candidate items for normative pressure] 
Item code Item 
NP1 Only a few of our suppliers are currently or are intending to adopt formal ITG practice 
NP2 Only a few of our customers are currently or are intending to adopt formal ITG practice 
NP3 
Industry sources such as industry or trade associations hardly insist us to adopt formal 
ITG practice 
NP4 
The government’s promotion of IT best practices fail to influence us to adopt formal ITG 
practice 
NP5 Only a few of our competitors are currently or are intending to adopt formal ITG practice 
NP6* The extent to which formal ITG practice is adopted by our customers is very low 
NP7* The extent to which formal ITG practice is adopted by our suppliers is very low 
NP8* 
Our organization refrains from participating in industry, trade or professional 
associations that promote formal ITG practice 
NP9* 
Our organization is not influenced by the extent of adoption of formal ITG practice by our 
customers 
NP10* 
Our organization is not influenced by the extent of adoption of formal ITG practice by our 
suppliers 
 
[Initial candidate items for complexity] 
Item code Item 
CMP1 It is difficult to understand formal ITG practice 
CMP2 It is difficult to use formal ITG practice 
CMP3* The skills required to use formal ITG practice is complex 
CMP4* Integrating formal ITG practice into our current work practice is very difficult 
CMP5* It is difficult to implement formal ITG practice 
CMP6* It is difficult to learn how to use formal ITG practice 
CMP7* 
Formal ITG practice comprises of many interdependent routines, techniques  and 
resources 
CMP8* Setting up formal ITG practice is a complicated process 
CMP9* Formal ITG practice is conceptually difficult to understand from a business perspective 
CMP10* Formal ITG practice is conceptually difficult to understand from a technical perspective 
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[Initial candidate items for compatibility] 
Item code Item 
CMT1 Formal ITG practice does not align with our organization’s operating practices 
CMT2 Formal ITG practice does not align with our organization’s values and belief 
CMT3* Use of formal ITG practice creates a disruption in the workplace 
CMT4* Formal ITG practice is compatible with our experience with similar practices 
CMT5* Formal ITG practice does not suite us well 
CMT6* Formal ITG practice is not compatible with aspects of our business 
CMT7* Formal ITG practice is not compatible with our existing information systems culture 
CMT8* Formal ITG practice is not compatible with our existing software 
CMT9* Formal ITG practice is not compatible with our existing hardware 
CMT10* Formal ITG practice does not fit our business’s work style well 
 
[Initial candidate items for cost] 
Item code Item 
CST1 The cost of formal ITG practice training is very high 
CST2 The cost of setting up formal ITG practice is very high 
CST3 The cost of maintaining formal ITG practice is very high 
CST4* The cost of running formal ITG practice is very high 
CST5* 
Substantive training is needed to bring current employees “up to speed” with the formal 
ITG practice 
CST6* Existing processes are difficult to adapt 
CST7* Long lead time needed to complete the setup of formal ITG practice 
CST8* Long lead time needed to complete the training before usage of formal ITG practice 
CST9* Implementation of this formal ITG practice is expensive for our business 
CST10* Setting up this formal ITG practice would be very costly for our business 
 [Initial candidate items for consultant ineffectiveness] 
Item code Item 
CE1 Consultant lacks the capability to provide relevant solutions for formal ITG practice 
CE2 Consultant has poor relationship will all relevant parties in our organization 
CE3 Consultant lacks prior experience in providing quality training for formal ITG practice 
CE4 Consultant lacks prior experience in providing quality service for formal ITG practice 
CE5 Consultant is untrustworthy 
CE6 Consultant is incapable of communicating well 
CE7* Consultant is ineffective in managing formal ITG practice implementation 
CE8* Consultant lacks credibility  
CE9* 
Consultant lacks effectiveness in recommending suitable solutions for formal ITG 
practice 
CE10* Consultant lacks the technical competence  
 
Legend 
Items with * were added later to ensure that each construct / variable has an initial 10 items 
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PARTICIPANT INFORMATION FOR QUT RESEARCH 
PROJECT 
– Instrument Development – 
 
Barriers to the Adoption of Formal Information Technology Governance Practices in Developing 
Countries: A Malaysian Study QUT Ethics Approval Number 1100001251 
 
RESEARCH TEAM   
Principal Researcher: Mohd Fairuz Iskandar Othman, QUT 
Associate Researchers: 
Dr Taizan Chan, QUT 
Dr Ernest Foo, QUT 
Professor Karen Nelson, QUT 
 
DESCRIPTION 
This project is being undertaken as part of a PhD study for Mohd Fairuz Iskandar Othman. 
The purpose of this project is to investigate the antecedents to the adoption of formal IT 
Governance practice. Specifically, this research project is interested in studying factors that inhibit 
adoption of formal IT Governance practice. 
You are invited to participate in this project because you are a professional with considerable 
knowledge and skill to analyse, synthesize, categorize and rank given statements. 
 
PARTICIPATION 
Your participation in this project is entirely voluntary. If you do agree to participate, you can withdraw 
from the project without comment or penalty. If you withdraw, on request any identifiable information 
already obtained from you will be destroyed. Your decision to participate, or not participate, will in no 
way impact upon your current or future relationship with QUT. 
 
Your participation will involve 2 sets of activities which will require you to: (1) categorize; and (2) 
rank pre-defined statements, with the option of you including comments and suggestions with 
regards to those activities.  
You have the opportunity to verify your comments and responses prior to its final inclusion.  
 
EXPECTED BENEFITS 
Although it is unlikely that this project will benefit you directly, the information obtained will be used to 
inform further research in the area of IT Governance adoption, especially within the Malaysian context. 
The results from this research may provide information regarding key factors that act as inhibitors 
to formal IT Governance adoption. This information may be used by practitioners to devise new 
ways, ideas and countermeasures to ensure a successful adoption of formal IT Governance 
practices. 
 
RISKS 
The research team does not believe there are any risks beyond normal day-to-day living associated with 
your participation in this research 
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PRIVACY AND CONFIDENTIALITY 
All comments and responses will be treated confidentially.   
 
CONSENT TO PARTICIPATE 
We would like to ask you to sign a written consent form (enclosed) to confirm your agreement to 
participate. 
 
QUESTIONS / FURTHER INFORMATION ABOUT THE PROJECT 
If have any questions or require any further information about the project please contact one of 
the research team members below. 
Mohd Fairuz Iskandar Othman Dr Taizan Chan 
Information Systems School, 
Science and Engineering Faculty, 
Information Systems School, 
Science and Engineering Faculty, 
Phone: +614 3065 5046 /  +6017 311 0260  (Malaysia) Phone: +617 3138 2533 
Email: mohd.othman@student.qut.edu.au Email:  t.chan@qut.edu.au 
 
CONCERNS / COMPLAINTS REGARDING THE CONDUCT OF THE PROJECT 
QUT is committed to research integrity and the ethical conduct of research projects.  However, if 
you do have any concerns or complaints about the ethical conduct of the project you may contact 
the QUT Research Ethics Unit on [+61 7] 3138 5123 or email ethicscontact@qut.edu.au. The QUT 
Research Ethics Unit is not connected with the research project and can facilitate a resolution to 
your concern in an impartial manner. 
 
Thank you for helping with this research project.  Please keep this sheet for your 
information. 
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CONSENT FORM FOR QUT RESEARCH PROJECT 
– Instrument Development– 
 
Barriers to the Adoption of Formal Information Technology Governance Practices in Developing 
Countries: A Malaysian Study  
QUT Ethics Approval Number 1100001251 
 
RESEARCH TEAM CONTACTS  
Mohd Fairuz Iskandar Othman Dr Taizan Chan 
Information Systems School, 
Science and Engineering Faculty, 
Information Systems School, 
Science and Engineering Faculty, 
Phone: +614 3065 5046 / +6017 311 0260 (Malaysia) Phone: +617 3138 2533 
Email: mohd.othman@student.qut.edu.au Email: t.chan@qut.edu.au 
STATEMENT OF CONSENT 
By signing below, you are indicating that you: 
 have read and understood the information document regarding this project 
 have had any questions answered to your satisfaction 
 understand that if you have any additional questions you can contact the research team 
 understand that you are free to withdraw at any time, without comment or penalty 
 understand that you can contact the Research Ethics Unit on [+61 7] 3138 5123 or email 
ethicscontact@qut.edu.au if you have concerns about the ethical conduct of the project 
  understand that non-identifiable data collected in this project may be used as comparative 
data in future projects 
 agree to participate in the project 
 
Name  
Designation  
Signature  
Date   
 
 
MEDIA RELEASE PROMOTIONS 
From time to time, we may like to promote our research to the general public through, for 
example, newspaper articles.  Would you be willing to be contacted by QUT Media and 
Communications for possible inclusion in such stories?  By ticking this box, it only means you are 
choosing to be contacted – you can still decide at the time not to be involved in any promotions. 
 
□ Yes, you may contact me about inclusion in promotions 
□ No, I do not wish to be contacted about inclusion in promotions 
Please return this sheet to the investigator. 
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WITHDRAWAL OF CONSENT FOR QUT RESEARCH 
PROJECT 
– Instrument Development– 
 
Barriers to the Adoption of Formal Information Technology Governance Practices in Developing 
Countries: A Malaysian Study  
QUT Ethics Approval Number 1100001251 
 
RESEARCH TEAM CONTACTS  
Mohd Fairuz Iskandar Othman Dr Taizan Chan 
Information Systems School, 
Science and Engineering Faculty, 
Information Systems School, 
Science and Engineering Faculty, 
Phone: +614 3065 5046 / +6017 311 0260 (Malaysia) Phone: +617 3138 2533 
Email: mohd.othman@student.qut.edu.au Email: t.chan@qut.edu.au 
I hereby wish to WITHDRAW my consent to participate in the research project named above. 
I understand that this withdrawal WILL NOT jeopardise my relationship with Queensland 
University of Technology. 
 
Name  
Designation  
Signature  
Date   
 
Please return this sheet to the investigator. 
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Appendix N 
Own category test results  
# Construct name 
given 
Construct name identified Group#1 Group#2 Group#3 Group#4 Group#5 Group#6 
Perceived benefits 
1 
Perceived benefits 
 
Advantageous attributing 
factors 
Internal 
managemen
t factors 
PB3, PB5, 
PB10  
 
External factors 
PB2, PB6, PB7, PB8, 
PB9 
Financial factors 
PB1, PB4 
   
2 
Perceived benefits 
Employees 
motivation 
PB5 
Enhancing work 
performance 
PB7, PB8, PB10 
Managing 
resources 
PB1, PB3, PB4 
Relationship with 
external entity 
PB9 
Customer 
satisfaction 
PB2 
Organizational 
image 
PB6 
3 
Improvements after 
implementing formal ITG 
practice 
Practices / 
implementer 
PB3, PB4, 
PB5, PB6, 
PB10 
External party 
PB8 
 Stakeholder / 
business partners 
PB1, PB9 
Customer 
PB2, PB7 
 
4 
Result of ITG 
Implementation 
Process 
improvemen
t 
PB3, PB10 
 
Increase in 
efficiency 
PB1, PB4, PB8 
Value creation 
PB2, PB5, PB9 
Stakeholder 
perception 
PB6, PB7 
  
5 
Improvement 
Motivation 
PB5 
Efficiency 
PB4, PB8, PB10 
Management 
PB3 
 
 Monetary 
PB1, PB2, PB7 
Reputation 
PB6, PB9 
 
6 
Improvements 
 Efficiency 
PB3, PB4, PB10 
 Relationships 
PB2, PB5, PB6, 
PB9 
ROI 
PB1, PB7 
 
Compliance 
PB8 
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Complexity 
1 
Complexity 
Evaluative difficulties 
Perceived 
difficulties 
CMP1, 
CMP2, 
CMP5, 
CMP6, 
CMP9, 
CMP10 
Operational 
difficulties 
CMP4, CMP8 
Perceived 
complexities 
CMP7 
Capabilities 
required 
CMP3 
 
  
2 
Complexity 
Complexity 
of learning 
CMP1, 
CMP3, 
CMP6, 
CMP9, 
CMP10 
Complexity of using 
/ implementing 
CMP2, CMP4, 
CMP5, CMP7, 
CMP8 
    
3 
ISMS in implementation 
and practice 
Customer 
CMP1, 
CMP6, 
CMP9 
Practices / 
implementer 
CMP2, CMP3, 
CMP4, CMP5, 
CMP7, CMP8, 
CMP10 
    
4 
ITG planning 
ITG 
developmen
t 
CMP2, 
CMP5, 
CMP8, 
CMP9 
 ITG integration 
CMP4, CMP7 
ITG adoption 
CMP1, CMP3, 
CMP6, CMP10 
  
5 Difficulty Learning Implementation Usage    
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CMP1, 
CMP6, 
CMP9, 
CMP10 
CMP5, CMP7, 
CMP8 
 
CMP2, CMP3, 
CMP4 
6 
Knowledge 
Understandi
ng 
CMP1, 
CMP9, 
CMP10 
Application 
CMP2, CMP3, 
CMP6, CMP7 
 Setup 
CMP4, CMP5, 
CMP8 
  
Resistance to change 
1 
Resistance to 
change 
Employees resistant 
responses 
Employees 
resistant 
belief 
RC6, RC9 
Employees resistant 
emotions 
RC8, RC10 
Employees 
resistant action 
RC1, RC2, RC3, 
RC4, RC5, RC7 
   
2 
Resistance to change 
Strong 
resistance to 
change 
RC4, RC6, 
RC10 
Soft resistance to 
change 
RC3, RC8, RC9 
Resistance to be 
involved 
RC1, RC2, RC5, 
RC7 
   
3 
Formal ITG practice 
required employees for 
the success of the 
implementation 
Employees 
issues 
(thought as 
not 
relevant) 
RC4, RC6, 
RC8 
 
 
 
 
 
Employees issues 
(thought as 
relevant) 
RC1, RC2, RC3, 
RC5, RC7, RC9, 
RC10 
   
4 
Implementation 
problems 
Implementa
tion 
problem 
RC1, RC6 
 Employees 
resistance to 
change 
RC2, RC3, RC4, 
RC5, RC7, RC8, 
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RC9, RC10 
5 
Employees resistance 
Negative 
perception 
RC4, RC6, 
RC9 
Negative impact by 
the employees 
RC3 
Resistance to 
change 
RC5, RC7, RC8, 
RC10 
Failure 
RC1, RC2 
  
6 
Culture to ITG 
Staff 
sabotage 
RC3, RC6, 
RC8, RC10 
Staff turnover 
RC4, RC9 
Change resistance 
RC1, RC2, RC5, 
RC7 
   
External support 
1 
External support 
Promotional factors 
Training 
resources 
ES2, ES5, 
ES9 
External support 
ES3, ES7 
 
Knowledge base 
ES4 
 
 Government 
support 
ES6, ES8 
Incentives 
ES1, ES10 
2 
External support 
Vendor 
support 
ES9, ES10 
 
External entities 
support 
ES1, ES2, ES3, ES4, 
ES5, ES7 
  Government 
support 
ES6, ES8 
 
3 
Support on training / 
understanding of formal 
ITG practice 
 External parties 
support 
ES1, ES2, ES3, ES4, 
ES5, ES7, ES9, ES10 
  Government 
support 
ES6, ES8 
 
 
4 
Incentives and training 
Training and 
technical 
support 
ES2, ES3, 
ES4, ES5, 
ES7, ES9 
   Government 
and external 
incentives 
ES1, ES6, ES8, 
ES10 
 
5 
Outside support 
Training 
ES2, ES5, 
Help 
ES1, ES7, ES10 
Knowledge 
ES4 
Technical 
ES3 
Government 
ES6, ES8 
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6 
Training 
 Support 
ES2, ES3, ES4, ES5, 
ES7, ES9 
   Incentives 
ES1, ES6, ES8, 
ES10 
Coercive pressure 
1 
Coercive pressure 
Promotional climate 
Customers 
CP3, CP8 
Supervisory entities 
CP1, CP4, CP7, CP9 
Industry 
CP5, CP6 
Suppliers 
CP2, CP10 
 
  
2 
Coercive external 
pressure 
Customer 
CP3, CP8 
Government 
CP7 
Industry 
CP1, CP2, CP5, 
CP9, CP10 
 2 are 
commented 
(normative 
pressure) 
CP6 
(internal 
pressure) 
CP4 
 
3 Critical success in 
implementing 
Customer 
CP3, CP8 
Government 
CP1, CP7, CP9 
Industry 
CP4, CP5 
Vendor / supplier 
CP2, CP10 
Competitor 
CP6 
 
4 
ITG implementation 
factors 
Customer 
CP3, CP8 
 
Government and 
regulatory bodies 
CP1, CP7, CP9 
  Interested 
parties 
CP2, CP4, CP5, 
CP6, CP10 
 
5 
Outside pressure 
Customers 
CP3, CP8 
 
Regulators 
CP1, CP7, CP9 
Competitors 
CP5, CP6 
Suppliers 
CP2, CP10 
 
Top 
management 
CP4 
 
6 
ITG requirements 
Market 
requirement 
CP2, CP3, 
CP6, CP8, 
CP10 
Regulatory 
requirements 
CP1, CP5, CP7, CP9 
  Internal 
requirements 
CP4 
 
 
Cost 
  344 
1 
Cost 
Perceived difficulties to 
use formal ITG practice 
Training 
cost 
CST1, CST5, 
CST8 
Implementation 
costs 
CST2, CST7, CST9, 
CST10 
Implementing 
difficulties 
CST6 
 Maintaining 
cost 
CST3, CST4 
 
2 
Cost 
Training 
cost 
CST1, CST5, 
CST8 
Implementation 
cost 
CST2, CST3, CST4, 
CST9, CST10 
1 item 
commented 
(Cost) 
CST6 
Time cost 
CST7 
  
3 
Formal ITG practice needs 
Training 
CST5 
Process 
CST6 
 Time needed 
CST7, CST8 
Cost needed 
CST1, CST2, 
CST3, CST4, 
CST9, CST10 
 
4 
Implementation 
Awareness 
CST5 
 
Implementation of 
process 
CST6, CST7, CST8 
 
 
 Maintenance 
cost 
CST1, CST2, 
CST3, CST4, 
CST9, CST10 
 
5 
Cost 
Training 
CST5, CST8 
Process 
CST6 
 Long time 
CST7 
 
Monetary 
CST1, CST2, 
CST3, CST4, 
CST9, CST10 
 
6 
Cost 
Initialization 
CST6, CST7, 
CST8 
 
Implementation 
CST1, CST2, CST5, 
CST9, CST10 
  Maintenance 
CST3, CST4 
 
Organizational resource availability 
1 
Organizational 
resource availability 
Necessary resources 
Financial 
resources 
RSA3, RSA10 
Time schedule 
RSA4 
 
Human resource 
RSA1, RSA5, RSA9 
Feasible 
infrastructure 
RSA2, RSA6, RSA8 
Business process 
RSA7 
 
2 Resource availability Financial Time resource Human resource Infrastructure Business process  
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resource 
RSA3, RSA10 
RSA4 RSA1, RSA5, RSA9 RSA2, RSA6, RSA8 RSA7 
3 Resources required for 
formal ITG practice 
Money  
RSA3, RSA10 
Time 
RSA4 
Human resource 
RSA1, RSA5, RSA9 
Infrastructure 
RSA2, RSA6, RSA8 
Process  
RSA7 
 
4 
Barriers for ITG adoption 
Cost 
RSA3, RSA10 
 
 Resource 
RSA1, RSA4, 
RSA5, RSA9 
IS infrastructure 
RSA2, RSA6, RSA8 
Business process 
RSA7 
 
5 
Resources 
Monetary 
RSA3, RSA10 
Time 
RSA4 
 
Human 
RSA1, RSA5, RSA9 
Infrastructure 
RSA2, RSA6, RSA8 
Business process 
RSA7 
 
6 
Architecture 
Resources 
RSA2, RSA3, 
RSA4, RSA10 
 Skills 
RSA1, RSA5, RSA9 
 Process 
RSA6, RSA7, 
RSA8 
 
Consultant ineffectiveness 
1 
Consultant 
ineffectiveness 
Consultant capability 
Consultant 
experience 
CE3, CE4 
Consultant 
communication 
skills 
CE2, CE6 
Consultant 
ineffectiveness 
CE1, CE7, CE9, 
CE10 
 Consultant 
credibility 
CE5, CE8 
 
2 
Consultant skills 
Project 
managemen
t skills 
CE2, CE6, 
CE7 
Knowledge 
CE1, CE4, CE9, CE10 
 Training skills 
CE3 
Integrity 
CE5, CE8 
 
3 
Issues related to 
consultant 
Consultant 
who guides 
formal ITG 
implementa
tion 
CE1, CE2, 
CE3, CE4, 
CE5, CE6, 
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CE7, CE8, 
CE9, CE10 
4 
Consultant 
Competency 
CE1, CE4, 
CE10 
Communications 
CE2, CE6 
 
Effectiveness 
CE3, CE7, CE9 
 Credibility 
CE5, CE8 
 
5 
Consultants 
Experience 
CE3, CE4 
Communication 
CE2, CE6 
Weak impact 
CE1, CE7, CE9 
 Consultant 
quality 
CE5, CE8, CE10 
 
6 
Consultant 
Experience 
CE1, CE3, 
CE4, CE7, 
CE9, CE10 
Communications 
CE2, CE6 
  Honour 
CE5, CE8 
 
Compatibility 
1 
Compatibility 
Incompatibility 
General 
incompatibil
ity 
CMT5 
 
Physical 
incompatibility 
CMT3, CMT8, CMT9 
Business process 
incompatibility 
CMT1, CMT4, 
CMT6 
Cultural 
incompatibility 
CMT2, CMT7, 
CMT10 
  
2 
Compatibility 
 Infrastructure 
compatibility 
CMT8, CMT9 
Business 
compatibility 
CMT1, CMT3, 
CMT4, CMT6, 
CMT10 
Values 
compatibility 
CMT2, CMT5, 
CMT7 
  
3 
Implementation of ITG in 
organization (problem 
and reason) 
Practices  
CMT1, 
CMT2, 
CMT3, 
CMT4, 
CMT5, 
CMT6, 
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CMT7, 
CMT8, 
CMT9, 
CMT10 
4 
Transition to ITG 
 Organizational IT 
infrastructure, 
systems and 
technologies 
CMT1, CMT8, CMT9 
 Organizational 
culture 
CMT2, CMT3, 
CMT4, CMT5, 
CMT6, CMT7, 
CMT10 
  
5 
Compatibility 
Culture 
CMT1, 
CMT2, 
CMT4, 
CMT6, 
CMT10 
Resources 
CMT3, CMT8, CMT9 
 
 Employees 
CMT5, CMT7 
  
6 
Environment 
Alignment 
CMT1, 
CMT3, 
CMT4, 
CMT6 
IT systems 
CMT8, CMT9 
 Culture 
CMT2, CMT5, 
CMT7, CMT10 
  
Normative pressure 
1 
Normative pressure 
Perceived influence 
Industry 
influence 
NP3, NP5, 
NP8 
Government 
influence 
NP4 
 
Customer 
influence 
NP2, NP6, NP9 
Supplier influence 
NP1, NP7, NP10 
  
2 
Normative pressure 
Industry 
pressure 
NP5 
Government 
pressure 
NP4 
Customer 
pressure 
NP2, NP6, NP9 
Extended 
enterprise 
pressure 
NP1, NP7, NP10 
Association 
pressure 
NP3, NP8 
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3 
Issues in adopting formal 
ITG practice 
Role of 
industry, 
trade or 
professional 
associations 
NP3, NP8 
Lack of promotion 
by the government 
NP4 
Customers 
NP2, NP6, NP9 
Suppliers 
NP1, NP7, NP10 
Competitors 
NP5 
 
 
4 
Promotion and adoption 
level 
Promotion 
of ITG by 
government 
or industry 
NP3, NP4, 
NP8 
 Level of adoption 
by customers 
NP2, NP6, NP9 
Level of adoption 
by suppliers 
NP1, NP7, NP10 
Peer pressure 
NP5 
 
5 
Normative pressure 
Outside 
impact 
NP3, NP4, 
NP5, NP8, 
NP10 
 Customers 
NP2, NP6, NP9 
 
Suppliers 
NP1, NP7 
 
  
6 
Influence 
Affiliations 
NP3, NP4, 
NP8 
 Customers 
NP2, NP6, NP9 
Suppliers 
NP1, NP7, NP10 
Competitors 
NP5 
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Appendix O 
Priority ranking results 
External support – priority ranking by 6 people 
  
Ranked correspondence with construct meaning 
(1 = highest) 
Ref ID Item 1 2 3 4 5 6 7 8 9 10 Sum 
ES1 
Lack of on-hand incentives from community 
agencies towards formal ITG practice 
1 
 
2 
  
2 
   
1 29 
ES2 
Lack of on-hand training from community 
agencies towards formal ITG practice 
2 
  
2 
   
1 1 
 
27 
ES3 
Lack of on-hand technical support from business 
communities towards formal ITG practice 
1 1 
  
1 
  
2 1 
 
33 
ES4 
Lack of on-hand knowledge exchange from 
consultants towards formal ITG practice  
1 1 1 
 
1 1 
  
1 32 
ES5 
We could not get our personnel trained by 
consultants  
1 
 
1 2 1 1 
   
29 
ES6 
Government does not provide leadership in 
formal ITG practice initiatives 
2 1 1 
 
1 
 
1 
   
19 
ES7 
It is difficult to get outside help in resolving 
unexpected formal ITG practice problems   
1 1 
 
2 
 
2 
  
35 
ES8 
Government does not provide subsidies for 
formal ITG practice  
2 1 1 
  
1 
  
1 28 
ES9 Vendors do not provide training courses 
    
1 
 
1 1 2 1 48 
ES10 Vendors do not promote formal ITG practice 
    
1 
 
1 
 
2 2 50 
 
Ref ID Median rank Mean rank Priority 
ES1 4.5 2.9 4 
ES2 4 2.7 3 
ES3 6.5 3.3 8 
ES4 5 3.2 6 
ES5 5 2.9 5 
ES6 2.5 1.9 1 
ES7 6 3.5 7 
ES8 3.5 2.8 2 
ES9 8.5 4.8 9 
ES10 9 5 10 
 
Rank Ref ID Item 
1 ES6 Government does not provide leadership in formal ITG practice initiatives 
2 ES8 Government does not provide subsidies for formal ITG practice 
3 ES2 Lack of on-hand training from community agencies towards formal ITG practice 
4 ES1 Lack of on-hand incentives from community agencies towards formal ITG practice 
5 ES5 We could not get our personnel trained by consultants 
6 ES4 Lack of on-hand knowledge exchange from consultants towards formal ITG practice 
7 ES7 It is difficult to get outside help in resolving unexpected formal ITG practice problems 
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8 ES3 Lack of on-hand technical support from business communities towards formal ITG practice 
9 ES9 Vendors do not provide training courses 
10 ES10 Vendors do not promote formal ITG practice 
  
Resistance to change – priority ranking by 6 people 
  
Ranked correspondence with construct meaning 
(1 = highest) 
Ref ID Item 1 2 3 4 5 6 7 8 9 10 Sum 
RC1 
Failure of employees to comply with formal ITG 
practice  
1 2 1 
   
1 
 
1 30 
RC2 
Failure of employees to cooperate in activities 
related to formal ITG practice 
1 2 1 
 
2 
     
18 
RC3 
Expression of criticism by employees towards 
formal ITG practice 
1 1 
 
3 
  
1 
   
22 
RC4 
Resignation of employees due to the 
introduction of formal ITG practice 
1 
 
1 
 
1 
  
1 1 1 36 
RC5 Many employees resist formal ITG practice 
 
2 
  
1 2 
 
1 
  
29 
RC6 
Employees blame occurrences of problems in 
the organization on formal ITG practice   
1 
  
1 2 1 1 
 
40 
RC7 
Employees persist traditional practices as 
opposed to new formal ITG practice 
2 
  
1 
 
2 1 
   
25 
RC8 
Many employees  wish formal ITG practice to 
fail      
1 2 1 
 
2 48 
RC9 
Many employees believe that formal ITG 
practice will make their work harder 
1 
 
1 
 
2 
   
2 
 
32 
RC10 
Employees complain about the changes 
brought about by formal ITG practice to their 
colleagues 
   
1 
   
1 2 2 50 
 
Ref ID Median rank Mean rank Priority 
RC1 3.5 3 2 
RC2 2.5 1.8 1 
RC3 4 2.2 3 
RC4 6.5 3.6 7 
RC5 5.5 2.9 6 
RC6 7 4 8 
RC7 5 2.5 4 
RC8 7.5 4.8 9 
RC9 5 3.2 5 
RC10 9 5 10 
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Rank Ref ID Item 
1 RC2 Failure of employees to cooperate in activities related to formal ITG practice 
2 RC1 Failure of employees to comply with formal ITG practice 
3 RC3 Expression of criticism by employees towards formal ITG practice 
4 RC7 Employees persist traditional practices as opposed to new formal ITG practice 
5 RC9 Many employees believe that formal ITG practice will make their work harder 
6 RC5 Many employees resist formal ITG practice 
7 RC4 Resignation of employees due to the introduction of formal ITG practice 
8 RC6 Employees blame occurrences of problems in the organization on formal ITG practice 
9 RC8 Many employees  wish formal ITG practice to fail 
10 RC10 Employees complain about the changes brought about by formal ITG practice to their colleagues 
 
Perceived benefits – priority ranking by 6 people 
  
Ranked correspondence with construct meaning 
(1 = highest) 
Ref ID Item 1 2 3 4 5 6 7 8 9 10 Sum 
PB1 
Lack of any apparent value realization from IT 
investment from formal ITG practice  
2 1 1 
  
1 1 
  
26 
PB2 
Lack of any apparent improvement in customer 
satisfaction and quality of service from formal ITG 
practice 
 
1 2 1 2 
     
22 
PB3 
Lack of any apparent improvement in the 
management and control of resources from formal 
ITG practice 
1 1 1 2 
  
1 
   
21 
PB4 
Lack of any apparent improvement in efficiency and 
cost reduction from formal ITG practice 
3 
   
2 
 
1 
   
20 
PB5 
Lack of any apparent improvement in employee 
morale from formal ITG practice 
1 
  
1 
 
2 
 
1 1 
 
34 
PB6 
Lack of any apparent improvement in 
organizational image from formal ITG practice    
1 
 
1 2 1 
 
1 42 
PB7 
Lack of any apparent increase in business 
opportunities from formal ITG practice 
1 1 
  
1 1 1 1 
  
29 
PB8 
Lack of any apparent minimization of compliance 
issues and auditor concerns from formal ITG 
practice 
    
1 
  
2 2 1 49 
PB9 
Lack of improvement in relationship with external 
business partners from formal ITG practice   
1 
     
3 2 50 
PB10 
Lack of improvement in reducing work process 
complexity from formal ITG practice  
1 1 
  
2 
   
2 37 
 
Ref ID Median rank Mean rank Priority 
PB1 3.5 2.6 4 
PB2 3.5 2.2 3 
PB3 3.5 2.1 2 
PB4 3 2 1 
PB5 6 3.4 6 
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PB6 7 4.2 8 
PB7 5.5 2.9 5 
PB8 8.5 4.9 9 
PB9 9 5 10 
PB10 6 3.7 7 
 
Rank Ref ID Item 
1 PB4 Lack of any apparent improvement in efficiency and cost reduction from formal ITG practice 
2 PB3 
Lack of any apparent improvement in the management and control of resources from formal 
ITG practice 
3 PB2 
Lack of any apparent improvement in customer satisfaction and quality of service from formal 
ITG practice 
4 PB1 Lack of any apparent value realization from IT investment from formal ITG practice 
5 PB7 Lack of any apparent increase in business opportunities from formal ITG practice 
6 PB5 Lack of any apparent improvement in employee morale from formal ITG practice 
7 PB10 Lack of improvement in reducing work process complexity from formal ITG practice 
8 PB6 Lack of any apparent improvement in organizational image from formal ITG practice 
9 PB8 
Lack of any apparent minimization of compliance issues and auditor concerns from formal ITG 
practice 
10 PB9 Lack of improvement in relationship with external business partners from formal ITG practice 
 
Organisational resource availability – priority ranking by 6 people 
  
Ranked correspondence with construct meaning 
(1 = highest) 
Ref ID Item 1 2 3 4 5 6 7 8 9 10 Sum 
RSA1 
Lack of adequate human resource for formal ITG 
practice 
2 2 1 1 
      
13 
RSA2 
Lack of adequate infrastructure for formal ITG 
practice  
2 
 
1 2 1 
    
24 
RSA3 
Lack of adequate financial resources for formal ITG 
practice 
2 
 
1 1 1 1 
    
20 
RSA4 
Lack of adequate time resource for formal ITG 
practice   
1 1 1 1 2 
   
32 
RSA5 
Lack of adequate managerial talent for formal ITG 
practice 
1 
 
1 
 
1 1 1 
  
1 32 
RSA6 
Lack of flexible infrastructure for formal ITG 
practice  
1 
     
3 1 1 45 
RSA7 
Lack of efficient and streamlined business process 
for formal ITG practice     
1 1 1 1 2 
 
44 
RSA8 
Limitations on formal ITG practice posed by existing 
infrastructure 
1 
     
1 2 1 1 43 
RSA9 Lack of adequate expertise for formal ITG practice 
 
1 
 
2 
  
1 
 
2 
 
35 
RSA10 Lack of capital for formal ITG practice 
  
2 
  
1 
   
3 42 
 
Ref ID Median rank Mean rank Priority 
RSA1 2 1.3 1 
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RSA2 4.5 2.4 3 
RSA3 3.5 2 2 
RSA4 5.5 3.2 4 
RSA5 5.5 3.2 4 
RSA6 8 4.5 10 
RSA7 7.5 4.4 7 
RSA8 8 4.3 9 
RSA9 5.5 3.5 6 
RSA10 8 4.2 8 
 
Rank Ref ID Item 
1 RSA1 Lack of adequate human resource for formal ITG practice 
2 RSA3 Lack of adequate financial resources for formal ITG practice 
3 RSA2 Lack of adequate infrastructure for formal ITG practice 
4 RSA4 Lack of adequate time resource for formal ITG practice 
4 RSA5 Lack of adequate managerial talent for formal ITG practice 
6 RSA9 Lack of adequate expertise for formal ITG practice 
7 RSA7 Lack of efficient and streamlined business process for formal ITG practice 
8 RSA10 Lack of capital for formal ITG practice 
9 RSA8 Limitations on formal ITG practice posed by existing infrastructure 
10 RSA6 Lack of flexible infrastructure for formal ITG practice 
 
Coercive pressure – priority ranking by 6 people 
  
Ranked correspondence with construct meaning 
(1 = highest) 
Ref ID Item 1 2 3 4 5 6 7 8 9 10 Sum 
CP1 
Lack of pressure from supervisory regulators for 
formal ITG practice  
3 
 
1 1 
    
1 25 
CP2 
Lack of pressure from our suppliers for formal ITG 
practice   
2 
 
2 1 
 
1 
  
30 
CP3 
Lack of pressure from our customers for formal ITG 
practice    
1 
 
3 1 
 
1 
 
38 
CP4 
Lack of pressure from our parent company for 
formal ITG practice 
1 1 
 
1 
  
2 1 
  
29 
CP5 
Lack of pressure from the industry / trade 
associations for formal ITG practice   
1 1 1 
 
2 
 
1 
 
35 
CP6 
Lack of pressure from our competitors for formal ITG 
practice  
1 
  
1 1 
 
1 
 
2 41 
CP7 
Formal ITG practice is not required by the 
government 
2 1 
 
1 
   
1 
 
1 26 
CP8 
Formal ITG practice is not required  by our important 
customers 
1 
 
1 
   
1 1 2 
 
37 
CP9 
Lack of proponent towards formal ITG practice from 
the supervisory regulators   
2 
 
1 
  
1 1 1 38 
CP10 
Formal ITG practice is not required  by our major 
supplier 
2 
  
1 
 
1 
  
1 1 31 
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Ref ID Median rank Mean rank Priority 
CP1 3 2.5 1 
CP2 5 3 3 
CP3 6 3.8 7 
CP4 5.5 2.9 5 
CP5 6 3.5 6 
CP6 7 4.1 9 
CP7 3 2.6 2 
CP8 7.5 3.7 10 
CP9 6.5 3.8 8 
CP10 5 3.1 4 
 
Rank Ref ID Item 
1 CP1 Lack of pressure from supervisory regulators for formal ITG practice 
2 CP7 Formal ITG practice is not required by the government 
3 CP2 Lack of pressure from our suppliers for formal ITG practice 
4 CP10 Formal ITG practice is not required  by our major supplier 
5 CP4 Lack of pressure from our parent company for formal ITG practice 
6 CP5 Lack of pressure from the industry / trade associations for formal ITG practice 
7 CP3 Lack of pressure from our customers for formal ITG practice 
8 CP9 Lack of proponent towards formal ITG practice from the supervisory regulators 
9 CP6 Lack of pressure from our competitors for formal ITG practice 
10 CP8 Formal ITG practice is not required  by our important customers 
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Normative pressure – priority ranking by 6 people 
  
Ranked correspondence with construct meaning 
(1 = highest) 
Ref ID Item 1 2 3 4 5 6 7 8 9 10 Sum 
NP1 
Only a few of our suppliers are currently or are 
intending to adopt formal ITG practice 
2 
 
1 2 
 
1 
    
19 
NP2 
Only a few of our customers are currently or are 
intending to adopt formal ITG practice 
1 3 1 1 
      
14 
NP3 
Industry sources such as industry or trade 
associations hardly insist us to adopt formal ITG 
practice 
 
2 1 
 
1 
  
1 
 
1 30 
NP4 
The government’s promotion of IT best practices fail 
to influence us to adopt formal ITG practice 
1 
  
1 
 
1 
 
1 2 
 
37 
NP5 
Only a few of our competitors are currently or are 
intending to adopt formal ITG practice 
1 
 
2 
 
2 
 
1 
   
24 
NP6 
The extent to which formal ITG practice is adopted 
by our customers is very low 
1 1 
   
3 1 
   
28 
NP7 
The extent to which formal ITG practice is adopted 
by our suppliers is very low    
1 
  
3 1 
 
1 43 
NP8 
Our organization refrains from participating in 
industry, trade or professional associations that 
promote formal ITG practice 
    
1 1 
 
3 1 
 
44 
NP9 
Our organization is not influenced by the extent of 
adoption of formal ITG practice by our customers   
1 
 
1 
 
1 
 
3 
 
42 
NP10 
Our organization is not influenced by the extent of 
adoption of formal ITG practice by our suppliers    
1 1 
    
4 49 
 
Ref ID Median rank Mean rank Priority 
NP1 3.5 1.9 2 
NP2 2 1.4 1 
NP3 4 3 4 
NP4 7 3.7 6 
NP5 4 2.4 3 
NP6 6 2.8 5 
NP7 7 4.3 7 
NP8 8 4.4 9 
NP9 8 4.2 8 
NP10 10 4.9 10 
 
Rank Ref ID Item 
1 NP2 Only a few of our customers are currently or are intending to adopt formal ITG practice 
2 NP1 Only a few of our suppliers are currently or are intending to adopt formal ITG practice 
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3 NP5 Only a few of our competitors are currently or are intending to adopt formal ITG practice 
4 NP3 
Industry sources such as industry or trade associations hardly insist us to adopt formal ITG 
practice 
5 NP6 The extent to which formal ITG practice is adopted by our customers is very low 
6 NP4 
The government’s promotion of IT best practices fail to influence us to adopt formal ITG 
practice 
7 NP7 The extent to which formal ITG practice is adopted by our suppliers is very low 
8 NP9 
Our organization is not influenced by the extent of adoption of formal ITG practice by our 
customers 
9 NP8 
Our organization refrains from participating in industry, trade or professional associations that 
promote formal ITG practice 
10 NP10 
Our organization is not influenced by the extent of adoption of formal ITG practice by our 
suppliers 
 
Complexity – priority ranking by 6 people 
  
Ranked correspondence with construct meaning 
(1 = highest) 
Ref ID Item 1 2 3 4 5 6 7 8 9 10 Sum 
CMP1 It is difficult to understand formal ITG practice 4 
  
2 
      
12 
CMP2 It is difficult to use formal ITG practice 
 
5 
       
1 20 
CMP3 
The skills required to use formal ITG practice is 
complex 
1 
 
3 
   
1 
 
1 
 
26 
CMP4 
Integrating formal ITG practice into our 
current work practice is very difficult  
1 1 1 2 
   
1 
 
28 
CMP5 It is difficult to implement formal ITG practice 
  
1 1 3 1 
    
28 
CMP6 
It is difficult to learn how to use formal ITG 
practice    
1 
 
3 1 1 
  
37 
CMP7 
Formal ITG practice comprises of many 
interdependent routines, techniques  and 
resources 
    
1 
 
3 1 1 
 
43 
CMP8 
Setting up formal ITG practice is a complicated 
process 
1 
    
1 
 
4 
  
39 
CMP9 
Formal ITG practice is conceptually difficult to 
understand from a business perspective   
1 
   
1 
 
3 1 47 
CMP10 
Formal ITG practice is conceptually difficult to 
understand from a technical perspective    
1 
 
1 
   
4 50 
 
Ref ID Median rank Mean rank Priority 
CMP1 1 1.2 1 
CMP2 2 2 2 
CMP3 3 2.6 3 
CMP4 4.5 2.8 4 
CMP5 5 2.8 5 
CMP6 6 3.7 6 
CMP7 7 4.3 7 
CMP8 8 3.9 8 
CMP9 9 4.7 9 
CMP10 10 5 10 
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Rank Ref ID Item 
1 CMP1 It is difficult to understand formal ITG practice 
2 CMP2 It is difficult to use formal ITG practice 
3 CMP3 The skills required to use formal ITG practice is complex 
4 CMP4 Integrating formal ITG practice into our current work practice is very difficult 
5 CMP5 It is difficult to implement formal ITG practice 
6 CMP6 It is difficult to learn how to use formal ITG practice 
7 CMP7 
Formal ITG practice comprises of many interdependent routines, techniques  and 
resources 
8 CMP8 Setting up formal ITG practice is a complicated process 
9 CMP9 Formal ITG practice is conceptually difficult to understand from a business perspective 
10 CMP10 Formal ITG practice is conceptually difficult to understand from a technical perspective 
 
Compatibility – priority ranking by 6 people 
  
Ranked correspondence with construct meaning 
(1 = highest) 
Ref ID Item 1 2 3 4 5 6 7 8 9 10 Sum 
CMT1 
Formal ITG practice does not align with our 
organization’s operating practices 
2 3 
  
1 
     
13 
CMT2 
Formal ITG practice does not align with our 
organization’s values and belief 
2 1 1 
   
2 
   
21 
CMT3 
Use of formal ITG practice creates a disruption in 
the workplace   
2 2 1 
   
1 
 
28 
CMT4 
Formal ITG practice is compatible with our 
experience with similar practices   
2 2 1 
    
1 29 
CMT5 Formal ITG practice does not suite us well 
    
2 
 
1 1 
 
2 45 
CMT6 
Formal ITG practice is not compatible with aspects 
of our business  
1 1 1 
 
2 
 
1 
  
29 
CMT7 
Formal ITG practice is not compatible with our 
existing information systems culture 
1 
  
1 
 
2 1 
 
1 
 
33 
CMT8 
Formal ITG practice is not compatible with our 
existing software  
1 
   
1 1 3 
  
39 
CMT9 
Formal ITG practice is not compatible with our 
existing hardware       
1 1 2 2 53 
CMT10 
Formal ITG practice does not fit our business’s 
work style well 
1 
   
1 1 
  
2 1 40 
 
Ref ID Median rank Mean rank Priority 
CMT1 2 1.3 1 
CMT2 2.5 2.1 2 
CMT3 4 2.8 3 
CMT4 4 2.9 4 
CMT5 7 4.5 7 
CMT6 5 2.9 5 
CMT7 6 3.3 6 
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CMT8 7.5 3.9 8 
CMT9 9 5.3 10 
CMT10 7.5 4 9 
 
Rank Ref ID Item 
1 CMT1 Formal ITG practice does not align with our organization’s operating practices 
2 CMT2 Formal ITG practice does not align with our organization’s values and belief 
3 CMT3 Use of formal ITG practice creates a disruption in the workplace 
4 CMT4 Formal ITG practice is compatible with our experience with similar practices 
5 CMT6 Formal ITG practice is not compatible with aspects of our business 
6 CMT7 Formal ITG practice is not compatible with our existing information systems culture 
7 CMT5 Formal ITG practice does not suite us well 
8 CMT8 Formal ITG practice is not compatible with our existing software 
9 CMT10 Formal ITG practice does not fit our business’s work style well 
10 CMT9 Formal ITG practice is not compatible with our existing hardware 
 
Cost – priority ranking by 6 people 
  
Ranked correspondence with construct meaning 
(1 = highest) 
Ref ID Item 1 2 3 4 5 6 7 8 9 10 Sum 
CST1 
The cost of formal ITG practice training is very 
high 
2 1 
 
1 2 
     
18 
CST2 
The cost of setting up formal ITG practice is very 
high 
2 3 
   
1 
    
14 
CST3 
The cost of maintaining formal ITG practice is 
very high   
4 
 
1 1 
    
23 
CST4 
The cost of running formal ITG practice is very 
high    
4 
  
1 
  
1 33 
CST5 
Substantive training is needed to bring current 
employees “up to speed” with the formal ITG 
practice 
    
2 1 1 
 
1 1 42 
CST6 Existing processes are difficult to adapt 1 
 
1 
  
1 1 
  
2 37 
CST7 
Long lead time needed to complete the setup of 
formal ITG practice  
2 
   
1 3 
   
31 
CST8 
Long lead time needed to complete the training 
before usage of formal ITG practice    
1 1 
  
4 
  
41 
CST9 
Implementation of this formal ITG practice is 
expensive for our business      
1 
 
2 3 
 
49 
CST10 
Setting up this formal ITG practice would be very 
costly for our business 
1 
 
1 
     
2 2 42 
 
Ref ID Median rank Mean rank Priority 
CST1 3 1.8 2 
CST2 2 1.4 1 
CST3 3 2.3 3 
CST4 4 3.3 4 
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CST5 6.5 4.2 7 
CST6 6.5 3.7 6 
CST7 6.5 3.1 5 
CST8 8 4.1 8 
CST9 8.5 4.9 9 
CST10 9 4.2 10 
 
Rank Ref ID Item 
1 CST2 The cost of setting up formal ITG practice is very high 
2 CST1 The cost of formal ITG practice training is very high 
3 CST3 The cost of maintaining formal ITG practice is very high 
4 CST4 The cost of running formal ITG practice is very high 
5 CST7 Long lead time needed to complete the setup of formal ITG practice 
6 CST6 Existing processes are difficult to adapt 
7 CST5 
Substantive training is needed to bring current employees “up to speed” with the formal 
ITG practice 
8 CST8 Long lead time needed to complete the training before usage of formal ITG practice 
9 CST9 Implementation of this formal ITG practice is expensive for our business 
10 CST10 Setting up this formal ITG practice would be very costly for our business 
 
Consultant ineffectiveness – priority ranking by 6 people 
  
Ranked correspondence with construct meaning 
(1 = highest) 
Ref ID Item 1 2 3 4 5 6 7 8 9 10 Sum 
CE1 
Consultant lacks the capability to provide relevant 
solutions for formal ITG practice 
1 2 
 
1 1 
 
1 
   
21 
CE2 
Consultant has poor relationship will all relevant 
parties in our organization   
2 
  
2 1 1 
  
33 
CE3 
Consultant lacks prior experience in providing 
quality training for formal ITG practice  
1 
 
3 2 
     
24 
CE4 
Consultant lacks prior experience in providing 
quality service for formal ITG practice 
1 1 2 
 
1 1 
    
20 
CE5 Consultant is untrustworthy 1 1 
 
1 
    
2 1 35 
CE6 Consultant is incapable of communicating well 1 
  
1 1 2 
  
1 
 
31 
CE7 
Consultant is ineffective in managing formal ITG 
practice implementation  
1 1 
  
1 3 
   
32 
CE8 Consultant lacks credibility 
       
4 
 
2 52 
CE9 
Consultant lacks effectiveness in recommending 
suitable solutions for formal ITG practice 
1 
   
1 
 
1 
 
3 
 
40 
CE10 Consultant lacks the technical competence 1 
 
1 
    
1 
 
3 42 
 
Ref ID Median rank Mean rank Priority 
CE1 3 2.1 2 
CE2 6 3.3 5 
CE3 4 2.4 3 
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CE4 3 2 1 
CE5 6.5 3.5 7 
CE6 5.5 3.1 4 
CE7 6.5 3.2 6 
CE8 8 5.2 9 
CE9 8 4 8 
CE10 9 4.2 10 
 
Rank Ref ID Item 
1 CE4 Consultant lacks prior experience in providing quality service for formal ITG practice 
2 CE1 Consultant lacks the capability to provide relevant solutions for formal ITG practice 
3 CE3 Consultant lacks prior experience in providing quality training for formal ITG practice 
4 CE6 Consultant is incapable of communicating well 
5 CE2 Consultant has poor relationship will all relevant parties in our organization 
6 CE7 Consultant is ineffective in managing formal ITG practice implementation 
7 CE5 Consultant is untrustworthy 
8 CE9 Consultant lacks effectiveness in recommending suitable solutions for formal ITG practice 
9 CE8 Consultant lacks credibility 
10 CE10 Consultant lacks the technical competence 
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Appendix P 
Clusters, priority ranking and suggested label 
External support 
Item # 1 2 3 4 5 6 7 8 9 
1 
         
2 6 
        
3 2 3 
       
4 2 3 5 
      
5 2 2 3 3 
     
6 1 0 0 0 5 
    
7 3 3 2 3 3 0 
   
8 1 0 0 0 0 1 5 
  
9 1 2 3 3 2 0 3 0 
 
10 3 1 1 1 1 1 2 1 5 
 
Summarization of clusters, priority rank and suggested label (by 6 people) 
Cluster Item # Item Priority Suggested label 
A 
1 
Lack of on-hand incentives from 
community agencies towards formal ITG 
practice 
4 
Community agencies 
2 
Lack of on-hand training from 
community agencies towards formal ITG 
practice 
3 
 
B 
5 
We could not get our personnel trained 
by consultants 
5 
Consultants 
4 
Lack of on-hand knowledge exchange 
from consultants towards formal ITG 
practice 
6 
 
C 
6 
Government does not provide 
leadership in formal ITG practice 
initiatives 
1 
Government 
8 
Government does not provide subsidies 
for formal ITG practice 
2 
 
D 
10 
Vendors do not promote formal ITG 
practice 
10 
Technology vendors 
9 Vendors do not provide training courses 9 
 
E 
3 
Lack of on-hand technical support from 
business communities towards formal 
ITG practice 
8 
Business in the 
community 
7 
It is difficult to get outside help in 
resolving unexpected formal ITG 
practice problems 
7 
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Resistance to change 
Item # 1 2 3 4 5 6 7 8 9 
1 
         
2 5 
        
3 2 3 
       
4 1 2 2 
      
5 4 5 3 2 
     
6 1 0 1 3 0 
    
7 4 5 3 2 6 0 
   
8 0 1 3 2 2 2 2 
  
9 1 2 3 3 2 2 2 2 
 
10 1 2 3 2 3 2 3 4 2 
 
Summarization of clusters, priority rank and suggested label (by 6 people) 
Cluster Item # Item Priority Suggested label 
A 
2 
Failure of employees to cooperate in 
activities related to formal ITG practice 
1 
Major resistance 
1 
Failure of employees to comply with 
formal ITG practice 
2 
7 
Employees persist traditional practices as 
opposed to new formal ITG practice 
4 
5 
Many employees resist formal ITG 
practice 
6 
 
B 
8 
Many employees wish formal ITG practice 
to fail 
9 
Minor resistance 
10 
Employees complain about the changes 
brought about by formal ITG practice to 
their colleagues 
10 
 
-None- 3 
Expression of criticism by employees 
towards formal ITG practice 
3 -None- 
 
-None- 4 
Resignation of employees due to the 
introduction of formal ITG practice 
7 -None- 
 
-None- 6 
Employees blame the occurrences of 
problems in the organisation to formal 
ITG practice 
8 -None- 
 
-None- 9 
Many employees believe that formal ITG 
practice will make their work harder 
5 -None- 
 
Perceived benefits 
Item # 1 2 3 4 5 6 7 8 9 
1 
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2 1 
        
3 1 0 
       
4 3 0 3 
      
5 0 2 2 1 
     
6 0 2 1 1 2 1 
   
7 2 3 0 0 0 2 
   
8 1 1 0 1 0 1 2 
  
9 1 3 0 0 2 2 1 1 
 
10 0 0 4 3 2 1 1 2 0 
 
Summarization of clusters, priority rank and suggested label (by 6 people) 
Cluster Item # Item Priority Suggested label 
A 
3 
Lack of any apparent improvement in the 
management and control of resources 
from formal ITG practice 
2 
Direct benefits 
10 
Lack of improvement in reducing work 
process complexity from formal ITG 
practice 
7 
 
-None- 1 
Lack of any apparent value realisation from 
IT investment from formal ITG practice 
4 -None- 
 
-None- 2 
Lack of any apparent improvement in 
customer satisfaction and quality of service 
from formal ITG Practice 
3 -None- 
 
-None- 4 
Lack of any apparent improvement in 
efficiency and cost reduction from formal 
ITG practice 
1 -None- 
 
-None- 5 
Lack of any apparent improvement in 
employee morale from formal ITG practice 
6 -None- 
 
-None- 6 
Lack of any apparent improvement in 
organisational image from formal ITG 
practice 
8 -None- 
 
-None- 7 
Lack of any apparent increase  in business 
opportunities  from formal ITG practice 
5 -None- 
 
-None- 8 
Lack of any apparent minimisation of 
compliance issues and auditor concerns 
from formal ITG practice 
9 -None- 
 
-None- 9 
Lack of improvement in relationship with 
external business partners from formal ITG 
practice 
10 -None- 
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Organisational resource availability 
Item # 1 2 3 4 5 6 7 8 9 
1 
         
2 0 
        
3 0 1 
       
4 1 1 1 
      
5 6 0 0 1 
     
6 0 5 0 0 0 
    
7 0 0 0 0 0 1 
   
8 0 5 0 0 0 6 1 
  
9 6 0 0 1 6 0 0 0 
 
10 0 1 5 1 0 0 0 0 0 
 
Summarization of clusters, priority rank and suggested label (by 6 people) 
Cluster Item # Item Priority Suggested label 
A 
1 
Lack of adequate human resource for 
formal ITG practice 
1 
Human resource 5 
Lack of adequate managerial talent for 
formal ITG practice 
4 
9 
Lack of adequate expertise for formal 
ITG practice 
6 
 
B 
2 
Lack of adequate infrastructure for 
formal ITG practice 
3 
Infrastructure 6 
Lack of flexible infrastructure for formal 
ITG practice 
10 
8 
Limitations on formal ITG practice posed 
by existing infrastructure 
9 
 
C 
3 
Lack of adequate financial resources for 
formal ITG practice 
2 
Monetary 
10 Lack of capital for formal ITG practice 8 
 
-None- 4 
Lack of adequate time resource for 
formal ITG practice 
4 -None- 
 
-None- 7 
Lack of efficient and streamlined 
business process for formal ITG practice 
7 -None- 
 
Coercive pressure 
Item # 1 2 3 4 5 6 7 8 9 
1 
         
2 1 
        
3 0 1 
       
4 1 1 0 
      
5 2 2 0 2 
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6 0 2 1 1 3 
    
7 5 0 0 1 1 0 
   
8 0 1 6 0 0 1 0 
  
9 6 1 0 1 2 0 5 0 
 
10 1 6 1 1 2 2 0 1 1 
 
Summarization of clusters, priority rank and suggested label (by 6 people) 
Cluster Item # Item Priority Suggested label 
A 
1 
Lack of pressure from supervisory 
regulators for formal ITG practice 
1 
Regulators / 
government 
7 
Formal ITG practice is not required by the 
government 
2 
9 
Lack of proponent towards formal ITG 
practice from the supervisory regulators 
8 
 
B 
2 
Lack of pressure from our suppliers for 
formal ITG practice 
3 
Suppliers 
10 
Formal ITG practice is not required  by 
our major supplier 
4 
 
C 
3 
Lack of pressure from our customers for 
formal ITG practice 
7 
Customers 
8 
Formal ITG practice is not required  by 
our important customers 
10 
 
-None- 4 
Lack of pressure from our parent 
company for formal ITG practice 
5 -None- 
 
-None- 5 
Lack of pressure from the industry / 
trade associations for formal ITG practice 
6 -None- 
 
-None- 6 
Lack of pressure from our competitors 
for formal ITG practice 
9 -None- 
 
Normative pressure 
Item # 1 2 3 4 5 6 7 8 9 
1 
         
2 0 
        
3 0 0 
       
4 0 0 3 
      
5 0 0 2 1 
     
6 0 6 0 0 0 
    
7 6 0 0 0 0 0 
   
8 0 0 6 3 2 0 0 
  
9 0 6 0 0 0 6 0 0 
 
10 5 0 1 1 1 0 5 1 0 
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Summarization of clusters, priority rank and suggested label (by 6 people) 
Cluster Item # Item Priority Suggested label 
A 
1 
Only a few of our suppliers are currently 
or are intending to adopt formal ITG 
practice 
2 
Suppliers 7 
The extent to which formal ITG practice is 
adopted by our suppliers is very low 
7 
10 
Our organization is not influenced by the 
extent of adoption of formal ITG practice 
by our suppliers 
10 
 
B 
2 
Only a few of our customers are currently 
or are intending to adopt formal ITG 
practice 
1 
Customers 6 
The extent to which formal ITG practice is 
adopted by our customers is very low 
5 
9 
Our organization is not influenced by the 
extent of adoption of formal ITG practice 
by our customers 
8 
 
C 
3 
Industry sources such as industry or trade 
associations hardly insist us to adopt 
formal ITG practice 
4 
Industry / trade 
associations 
8 
Our organization refrains from 
participating in industry, trade or 
professional associations that promote 
formal ITG practice 
9 
 
-None- 4 
The government’s promotion of IT best 
practices fail to influence us to adopt 
formal ITG practice 
6 -None- 
 
-None- 5 
Only a few of our competitors are 
currently or are intending to adopt formal 
ITG practice 
9 -None- 
 
Complexity 
Item # 1 2 3 4 5 6 7 8 9 
1 
         
2 1 
        
3 2 3 
       
4 0 3 2 
      
5 1 4 1 3 
     
6 5 2 3 0 1 
    
7 0 3 2 3 2 1 
   
8 0 3 1 4 4 0 3 
  
9 5 2 1 0 2 4 0 1 
 
10 5 2 3 1 1 4 1 1 4 
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Summarization of clusters, priority rank and suggested label (by 6 people) 
Cluster Item # Item Priority Suggested label 
A 
1 
It is difficult to understand formal ITG 
practice 
1 
Understanding 
6 
It is difficult to learn how to use formal 
ITG practice 
6 
9 
Formal ITG practice is conceptually 
difficult to understand from a business 
perspective 
9 
10 
Formal ITG practice is conceptually 
difficult to understand from a technical 
perspective 
10 
 
B 
2 It is difficult to use formal ITG practice 2 
Using 
4 
Integrating formal ITG practice into our 
current work practice is very difficult 
4 
5 
It is difficult to implement formal ITG 
practice 
5 
8 
Setting up formal ITG practice is a 
complicated process 
8 
 
-None- 7 
Formal ITG practice comprises of many 
interdependent routines, techniques  
and resources 
3 -None- 
 
-None- 3 
The skills required to use formal ITG 
practice is complex 
3 -None- 
 
Compatibility 
Item # 1 2 3 4 5 6 7 8 9 
1 
         
2 2 
        
3 3 1 
       
4 5 2 3 
      
5 1 3 1 1 
     
6 5 2 3 5 1 
    
7 1 4 1 1 4 1 
   
8 1 1 3 1 1 1 1 
  
9 1 1 3 1 1 1 1 5 
 
10 2 3 2 2 2 2 3 1 1 
 
Summarization of clusters, priority rank and suggested label (by 6 people) 
Cluster Item # Item Priority Suggested label 
A 
1 
Formal ITG practice does not align with 
our organization’s operating practices 
1 
Organisational practice 
4 
Formal ITG practice is compatible with 
our experience with similar practices 
4 
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6 
Formal ITG practice is not compatible 
with aspects of our business 
5 
 
B 
2 
Formal ITG practice does not align with 
our organization’s values and belief 
2 
Organisational belief 
system 
7 
Formal ITG practice is not compatible 
with our existing information systems 
culture 
6 
5 
Formal ITG practice does not suite us 
well 
7 
 
C 
8 
Formal ITG practice is not compatible 
with our existing software 
8 
IT systems 
9 
Formal ITG practice is not compatible 
with our existing hardware 
10 
 
-None- 3 
Use of formal ITG practice creates a 
disruption in the workplace 
3 -None- 
 
-None- 10 
Formal ITG practice does not fit our 
business’s work style well 
9 -None- 
 
Cost 
Item # 1 2 3 4 5 6 7 8 9 
1 
         
2 4 
        
3 3 4 
       
4 3 4 6 
      
5 3 1 0 0 
     
6 0 0 0 0 0 
    
7 0 1 0 0 0 2 
   
8 2 0 0 0 2 2 3 
  
9 4 6 4 4 1 0 1 0 
 
10 3 5 4 4 0 0 1 0 4 
 
Summarization of clusters, priority rank and suggested label (by 6 people) 
Cluster Item # Item Priority Suggested label 
A 
2 
The cost of setting up formal ITG practice 
is very high 
1 
Entire adoption cost 
1 
The cost of formal ITG practice training is 
very high 
2 
3 
The cost of maintaining formal ITG 
practice is very high 
3 
4 
The cost of running formal ITG practice is 
very high 
4 
9 
Implementation of this formal ITG practice 
is expensive for our business 
9 
10 Setting up this formal ITG practice would 10 
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be very costly for our business 
 
-None- 5 
Substantive training is needed to bring 
current employees “up to speed” with the 
formal ITG practice 
7 -None- 
 
-None- 6 Existing processes are difficult to adapt 6 -None- 
 
-None- 7 
Long lead time needed to complete the 
setup of formal ITG practice 
5 -None- 
 
-None- 8 
Long lead time needed to complete the 
training before usage of formal ITG 
practice 
8 -None- 
 
  
Consultant ineffectiveness 
Item # 1 2 3 4 5 6 7 8 9 
1 
         
2 1 
        
3 2 1 
       
4 3 1 4 
      
5 1 1 1 1 
     
6 1 5 1 1 1 
    
7 4 2 2 2 1 2 
   
8 1 1 1 1 5 1 1 
  
9 5 1 2 3 1 1 4 1 
 
10 4 1 2 3 2 1 3 2 4 
 
Summarization of clusters, priority rank and suggested label (by 6 people) 
Cluster Item # Item Priority Suggested label 
A 
1 
Consultant lacks the capability to 
provide relevant solutions for formal ITG 
practice 
2 
Competency 
7 
Consultant is ineffective in managing 
formal ITG practice implementation 
6 
9 
Consultant lacks effectiveness in 
recommending suitable solutions for 
formal ITG practice 
8 
10 
Consultant lacks the technical 
competence 
10 
 
B 
2 
Consultant has poor relationship will all 
relevant parties in our organization 
5 
Communication skills 
6 
Consultant is incapable of 
communicating well 
4 
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C 
3 
Consultant lacks prior experience in 
providing quality training for formal ITG 
practice 
3 
Experience 
4 
Consultant lacks prior experience in 
providing quality service for formal ITG 
practice 
1 
 
D 
5 Consultant is untrustworthy 7 
Integrity 
8 Consultant lacks credibility 9 
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Web-based version of the survey instrument  
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Paper-based version of the survey instrument (continued) 
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Paper-based version of the survey instrument (continued) 
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Paper-based version of the survey instrument (continued) 
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Paper-based version of the survey instrument (continued) 
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Paper-based version of the survey instrument (continued)  
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Appendix R 
Paper-based version of the survey instrument (continued) 
 
 
 
 
  381 
Appendix R 
Paper-based version of the survey instrument (continued) 
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Paper-based version of the survey instrument (continued) 
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Appendix S  
First contact email 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dear [name of respondent], 
 
My name is Mohd Fairuz Iskandar Othman. 
I am an academic staff currently on study leave from the Faculty of Information and 
Communication Technology, Universiti Teknikal Malaysia Melaka, UTeM. 
I am in my final stages of my PhD research at Queensland University of Technology 
(QUT), Brisbane, Australia. 
The topic of my research revolves around barriers to formal IT Governance (ITG) 
practice.  
Specifically, this research is interested in factors that inhibit organisations in 
Malaysia from adopting formal ITG practice. 
 
In this study, formal ITG practice is defined as “standards and frameworks that 
facilitate effective ITG”.  
Standards include ISO/IEC 20000 and ISO/IEC 27001 while frameworks include 
COBIT and ITIL. 
 
I am in the midst of administering a survey, which will require input from 
professionals such as you, who are in charge of matters regarding Information 
Technology (IT) and the adoption of standards and frameworks associated with IT. 
 
I am sending you this email in advance to let you know that in a few days from now 
you will receive in your email a request to fill out a brief questionnaire on barriers 
to formal ITG practice.  
I sincerely hope that you would spend some time to complete the questionnaire. 
Your input would help to assist organisations in Malaysia in their adoption journey.  
Thus, your participation in this study is highly appreciated.  
As a small token of appreciation, I would be more than happy to share the results of 
this study. 
 
I thank you in advance for your time and consideration. It is with the generous help 
of people like you that my research can be successful. 
 
Sincerely, 
 
Mohd Fairuz Iskandar Othman 
PhD Student 
Information Systems School 
Science and Engineering Faculty 
Queensland University of Technology (QUT) 
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Dear [name of respondent], 
 
A few days ago, we sent you an email asking for your participation in a research project 
conducted at Queensland University of Technology (QUT). 
 
This letter is a follow-up to kindly ask for your help in conducting our research study. 
This study is part of an academic effort to identify issues relating to formal IT 
Governance (ITG) practice in Malaysia. 
 
We define formal ITG practice as “standards and frameworks that facilitate effective 
ITG”.  
Standards include ISO/IEC 20000 and ISO/IEC 27001 while frameworks include COBIT 
and ITIL. 
 
You have been selected to be included in our random sample. We want you to know 
that we highly value your participation. Your participation is very important to both 
Information Systems researchers and other organisations, as the results of this study 
can lead to a better understanding on issues related to formal ITG practice.  
 
So, we kindly ask you to take a few minutes of your time and share your opinions with 
us regarding formal ITG practice by clicking on the URL link below that will direct you to 
the online questionnaire. The survey will take less than 20 minutes to complete. 
 
Please be assured that your answers are strictly confidential. We will not identify 
individual respondents in any of the reports emanating from this survey. Also, we want 
you to know that this is a purely academic survey, thus we do not have any ties to any 
corporate or marketing entities. Your participation in this study is voluntary. However, 
your response would be of great value to us. 
 
If you have any questions or comments about this study, please direct them to the 
principal investigator by calling +614 3065 5046 (Australia) / +6017 3110260 (Malaysia) 
or by email at mohd.othman@student.qut.edu.au or fairuziskandar2002@yahoo.com . 
 
We would be happy to assist you in any way we can. 
 
Thank you so much for your participation in this study. We really appreciate your 
feedback. 
 
 
This is the link to the survey: 
[Link to the survey] 
 
Sincerely, 
 
Mohd Fairuz Iskandar Othman 
PhD Student 
Information Systems School 
Science and Engineering Faculty 
Queensland University of Technology (QUT) 
 
Appendix T  
Second contact email 
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Appendix U  
Third contact email 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dear [name of respondent], 
 
Sometime last week, a survey seeking your opinion on formal IT Governance (ITG) 
practice was sent to you. 
 
We want to thank you for taking the time to participate in our study. If you have not yet 
had the time to complete the questionnaire, please do so today. We are well aware that 
you are busy but your response will greatly contribute to the success of this study. 
 
If by chance, you had deleted our previous email containing the URL link to the online 
questionnaire, please feel free to email mohd.othman@student.qut.edu.au  / 
fairuziskandar2002@yahoo.com and we will be happy to resend the URL link. 
 
Thank you again for your kind participation. 
 
Sincerely, 
 
 
 
Mohd Fairuz Iskandar Othman 
PhD Student 
Information Systems School 
Science and Engineering Faculty 
Queensland University of Technology (QUT) 
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Dear [name of respondent], 
 
About three weeks ago, an email containing a URL link to a questionnaire was sent 
to you that requested your opinions regarding issues related to formal IT 
Governance (ITG) practice. We have yet to receive your completed questionnaire. 
 
We are writing to you again because of the importance your completed 
questionnaire has on the accuracy and validity of the results of our study. It is only 
by hearing from everyone from the sample set would we be able to be sure that 
the results of our study are representative. 
 
The feedback that we have obtained from organisations that have responded 
provided us with some interesting initial results. 
 
Again, this study serves to benefit the Information Systems research community as 
well as organisations such as yours, as the results may be used by organisations to 
better prepare themselves when confronted with issues related to formal ITG 
practice. 
 
Below is a URL link to the survey questionnaire. We sincerely hope that you will 
spare 20 minutes of your time to share your views and opinions with us by filling in 
the questionnaire. 
 
This is the link to the survey: 
[Link to the survey] 
 
 
Thank you again for your time and participation in the study. 
 
Sincerely, 
 
 
 
Mohd Fairuz Iskandar Othman 
PhD Student 
Information Systems School 
Science and Engineering Faculty 
Queensland University of Technology (QUT) 
 
Appendix V  
Fourth contact email 
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Dear [name of respondent], 
 
During the last few weeks, we have sent you several emails asking for your 
participation in an important research conducted by Queensland University of 
Technology on issues related to formal IT Governance (ITG) practice. 
 
Its purpose is to better understand the issues surrounding formal ITG practice in 
Malaysia. 
 
Our study is drawing to a close. This letter is our last attempt to hear from you. We are 
sending you this letter via registered post because we sincerely want you to know one 
more time how important your feedback is to us and to the success of our study.  
Obtaining response from everyone will help assure the accuracy and generalizability of 
our survey results. You may have different experiences that may make a difference to 
our overall results. 
 
Again, we appreciate your time and willingness to consider our last request to fill out 
our questionnaire.  
 
Thank you for your kind participation. 
 
Sincerely, 
 
 
 
Mohd Fairuz Iskandar Othman 
PhD Student 
Information Systems School 
Science and Engineering Faculty 
Queensland University of Technology (QUT 
Appendix W  
Fifth contact letter 
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Dear [name of respondent], 
 
On behalf of the research team (Mohd Fairuz Iskandar Othman, Dr Taizan Chan, Dr Ernest Foo 
and Professor Karen Nelson), I would like to sincerely thank you for participating in the “Barriers 
to Formal ITG practice study”. We have received your survey response and appreciate your time, 
and willingness to participate in this research. 
 
We will send you the study results as soon as they have been analysed and finalized. 
 
In the meantime, in order to increase the validity of the study findings, we are seeking for input 
from further organizations. 
 
If you know of any other potential survey participants, please provide their contact details via a 
return email, for use to get in touch with them. 
 
Thank you again, for your support. I am looking forwards to hear from you. 
 
Sincerely, 
 
Mohd Fairuz Iskandar Othman 
PhD Student 
Information Systems School 
Science and Engineering Faculty 
Queensland University of Technology (QUT) 
 
 Appendix X 
Thank you letter 
 (Distributed via mail-merge, when the email of the respondent was known) 
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