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Signal extraction out of background noise is a common challenge in high-precision physics exper-
iments, where the measurement output is often a continuous data stream. To improve the signal-
to-noise ratio of the detection, witness sensors are often used to independently measure background
noises and subtract them from the main signal. If the noise coupling is linear and stationary, opti-
mal techniques already exist and are routinely implemented in many experiments. However, when
the noise coupling is non-stationary, linear techniques often fail or are sub-optimal. Inspired by
the properties of the background noise in gravitational wave detectors, this work develops a novel
algorithm to efficiently characterize and remove non-stationary noise couplings, provided there exist
witnesses of the noise source and of the modulation. In this work, the algorithm is described in
its most general formulation, and its efficiency is demonstrated with examples from the data of
the Advanced LIGO gravitational-wave observatory, where we could obtain an improvement of the
detector gravitational-wave reach without introducing any bias on the source parameter estimation.
I. INTRODUCTION
High-precision measurements in physics rely on the abil-
ity to separate interesting signals from background noise.
In many modern experiments, the instrument output is
a continuous stream of data, and signal processing tech-
niques have been developed to characterize and remove
noise from data streams. In the simplest possible case,
the disturbance can be modeled as an additive noise hav-
ing constant statistical properties (for example, power
spectral density) over time. This is the case of stationary
noise: most signal detection techniques have been de-
veloped under this assumption, and are optimal when
the noise is stationary and gaussian. Additionally, if
the noise can be probed by additional witness sensors,
which are known to be insensitive to the targeted signal,
there exist many techniques to efficiently subtract the
noise from the main signal, thus improving the detection
chances. In the linear and stationary noise coupling case,
the optimal strategy is the Wiener filter [1].
In real world physical systems however, the noise is rarely
stationary: the statistical properties can vary over time
during the measurement. When this is the case, the sig-
nal detection algorithms that were optimal for station-
ary noise become sub-optimal, and might even be fooled
by noise transients. The noise can still be sampled by
auxiliary witness sensors, but the coupling from those
witnesses to the main signal might be non-linear or non-
stationary. In this case, noise cancellation techniques like
the Wiener filter are not optimal or might fail altogether.
∗ vajente@caltech.edu
The distinction between a non-linear and a non-
stationary noise coupling is simply a matter of time scales
or frequencies. Consider, for example, two auxiliary sig-
nals x(t) and y(t) that couple into the main detector
output d(t) as the product d(t) = x(t) · y(t). If both sig-
nals contain significant power in the frequency range of
interest for the measurement being performed, then the
noise coupling manifests itself as non-linear, since there
is never any linear relationship between the individual
noise witnesses and the detector output. However, if one
of the two signals x has power only at very low frequen-
cies, then for periods of time shorter than the typical time
scales that characterize the variation of x, the coupling
of y to d is linear and approximately constant. In this
case, we would consider the noise coupling to be linear,
but modulated in time. A possible approach to the sub-
traction of this non-stationary noise coupling is to use
adaptive filtering techniques [2]. Instead, this work de-
velops a more efficient solution, which is applicable when
the noise coupling modulation is sensed by any number of
witness channels, i.e. when the source of the modulation
is measurable.
The work presented here is of general applicability to
signal processing, although inspired by work on gravi-
tational wave interferometric detectors [3–6]. The now
numerous detections of gravitational wave (GW) signals
from the coalescence of binary systems [7] have opened
the era of GW astronomy. The detection rate and the
accuracy of the astrophysical inference about the source
parameters and populations are strongly dependent on
the detector sensitivity. Ideally, the sensitivity of a GW
detector is limited by fundamental noise sources, such
as quantum noise [8], thermal noise [9] or gravity gradi-
ent noises [10]. Real world instruments [3–6] are rarely
limited only by fundamental noises, but rather by other,
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2technical noises [11] that are a consequence, for example,
of the feedback control systems needed to maintain the
correct operating point, or of unmodeled dynamical be-
havior of the apparatus. While fundamental noises are
expected to be stationary, i.e. to have constant statisti-
cal properties over time, there is no reason to assume the
same to be true for technical noises. Similarly, the cou-
pling of noise sources from auxiliary degrees of freedom
can contain non-linear terms beside the usually domi-
nant linear contributions. In this case, the detector noise
might look stationary on timescales longer than the non-
linear dynamics timescale, but its statistics can be highly
non-Gaussian.
The presence of non-stationary noise can be problematic
in different ways. First of all, fluctuations of the detector
noise over short time scales (of the order of a second) can
mimic transient GW signals and contaminate the data
[12]. Furthermore, many detection pipelines [13, 14] use
matched filtering [15], which is optimal only when the
background noise is Gaussian and stationary. The esti-
mation of the significance of GW candidates can therefore
suffer from the presence of noise that deviates from this
assumption.
The main result of this work is an algorithm that can be
used to characterize non-stationary noise couplings from
multiple witness signals, and to subtract in the time do-
main the noise from a target signal, extending well-known
techniques already used in the linear and stationary case
[1, 16, 17]. This algorithm is able to model noise coupling
modulations that are sensed by slowly-varying witness
sensors, using an efficient parametrization that allows a
time domain subtraction, free of unstable filters and over-
fitting problems. This algorithm can also be applied to
linear and stationary couplings, providing means to im-
plement parametric and stable noise subtraction: this
is therefore a viable approach to solve the problem of
fitting and implementing time-domain Infinite Impulse
Response (IIR) Wiener filters [18].
The rest of this article is organized as follows. Section II
describes non-linear and non-stationary noise couplings,
and lays the basis for the mathematical description of
the algorithm, which is then described in section III. In
section IV, as an example application, the algorithm is
applied to the Advanced LIGO GW detectors. It is worth
noting that the non-stationary noise subtraction of the
60 Hz power line (described in section IV.2) has already
been implemented successfully in the Advanced LIGO
detectors during the third observation run O3. Finally,
section V describes extensions and additional applica-
tions of this algorithm, and section VI concludes with
final remarks and discussion.
II. NON-LINEAR AND NON-STATIONARY
NOISE COUPLINGS
From this point on we will discuss non-stationary noise
couplings by considering the example of a gravitational
wave detector output h(t), but the discussion presented
here is valid in general for any physical measurement sys-
tem that provides a continuous data stream as an out-
put. The detector output is the sum of real GW signals
hGW(t) and background noise, the latter can be sub-
divided into diverse contributions: fundamental noises
εF(t) that cannot be measured or subtracted (like quan-
tum noise or thermal noise); noises εL(t) that couple with
a linear and time-stationary transfer function from aux-
iliary degrees of freedom and that can therefore be mea-
sured and subtracted; noises εNL(t) that couple from aux-
iliary degrees of freedom or channels in a non-linear or
non-time-stationary way; finally there can be unknown
noise sources εU(t) whose origin is not yet understood
and that can not be measured in any other available chan-
nel.
In this section we focus on the case of non-linear or non-
stationary noise couplings. Linear and stationary noise
couplings will emerge as a special case of this treatment.
We assume that the noise source can be monitored by a
set of witness signals wi(t) with i = 1 . . . N . We then
model the detector output h(t) as the sum of an uncor-
related and untrackable noise background εB(t) and the
non-linear contribution related to the witness signals:
h(t) = εB(t) + F [w1(τ < t), . . . , wN (τ < t)] (1)
In this expression we already included two assumptions:
causality, meaning that the contribution at the time t
can depend only on the witness values in the past; time
invariance, expressed by the requirement that the func-
tional form F [·] does not contain any explicit dependency
on t, meaning that all the time variation of the noise is
encoded in the witness signals (we shall see in section V
how this requirement can be relaxed). We are given the
detector output h(t) and the witness sensors wi(t), and
the task to find a suitable representation of the functional
F so that we can optimally subtract the excess noise from
h(t). While in the case of linear coupling there are simple
and efficient ways to parametrize the functional F , such
as a frequency- or time-domain Wiener filter [1], such
general parametrization does not exist in the non-linear
case.
One possible solution to the parametrization problem is
to use deep neural networks (DNN) [19], which have been
proven to perform as universal function approximators,
provided they are composed of layers with a large number
of neurons [20]. This approach was initially applied to the
Advanced LIGO data, without satisfactory results, and
is described in section A. The main drawback of using a
DNN is its high complexity, which in turn causes a long
training time, sub-optimal performances and difficulty in
interpreting the results [21].
The approach used in this work is inspired by common
Machine Learning algorithms, but one of its key features
is a large reduction of the model complexity (fewer pa-
rameters), achieved by adopting a model of the non-linear
or non-stationary noise coupling. The model is poten-
tially not as general as a DNN, but in all the cases we
considered in the context of GW detection, it outper-
formed the DNN approach, due to the ease of training
3and interpretability of the results.
III. NON-STATIONARY PARAMETRIZED
SUBTRACTION
The most common form of non-linear coupling found in
GW detectors consist of one ”fast” noise source n(t) that
couples to the detector output through a linear transfer
function, which is however “slowly” changing over time,
and this change can be tracked by additional “slow” wit-
ness signals wi(t). The distinction between fast vs. slow
will be explained below precisely. In brief it refers to the
frequency content of the signals: the noise is relevant for
the detector sensitivity at high frequencies (above 10 Hz),
while the typical coupling modulation happens at lower
frequencies (below 1 Hz). In this case, it is possible to
describe the non-linear coupling with a truncated series
expansion, where the different time scales can be sepa-
rated. Each term in the series can then be parametrized
in an efficient way and a numerical optimization algo-
rithm used to minimize the impact of the noise in the
target signal. This section explains this algorithm in de-
tail.
The most general non-linear coupling, described in equa-
tion 1, can be expanded in a Volterra series [22], sub-
dividing the non-linear terms in increasing polynomial
orders. Restricting to the second order we can write:
εNL(t) = F [w1(τ < t), . . . , wN (τ < t)]
=
N∑
i,j=1
+∞∫∫
0
αi,j(τ1, τ2)wi(t− τ1)wj(t− τ2) dτ1dτ2
+ . . . (2)
where αi,j are the second order Volterra kernels. It is
useful to write the frequency domain equivalent of the
expression above, by defining the Fourier transform of
the kernels as:
α˜ij(ω1, ω2) =
+∞∫∫
−∞
αij(τ1, τ2)e
iω1τ1eiω2τ2 dτ1dτ2 (3)
If we now substitute the inverse of this expression into
the Volterra series, we find:
ε˜NL(ω3) =
N∑
i,j=1
+∞∫∫
0
δ(ω3 − ω1 − ω2) ·
α˜i,j(ω1, ω2)w˜i(ω1)w˜j(ω2)dω1dω2 (4)
where the tilde denotes the Fourier transform of a signal.
This frequency-domain expression makes it clear that the
quadratic term mixes the two input signal frequencies
into the sum frequency in the target signal ω3 = ω1 +
ω2. To simplify this expression we make a few important
assumptions, splitting the set of all noise witnesses {wi}
into two classes: one fast noise witness n(t) and a set
of slow modulation witnesses xi. The first assumption is
that the frequencies at which the noise source n˜(ω1) is
relevant for the detector output is much higher than the
typical frequencies where the modulation witness signals
x˜i(ω2) are concentrated. Typically, for a GW detector,
the noise frequency of interest ω1 is in the 10 to 1000 Hz
range, while the modulation signals are concentrated at
frequencies ω2 below 1 Hz, so the assumption ω1  ω2 is
reasonable in the cases under consideration. This allows
us to ignore the dependency of the Volterra kernels on
the lower frequency ω2 and write α˜ij(ω1, ω2) ' α˜ij(ω1).
By transforming back to the time domain we find the
expression below for the non-stationary noise coupling
εNL(t) =
N∑
i=1
+∞∫
0
αi(τ)ni(t− τ) dτ (5)
where each ni(t) is the time-domain product of the
noise source with one of the modulation witness signals
ni(t) = n(t)xi(t). At this point we can include in the sum
above the stationary and linear term, by simply defining
n0(t) = n(t) and extending the sum to i = 0. The sep-
aration of frequencies allow equation 5 to describe the
non-stationarity as a linear combination of several con-
tribution, each one the time domain product of the noise
source with one of the modulation, and each one allowed
to couple to the detector output with a different linear
and stationary transfer function αi(τ).
In this framework, the non-stationary noise coupling has
been reduced to a linear coupling problem. We can solve
it directly in the frequency domain with an approach
that follows closely the optimal a-causal Wiener filter
[1]. The residual after noise subtraction is defined as
r(t) = h(t) − εL(t) − εNL(t). For each frequency ω the
optimal value of the coupling coefficients α˜i(ω) can be
obtained by equating to zero the gradient of the Power
Spectral Density (PSD) of the residual S[r, r](ω) with
respect to each αi(ω)
0 =
∂S[r, r](ω)
∂αk(ω)
= H∗k −
N∑
i=0
α∗iPik (6)
where the star denotes complex conjugation and we de-
fine the vector and matrices of cross spectral densities as
follows:
Hi(ω) = S[ni, h](ω) (7)
Pij(ω) = S[ni, nj ](ω) (8)
Equation 6 can be solved directly for each frequency to
obtain, in matrix notation:
α(ω) = P−1(ω)H (ω) (9)
Equation 9 provides a direct solution to the problem of
finding the optimal αi, in the sense of making the power
spectral density of the residual as small as possible, inde-
pendently for each frequency. It can be implemented in
efficient ways using linear algebra numerical packages and
Fast Fourier Transforms. However, this direct frequency-
domain approach has several drawbacks: it is not possi-
ble to force the coupling coefficients αi to be causal or
stable in the Laplace sense [23] (all poles on the left half
s-plane). Although it is still possible to perform the noise
subtraction in the frequency domain, having non-physical
4coefficients (i.e. non-causal) can be troublesome, since
past and future are mixed in the result. Moreover, each
frequency is treated separately, meaning that the number
of free parameters in the solution can be very large, often
resulting in overfitting and oversubtraction.
To overcome the problems stated above, we can express
each αi(ω) in a suitable form that uses a reduced number
of parameters. A first choice could be to write each αi
as a rational function of order M in the Laplace variable
s. This would largely reduce the number of parameters
and smooth the solutions. Overfitting would be largely
reduced, but there would be no guarantee that the solu-
tions were physically realizable in time domain, i.e. sta-
ble. To work around this problem, we use the partial
fraction expansion [24]:
αk(s) =
∑M
i=0 bis
i∑M
i=0 ais
i
= c+
2M∑
i=1
ρi
s− si (10)
The requirement that the time-domain version of each
transfer function must be real implies that the poles si
and their residuals must either be real, or come in com-
plex conjugate pairs. If we collect each complex conju-
gate pole pair in a second order stage (si being the i-th
complex pole and ρi the corresponding complex resid-
ual), and do the same with pairs of real poles (assuming
without loss of generality that there are an even number
of them, where si,1, si,2 are a pair of poles with corre-
sponding residuals ρi,1 and ρi,2), we obtain:
αk(s) = c+
∑
i
2R[ρi] s− 2R[ρ∗i si]
s2 − 2R[si] s+ |si|2
+
∑
i
(ρi,1 + ρi,2)s− (ρi,1si,2 + ρi,2si,1)
s2 − (si,1 + si,2) s+ si,1si,2 (11)
where R[x] denotes the real part of x. The first sum
runs over all complex pole pairs, and the second sum
runs over all real pole pairs. The stability requirement
can be expressed in terms of the pole position in the
Laplace plane as R[si] < 0 for all complex and real poles.
By inspecting the form of the coefficients of the second
order stages in equation 11, we can show that the stability
requirements corresponds to forcing the denominator to
have strictly positive zeroth and first order coefficients.
Therefore, each coupling coefficient is parametrized as
αk(s) = ck +
M/2∑
i=1
b
(i)
k,1s+ b
(i)
k,0
s2 + a
(i)
k,1s+ a
(i)
k,0
(12)
subject to the requirements that a
(i)
k,j > 0 for all i, j and
k.
This parametrization solves all the problems previously
mentioned concerning the frequency-domain direct solu-
tion: it drastically reduces the number of parameters,
avoiding overfitting, and it ensures that the coupling coef-
ficients αi are realizable in the time domain, being causal
and stable. The parametrization now mixes all frequen-
cies, and therefore it is not possible to solve the optimiza-
tion problem for each frequency independently. Instead,
we need to define a scalar cost function. Considering the
frequency band ωL < ω < ωH of interest for the noise
subtraction, one option would be to define a cost func-
tion based on the integral of the residual PSD over that
range. However, power spectral densities often have val-
ues ranging over many order of magnitudes, so this cost
function could be heavily skewed toward the frequencies
at which there is more signal or noise. We therefore add
a frequency dependent weight function W (ω) in the PSD
integral. One choice that proved to be very effective in
all practical application, is to set this weight function to
the inverse of the power spectral density of the detec-
tor output W (ω) = S[h, h]−1(ω). In this way the cost
function takes equally into account any relative improve-
ment on the noise, with respect to the original values. In
summary, we define the cost function as
C(θ) =
ωH∫
ωL
S[r, r](ω)
S[h, h](ω)
dω (13)
where θ = {θm} is a shorthand for the set of all the
coupling coefficient parameters, i.e. a, b and c in equation
12. Borrowing a technique commonly used in the training
of deep neural networks, we can search for the minimum
of the cost function by gradient descent. The gradient
can be computed in closed form using the chain rule:
∂C
∂θm
=
ωH∫
ωL
1
S[h, h](ω)
∂S[r, r](ω)
∂αk(ω)
∂αk(ω)
∂θm
dω (14)
The first partial derivative inside the integral is given by
equation 6, while the second derivative is not zero only
when the index k corresponds to the only αk that con-
tains the parameter θm, and can be computed in closed
form with simple algebra from the parametrization of
each αk given in equation 12.
To enforce the stability requirements, instead of carrying
out a constrained optimization, we perform the follow-
ing reparametrization a
(i)
k,j → exp a(i)k,j so that positivity
is ensured without the need of hard constraints. This
reparametrization also helps compressing the coefficient
dynamic range. With an efficient way to compute the
cost function and the gradient, we can apply a gradient
descent algorithm or any modification of it. By experi-
mentation we found that the ADAM algorithm [25], very
popular for DNN training, performs very well with our
optimization problem. Once the optimizer has converged
to a good solution, the parameters can be easily con-
verted back to the coefficients of Laplace domain trans-
fer functions, or to the filter taps needed to implement a
time domain IIR filter [26, 27].
Different parameterizations of the coupling coefficients
αk(s) are possible. For example, by using a scaled sig-
moid, it is possible to bound the maximum and minimum
frequencies allowed for the poles. The gradient with re-
spect to the new parameters can still be computed in a
closed form. Otherwise, we could arrange the coefficients
in the denominator so that not only stability is enforced,
but also both the frequency and the damping factor of
all the poles are bounded, so to avoid introducing nar-
row resonances. Finally, we note that the αk coefficients
5could be parametrized directly in the z-domain [27] used
to describe discrete-time signals, so that we do not need
to convert the Laplace-domain transfer function coeffi-
cients to time-domain, since the result of the algorithm
will directly be the IIR filter taps.
One drawback of our approach is that the optimization
problem is no longer linear in the parameters, and there-
fore there is no direct, closed-form solution. This, and the
use of a gradient-based optimization algorithm, means
that there is no guarantee of converging to the global
optimal solution. In practice, the parametrization de-
scribed above in equation 12 ensured a fast convergence
in all cases studied, with performance in line with the
optimal frequency-domain solution (provided there was
no overfitting in the latter).
IV. APPLICATIONS TO GW DETECTOR
NOISE
In this section, we shall consider two examples of ap-
plications of the algorithm, inspired by non-stationary
noise couplings found in gravitational-wave detectors,
with particular emphasis on the Advanced LIGO detec-
tors [3, 11]. In both cases described here, the noise wit-
nessed by an auxiliary sensor or control loop was mod-
ulated by residual angular motions of the interferometer
mirrors and laser beam.
IV.1. Signal Recycling Cavity Length noise.
In the first example the noise source is linked to the longi-
tudinal control system needed to keep the interferometer
at its most sensitive working condition, using feedback
controls that maintain all resonant cavities at the oper-
ating point [28]. Those feedback control loops can intro-
duce noise in the interferometer auxiliary degrees of free-
dom, due to their sensing or actuation limitations [11].
This excess displacement noise can couple to the GW
strain signal. One important example, shown in the left
panel of figure 1, is related to the signal recycling cav-
ity length (SRCL) control [29]. Experimental evidence
shows that displacement noise in this degree of freedom
couples to the GW strain signal in a non-stationary way.
The spectrogram in figure 1 shows the detector strain
while the SRCL noise was deliberately increased to en-
hance the effect. The noise amplitude modulation is due
to residual angular motion of the interferometer mirrors
around their nominal positions. There is also a linear and
constant coupling coefficient, but this is partially com-
pensated online by using a feedforward technique [30].
In this case, the noise source witness sensor n(t) is the
digital output of the feedback loop, sampled at a fre-
quency of 16384 Hz. The target signal h is the main
detector output, which is in units of calibrated strain
and sampled at 16384 Hz. Random noise was added
to the SRCL control loop, to make sure that the effect
dominated over the background detector output by one
to two orders of magnitude. As shown in figure 1, the
resulting detector output shows modulated noise. The
coupling modulations xi are witnessed by the residual
motion of the interferometer angular degrees of freedom,
measured by the input signals to the angular feed back
control systems [31], sampled at 16 Hz. Each mirror is
controlled in orientation both around the vertical axis
(yaw) and around the horizontal axis perpendicular to
the laser beam (pitch). Instead of controlling each mir-
ror separately, their motions are combined in physical
degrees of freedom [31, 33] that are closely related to the
laser resonance conditions in the interferometer.
The modulated signals were constructed as explained in
the previous section, and each of the coupling coeffi-
cients αk was parametrized as the sum of 30 second-order
stages, as in equation 12. The optimization problem con-
sisted in the minimization of the residual signal power
between 10 and 400 Hz, weighted by the inverse of the
initial power spectral density, as in equation 13. The
optimization was carried out using analytical forms for
the gradient, implemented in python and accelerated us-
ing code deployed to GPU with TensorFlow [34]. The
optimization process took an approximate time of ten
minutes on a Nvidia Titan GPU [35], using 600 seconds
of training data. A similar amount of data has been set
aside to test the subtraction performance, and not used
for parameter training.
Figure 2 shows the results. The algorithm output, ob-
tained in terms of second-order stages, was converted to
IIR filters subsequently implemented in the time domain.
The result was then used to compute the power spectral
densities shown in the figure. In the top panel, the de-
tector sensitivity during the noise injection is compared
with a reference quiet time. If only the residual linear sta-
tionary term is subtracted, for example using a Wiener
filter, the noise level is reduced by less than a factor of
10 at all frequencies. The subtraction can be improved
significantly at all frequencies by using the output of the
non-stationary algorithm described here. The residual is
not at the level of the quiet reference, meaning that the
set of witness signals is not enough to capture the en-
tirety of the modulation. The bottom panel of figure 2
shows the magnitude and phase of the first few coupling
coefficients αk, ranked by the amount of subtraction they
provide. The largest contribution is the stationary term,
but the first non-stationary contributions are following
less than one order of magnitude below. The results show
also that each modulation channel can couple to the de-
tector output with a different transfer function, meaning
that the physical coupling path is likely different. The
results also show that this algorithm is capable of cap-
turing complex and diverse frequency dependencies for
each coupling path.
The algorithm described provided a clear indication of
the sources of the non-stationarity, and this information
could be used to improve the detector angular stability
and thus reduce the problem at the root. As a result, dur-
ing normal operations of the LIGO detectors, the SRCL
control is not a source of noise that limits the sensitiv-
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FIG. 1. Two examples of non-stationary noise couplings. The left panel shows a time-frequency spectrogram of the Hanford
LIGO detector main output: in (a) during a quiet time of detector operation, in (b) during a period of time when random
noise was purposely added to the signal recycling cavity length control. Despite the added noise being stationary over time,
the effect on the detector output, between 20 and 300 Hz, changes on a time scale of the order of seconds, meaning that the
noise couplings are non stationary. The right panel shows an amplitude spectral density of the LIGO Hanford detector output
around the 60 Hz power line. There are symmetrical sidebands around the main frequency, evidence that the coupling of the
electromagnetic noise at 60 Hz is modulated over time.
ity, and therefore there was no need to implement the
non-stationary subtraction online.
IV.2. Power line
In the second example the noise source is electromagnetic
in nature, and due to the 60 Hz line generated by the
main power supplies. Despite many mitigation efforts,
electromagnetic fields at 60 Hz couple to the detector
output through many paths [36]. The linear and station-
ary coupling is dominant, as can be seen in the right panel
of figure 1. However, the line is surrounded by symmetric
sidebands that arise because the coupling is modulated
by slow (. 2 Hz) angular motions of the interferometer
beam and mirrors, similarly to the SRCL noise case. This
is another example of non-linear or non-stationary cou-
plings. As shown in figure 3, a simple linear subtraction
is effective at reducing the main line by orders of magni-
tude (using a sensor that witnesses the power line), but
leaves the sidebands untouched. This limits the detector
sensitivity on a wider frequency band. This effect is sig-
nificant in the Advanced LIGO Hanford detector, used in
the example discussed here, and present to a lower extent
in the Advanced LIGO Livingston detector.
The algorithm described in section III has been applied
to this problem, restricting the computation of the cost
function to a narrow frequency band that includes the
main line and sidebands (50 Hz < f < 70 Hz). The
noise witness sensor is a direct monitor of the power sup-
ply (largely dominated by the single-frequency 60 Hz line
and its harmonics). The modulation witness sensors are
the same angular motion signals used in the SRCL case.
Since we are subtracting noise in a narrow band around
60 Hz, we did not expect to need complicated transfer
functions, so we restricted the coupling coefficients αk
to be modeled by only a constant plus one second-order
stage:
αk(s) = ck +
bk,1s+ bk,0
s2 + ak,1s+ ak,0
(15)
allowing us enough freedom to adjust the coupling phase
and gain near 60 Hz. The result is shown in figure 3: the
modulated noise subtraction removes the main 60 Hz to
the same level as the linear subtraction, and also reduces
all the sidebands by a factor of at least 2, down to a level
compatible with the surrounding background noise.
IV.3. Effect on astrophysical range and source
parameter estimation
As discussed above, the signal recycling cavity noise did
not limit the detector sensitivity during the last period
of operation. On the other hand, the non-stationary sub-
traction of the 60 Hz line and sidebands was effective at
improving the astrophysical sensitivity of the Advanced
LIGO detectors during the first six months of the O3 ob-
servation run. One way to quantify the improvement is
to compute the range of the detector: the sky-averaged
distance at which a compact binary coalescence can be
detected with a signal-to-noise ratio of 8 [37]. Figure 4
shows that the 60 Hz subtraction has a significant im-
pact on the detector range for high mass binary black
hole systems, increasing the detector range for systems
with a total mass of 70 M by 25 Mpc and the observable
volume by 11%.
It is important to check that the non-stationary subtrac-
tion does not affect the interferometer response to GW
signals and calibration. For this purpose, we applied si-
nusoidal forces to the interferometer test masses (focus-
ing on a frequency range around 60 Hz), using the pho-
ton calibrator [38, 39], and thus generating a differential
length change in the two interferometer arms that mimics
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FIG. 2. Performance of the non-stationary noise algorithm
applied to the coupling of signal recycling cavity length noise.
The top panel shows the amplitude spectral density of the de-
tector main output: the orange curve is a reference sensitivity
when there was no noise injection, while the blue curve is the
detector sensitivity during the noise injection and without any
subtraction applied. If only the linear and stationary coupling
is estimated and subtracted, the result is the green curve. By
using the algorithm described here, a non-stationary subtrac-
tion gives the red curve, which largely improve upon the linear
subtraction. The best non-stationary subtraction cannot re-
move all of the noise couplings: the reason being that the
residual coupling modulation is not witnessed by the set of
signals used in this work. The bottom panel shows the first
few most important contributions to the modulated transfer
functions αk as produced by the algorithm. The largest term
is the stationary transfer function, while the others are la-
belled with reference to the angular motion of the modulation
source. For reference, DHARD is a combination of the arm
cavity mirrors, moving in a differential way in the two inter-
ferometer arms [32]; SRC1 and PRC1 denotes respectively the
signal and power recycling cavity angular degrees of freedom
[33]; MICH denotes the motion of the beam splitter mirror
[33].
the effect of a GW. We then checked that the amplitude
and phase of the calibrated detector output matched the
expectation, and that the non-stationary subtraction did
not affect the results, within the measurement uncertain-
ties.
Another important check is that the non-stationary
cleaning does not corrupt astrophysical signals in the
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FIG. 3. Application of the non-stationary noise subtraction
to the 60 Hz main power line at the Advanced LIGO Hanford
detector. This figure compares the original detector output
(blue) to what can be obtained by simply performing a linear
and stationary subtraction of a witness channel (orange), and
to the improved subtraction obtained when allowing for cou-
pling modulation (red). The stationary subtraction matches
the non-stationary one only at the 60 Hz line frequency, and
has no effect at all other frequencies.
data. To corroborate this, we inject simulated bi-
nary black hole signals into linearly-cleaned strain data
and then apply the additional non-stationary subtrac-
tion. For data with and without the non-stationary
subtraction, we recover the signal properties using
lalinference, LIGO and Virgo’s standard Bayesian pa-
rameter estimation infrastructure [40]. We carry out in-
jections at two times during which contamination from
the 60 Hz line was noticeable in the linearly-cleaned
data from LIGO Hanford (GPS times 1244006580 and
1243309096), similar to figure 3. For each of those times,
we inject signals with all combinations of three total mass
values (M = m1 + m2 = 200, 275, 350 M) and two
mass ratios (q = m2/m1 = 0.5, 1), and always without
spin in either component (a1 = a2 = 0). The masses
are chosen so that the final cycles of the GW signal
have significant frequency content in the vicinity of 60
Hz. We additionally study a signal with M = 70M
and q = 1 at GPS time 1244006580, meant to roughly
correspond to the peak of the sensitive-volume improve-
ment in Fig. 4. Each injection is carried out with op-
timal network signal-to-noise ratios (SNR) of 15 and
301, and into a three-detector network of two Advanced
LIGO detectors and the Advanced Virgo detector. For
this analysis we applied the non-stationary noise sub-
traction only to the Advanced LIGO Hanford detector
data, since the effect on the Livingston detector was neg-
ligible. In all cases, the injections are produced using
the numerical-relativity surrogate waveforms NRSur7dq2
[41], and recovered with the spin-precessing waveform
1 Computed using the data where the 60 Hz line was subtracted
linearly.
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FIG. 4. The top plot shows the sky-averaged range for
binary system coalescence, as a function of the total mass
of the two objects. The non-stationary subtraction of the
60 Hz line and sidebands results in an improvement in the
range. The range increase is small for binary neutron stars,
from 104.6 to 105.5 Mpc, since the signal for those systems
sweep through the 60 Hz region quickly. The improvement is
more significant for large mass binary black holes, where more
signal is accumulated around 60 Hz. For a total mass of 70
M the range increases from 729.3 to 754.6 Mpc. The bottom
plot shows the increase in observable volume as a function of
the total system mass.
approximants IMRPhenomPv2 [42], which is standard in
LIGO-Virgo analyses. For control purposes, PSDs are
estimated both through a simple Welch average [43] and
a Bayesian model using BayesLine [44].
Our results indicate that the non-stationary subtraction
does not adversely impact parameter estimation and,
therefore, does not corrupt astrophysical signals in the
data. The lack of discernible improvement after the non-
stationary cleaning is expected given that, in this case,
only the Hanford detector data was affected, and the Liv-
ingston detector was the most sensitive in the network at
that time. As an example of this, Figure 5 shows the re-
covered posterior distributions of the system’s total mass
M (x-axis) and chirp mass M = (m1m2)3/5M−1/5 (y-
axis), for the M = 70M and q = 1 injection at GPS
time 1244006580. The result for the two cleaning tech-
niques (linear and non-stationary) are not significantly
different. However, the non-stationary step improves the
recovered matched-filter SNR by a factor consistent with
the range improvement displayed in Fig. 4. This seems
to be the case for all recovered parameters and for all of
the injections in our set.
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FIG. 5. Joint posterior probability density on the total mass
M = m1+m2 (x-axis) and chirp massM = (m1m2)3/5M−1/5
(y-axis), for the M = 70M and q = 1 injection with SNR
30, at GPS time 1244006580, recovered using a Welch-average
estimate of the noise PSD. Colors correspond to the non-
stationary cleaning of the data (orange) and to the linear
cleaning of the data (blue). The main panel shows the 2D
probability density, with solid contours containing 90% of the
probability mass. The secondary panels above and to the
right show the corresponding 1D marginalized distributions
for M and M respectively, with colored dashed lines repre-
senting symmetric 90%-credible intervals. The true values are
marked by a crosshair and gray dotted lines.
V. EXTENSIONS AND OTHER APPLICATIONS
The algorithm presented here was inspired by the non-
stationary noise couplings found in gravitational wave
detectors, where a noise source with power in the tens
to hundreds Hz region can limit the detector sensitiv-
ity, and be modulated by slower (below a few Hz) resid-
ual motions. However, the parametrized approach to the
noise subtraction can be extended to any other applica-
tion when there is a noise coupling which is modulated.
It can also be extended to the case of quadratic or higher
order couplings, even when there is no clear separation of
the signal frequency support. This is possible by choosing
a set of noise witness sensors wi, constructing the set of
all quadratic (or higher order) combinations nij = wiwj
and using them in equation 5.
The parametrization described above for the coupling
coefficients turns out to be quite versatile and robust.
Even when considering only linear and stationary noise
couplings, the algorithm described here is able to match
the performance of the frequency-domain Wiener filter.
It is therefore a viable approach to a stable and causal
Wiener filter that can be implemented in time domain
using IIR filters. The advantage over the classical finite
impulse response (FIR) Wiener filter [1] is the significant
reduction in the number of parameters, the lower com-
9putational cost of the time domain implementation, and
the absence of overfitting problems. The main drawback
is again that there is no closed form solution, and the
parameters must be found by a gradient-descent-based
optimization, with no guarantee of optimality.
In the treatment of non-stationary noise described above,
we assumed that the change in the couplings could be
completely captured by a set of modulation witness sig-
nals. This might not always be the case. The set of
witness signals might be incomplete, resulting in some
residual modulation at the same time scale as those that
are modeled and removed. This was the case in the resid-
ual noise coupling for the SRCL noise, as shown in figure
2. Another possibility is that the set of modulation sig-
nals is sufficient to describe the non-stationarity for a
short period of time, still longer than the modulations
witnessed by the signals, but the coupling coefficients αk
vary on a time scale which is slower than the typical con-
tent of the witness channels. In this case we would need
to slowly adjust the parameters of the noise subtraction.
In equation 6 we expressed the gradient of the cost func-
tion with respect to the parameters in a form that is nu-
merically efficient to find the optimal parameters, since
the cross spectral densities need to be computed only
once at the beginning of the training. However, if the
noise couplings change over time, it is more convenient
to rewrite the gradient in the following form:
∂Sr,r(ω)
∂αk(ω)
= −S[r, nk] (16)
that can be obtained with straightforward manipulations
of equation 6. The gradient can be computed by accu-
mulating the (varying) cross spectral densities of the cur-
rent subtraction residual with all the modulation signals.
This gradient can then be applied to the minimization of
a running cost function as in equation 14, with an ap-
proach similar, for example, to the least mean squared
(LMS) algorithm [45].
VI. CONCLUSIONS
We presented a novel algorithm to characterize and sub-
tract non-stationary noises from the output signals of
physical detectors, which can be applied to all cases
when one or more fast noise sources are coupling to the
main detector output via modulated transfer functions.
Provided there is access to suitable witness sensors that
track both the noise and the modulations, we show how
a parametrized, stable and time-domain noise cancela-
tion can be implemented. This extends the well-known
noise cancellation techniques based on feedforward and
Wiener filters, and allow for a real-time implementation
of non-stationary noise subtraction.
We show how this technique can be applied successfully
to the output of GW detectors, with examples from the
Advanced LIGO observatory. The implementation of
non-stationary noise subtraction allows us to improve the
detector sensitivity, because the average power spectral
FIG. 6. Noise subtraction obtained with a Deep Neural
Network, to be compared with the non-stationary noise sub-
traction obtained with the algorithm described in section III
and shown also in figure 2.
density of the noise is reduced below what is attainable
with simple linear noise cancellations, and also because
the residual is more stationary and therefore better suited
to searches for GW triggers. We also show that the
non-stationary noise subtraction can improve the sky-
averaged detectable range, and does not introduce any
bias in the astrophysical parameters estimated for sim-
ulated GW events that contain a significant amount of
signal power around 60 Hz.
Finally, we note that the technique described here is of
general interest, and can be applied in all cases where
non-stationary noise couplings are present in any de-
tector. It is also possible to limit the scope of the al-
gorithm to the linear and stationary case, providing a
new approach to the optimization and implementation
of efficient Wiener filters. In both the stationary or non-
stationary cases, it is also possible to convert this algo-
rithm into an adaptive system, where the noise cancella-
tion parameters vary slowly to cope with changes in the
noise couplings.
Appendix A: Deep learning-based subtraction
Neural networks are not a new idea [46], but have gained
momentum in the recent years with the application of
Deep Neural Networks (DNN) [19] to many Machine
Learning problems. Ideally, a neural network is capa-
ble of approximating any non-linear function of its in-
puts, provided it includes a large enough number of ba-
sic units or neurons [20]. Therefore a DNN seems to
be a suitable starting point for a parametrization of the
non-linear coupling function introduced in equation 1.
Since the noise subtraction problem deals with process-
ing and reconstructing time series, it is important that
the DNN includes some memory of the past inputs. For
this reason our attention focused on recurrent neural net-
works (RNN) [47]. Despite the intrinsic non-linearity of
each layer, a DNN is not particularly suitable to learn
efficiently multiplications of its inputs. Since this is
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an important operation for most of the noise subtrac-
tion schemes we are considering, we added an ad-hoc
quadratic layer: the n inputs to the layer are multi-
plied pair-wise to obtain n2 new signals; together with
the input, those n2 + n signals are then passed through
a fully connected layer to reduce the dimensionality to
m < n2 + n. This additional layer, preceded or followed
by additional recurrent layers, largely improve the learn-
ing speed of a DNN.
We applied a DNN to the problem of subtracting the
signal recycling noise described in section IV. The archi-
tecture consists of three layers of Gated Recurrent Units
(GRU) [48] with 64, 32 and 16 neurons each. The in-
put to the recurrent layers consists of both the fast noise
witness (signal recycling longitudinal servo output) and
the up-sampled modulation witnesses (angular signals).
The output of the three recurrent layers is then fed to
the quadratic layer described above, and then to three
fully-connected layers with 16, 16 and 8 units with ReLU
activation [49]. The final signal is obtained by linearly
combining the outputs of the last layer. The network
has about 9000 parameters that are trained using a stan-
dard ADAM algorithm on the mean square error of the
output with respect to the desired signal (the detector
strain). The cost function was actually computed in the
frequency domain, by integrating the residual between
10 and 400 Hz (similar to what explained in section III
and equation 13). The network was implemented in Py-
Torch and trained using 600 seconds of data on the same
Nvidia GPU used for the main results described in this
paper. The training required about 10 hours. The best
subtraction obtained with this network is shown in fig-
ure 6, compared with the output from the non-stationary
noise subtraction algorithm described in this paper. The
performance of the network is clearly better than a sim-
ple linear and stationary subtraction, but falls short of
what is achievable with the non-stationary subtraction
algorithm described in this work. Additionally, it is ex-
tremely difficult, if not impossible, to extract useful in-
formation from the trained network, such as what signals
are the worst offenders for the non-stationarity of the
couplings. It is in other words not possible to produce
the equivalent of the bottom panel of figure 2, therefore
missing crucial information that could be used to solve
the modulation problem at the root.
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