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vRE´SUME´
Dans un premier temps, la mode´lisation d’un lanceur spatial met en avant l’importance
des variations des parame`tres au cours de l’ascension. Ils sont en effet fortement de´pendants
de la variation de la masse avec la consommation des ergols. Le mode`le utilise´ prend ainsi
en compte cette e´volution en line´arisant les e´quations autour de 6 points de vol principaux,
pour obtenir des mode`les line´aires invariants dans le temps. Chacun de ces mode`les devra
eˆtre stabilise´ par une unique loi de commande, tout en respectant les performances de´sire´es.
La conside´ration des modes de flexion du lanceur rend alors la synthe`se plus complexe.
Une autre conse´quence de l’e´volution temporelle est le se´quencement des gains des controˆ-
leurs obtenus. Il est en effet montre´ dans le me´moire qu’aucun re´glage constant du correcteur
adopte´ ne permet de respecter le cahier des charges sur toute la trajectoire.
Ensuite, la complexite´ de mode´lisation du lanceur complet ame`ne a` conside´rer les erreurs
et les incertitudes de mode`le. Elles sont la` encore un enjeu majeur du projet puisqu’il faut
pouvoir assurer les performances nominales pre´ce´dentes de fac¸on robuste. Les applications
gardiennes, de par leur proprie´te´s, se sont re´ve´le´es les plus adapte´es pour traiter un tel pro-
ble`me de se´quencement avec respect de performances robustes.
Dans cette optique, un aspect essentiel de la Maˆıtrise porte sur le de´veloppement de
me´thodes de synthe`se base´es sur les applications gardiennes. Il est en effet apparu que les
quelques travaux portant sur ce sujet de´veloppaient essentiellement la the´orie, et que la mise
en œuvre de ces me´thodes pouvait eˆtre ame´liore´e.
Deux approches sont ainsi de´veloppe´es a` travers le projet. La premie`re s’appuie sur une vi-
sualisation graphique des lieux d’annulation des applications gardiennes. Un programme base´
sur l’analyse d’image permet de ve´rifier automatiquement les re´glages des gains qui satisfont
les contraintes. La seconde me´thode s’appuie sur une optimisation portant sur les applications
gardiennes dans des zones d’inte´reˆt. Par ite´rations successives, il est alors possible de partir
du syste`me en boucle ouverte pour aboutir a` un re´glage des gains acceptable en boucle ferme´e.
Les me´thodes e´labore´es ont e´te´ teste´es et e´prouve´es sur le cas du lanceur, avec le cahier des
charges fourni par ASTRIUM-ST. Cette application pratique a e´te´ motive´e par la complexite´
du syste`me, les contraintes varie´es a` conside´rer et l’importance de la robustesse pour ce type
de commande. Autant de contraintes qui ont permis de valider l’inte´reˆt et l’efficacite´ des
applications gardiennes sur ce type de proble`me.
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ABSTRACT
In a first phase, the modelling process underlines the presence of highly time varying
parameters during the ascent, due to a fast mass variation along with propellant consumption.
Linearizing the dynamical equations at six main flight instants yields linear time invariant
models to be considered during control design. Each of them is to be stabilized by one control
law, while respecting given specifications. The synthesis becomes even more complex when
the bending modes are taken into account.
Moreover, scheduling appears necessary to deal with the time variations. Indeed it is
shown that no single gain setting is able to respect all the specifications along the trajectory.
Furthermore, increasing complexity when modelling a whole launch vehicle pushes one
to consider the model’s errors and uncertainties. They represent a major issue in this study
since it is asked to ensure the nominal performances in a robust fashion. Owing to their
properties, guardian maps appear to be the most suitable tool to deal with such a problem
of scheduling with robust performances.
In light of this, the development of synthesis methods based on guardian maps is the main
contribution of the project. It appears that actual state of the art in this field is focused on
theoretical issues, whereas practical ones could be improved.
Two approches are presented in the memoire. The first one is based on a graphical ap-
proach consisting in drawing the vanishing locus of guardian maps. A program using image
analysis techniques is devised to check automatically which gain settings satisfy the con-
straints. The second one is based on an optimisation procedure involving guardian maps.
Starting with the open loop system, the iterative process proposed ends up with a satisfactory
gain setting for the closed-loop.
These methods are tried and tested for the launch vehicle, with specifications from
ASTRIUM-ST. Their practical application is motivated by the system complexity, the differ-
ent kinds of constraints and the essential need for robustness. Many restrictions that finally
bring about the interest and the efficiency of guardian maps for such a problem.
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1CHAPITRE 1
INTRODUCTION
1.1 Mise en contexte
Apre`s une large domination du domaine spatial par les puissances ame´ricaines et russes
depuis la guerre froide, de nombreux pays ont suivi leurs traces pour s’imposer aujourd’hui
sur la sce`ne internationale. Pour ne citer que les plus grandes agences actuelles, l’espace est
aujourd’hui a` la porte´e de la France, de l’Allemagne, du Japon, de l’Inde et bien suˆr de la
Chine (Rahman et al., 2010). Cette dernie`re est meˆme devenue la troisie`me puissance a` en-
voyer des hommes dans l’espace avec son vaisseau Shenzhou en 2003.
Ne´anmoins, la majorite´ des lancements actuels sont destine´s aux satellites, que ce soit pour
le domaine militaire, scientifique ou commercial. Un ve´ritable marche´ de lanceurs s’ouvre donc
aux industries de´sirant mettre un satellite en orbite. Dans cette optique, il est primordial d’of-
frir une fiabilite´ excellente pour espe´rer eˆtre compe´titif, tout en proposant une large gamme
de lanceurs suivant le poids des charges utiles a` envoyer. On peut citer le de´veloppement
du lanceur VEGA de l’agence spatiale europe´enne ESA 1, qui vient comple´ter la gamme des
fuse´es Ariane, en offrant ses services pour les satellites de petite taille.
Ainsi, le de´veloppement de tels lanceurs doit rencontrer des spe´cifications tre`s e´leve´es en
terme de fiabilite´ et de performance pour garantir la livraison du satellite sur une orbite
pre´cise. Ces dernie`res sont exprime´es au travers d’un cahier des charges portant sur toutes
les disciplines implique´es dans une telle re´alisation : depuis le syste`me de propulsion jusqu’a`
la structure, en passant par les commandes de vol. Pour ces dernie`res, le pilotage du lanceur
est rendu difficile par la quantite´ de donne´es incertaines a` conside´rer, avec, par exemple, un
environnement atmosphe´rique capricieux ou un comportement irre´gulier du moteur.
La mode´lisation prend de`s lors une importance capitale puisqu’elle doit traduire le plus
fide`lement possible le comportement du lanceur, l’e´volution des conditions atmosphe´riques
avec l’altitude et l’intensite´ du vent rencontre´ lors de la monte´e. Des mode`les complets sont
re´alise´s en prenant en compte chaque sous-partie du lanceur. Diffe´rents niveaux de pre´cision
sont possibles, en ajoutant par exemple la dynamique de la tuye`re ou le ballotement des ergols
1. European Space Agency
2au cours de l’ascension. De meˆme, les donne´es statistiques re´cupe´re´es par des ballon-sondes
permettent d’avoir une ide´e plus pre´cise des conditions extreˆmes de vent que peut rencontrer
le lanceur lors de sa monte´e.
Pour pallier a` ces imperfections de mode`le, il serait possible d’ajouter des capteurs pour
disposer du plus grand nombre de donne´es possibles sur l’e´tat du syste`me. Mais bien sou-
vent ces derniers sont couˆteux ou trop impre´cis pour certaines grandeurs. On cherche donc a`
contourner le proble`me en gardant peu de capteurs, et en re´alisant une loi de pilotage la plus
« robuste » possible a` ces incertitudes sur les grandeurs. Elle doit assurer des performances
a` la fois sur le mode`le nominal, et sur des mode`les obtenus pour les valeurs extreˆmes des pa-
rame`tres incertains. Le controˆle d’un lanceur repose alors sur un jeu de mode`les repre´sentant
un cas nominal et des pires cas traduisant les impre´cisions.
Les algorithmes de guidage et de controˆle du lanceur VEGA ont ainsi e´te´ re´alise´s par l’en-
treprise franc¸aise ASTRIUM-ST d’apre`s l’expertise qu’elle avait de´veloppe´e avec les projets
Ariane. En se basant sur ses projets passe´s, elle a baˆti un mode`le de lanceur fictif pour l’e´tude
de diverses me´thodes de controˆle (Be´rard et al., 2008; Hernandez, 2008). Ce type d’e´tude peut
avoir un impact e´conomique fort sur la fabrication du lanceur, comme l’illustrent les travaux
de Sophie Mauffrey au sein de EADS (Mauffrey et Schoeller, 1999). Ils ont permis de gagner
600kg sur le poids du lanceur Ariane V, permettant l’emport de satellites plus lourds, ou
l’envoi sur des orbites plus e´leve´es (Desessard, 2002).
Le projet de Maˆıtrise recherche pre´sente´ dans ce me´moire a e´te´ effectue´ dans le cadre
d’un accord de double diploˆme, entre l’e´cole d’inge´nieurs franc¸aise ISAE 2-Supae´ro et l’Ecole
Polytechnique de Montre´al. Il s’est de´roule´ en majorite´ a` l’E´cole Polytechnique, au sein du
De´partement de Ge´nie E´lectrique, en Section Automation & Syste`mes, tandis qu’un stage de
4 mois a e´te´ effectue´ a` Supae´ro a` l’e´te´ 2011, au de´partement DMIA 3.
Il reprend les mode`les fictifs et le cahier des charges fournis par ASTRIUM-ST. Une loi
de commande doit alors eˆtre re´alise´e pour controˆler ce lanceur spatial sur sa trajectoire at-
mosphe´rique. Elle doit conserver la stabilite´ de la structure et re´duire au maximum les efforts
late´raux qui pourraient mener a` sa dislocation, tout en respectant certaines performances.
Pour ce faire, la me´thode e´tudie´e et de´veloppe´e au cours du projet utilise les applications
gardiennes (Saydy et al., 1990; Barmish, 1994).
2. Institut Supe´rieur de l’Ae´ronautique et de l’Espace
3. De´partement de Mathe´matiques, Informatique et Automatique
31.2 Objectifs de recherche
Deux objectifs principaux se de´gagent de ce travail de recherche : le design d’un controˆleur
et le de´veloppement des outils lie´s aux applications gardiennes.
Dans un premier temps, un correcteur, d’une structure aussi simple que possible, doit
eˆtre re´alise´ pour stabiliser de fac¸on robuste le mode`le du lanceur fourni. Pour ce faire, il doit
stabiliser simultane´ment trois mode`les diffe´rents, correspondant aux cas extreˆmes de varia-
tion des incertitudes. De plus, des performances doivent eˆtre respecte´es selon le cahier des
charges, et ce pour les trois mode`les a` la fois. On parlera alors d’un travail de synthe`se avec
performances robustes.
Dans un second temps, des outils de synthe`se base´s sur les applications gardiennes devront
eˆtre de´veloppe´s. Meˆme si ces dernie`res font parfois appels a` de lourds calculs nume´riques, les
re´sultats qu’elles ame`nent sont puissants. Leur polyvalence permet de les utiliser pour faire
aussi bien une e´tude de robustesse qu’une synthe`se de correcteur. Un objectif du projet est
donc de rendre plus efficaces les algorithmes de calculs utilisant les applications gardiennes.
1.3 Plan du me´moire
Le travail de recherche pre´sente´ a` travers ce me´moire se de´coupe en 7 chapitres principaux.
L’introduction permet de situer rapidement le projet au niveau du domaine spatial, en
insistant sur ses tenants et ses aboutissants. La revue de litte´rature permet de faire un e´tat de
l’art sur les diffe´rents points aborde´s a` travers cette recherche : depuis un travail de mode´lisa-
tion de lanceur spatial, jusqu’au se´quencement d’un correcteur, en passant par les me´thodes
de synthe`se robuste.
Ensuite, la mode´lisation du lanceur et la prise en compte des incertitudes sont de´taille´es
dans le troisie`me chapitre. Les mode`les fournis sont de´taille´s a` travers la dynamique du lan-
ceur rigide, de la prise en compte des ses modes flexibles, et de la dynamique de l’actionneur
de la tuye`re. La mode´lisation des incertitudes est explicite´e et mise en avant par l’e´volution
des parame`tres du lanceur et des conditions atmosphe´riques au cours du vol. Une me´thode
de validation du controˆleur est finalement de´taille´e, en observant sa re´ponse a` un profil de
vent donne´ pendant l’ascension.
4Le chapitre 4 fait l’objet d’une introduction aux applications gardiennes. Il pre´sente cet
outil de fac¸on the´orique et e´nonce les principaux re´sultats qui y sont lie´s. Il illustre leur uti-
lisation par des exemples simples sur une e´tude de robustesse, et sur une me´thode de re´glage
de correcteur a` deux parame`tres.
Enfin, les chapitre 5 et 6 pre´sentent deux me´thodes de synthe`se robuste de´veloppe´es a`
partir des applications gardiennes : une par approche graphique et une par optimisation. La
premie`re permet d’appliquer les re´sultats du chapitre 4 sur le cas du lanceur flexible, avec la
prise en compte de nombreuses contraintes. La seconde e´tend la me´thode pre´ce´dente limite´e
a` deux parame`tres variables, en utilisant l’optimisation pour cre´er uns synthe`se par ite´ra-
tions. En minimisant progressivement les applications gardiennes ade´quates, un correcteur
est obtenu, qui respecte l’ensemble des contraintes fixe´es.
Enfin, le septie`me chapitre tient lieu de conclusion, en e´tablissant un bilan sur les objectifs
poursuivis, et en insistant sur les perspectives possibles de ce projet.
5CHAPITRE 2
REVUE DE LITTE´RATURE
Le proble`me pose´ passe par cinq e´tapes principales :
– Mode´lisation du lanceur rigide/flexible, avec dynamique de l’actionneur ;
– Line´arisation du mode`le obtenu autour de points de vol spe´cifiques ;
– Synthe`se d’un controˆleur par point de vol ;
– Se´quencement du controˆleur sur l’ensemble du vol conside´re´ ;
– Validation de la loi de commande avec le syste`me complet.
Chacune de ces e´tapes va eˆtre de´taille´e et illustre´e dans la suite, a` partir de la litte´rature
actuelle.
Mode´lisation du lanceur
La dynamique du lanceur comme corps rigide a` six degre´s de liberte´ a e´te´ largement
traite´e. De nombreuses configurations sont ainsi disponibles pour le controˆle : avec des ailettes
(Siouris, 2004)), avec des jets late´raux (Ping, 2010), ou enfin avec l’orientation de la tuye`re
(Thrust vectoring control, TVC) (Blakelock, 1965; Vanthuyne, 2009).
L’utilisation de surfaces de controˆle pour orienter le lanceur est souvent couple´e avec un
syste`me d’orientation du moteur complet pour diriger la pousse´e. Ce genre de syste`me, utilise´
sur Saturn V ou Soyouz par exemple, e´tait rendu possible en basculant la chambre de com-
bustion et la tuye`re pour des ergols liquides (Teren et al., 1968). Cependant, il est impossible
de conside´rer le meˆme proce´de´ avec des ergols solides car la chambre de stockage et le moteur
sont solidaires. Le mouvement de la tuye`re devient alors le seul moyen d’orienter la pousse´e.
Il a fallu attendre les progre`s re´alise´s avec les actionneurs e´lectrome´caniques pour atteindre
des puissances suffisantes, ainsi que des progre`s sur les batteries pour permettre d’embarquer
un syste`me complet d’actionneurs e´lectrome´caniques a` bord d’un lanceur. Ces progre`s sont
visibles avec les deux boosters d’appoint de la fuse´e Ariane V ou avec le lanceur VEGA,
comple`tement de´pourvu de surfaces de controˆle (Maillebouis, 1988; Carnevale et Resta, 2007).
Line´arisation autour de points de vol
Avec de tels actionneurs, le mouvement de la tuye`re introduit des comportements non-
line´aires. De plus, la consommation des ergols et l’e´volution de l’atmosphe`re avec l’altitude
rendent le mode`le variant dans le temps.
6Figure 2.1 Sche´ma du syste`me d’orientation de la pousse´e, tire´ de Maillebouis (1988)
La syme´trie de re´volution du lanceur apporte une premie`re simplification, en conside´rant
un mouvement planaire. Elle est e´vidente pour la structure, mais les actionneurs sont aussi
place´s syme´triquement dans les plans transverses en tangage et lacet, et l’ae´rodynamique
est admise invariante suivant l’angle de roulis. Les e´quations obtenues sont fournies dans un
cadre ge´ne´ral dans Greensite (1970), incluant la dynamique du lanceur rigide, des modes
flexibles, du ballotement des ergols, des efforts ae´rodynamiques, de la pousse´e et l’influence
de l’inertie du moteur en mouvement. La mode´lisation des modes flexibles est re´alise´e dans
Greensite (1970) et Marty (1986) en prenant en compte les liens e´lastiques entre les diffe´rents
e´tages du lanceur et entre le satellite embarque´ et son support.
La trajectoire verticale et la minimisation de l’incidence ae´rodynamique, pour e´viter toute
sollicitation structurelle, ame`nent a` conside´rer un mode`le petits signaux en line´arisant le mo-
de`le non-line´aire pre´ce´dent. De plus, l’e´volution de la masse avec la consommation des ergols
et l’ascension atmosphe´rique a` des vitesses supersoniques imposent de conside´rer les grandeurs
variables dans le temps (Turner, 2009). Pour les profils cylindriques conside´re´s le coefficient
de portance varie meˆme avec le nombre de Mach, comme l’illustre United States Army (1990).
Le mode`le line´aire est alors e´value´ en diffe´rents points de vol pour fournir un jeu de
mode`les a` controˆler.
7Synthe`se d’un controˆleur
Sur chaque mode`le ainsi obtenu, line´aire et invariant dans le temps (LTI), une synthe`se
de controˆleur est effectue´e suivant les performances et les incertitudes conside´re´es. De nom-
breuses approches sont ici possibles, comme la synthe`se H∞ permettant d’assurer les per-
formances en pre´sence d’incertitudes (Mauffrey et al., 1997). Cependant une telle me´thode
aboutit a` un controˆleur d’ordre e´leve´. De meˆme dans Voinot et al. (2002), une me´thode si-
milaire est utilise´e mais les modes flexibles ne sont pas pris en compte dans la synthe`se,
ils interviennent a posteriori pour la validation de la loi de commande. Ce dernier article
s’appuyait sur une synthe`se de´rive´e de la me´thode H∞ : la Forme Croise´e Standard (Cross
Standard Form), pre´sente´e dans Alazard et Apkarian (1999) et Delmond et al. (2006). Une
autre synthe`se par placement de structure propre est mise en place dans Saussie´ et al. (2008).
Enfin, des me´thodes plus originales base´es sur l’intelligence artificielle sont pre´sente´es dans
Mehrabian et al. (2006).
L’inte´reˆt de la me´thode pre´sente´e dans ce projet est la prise en compte des modes flexibles
directement dans la synthe`se, ainsi que des performances exprime´es sur le placement des poˆles
(temps de re´ponse, amortissement). Cette me´thode est base´e sur les applications gardiennes
pre´sente´es dans Saydy et al. (1990, 1988) qui viennent comple´ter les premiers re´sultats de
commande robuste obtenus par Kharitonov (1981), et qui sont re´sume´s dans Barmish (1994).
Les me´thodes utilise´es dans ces travaux concernent l’analyse robuste. Elles sont e´tendues
avec Saussie´ et al. (2010) pour la synthe`se par applications gardiennes dans le cas d’un
controˆleur ayant une structure fixe´e. Elles permettent de satisfaire des performances en boucle
ferme´e malgre´ des incertitudes sur les mode`les. Il est ainsi possible de partir de structures de
correction simples pour aboutir a` controˆleur d’ordre plus faible que les re´sultats obtenus par
l’approche H∞ par exemple.
Le projet de maˆıtrise pre´sente´ ici portera essentiellement sur une me´thode de choix des
gains en utilisant les applications gardiennes. Apre`s la pre´sentation d’une approche graphique,
une me´thode d’optimisation sera utilise´e pour ame´liorer les algorithmes de´ja` pre´sente´s dans
Saussie´ et al. (2010), en se basant sur la me´thode Broyden-Fletcher-Goldfarb-Shanno (BFGS)
pre´sente´e par exemple dans Nocedal et Wright (2006).
Se´quencement des controˆleurs
Une fois la synthe`se re´alise´e pour chaque point de vol, les controˆleurs doivent eˆtre interpole´s
pour obtenir un unique correcteur variant dans le temps qui remplit le cahier des charges.
Un bilan des me´thodes disponibles pour remplir cette taˆche est re´alise´ au travers de Rugh
et Shamma (2000) et Leith et Leithead (2000). Un exemple de se´quencement est donne´ dans
8Voinot et al. (2002) avec une interpolation line´aire entre chaque instant. Une approche avec
observateur permet de rendre les transitions plus lisses entre les controˆleurs avec Voinot et al.
(2003). Une autre approche base´e sur la repre´sentation LFT est illustre´e par Rotunno et al.
(2007); Be´rard et al. (2012). Dans notre cas, une unique interpolation line´aire est conside´re´e
entre les instants de de´but et de fin de la trajectoire e´tudie´e.
Validation
Enfin, la validation de la structure de correction est faite sur un mode`le LFT du lanceur,
base´ sur les re´sultats de Be´rard et al. (2012), avec une interpolation d’ordre 6 pour traduire
l’e´volution temporelle des parame`tres. Cette me´thode diffe`re de Voinot et al. (2002) pour
lesquels la validation se faisait avec une interpolation line´aire entre les mode`les obtenus a`
chaque instant de vol. Une validation sur un syste`me non line´aire est aussi possible, comme
le montre Mehrabian et al. (2006).
9CHAPITRE 3
MODELISATION DU LANCEUR
3.1 Introduction
Les donne´es fournies par ASTRIUM-ST couvrent les mode`les d’e´tat du lanceur, le mode`le
de l’actionneur pour l’orientation de la pousse´e et les conditions de vol au cours de l’ascension.
Il est en effet indispensable de conside´rer les variations spatiales et temporelles de ces mode`les
car le lanceur consomme la majorite´ de ses ergols au cours des premie`res minutes de la monte´e.
Ceci entraine une diminution rapide de sa masse et un changement de sa dynamique avec le
de´placement de son centre de gravite´ et la variation de la pousse´e. De meˆme, en traversant les
diffe´rentes couches de l’atmosphe`re, les conditions de pression et de tempe´rature influencent
les efforts ae´rodynamiques, venant ainsi de´grader les performances du syste`me.
Il apparait donc clairement que les mode`les conside´re´s sont variants dans le temps et
incertains sur plusieurs parame`tres. Il est en effet difficile de quantifier, par exemple, la
consommation des ergols. Le choix fait par ASTRIUM-ST pour repre´senter ces ale´as est de
fournir deux mode`les supple´mentaires repre´sentant les variations extreˆmes des parame`tres
incertains tels la masse du lanceur ou la position du centre de gravite´. Les variations des
conditions atmosphe´riques seront aussi prises en compte dans ces mode`les.
De plus, un lanceur e´tant bien plus e´lance´ qu’un simple missile, le mode`le prendra en
compte les de´formations de la structure dues a` la pousse´e d’un coˆte´, et au poids et efforts
ae´rodynamiques de l’autre. Ces forces cre´ent une re´sultante late´rale qui vient en effet exciter
les modes flexibles. Sachant qu’une fuse´e est principalement conc¸ue pour endurer des efforts en
compression, ces sollicitations late´rales peuvent engendrer une flexion importante, conduisant
a` la destruction du lanceur sans une loi de commande adapte´e. Dans le cas pre´sent, deux
modes flexibles seront conside´re´s.
Par soucis de pre´cision et d’inte´gration syste`me, un mode`le de l’actionneur de la tuye`re
est fourni. Il permet le controˆle du lanceur par orientation de la tuye`re d’e´jection, technique
utilise´e pour les controˆles a` faible vitesse car une commande par surface de controˆle, comme
des ailerons, n’est pas suffisamment efficace au de´collage. Ce syste`me est par exemple pre´sent
sur le nouveau lanceur VEGA de l’ESA.
Enfin, le but de la structure de correction e´tant de stabiliser le lanceur sur la phase de vol
conside´re´e, la validation du correcteur sera faite pour un pire cas de rafale de vent. Le profil
en vitesse de ce vent late´ral est aussi fourni et sera de´taille´ plus loin.
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3.2 Sche´ma du lanceur
La mode´lisation du lanceur est de´taille´e dans le sche´ma de la Fig. 3.1, en faisant un
inventaire des forces conside´re´es. On note (GX,GY ) le re´fe´rentiel terrestre attache´ a` G, et
(Gx,Gy) le re´fe´rentiel des axes principaux du lanceur.
G
C
Poids 
(Weight)
lGC
Poussée 
(Thrust)
α
θ
β
γ
Traînée
(Drag)
Portance 
(Lift)
V
Gx
Gy
lGN
ln
GY
GX
N
Gn
Figure 3.1 Sche´ma du lanceur complet
3.3 Conditions de vol
La phase de vol conside´re´e de´bute a` 25s apre`s le de´collage et se termine a` 60s. C’est
seulement apre`s les 10 a` 20 premie`res secondes que le lanceur quitte comple`tement l’aire de
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lancement pour entamer l’ascension. Dans ce cre´neau, la trajectoire est encore atmosphe´rique
et les manœuvres de basculement n’ont pas encore eu lieu. Le but de la loi de commande et
donc de maintenir la verticalite´. De plus, pour prendre en compte les e´volutions temporelles
importantes des parame`tres, les mode`les utilise´s pour le lanceur et son environnement sont
line´arise´s en 6 points de vol particuliers, se´lectionne´s par ASTRIUM-ST.
Les donne´es de vol peuvent ainsi eˆtre trace´es au cours de l’ascension. Le graphe Fig.
3.2 pre´sente l’e´volution de l’altitude, des conditions atmosphe´riques (tempe´rature, pression,
masse volumique), de la vitesse du lanceur, de la pression dynamique, de la masse, de la
pousse´e et enfin du de´placement du centre de gravite´ .
La pression dynamique est particulie`rement importante, car elle pre´sente un maximum,
connu sous le nom de « zone Max Q ». A cet instant, les efforts ae´rodynamiques externes
atteignent leur intensite´ maximale et la structure endure un chargement extreˆme.
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Figure 3.2 Evolution temporelle des parame`tres
12
Enfin, le profil de vent repre´sentant le pire cas a` endurer pour le syste`me est repre´sente´
en Fig. 3.3. La vitesse conside´re´e se rapproche d’un e´chelon de l’ordre de −20m/s, avec un
de´passement supple´mentaire d’environ 25%.
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Figure 3.3 Profil de vent utilise´ en simulation
3.4 Mode´lisation rigide
Le mouvement du lanceur est conside´re´ planaire. Les efforts auxquels il est soumis sont
son poids, sa pousse´e, les efforts ae´rodynamiques (portance et traˆıne´e) et les efforts d’inertie
dus au mouvement de la tuye`re. Chacune de ces forces sera conside´re´e a` travers les moments
qu’elle induit au niveau du centre de gravite´ G.
Pour les conditions de vol pre´ce´dentes, les e´quations du mouvement d’un corps rigide dans
l’atmosphe`re vont eˆtre line´arise´es autour des 6 points de vol re´gulie`rement espace´s : 25s, 32s,
. . ., 60s. Pour ce faire, la dynamique longitudinale (e´tant donne´ l’axisyme´trie du proble`me)
peut eˆtre obtenue dans un cas tre`s ge´ne´ral d’apre`s Blakelock (1965). Il est aussi simple de
repartir du principe fondamental de la dynamique pour l’obtenir dans notre cas particulier.
3.4.1 Principe Fondamental de la Dynamique
S’appuyant sur le re´fe´rentiel terrestre attache´ au lanceur, son attitude est de´crite par
l’assiette θ, et est dicte´e par les moments exte´rieurs applique´s au lanceur rigide dans un
premier temps. On obtient alors l’e´quation (3.1) applique´e au centre de gravite´ G.
Iθ¨ =MG,ext (3.1)
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Ce qui donne (3.2) avec les moments pre´sents (le poids ne cre´e aucun moment en G).
Iθ¨ =MG,L +MG,D +MG,T +MG,N (3.2)
Couples exte´rieurs applique´s
Les couples applique´s sur le lanceur vont eˆtre explicite´s en fonction des diffe´rents para-
me`tres.
Forces ae´rodynamiques Les moments ae´rodynamiques sont engendre´s par les compo-
santes late´rales de la portance et de la traˆıne´e. La projection sur l’axe Gx de ces efforts
fournit MG,L = L cosα lGC et MG,D = D sinα lGC . Les forces de portance et de traˆıne´e
s’expriment comme (3.3) et (3.4) ou` Q = 1
2
ρV 2 est la pression dynamique.
L = QSrefCzαα (3.3)
D = QSrefCx (3.4)
Il reste a` prendre en compte l’effet du vent sur le lanceur. Sachant qu’il vient modifier
l’incidence locale du lanceur, il sera conside´re´ comme un couple perturbateur qui modifie le
couple ae´rodynamique de la portance sans vent. Le sche´ma Fig. 3.4 pre´sente la correction a`
apporter en pre´sence de vent : αW = α−∆α.
α
W
VW
αW Δα
G
C
V
Gx
Gy GY
GX
Figure 3.4 Influence du vent sur l’incidence
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Le moment ae´rodynamique de portance peut donc s’e´crire comme (3.5), avec α = θ sans
vent car le vecteur vitesse de re´fe´rence est vertical (i.e. γ = θ − α = 0).
Le moment ae´rodynamique de traˆıne´e est donne´ en (3.6).
MG,L = QSrefCzα(θ −∆α) lGC (3.5)
MG,D = QSrefCx lGC (3.6)
De plus, en conside´rant le triangle forme´ par les vitesses, il est possible de relier ∆α a` la
vitesse du vent : tan ∆α = W
V
.
Force de pousse´e Le moment engendre´ par la pousse´e du moteur, applique´e en N s’ex-
prime en fonction de sa composante late´rale par (3.7).
MG,T = T sin β lGN (3.7)
Forces d’inertie de la tuye`re Le mouvement de la tuye`re devant se faire rapidement
pour re´tablir la verticalite´, les acce´le´rations et de´ce´le´rations mises en jeu sont importantes
et doivent eˆtre prises en compte dans le bilan des moments. Il peut en effet arriver que ces
moments viennent perturber l’effet de la tuye`re. Ce phe´nome`nes est appele´ le « Tail-Wags-
Dog » effect (Blakelock, 1965). Ainsi, le moment duˆ a` l’acce´le´ration angulaire β¨ s’exprime
par −In,N β¨. Le the´ore`me de Huygens permet finalement d’obtenir −In,N β¨ = −(In +ml2n)β¨.
De plus, e´tant donne´ la masse non ne´gligeable de la tuye`re et le bras de levier dont elle
be´ne´ficie, les efforts d’inertie duˆs a` l’acce´le´ration de Gn sont pris en compte. Ils sont pre´sents
lors du de´part et de l’arreˆt de la tuye`re, au moment ou` son acce´le´ration est la plus e´leve´e.
aGn
Poussée 
(Thrust)
β
ln
N
Gn
Trajectoire 
de la tuyère
Figure 3.5 Mode´lisation adopte´e pour repre´senter les mouvements de la tuye`re
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Conside´rant le sche´ma de la Fig. 3.5, cette force d’inertie peut s’e´crire comme −maGn ,
avec aGn l’acce´le´ration late´rale. Elle s’applique au point N , profitant du bras de levier lGN .
Se plac¸ant alors dans le cas de petites de´flections (β << 1), ce qui se ve´rifie en re´alite´, on
aboutit a` aGn = lnβ¨.
Finalement le moment complet duˆ au mouvement de la tuye`re est re´sume´ en (3.8).
MG,N = − (In +mln(ln + lGN)) β¨ (3.8)
Line´arisation du mode`le non-line´aire
Pour simplifier l’e´tude, une line´arisation des e´quations est re´alise´e autour du pseudo-
e´quilibre en monte´e pour lequel α0 = θ0 = 0
◦, γ0 = 0◦, W0 = 0m/s et β0 = 0◦. Ainsi, le
mode`le petits signaux s’exprime en conside´rant θ << 1, β << 1, et γ = 0 pour une trajec-
toire verticale sans vent, soit α = θ. De plus, la force de traˆıne´e est ne´glige´e devant les efforts
late´raux dus a` la portance ou a` la pousse´e.
Par conse´quent :
– MG,L ' QSrefCzα(θ − WV ) lGC
– MG,D ' 0
– MG,T ' Tβ lGN
– MG,N = − (In +mln(ln + lGN)) β¨
– αW = θ −∆α ' θ − WV
L’e´quation line´arise´e de la dynamique du lanceur rigide en tangage est donne´e en (3.9).
Les variables d’e´tat sont en rouge, les entre´es en bleu.
Iθ¨ = QSrefCzαlGC θ −QSrefCzα
lGC
V
W + T lGN β − (In +mln(ln + lGN)) β¨ (3.9)
Il est important de souligner ici que les parame`tres du mode`le obtenu, tels que l’inertie du
lanceur, la pression dynamique, le coefficient de portance ou meˆme les bras de levier relatifs
au centre de gravite´, sont des fonctions du temps. Pour conside´rer ces e´volutions, le mode`le
est e´value´ en 6 instants de vol : toutes les 7s de 25s a` 60s apre`s le de´collage. Les jeux de
donne´es sont tous fournis par ASTRIUM-ST.
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Mode`le d’e´tat du lanceur rigide
Le mode`le d’e´tat s’obtient a` partir de l’e´quation pre´ce´dente, en conside´rant les entre´es
U =
[
W β β¨
]T
, et les sorties Y =
[
θ α
]T
. Les variables d’e´tat utilise´es sont X =[
θ˙ θ
]T
. On aboutit au mode`le fourni en (3.10) et (3.11).
X˙ =
[
0
QSref lGCCzα
I
1 0
]
X +
[
− 1
V
QSref lGCCzα
I
T lGN
I
− Ituy+mln(ln+lGN )
I
0 0 0
]
U (3.10)
Y =
[
0 1
0 1
]
X +
[
0 0 0
− 1
V
0 0
]
U (3.11)
Ce mode`le sera note´ (Ar, Br, Cr, Dr) avec la notation habituelle :
X˙ = Ar X +Br U
Y = Cr X +Dr U
3.5 Mode´lisation flexible
La prise en compte des modes flexibles dans les mode`les fournis par ASTRIUM-ST est
faite pour les deux premiers modes. Ils apportent une correction sur le bras de levier de la
pousse´e dans la formule pre´ce´dente, ainsi que sur l’angle d’attitude, qui est le´ge`rement mo-
difie´e pour un lanceur souple. Pour ce faire, nous allons voir une me´thode pour obtenir les
pulsations et les modes propres d’un lanceur, pour ensuite e´valuer les de´forme´es late´rales sous
l’influence de la pousse´e (qui cre´e´ un moment fle´chissant) et leur influence sur l’incidence du
lanceur flexible.
3.5.1 Pulsations et modes propres
Pour l’e´tude des pulsations propres et des modes propres associe´s, il faut dans un premier
temps mettre le comportement dynamique du syste`me sous forme matricielle, c’est-a`-dire
discre´tiser le lanceur. Pour ce faire, il est possible de le conside´rer comme un ensemble de
masses le long d’une poutre, relie´es entre elles par des ressorts et des amortisseurs. Chaque
e´tage est ainsi mode´lise´, avec sa masse d’ergols en mouvement et sa structure, et le satellite
est lie´ au dernier e´tage. Une mode´lisation adopte´e dans Marty (1986) est donne´e en Fig. 3.6.
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Figure 3.6 Mode´lisation discre`te d’un lanceur avec prise en compte des ergols et de la charge
utile, tire´e de Marty (1986)
Une e´quation matricielle permet de de´crire la dynamique du syste`me complet :
[M ].X¨ + [C].X˙ + [K].X = F
en notant :
· X l’ensemble des coordonne´es de chaque masse du mode`le discret du lanceur
· [M ] la matrice des masses
· [C] la matrice des amortissements
· [K] la matrice des raideurs
· F le vecteur des efforts applique´s sur le lanceur
A partir de cette e´quation, on obtient les pulsations et les modes propres en prenant
le ”syste`me conservatif associe´”, c’est-a`-dire en cherchant les valeurs propres et les vecteurs
propres associe´s pour les matrices [M ] et [K] qui sont simultane´ment diagonalisables d’apre`s
la the´orie des structures. On obtient alors les pulsations ωi de chaque mode par les valeurs
propres, et les modes associe´s φi avec les vecteurs propres correspondants.
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Un changement de variable sur l’e´quation du syste`me est ope´re´ pour diagonaliser ce sys-
te`me d’e´quations, en conside´rant que les termes extra-diagonaux de la matrice des amortisse-
ments ne modifieront que faiblement les pulsations propres et les modes obtenus. La matrice
de masses obtenue est [µ] et celle de raideurs [k]. La matrice du changement de base sera
note´e [φ] et elle contient les modes propres norme´s. L’e´quation se transforme en (3.12) :
[µ].q¨ + [C ′].q˙ + [k].q = [φ]−1.F (3.12)
avec

q = [φ]−1.X
[µ] = [φ]−1.[M ].[φ]
[C ′] = [φ]−1.[C].[φ]
[k] = [φ]−1.[K].[φ]
Dans la pratique, on conside`re aussi que la matrice des amortissements [C ′] est diagonale
en ne´gligeant ses termes extra-diagonaux, dans le but de de´coupler les e´quations sur les co-
ordonne´es ge´ne´ralise´es q. Enfin, les coordonne´es re´elles X sont obtenues par le changement
de base inverse avec q = [φ]−1.X.
Ce raisonnement permet par exemple d’obtenir les deux premiers modes propres pre´sents
sur la Fig. 3.7 pour la de´formation en flexion du lanceur, d’apre`s les re´sultats tire´s de Marty
(1986).
Figure 3.7 De´forme´es late´rales pour les deux premiers modes de flexion, tire´es de Marty
(1986)
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3.5.2 Mode`le du lanceur souple
Il est ici important de remarquer que les pulsations propres et les modes propres sont tous
de´pendants du temps, car la masse du lanceur varie continument le long de la trajectoire.
Deux couples (pulsation, mode propre) sont donc calcule´s a` chacun des 6 instants de line´ari-
sation. Ensuite, sachant que la pousse´e varie aussi a` chaque phase, en raison des conditions
atmosphe´riques et de la vitesse du lanceur, l’amplitude des de´forme´es des modes sont aussi
re´e´value´es.
Le mode`le d’e´tat du lanceur rigide sera donc augmente´ avec ces deux dynamiques, pour
avoir un mode`le du lanceur souple. Les nouvelles variables d’e´tat conside´re´es sont q1 et q2,
les deux premie`res coordonne´es ge´ne´ralise´es, ainsi que leur de´rive´es. Ces variables satisfont
l’e´quation en (3.13), pour laquelle ωi change mais l’amortissement ξ = 0.01 reste le meˆme
pour les deux modes.
q¨i + 2ξωiq˙i + ω
2qi = Fi (3.13)
Sachant que les efforts qui excitent ces de´forme´es sont duˆs a` la pousse´e, on doit conside´rer
d’une part le couple engendre´ par la composante late´rale de la pousse´e, et d’autre part les
couples dus au mouvement du centre de gravite´ de la tuye`re. Ceci nous ame`ne au mode`le
d’e´tat en (3.14), ayant deux entre´es manipulables β et β¨, une perturbation W et un vecteur
d’e´tat X =
[
q˙1 ω1q1 q˙2 ω2q2
]T
.

q¨1
ω1q˙1
q¨2
ω2q˙2
 =

−2ξω1 −ω1 0 0
ω1 0 0 0
0 0 −2ξω2 −ω2
0 0 ω2 0


q˙1
ω1q1
q˙2
ω2q2
+

0 B32 B33
0 0 0
0 B52 B53
0 0 0

 Wβ
β¨
 (3.14)
Cette dynamique sera note´e X˙ = Af X +Bf U .
Les termes B32, B33, B52 et B53 sont fournis par ASTRIUM-ST. Ils correspondent aux
efforts ge´ne´ralise´s, qui sont obtenus en conside´rant comme efforts de cisaillement le couple
engendre´ par la pousse´e late´rale, et celui engendre´ par le mouvement du centre de gravite´ de
la tuye`re.
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3.5.3 Corrections apporte´es par les modes flexibles
Enfin, la dynamique de ces modes de flexion est incorpore´ dans le mode`le du lanceur
rigide (3.9). La principale correction se fait sur le bras de levier de la pousse´e, car le centre de
rotation de la tuye`re, point d’application de la pousse´e, bouge le´ge`rement avec la structure
flexible. La modification du couple duˆ a` l’inertie de la tuye`re est ne´glige´e devant celui duˆ a`
la pousse´e late´rale.
Le couple correcteur prend la forme : Ccor = T.∆LGP = T.ζq1 + T.ηq2
ou` ζ et η sont des coefficients relie´s a` l’amplitude des de´forme´es des modes propres.
Finalement, l’e´quation en (3.15) traduit la dynamique du lanceur flexible, avec la prise
en compte des deux premiers modes de flexion. (variables d’e´tat en rouge, entre´es en bleu)
Iθ¨ = QSref lGCCzαθ + Tζq1 + Tηq2 +
QSref lGCCzα
V
W + T lGNβ − (Inoz +mln(ln + lGN)) β¨
(3.15)
Enfin, les de´forme´es du lanceur changent sa forme au niveau des centrales inertielles qui
mesurent son attitude. La correction a` apporter est donc lie´e au fait que ces mesures seront
le´ge`rement fausse´es pour le lanceur flexible.
θflexible = θrigide + q1 + µq2 (3.16)
Mode`le d’e´tat du lanceur flexible
Le mode`le d’e´tat flexible s’obtient a` partir des e´quations (3.10-3.14-3.15-3.16), en conside´-
rant les meˆmes entre´es U =
[
W β β¨
]T
et sorties Y =
[
θ α
]T
. Le vecteur d’e´tat est par
contre augmente´ avec les de´placements et leur vitesse : XF =
[
θ˙ θ q˙1 ω1q1 q˙2 ω2q2
]T
.
On aboutit au mode`le fourni en (3.17-3.18).
X˙F =
 Ar 0 T.ζ 0 T.η0 0 0 0
0 Af
 XF + [ Br
Bf
]
U (3.17)
Y =
[
Cr
0  0 µ
0 0 0 0
]
XF +Dr U (3.18)
Ce mode`le sera note´ (A˜F , B˜F , C˜F , D˜F ) pour ”Full”, sachant qu’il contient la dynamique
comple`te de la structure flexible. Le mode`le final (AF , BF , CF , DF ) incorporera la dynamique
de l’actionneur.
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3.6 Mode´lisation de l’actionneur
Le mode`le fourni par ASTRIUM-ST pour de´crire la dynamique de l’actionneur est d’ordre
4. Il prend en compte le mouvement de la tuye`re selon son axe de rotulage, car il peut exister
des cas d’instabilite´ par rapport aux perturbations exte´rieures si la rigidite´ des structures est
ne´glige´e (Renault, 2005). Partant d’un mode`le nume´rique sous forme de fonction de transfert,
un mode`le the´orique a ainsi e´te´ extrait de la litte´rature pour expliquer le fonctionnement de
l’actionneur.
3.6.1 Aperc¸u du mode`le fourni
Le mode`le fourni est un syste`me d’ordre 4, dont la fonction de transfert posse`de 2 paires
de poˆles complexes conjugue´s et une paire de ze´ros complexes conjugue´s, comme le montre
le lieu des racines de la Fig. 3.8.
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Figure 3.8 Lieu des poˆles et ze´ros de la fonction de transfert actionneur
La fonction de transfert associe´e est donne´e sous forme factorise´e en (3.19).
F (s) =
359.7(s2 + 186.5 s+ 9.3 105)
(s2 + 137 s+ 1.04 104)(s2 + 68.6 s+ 3.01 104)
(3.19)
3.6.2 Actionneur e´lectrome´canique a` retour d’effort
Au vu de la bande passante obtenue pour la boucle ouverte, il s’agit probablement d’un ac-
tionneur e´lectrome´canique (EMA) plutoˆt qu’hydraulique (bande passante plus faible (Maille-
bouis, 1988)). Un tel actionneur est constitue´ d’un moteur e´lectrique, d’un re´ducteur, d’une
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vis a` rouleaux qui transforme le mouvement angulaire en translation, et finalement d’une
charge. Dans notre cas la charge est la tuye`re.
En s’appuyant sur la mode´lisation des actionneurs e´lectrome´caniques et sur la structure
de controˆle pre´sents dans Renault (2005) et Carnevale et Resta (2007), un mode`le the´orique
cohe´rent avec les valeurs nume´riques peut eˆtre obtenu.
Dans un premier temps, l’asservissement de la position angulaire β de la tuye`re se fait sur
la position line´aire y du piston de l’actionneur en raison des capteurs disponibles. Ainsi, un
capteur de position line´aire attache´ a` la position du piston (LVDT sensor), ainsi qu’un capteur
de vitesse sur la rotation du moteur (resolver sensor), renvoient la vitesse de de´placement et
la position. Cette conside´ration est confirme´e dans Carnevale et Resta (2007) sur l’actionneur
d’orientation de pousse´e du lanceur europe´en VEGA.
Ensuite, il est d’usage d’incorporer un capteur de force (load sensor) sur l’actionneur e´lec-
trome´canique pour permettre de mieux rejeter les perturbations sur la tuye`re. Ces dernie`res
rendent la boucle de controˆle instable si un simple filtre re´jecteur est utilise´ pour amortir le
syste`me (Renault, 2005).
On peut donc conside´rer que l’on dispose maintenant de 4 retours pour re´aliser la boucle
de controˆle du moteur et de la tuye`re : un retour en position et en vitesse sur la position de
l’actionneur, et un retour proportionnel et de´rive´ sur la force exerce´e par l’actionneur.
La repre´sentation de l’actionneur est donne´e en Fig. 3.9 sous forme de sche´ma cine´matique.
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Liaison Rotule
N
Figure 3.9 Sche´ma cine´matique de l’actionneur EMA tire´ de Renault (2005)
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Les 3 e´quations dynamiques de l’actionneur repre´sentent la dynamique du moteur avec la
vis a` rouleaux (3.20), puis la force applique´e par l’actionneur sur la tuye`re (3.21), et enfin la
dynamique de la tuye`re (3.22). On suppose que le moteur posse`de de´ja` une boucle de controˆle
interne rapide, de sorte que le gain est unitaire : T/u = 1 avec T le couple produit et u la
consigne donne´e au moteur reboucle´.
ImNreds
2y = u− Fa
Nred
(3.20)
Fa = −Req (Lβ − y)− sLeq (Lβ − y) (3.21)(
In +ml
2
n
)
s2β = LFa −Rbβ (3.22)
avec
y : de´placement longitudinal du piston de l’actionneur
β : l’angle de de´flection de la tuye`re
u : la consigne envoye´e au moteur
Fa : force exerce´e par l’actionneur sur la tuye`re
Im : inertie du moteur selon son axe de rotation
Nred : rapport de re´duction introduit par la vis a` rouleaux
L : bras de levier de l’actionneur par rapport au point de rotulage de la tuye`re
Req : rigidite´ e´quivalente de l’actionneur et de sa liaison avec la tuye`re
Leq : amortissement e´quivalent de l’actionneur et de sa liaison avec la tuye`re
In : inertie de la tuye`re selon son axe de rotulage
m : masse de la tuye`re
ln : distance entre le centre de gravite´ et le point de rotulage de la tuye`re
Rb : rigidite´ de la liaison rotule de la tuye`re
Partant de ces e´quations, les fonctions de transfert entre y et u, puis entre Fa et u sont
donne´es en (3.23-3.24). Elles permettent d’exprimer plus facilement la fonction de transfert
de l’actionneur EMA complet, couple´ avec la tuye`re. Dans ce mode`le, on ne´gligera la rigidite´
de la tuye`re en rotation Rb, car elle sera tre`s faible devant la rigidite´ en de´placement de
l’actionneur ReqL
2.
y
u
=
s2 + 2ξ0ω0 s+ ω
2
0
ImNreds2 (s2 + 2ξnωn s+ ω2n)
(3.23)
Fa
u
=
Leq s+Req
ImNreds2 (s2 + 2ξnωn s+ ω2n)
(3.24)
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Les pulsations ω0 et ωn correspondent respectivement aux dynamiques de la tuye`re, et
de l’actionneur en pre´sence de la charge. Leurs expressions et celles des amortissements en
fonction des parame`tres du proble`me sont les suivantes :
ω20 =
ReqL
2
In +ml2n
2ξ0ω0 =
LeqL
2
In +ml2n
ω2n = Req
(
L2
In +ml2n
+
1
ImN2red
)
2ξnωn = Leq
(
L2
In +ml2n
+
1
ImN2red
)
Si l’on s’inte´resse maintenant a` une boucle de controˆle avec un retour proportionnel sur
l’e´cart en position, un retour de´rive´ sur la position seulement, un proportionnel et un de´rive´
sur l’effort, la consigne envoye´e a` l’actionneur peut se re´e´crire comme (3.25). Ces retours sont
choisis en fonction des capteurs disponibles. La structure de correction est pre´sente´e sur la
Fig. 3.10.
u = Kp(Lβref − y)−Kd s y − (KFFp −KFFd s)Fa (3.25)
T
y
T
Fa
pK
ref yu
sKd
L
aF
)(sKFF
Figure 3.10 Boucle de controˆle avec retour en position et en effort
Tout calcul fait, la fonction de transfert en boucle ferme´e (3.27) posse`de deux ze´ros et
quatre poˆles comme le mode`le recherche´. Elle posse`de au nume´rateur les deux ze´ros tre`s mal
amortis tandis que le de´nominateur permet un placement de poˆles avec les retour choisis sur
la position et l’effort.
y
βref
= L
Kp
(
s2 + 2ξ0ω0 s+ ω
2
0
)
ImNreds2 (s2 + 2ξnωn s+ ω2n) +Req (KFFd s+KFFp) s
2 + (Kd s+Kp)
(
s2 + 2ξ0ω0 s+ ω20
)
(3.26)
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Le de´veloppement du de´nominateur ame`ne a` (3.27).
y
βref
= L
Kp s
2 + 2ξ0ω0Kp s+ ω
2
0Kp
A4s4 + A3s3 + A2s2 + A1s+ A0
(3.27)
avec
A4 = 1 +KFFdLeq
A3 = KFFdReq +KFFpLeq +Kd + 2ξnωn
A2 = KFFpReq +Kp + ω
2
n + 2ξ0ω0Kd
A1 = ω
2
0Kd + 2ξ0ω0Kp
A0 = ω
2
0Kp
Enfin, l’identification avec les valeurs nume´riques disponibles dans Liscoue¨t (2010) sur les
actionneurs du lanceur VEGA, avec les mode`les du lanceur permettent de tirer les valeurs
des gains, re´sume´es dans la table 3.1.
Tableau 3.1 Valeurs des gains identifie´es avec le mode`le de l’actionneur
Grandeurs fournies Grandeurs identifie´es
L = 1.07 m Kp = 335.8
Nred = 1081 Kd = 5.2
Im = 9.24 10
−4 kg.m2 KFFp = −2.04 10−3
In = 920.1 kg.m
2 KFFd = 6.62 10
−7
ln = 0.2 m
Req = 7.88 10
8 Nm/rad
Leq = 1.58 10
5 Nm/(rad/s)
ω0 = 964 rad/s
ξ0 = 3 10
−4
ωn = 1220 rad/s
ξn = 3 10
−4
On supposera enfin que la relation entre le de´placement longitudinal y de l’actionneur
et le de´placement angulaire β de la tuye`re vaut y = Lβ, car cette dynamique est rapide
devant celle du syste`me boucle´. On obtient alors la fonction de transfert attendue, qui relie
une re´fe´rence βref et la vraie valeur de β :
β
βref
=
1
L
y
βref
.
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3.7 Evolution temporelle et mode´lisation des incertitudes
Il a de´ja` e´te´ mentionne´ que le mode`le du lanceur e´tait variant dans le temps car la
trajectoire conside´re´e de 25s a` 60s ne permet pas de conside´rer la masse ou les inerties
constantes par exemple. Les variations temporelles des parame`tres ayant de´ja` e´te´ de´taille´es
dans la partie 3.3, on s’attardera ici a` leur influence sur les poˆles du syste`me ainsi que sur le
diagramme de Bode du lanceur flexible.
De plus, la pre´diction de la courbe de pousse´e du moteur est extreˆmement difficile du
fait de l’utilisation fre´quente de propergols solides pour le premier e´tage ou meˆme pour les
propulseurs d’appoint (cf. lanceurs Ariane). Diffe´rents profils de pousse´e sont alors envisage´s
pour repre´senter cette incertitude, modifiant l’e´volution temporelle des parame`tres.
3.7.1 Evolutions temporelles des re´ponses fre´quentielles
La variation temporelle de la masse du lanceur, des conditions atmosphe´riques ainsi que
du re´gime de l’e´coulement avec le passage supersonique au cours de la trajectoire, entrainent
une modification significative des caracte´ristiques fre´quentielles du syste`me en boucle ouverte.
L’e´tude du lieu des poˆles pour le syste`me flexible complet avec l’actionneur en se´rie reprend
les matrices (A˜F , B˜F , C˜F , D˜F ) de (3.17-3.18) en incorporant la dynamique de (3.27).
La prise en compte de l’e´volution temporelle sera faite par l’e´valuation du mode`le d’e´tat
complet en six instants de la trajectoire, aux temps 25s, 32s, . . . 60s. Les diffe´rentes dyna-
miques sont pre´sente´es en Fig. 3.11, sur laquelle on aperc¸oit d’une part la partie instable de
la partie rigide, syme´trique par rapport a` l’origine, la dynamique oscillatoire des deux modes
de flexion, et enfin les pulsations extreˆmement rapides de l’actionneur.
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Figure 3.11 Lieu des racines du syste`me complet
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Pour chacun des mode`les obtenus pour les six instants, les poˆles et ze´ros de la partie
lanceur flexible ont e´te´ trace´s en Fig. 3.12, sachant que la dynamique de l’actionneur reste
constante dans le temps.
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Figure 3.12 Evolution du lieu des racines avec le temps
La dynamique des modes flexibles e´volue peu au vu de la position regroupe´e des poˆles
flexibles. Avec la diminution de la masse du lanceur, la pulsation des deux modes a tendance
a` augmenter, tandis que leur amortissement reste e´gal a` 0.1.
La dynamique rigide quant a` elle subit une variation lie´e directement a` la pression dyna-
mique. Il faut ici rappeler que la dynamique rigide est de´finie par le bloc matriciel Ar donne´
en (3.10) dont les poˆles sont situe´s en ±
√
QSref lGCCzα
I
. La grandeur la plus variable relative-
ment a` sa valeur initiale est la pression dynamique Q. Ceci se traduit par une acce´le´ration des
poˆles rigides avec Q, jusqu’a` la zone ”Max-Q”au temps T4, avant un ralentissement progressif.
Ensuite, l’analyse du diagramme de Bode pre´sente´ en Fig. 3.13 permet de voir l’e´volution
de la re´ponse fre´quentielle du syste`me rigide avec le temps, base´ sur le mode`le (Ar, Br, Cr, Dr).
Ce diagramme montre que seul le gain du syste`me augmente au cours du temps, tandis que
la phase est identique. La de´croissance en basse fre´quence est de´clenche´e plus ou moins toˆt
suivant la position des poˆles rigides correspondants. La dynamique haute fre´quence est due
a` l’actionneur et influence peu le gain mais de´grade la phase du syste`me en introduisant un
fort retard entre 100 et 1000 rad/s.
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Figure 3.13 Evolution du diagramme de Bode avec le temps - Mode`le rigide
La prise en compte des modes flexibles cre´e une dynamique interme´diaire entre celle du
mode rigide et celle de l’actionneur comme l’illustre la Fig. 3.14. L’e´volution de la re´ponse
temporelle est cohe´rente avec la position des poˆles : les pics de re´sonance et d’atte´nuation
correspondant respectivement aux poˆles et ze´ros flexibles sont translate´s vers des fre´quences
plus e´leve´es. Au niveau de la phase, deux avances de phase apparaissent entre 10 et 100 rad/s
correspondants aux couples poˆles/ze´ros pre´ce´dents.
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Figure 3.14 Evolution du diagramme de Bode avec le temps - Mode`le flexible
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3.7.2 Repre´sentation des incertitudes
Description des mode`les incertains
En plus de la de´pendance temporelle des parame`tres, il est important de conside´rer aussi
des incertitudes de mode`le. Il n’est en effet pas aise´ de pre´voir la courbe de pousse´e du
moteur depuis le de´collage, surtout quand des moteurs a` propergols solides sont utilise´s. Ces
derniers ne permettent pas de controˆler la combustion une fois la re´action entame´e, il est
donc difficile d’imposer une pousse´e constante et re´gulie`re au cours du temps. Pour cette
raison, ASTRIUM-ST conside`re deux mode`les incertains par rapport au mode`le nominal,
pour traduire deux profils de pousse´e distincts.
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Figure 3.15 Evolution de la pousse´e et des masses avec les mode`les incertains
Les trois mode`les obtenus seront appele´s nom pour le mode`le nominal, hf pour le mode`le
avec un profil de pousse´e plus e´leve´ et plus long (i.e. ”high frequency”), et lf pour le dernier
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mode`le obtenu pour un profil de pousse´e plus e´leve´ mais plus court (i.e. ”low frequency”). Il
est important de noter que les variations de la pousse´e modifient fortement la consommation
et la re´partition des ergols, et par conse´quent l’inertie totale du lanceur. Ces re´sultats sont
re´sume´s en Fig. 3.15.
La re´partition changeante des masses vient aussi modifier la position du centre de gravite´
du lanceur, et par conse´quent les bras de leviers mis en jeu dans l’e´quation des moments
(3.15). L’e´volution temporelle des bras de levier des forces ae´rodynamiques et de pousse´e
sont rassemble´s en Fig. 3.16.
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Figure 3.16 Evolution des bras de levier avec les mode`les incertains
Le but du moteur e´tant d’acce´le´rer le lanceur, les courbes de vitesses vont aussi se retrou-
ver modifie´es pour les mode`les hf et lf. De plus, les conditions atmosphe´riques combine´es
avec ces vitesses peuvent accentuer fortement la pression dynamique Q, et enfin l’influence
du Mach sur le coefficient de portance Czα vient changer les proprie´te´s ae´rodynamiques du
lanceur. Toutes ces donne´es sont re´sume´es sur la Fig. 3.17.
Modifications des re´ponses fre´quentielles
Finalement ces conside´rations sur les incertitudes parame´triques des mode`les vont aussi
affecter la re´ponse fre´quentielle du mode`le. Le lieu des poˆles pour les trois mode`les a` l’instant
initial a e´te´ trace´ en Fig. 3.18. Les poˆles flexibles ne sont pas affecte´s car les incertitudes
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Figure 3.17 Evolution des parame`tres ae´rodynamiques avec les mode`les incertains
ne portent pas sur la structure du lanceur et donc sur ses modes de vibration. Le principal
changement apparait pour les modes rigides et pour les ze´ros proches du second mode flexible.
Leurs e´volutions sont principalement dues aux efforts ae´rodynamiques variables, comme de´crit
plus haut. Il en ressort un encadrement des poˆles et ze´ros du mode`le nominal nom par ceux
des mode`les hf et lf.
Pour finir, le diagramme de Bode des trois mode`les est fourni en Fig. 3.19. Les principales
modifications sont lie´es au changement du gain de chaque mode`le et a` la position des ze´ros
proches des modes flexibles, qui entrainent une de´rive de la fre´quence de coupure. La phase,
quant a` elle, reste peu affecte´e par les mode`les incertains.
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Figure 3.18 Evolution du lieu des racines avec les mode`les incertains
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Figure 3.19 Evolution du diagramme de Bode avec les mode`les incertains
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3.8 Synthe`se robuste et respect de performances
Le proble`me pose´ consiste de´sormais a` re´aliser une loi de commande qui puisse premie`re-
ment stabiliser le mode`le nominal en pre´sence d’un profil de vent donne´. Ensuite cette stabi-
lite´ doit eˆtre conserve´e pour les mode`les incertains hf et lf ; on qualifiera alors le correcteur
de ”robuste” aux incertitudes de mode`le. Enfin des performances fixe´es par ASTRIUM-ST
devront eˆtre respecte´es pendant et apre`s la synthe`se.
3.8.1 Structure de correction adopte´e
Les contraintes de design se placent au niveau des entre´es et sorties disponibles pour
controˆler le lanceur. D’apre`s le mode`le d’e´tat de´veloppe´ en (3.17-3.18) et mis en se´rie avec
l’actionneur, on extrait le mode`le utilise´ pour le controˆle, posse´dant une seule entre´e βc et
une seule sortie θ. On obtient le mode`le d’e´tat pre´sente´ en (3.28-3.29) pour le vecteur d’e´tat
augmente´ X =
[
XF Xact
]T
.
X˙ = AF X +BF βc (3.28)
θ = CF X +DF βc (3.29)
Le correcteur synthe´tise´ est ensuite place´ en se´rie avec le syste`me complet, pour obtenir
la structure de correction donne´e en Fig. 3.20. La difficulte´ va eˆtre de controˆler l’angle α
en ayant uniquement acce`s a` θ par la centrale inertielle du lanceur, et en agissant sur la
commande βc envoye´e a` l’actionneur de la tuye`re.
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Figure 3.20 Structure de correction du lanceur flexible avec son actionneur
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3.8.2 Cahier des charges
La contrainte critique dans le cas d’un lanceur correspond aux efforts late´raux. Un tel
syste`me est en effet baˆti pour supporter les efforts en compression entre la force de pousse´e
et le poids pendant le vol, mais il reste fragile en flexion. Il est donc primordial de mainte-
nir les efforts late´raux, comme la portance, les plus faibles possibles. La limite fournie par
ASTRIUM-ST est ici de |α| < 3◦.
En plus de cette exigence fondamentale, le cahier des charges fourni peut se de´composer
entre les contraintes dites de design, qui seront prises en compte pour synthe´tiser le correcteur,
et les contraintes de certification qui seront valide´es a posteriori.
Contraintes de Design
Ces exigences sont exprime´es sur la position des poˆles du syste`me en boucle ferme´e. Elles
s’attachent a` limiter les oscillations sur l’attitude du lanceur (limite en amortissement), a`
obtenir un temps de re´ponse suffisamment rapide (limite sur la partie re´elle) et enfin a` eˆtre
robuste aux incertitudes de mode`le.
Ces contraintes se de´clinent comme suit :
· Poˆles de la partie rigide pr
– Partie re´elle maximale Re(pr) ≤ −0.5
– Amortissement minimal ξ(pr) ≥ 0.5 sur le cas nom, et ξ(pr) ≥ 0.15 sur les cas hf et
lf
· Poˆles de la partie flexible pf
– Partie re´elle maximale Re(pf ) ≤ −0.2 pour assurer la stabilite´
Contraintes de certification
Le reste du cahier des charges concerne des donne´es qui seront ve´rifie´es une fois le correc-
teur synthe´tise´. Il est ainsi demande´ de :
· Limiter l’incidence avec |α| ≤ 3◦ pour un profil de vent extreˆme de 20 m/s fourni en
Fig. 3.3
· Respecter une marge de gain de MG ≥ 3dB pour les cas nom et hf, et de MG ≥ 1dB
pour le cas lf
· Assurer une marge de retard de MR ≥ 40ms
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La dernie`re contrainte doit permettre de re´aliser un e´chantillonnage du syste`me a` Ts =
27ms pour une implantation nume´rique. Cette marge traduit le retard maximal que peut
tole´rer le syste`me boucle´ discre´tise´ avant de se de´stabiliser.
Ces contraintes-la` seront ve´rifie´es par des simulations fournies par ASTRIUM-ST.
3.9 Simulation et validation
Les contraintes de design seront assure´es directement par la me´thode de synthe`se utilise´e
dans ce projet : les applications gardiennes. Les contraintes de certification sont quant a` elles
e´value´es sur une simulation du lanceur complet avec la structure de correction en re´ponse a`
un profil de vent donne´.
Cette simulation reprend les six mode`les line´aires et constants correspondant a` l’e´tat du
syste`me pour six instants de la trajectoire. Une interpolation permet alors de trouver des
polynoˆmes fonction du temps qui interpolent exactement chacun des coefficients variants du
mode`le matriciel (AF , BF , CF , DF ). Il est alors possible de mettre le syste`me sous forme LFT
en conside´rant le temps comme une variable incertaine (Be´rard et al., 2012). Le bloc ∆ de la
forme standard habituelle est donc fonction du temps, et peut ainsi eˆtre mis a` jour par une
horloge pour faire varier les parame`tres du syste`me. L’inte´reˆt d’une telle repre´sentation vient
des outils de´ja` de´veloppe´s sous Matlab (Magni, 2002; Biannic et al., 2006), qui permettent
une simulation rapide malgre´ un syste`me d’ordre 20 une fois la structure de correction im-
plante´e.
Un exemple de courbe obtenue pour la re´ponse a` un e´chelon de vent est fourni en Fig.
3.21. Les sorties de simulation comprennent l’incidence α, l’attitude θ et la commande βc.
Enfin, les contraintes en marges sont ve´rifie´es par la fonction allmargin de Matlab ap-
plique´e a` la chaˆıne directe constitue´e du correcteur et du lanceur complet. Un exemple de
courbes obtenues est donne´ en Fig. 3.22. Les marges du cahier des charges sont trace´es suivant
les mode`les conside´re´s.
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Figure 3.21 Exemple de simulation a` une rafale de vent
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Figure 3.22 Exemple de marges obtenues pour le syste`me corrige´
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CHAPITRE 4
APPLICATIONS GARDIENNES
4.1 Introduction
Les applications gardiennes constituent un outil pour l’e´tude de la stabilite´ de matrices
parame´tre´es (resp. polynoˆmes parame´tre´s). Le terme stabilite´ est ici a` prendre au sens ge´ne´-
ral en conside´rant le confinement des valeurs propres (resp. racines) dans un sous-ensemble
ouvert Ω du plan complexe : on parle alors de Ω-stabilite´. Le demi-plan gauche correspond
ainsi a` rechercher la stabilite´ Hurwitz, et le disque unitaire centre´ a` l’origine a` rechercher la
stabilite´ Schur. Avec des ensembles plus e´labore´s il est possible de confiner les poˆles avec des
limites en amortissement ou en pulsation. De`s lors, les applications gardiennes interviennent
comme un outil d’analyse de performance robuste si les parame`tres sont incertains, ou de
synthe`se de correcteur si les parame`tres sont des gains a` re´gler.
Avec les travaux initie´s par Kharitonov (1981), un premier pas a e´te´ re´alise´ dans l’analyse
de la stabilite´ de familles de matrices (resp. polynoˆmes) parame´tre´es. Ces re´sultats e´mergeront
quelques anne´es plus tard dans les centres de recherche occidentaux, pour aboutir au Edge
Theorem avec Bartlett et al. (1988). Enfin, les applications gardiennes viennent ge´ne´raliser
cette approche avec les travaux de Saydy et al. (1990) pour l’e´tude de la Ω-stabilite´ de familles
parame´tre´es de matrices (resp. polynoˆmes). Si on note Mn l’ensemble des matrices carre´es
re´elles de taille n, une application gardienne est en fait une fonction scalaire νΩ : Mn → R
qui s’annule quand une des valeurs propres de la matrice touche la frontie`re de l’ensemble
Ω. En visualisant les lieux d’annulation de cette fonction, il est alors possible de de´terminer
pour quelles valeurs des parame`tres la famille de matrices (resp. polynoˆmes) reste stable
relativement a` Ω.
Un re´sume´ des me´thodes de commande robuste est re´alise´ dans le livre Barmish (1994) a`
travers de nombreux exemples d’application. Une introduction aux applications gardiennes
y est ainsi disponible.
Avant de pousser plus loin la pre´sentation des applications gardiennes, nous allons poser
la de´finition du produit bialterne´, outil indispensable pour les exprimer de fac¸on concise.
Les principaux re´sultats the´oriques seront e´nonce´s avant d’eˆtre applique´s a` un cas d’analyse
robuste, puis a` un cas de synthe`se de correcteur. Enfin, les applications gardiennes intervenant
dans la loi de commande du lanceur seront exprime´es, afin de respecter le cahier des charges.
39
4.2 Outils Mathe´matiques
La construction des applications gardiennes repose sur des produits et sommes de matrices
a` partir des produits de Kronecker, de Schla¨flian (Aitken, 1928), ou encore du produit bial-
terne´. Chacun de ces produits posse`de des proprie´te´s remarquables quant aux valeurs propres
des matrices re´sultantes. Pour des questions de simplicite´, seuls le produit de Kronecker et
le produit bialterne´ seront pre´sente´s en raison de leur similarite´.
4.2.1 Produit de Kronecker
Le produit de Kronecker de deux matrices A ∈ Rm×n et B ∈ Rp×q, note´ A⊗B, est de´fini
par la matrice de taille mp×nq de´finie par bloc. Le ij-e`me bloc matriciel est donne´ par aijB.
On obtient la forme suivante :
A⊗B =

a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
...
. . .
...
am1B am2B · · · amnB

La somme de Kronecker, note´e A⊕B, est alors de´finie pour des matrices carre´es A ∈ Rn×n
et B ∈ Rm×m par la matrice carre´e de taille nm suivante : A⊕B = A⊗ In + Im ⊗B.
Ce produit et cette somme pre´sentent des proprie´te´s remarquables au niveau de leurs
valeurs propres λi(A⊗B) et λi(A⊕B). Il est en effet bien connu que les valeurs propres d’un
produit matriciel ne sont pas toujours les produits des valeurs propres, a` moins que les deux
matrices ne soient simultane´ment diagonalisables : λi(AB) 6= λi(A)λi(B). Il en va de meˆme
pour la somme de matrice. L’inte´reˆt du produit et de la somme de Kronecker re´side dans le
lemme suivant, pre´sente´ par Stephanos (1900) :
Lemme 4.2.1
Soit p le polynoˆme matriciel a` coefficients complexes de´fini pour A ∈ Rn×n, B ∈ Rm×m par
p(A,B) =
i+j=N∑
i,j=0
pij A
i ⊗Bi
Alors les nm valeurs propres de p(A,B) sont donne´es par
λij(p(A,B)) = p (λi(A), λj(B)) ∀i = 1, . . . , n, j = 1, . . . ,m
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Concre`tement ce lemme donne le re´sultat suivant pour le produit et la somme de Krone-
cker : les valeurs propres λij(A⊗B) sont les nm produits λi(A)λj(B), et les valeurs propres
λij(A⊕B) sont les nm sommes λi(A) + λj(B), i = 1, . . . , n, j = 1, . . . ,m.
4.2.2 Produit Bialterne´
Un de´savantage du produit de Kronecker est la re´pe´tition des valeurs propres pour le pro-
duit A⊗A avec par exemple la pre´sence double de la valeur propre λi(A)λj(A) et λj(A)λi(A).
Ce proble`me va eˆtre re´gle´ par l’utilisation du produit bialterne´ qui conserve des proprie´te´s
semblables aux de´pens d’une de´finition plus e´labore´e.
De´finitions
Le produit bialterne´ est de´fini pour deux matrices carre´es A et B de taille n par une
matrice carre´e AB de taille n(n−1)
2
. Sa de´finition repose sur un vecteur particulier, que nous
noterons V , et sur une fonction f de R2 × R2 → R.
V repre´sente le vecteur des couples (p, q) classe´s dans l’ordre lexicographique, avec p =
2, . . . , n et q = 1, . . . , p− 1. Ce vecteur de taille 2× n(n−1)
2
prend la forme suivante :
V n =
[(
2
1
)(
3
1
)(
3
2
)
. . .
(
n
n− 1
)]
La fonction f est de´finie par l’expression suivante :
fA,B ((p, q), (r, s)) =
1
2
(
det
[
apr aps
bqr bqs
]
+ det
[
bpr bps
aqr aqs
])
A l’aide du vecteur V et de la fonction f , le produit bialterne´ se de´finit comme suit.
De´finition 4.2.1
AB repre´sente la matrice carre´e de taille n(n−1)
2
dont le terme ge´ne´ral s’exprime par :
(AB)(i,j) = fA,B
(
V ni , V
n
j
)
i, j = 1, . . .
n(n− 1)
2
Proprie´te´s
Ce produit, semblable au produit de Kronecker, posse`de des proprie´te´s spe´cifiques quant
aux valeurs propres de la matrice produit. Il permet d’e´viter les re´pe´titions de valeurs propres
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quand on effectue par exemple le produit de Kronecker d’une matrice avec elle-meˆme ou
avec l’identite´. En s’appuyant sur les re´sultats pre´sente´s dans Stephanos (1900), un re´sultat
puissant peut eˆtre e´nonce´ sur les valeurs propres du produit bialterne´, a` mettre en paralle`le
avec le lemme 4.2.1.
The´ore`me 4.1
Soit Ψ le polynoˆme matriciel de´fini pour deux matrices carre´es A,B de taille n
Ψ(A,B) =
k+l=N∑
k,l=0
ψklA
k Bl
Alors les valeurs propres de Ψ(A,A) sont les n(n−1)
2
valeurs :
λij(Ψ(A,A)) =
1
2
k+l=N∑
k,l=1
ψkl (λ
k
i λ
l
j + λ
k
jλ
l
i) i = 2, . . . n, j = 1, . . . i− 1
On en de´duit par exemple les re´sultats fondamentaux suivants :
Lemme 4.2.2
Soit A une matrice carre´e de taille n, le spectre de A A est donne´ par les n(n−1)
2
valeurs :
λij(A A) = λi(A)λj(A) i = 2, . . . n, j = 1, . . . i− 1
Lemme 4.2.3
Soit A une matrice carre´e de taille n, le spectre de 2A I est donne´ par les n(n−1)
2
valeurs :
λij(2A I) = λi(A) + λj(A) i = 2, . . . n, j = 1, . . . i− 1
Ensuite, quelques relations utiles pour la suite sont e´nonce´es a` partir de Stephanos (1900).
Elles pre´sentent quelques similarite´s avec le produit de Kronecker. Cependant, il est a` noter
que le produit bialterne´ est commutatif, contrairement au produit de Kronecker.
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Re´sultat 4.2.1
Soit A,B et C des matrices carre´es de Rn×n, et k ∈ R :
AB = B  A
A (kB) = k (AB)
A (B + C) = AB + A C
(A A) (B B) = (AB) (AB)
De meˆme, avec P une matrice inversible de taille n :
(P  P )−1 = P−1  P−1(
P−1AP
) (P−1BP) = (P−1  P−1) (AB) (P  P )
2
(
P−1AP
) In = (P−1  P−1) (2A In) (P  P )
Les principaux re´sultats lie´s au produit bialterne´ ont e´te´ donne´s dans ce chapitre afin
d’aborder la de´finiton puis la construction des applications gardiennes et semi-gardiennes.
4.3 De´finitions et applications gardiennes usuelles
Tous les re´sultats et de´finitions e´nonce´s ci-apre`s vont se concentrer sur les applications
gardiennes applique´es a` des matrices, mais peuvent aise´ment eˆtre e´tendus a` l’e´tude des po-
lynoˆmes. Pour plus de pre´cisions, voir les travaux Saydy et al. (1990, 1988).
4.3.1 De´finitions
Une application gardienne se de´finit toujours par rapport a` un ensemble ouvert Ω du plan
complexe, dans lequel les valeurs propres d’un syste`me dynamique doivent eˆtre confine´es.
S(Ω) de´signera l’ensemble des matrices qui respectent ce crite`re, appele´ ensemble de stabilite´
ge´ne´ralise´e (Saussie´, 2010). En notant σ le spectre de la matrice, la de´finition suivante de
S(Ω) devient :
De´finition 4.3.1
S(Ω) = {A ∈ Rn×n | σ(A) ⊂ Ω}
Avec cette notation, la de´finition d’une application gardienne peut eˆtre donne´e, telle
qu’elle apparait dans Saydy et al. (1990). Dans la suite, Ω, ∂Ω et
◦
Ω repre´sentent respective-
ment l’adhe´rence, la frontie`re et l’inte´rieur d’un ensemble Ω, tels que Ω = ∂Ω ∪
◦
Ω.
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De´finition 4.3.2
Soit Rn×n l’ensemble des matrices carre´es re´elles de taille n, et soit S un sous-ensemble
ouvert de Rn×n. Soit ν une application de Rn×n → C. ν garde S si :
∀x ∈ S, ν(x) = 0 ⇐⇒ x ∈ ∂S
ν est alors appele´e application gardienne pour S.
La de´finition d’une application semi-gardienne diffe`re le´ge`rement pour traiter un classe
plus ge´ne´rale de fonctions.
De´finition 4.3.3
Soit S et ν de´finis pre´ce´demment. ν est une application semi-gardienne pour S si :
∀x ∈ S x ∈ ∂S =⇒ ν(x) = 0
Un e´le´ment x ∈
◦
S = S, pour lequel ν(x) = 0 est appele´ blind spot pour (ν,S).
4.3.2 Applications gardiennes usuelles
Les ensembles de confinement fondamentaux vont eˆtre passe´s en revue dans cette partie.
Pour chacun d’entre eux, une application gardienne sera donne´e.
Stabilite´ Hurwitz La stabilite´ Hurwitz reste la premie`re des contraintes a` satisfaire lors
de la synthe`se d’une loi de commande dans le domaine continu. Il est primordial de placer les
poˆles du syste`me reboucle´ dans le demi-plan gauche ouvert. Pour ce faire, l’application (4.1)
garde l’ensemble S(Ω) pour Ω =
◦
C−, pre´sente´ en Fig. 4.1.
νH(A) = det(A) det(A I) (4.1)
Cette application gardienne s’assure qu’aucune valeur propre de A ne se situe sur l’axe
imaginaire, signe d’instabilite´. Elle s’annule si un des deux termes s’annule. Le premier de´-
terminant vaut 0 si un poˆle re´el est au niveau de l’origine. Le second s’annule uniquement en
pre´sence de poˆles imaginaires purs.
A titre d’exemple, une autre application gardienne pour S(Ω) s’obtient en utilisant le
produit de Kronecker : νH(A) = det(A⊕ A).
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α-stabilite´ Il est souvent utile d’introduire une marge de stabilite´ α par rapport a` l’axe
imaginaire, que ce soit pour assurer la stabilite´ du syste`me en pre´sence d’incertitudes ou
pour garantir une performance sur le temps de re´ponse lors de la synthe`se. Une application
gardienne pour un tel ensemble est obtenu a` partir de l’application pre´ce´dente en ajoutant
une translation sur les poˆles. L’application (4.2) garde S(Ω) pour Ω = {z ∈ C;Re(z) < α}
pre´sente´ en Fig. 4.1.
να(A) = det(A− αI) det ((A− αI) I) (4.2)
Le roˆle de chaque de´terminant est le meˆme que pre´ce´demment applique´ cette fois-ci avec
l’axe Re(z) = α au lieu de l’axe imaginaire. Une application semi-gardienne base´e sur le
produit de Kronecker est donne´e par : να(A) = det(
1
2
A⊕ A− αI).
Re
Im
ΩHurwitz
α
Re
Im
Ωα-stabilité
Figure 4.1 Zone de confinement pour la stabilite´ Hurwitz et la α-stabilite´
Stabilite´ Schur Pour le cas discret, les poˆles du syste`me reboucle´ doivent eˆtre situe´s dans
le disque unite´ ouvert pour assurer la stabilite´. Conside´rant alors le domaine S(Ω) pour
Ω = {z ∈ C; |z| < ω} donne´ pour un cas plus ge´ne´ral de disque de rayon ω, une application
gardienne est donne´e par (4.3). Ω est illustre´ par Fig. 4.2.
νS(A) = det(A+ ωI) det(A− ωI) det(A A− ω2I  I) (4.3)
Cette application gardienne s’annule si une valeur propre de A vient annuler un des
trois de´terminants. Les deux premiers valent 0 respectivement si un poˆle se situe sur une
intersection de ∂Ω avec l’axe re´el : (+ω, 0) ou (−ω, 0). Le dernier de´terminant s’annule si des
poˆles complexes conjugue´s sont sur le cercle de rayon ω.
Le produit de Kronecker fournit une autre application gardienne pour S(Ω), donne´e par
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νS(A) = det(A⊗ A− ω2I)
ξ-stabilite´ Il est aussi commun de conside´rer une limite en amortissement sur les poˆles
d’un syste`me afin d’atte´nuer les oscillations de la re´ponse temporelle. Dans ce cas, l’ensemble
conside´re´ est Ω = {z ∈ C; |pi − ∠(z)| < θ} pour confiner dans le coˆne d’angle 2θ illustre´ en
Fig. 4.2. L’amortissement d’un tel coˆne est ξ = cos(θ). Une application gardienne pour S(Ω)
est donne´e par (4.4).
νξ(A) = det(A) det
(
A2  I + (1− 2ξ2)A A) (4.4)
Cette application s’annule quand une valeur propre se place a` l’origine, avec le premier
de´terminant, ou quand une paire de poˆles complexes conjugue´s se situe sur les droites qui
de´limitent le coˆne d’amortissement ξ.
Le produit de Kronecker fournit l’application semi-gardienne
νξ(A) = det(
1
2
A⊕ A+ (1− 2ξ2)A⊗ A)
Re
Im
ΩSchur
ω
Re
Im
Ωζ-stabilité θ
ζ = cos(θ)
Figure 4.2 Zones de confinement pour la stabilite´ Schur et la ξ-stabilite´
4.3.3 Construction d’une application (semi-)gardienne
Une proce´dure de construction syste´matique d’une application semi-gardienne est don-
ne´e dans Saydy et al. (1990). Il existe de plus des conditions supple´mentaires a` ve´rifier sur
l’ensemble conside´re´ pour s’assurer que l’application est gardienne. Par souci de clarte´, la
proce´dure sera de´crite pour la construction des applications semi-gardiennes uniquement ; le
lecteur curieux pourra parcourir Saydy et al. (1990) pour plus de de´tails.
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La proce´dure s’applique pour tout ensemble dont la frontie`re est de´crite par un polynoˆme
des variables x et y du plan complexe, comme illustre´ en Fig. 4.3.
Ω = {x+ iy ∈ C; p(x, y) < 0}
Re
Im
p(x,y) = 0
Ω
p(x,y) < 0
Figure 4.3 Frontie`re polynomiale de l’ensemble Ω
De`s lors, on s’attardera sur des polynoˆmes de la forme (4.5) pour s’assurer que l’on
traite des matrices re´elles, donc des ensembles Ω syme´triques par rapport a` l’axe re´el. Cette
conside´ration est assure´e par des puissances paires sur la partie imaginaire y.
p(x, y) =
k+2l=N∑
k,l=0
pkl x
ky2l (4.5)
Le polynoˆme q suivant est ensuite conside´re´ :
q(λ, λ∗) = p
(
λ+ λ∗
2
,
λ− λ∗
2i
)
Il peut se re´e´crire sous la forme (4.6) avec des coefficients re´els graˆce aux puissances paires
dans (4.5).
q(λ, λ∗) =
k+l=N∑
k,l=0
qklλ
k(λ∗)l (4.6)
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Ce polynoˆme q permet d’exprimer l’ensemble Ω de fac¸on alternative comme :
Ω = {λ ∈ C; q(λ, λ∗) < 0}
Il est a` la base de la formulation d’une application semi-gardienne pour S(Ω). Les deux
re´sultats suivants sont prouve´s dans Saydy et al. (1990) et permettent par exemple de retrou-
ver toutes les applications gardiennes et semi-gardiennes e´nonce´es plus haut, pour le produit
de Kronecker ou pour le produit bialterne´.
Proposition 4.3.1
En admettant qu’elle n’est pas identiquement nulle, l’application :
ν : A 7→ det
(
k+l=N∑
k,l=0
qklA
k ⊗ Al
)
est semi-gardienne pour S(Ω).
La condition de transformabilite´ Ω, e´nonce´e dans Saydy et al. (1990), permet de ve´rifier
s’il s’agit effectivement d’une application gardienne.
Le second re´sultat est e´nonce´ pour les applications gardiennes base´es sur le produit bial-
terne´, qui conduisent a` des matrices plus petites de taille n(n−1)
2
au lieu de n2 avec le produit
de Kronecker. Le gain en temps de calcul pour le calcul du de´terminant peut s’ave´rer de´cisif.
Cette proposition s’appuie sur l’intersection de la frontie`re de l’ensemble avec l’axe re´el :
∂Ω ∩ R = ∏mi=1[αi, βi]. On supposera de plus que α1 ≤ β1 < α2 ≤ · · · < αm ≤ βm. On
note alors l’application matricielle P(A) = ∏mi=1(A − αiI)(A − βiI) pour lequel les termes
(A − α1I) et (A − βmI) sont omis si α1 = −∞ et βm = +∞. De plus, si cette intersection
est vide, on prendra P(A) = 1.
Proposition 4.3.2
En admettant qu’elle n’est pas identiquement nulle, l’application :
ν : A 7→ det(P(A)) det
(
k+l=N∑
k,l=0
qklA
k  Al
)
est semi-gardienne pour S(Ω).
48
Un dernier re´sultat e´nonce´ dans Saydy et al. (1990) sera utilise´ dans la synthe`se de la
structure de correction du lanceur. Il s’agit de combiner les applications gardiennes usuelles
pre´sente´es plus haut, pour obtenir une application gardienne sur un ensemble Ω plus com-
plexe.
Supposons que Ω se de´compose comme suit Ω = Ω1 ∩ Ω2, alors on obtient dans l’espace
des matrices S(Ω) = S(Ω1) ∩ S(Ω2). Il est alors admis que :
Lemme 4.3.1
Si S(Ω1) est garde´ par ν1 et S(Ω2) par ν2,
Alors S(Ω) est garde´ par ν : A 7→ ν1(A)ν2(A).
Ce lemme s’applique sur l’ensemble Ω pre´sente´ en Fig. 4.4 comme l’intersection de deux
sous-ensembles Ω1 et Ω2. D’apre`s les re´sultats pre´ce´dents, ν1(A) = det(A−αI) det ((A− αI) I)
est une application gardienne pour SΩ1 , et ν2(A) = det(A) det (A2  I + (1− 2ξ2)A A)
avec ξ = cos(θ) en est une pour SΩ2 . On en de´duit donc que SΩ est garde´ par
ν(A) = det(A− αI) det ((A− αI) I) × det(A) det (A2  I + (1− 2ξ2)A A)
Re
Im
Ω1
Ω2
Re
Im
Ω = Ω1 ∩ Ω2
α
θ
Figure 4.4 De´composition d’un ensemble Ω en sous-ensembles basiques
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4.4 Principaux re´sultats
Ces applications sont destine´es a` l’e´tude de la stabilite´ ge´ne´ralise´e de familles de matrices
(resp. de polynoˆmes) parame´tre´es. Elles permettent de ve´rifier si les valeurs propres d’une
matrice restent dans un ensemble Ω du plan complexe tandis que des parame`tres de la matrice
varient. On parle de Ω-stabilite´ pour une famille A = {A(r) ∈ Rn×n; r ∈ U}.
4.4.1 Cas ge´ne´ral
La matrice A(r) est parame´tre´e de fac¸on continue par un vecteur r = (r1, r2, . . . , rk) ∈
U ⊂ Rk, avec U un ensemble connexe. Le but est de savoir si la matrice A(r) reste confine´e
dans l’ensemble ouvert S ⊂Mn quand r parcourt U .
Lemme 4.4.1
Soit S un sous ensemble ouvert de Rn×n. soit ν une application gardienne de S. On suppose
que ∃r0 ∈ U tel que A(r0) ∈ S. Alors :
∀r ∈ U , A(r) ∈ S ⇐⇒ ∀r ∈ U , ν(A(r)) 6= 0
De la meˆme fac¸on, ce lemme s’e´tend au cas des applications semi-gardiennes pour obtenir
la version suivante :
Lemme 4.4.2
Soit S et ν de´finis pre´ce´demment. On suppose que ∃r0 ∈ U tel que A(r0) ∈ S. En notant
Ucr = {r ∈ U | ν(A(r)) = 0} l’ensemble des points d’annulation de la famille de matrices, on
obtient :
∀r ∈ U , A(r) ∈ S ⇐⇒ ∀r ∈ Ucr, A(r) ∈ S
Dans cette seconde version, il s’agit de ve´rifier que les points d’annulation de l’application
gardienne sont en fait des blind spots et non pas des points a` la frontie`re de S(Ω), auquel cas
la matrice A(r) perd la Ω-stabilite´.
Enfin, un dernier re´sultat vient comple´ter ces lemmes. Il s’agit cette fois de conside´rer
le domaine U dans lequel e´volue le parame`tre de la famille A. Avec les meˆmes hypothe`ses
sur l’ensemble U connexe et sur la continuite´ de A(r), on obtient le lemme suivant graˆce a`
Saussie´ et al. (2010) :
Lemme 4.4.3
Soit S(Ω) garde´ par l’application νΩ et la famille {A(r); r ∈ U}.
Alors l’ensemble C de´fini par :
C = {r ∈ U ; νΩ(A(r)) = 0}
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divise l’espace des parame`tres en composantes Ci qui sont stable ou instable par rapport a` Ω.
De plus, la stabilite´ d’une seule matrice A(ri) avec ri ∈ Ci suffit a` conclure sur la stabilite´
de toute la composante Ci par rapport a` Ω.
Ce dernier lemme permet de tirer un re´sultat puissant sur les familles monoparame´triques,
expose´ dans la partie suivante. Le point important est le fait que la stabilite´ d’une composante
toute entie`re est de´termine´e par un seul point a` l’inte´rieur de celle-ci. De plus, le nombre de
poˆles qui respectent ou violent la Ω-stabilite´ reste le meˆme dans toute la composante.
4.4.2 Cas de familles monoparame´triques
La stabilite´ d’une famille de matrices de´pendant d’un seul parame`tre r et parame´tre´es de
fac¸on polynomiale est explore´e a` travers les re´sultats pre´sente´s dans Saussie´ et al. (2010). Il
est donc suppose´ que :
∃A0, A1, . . . , An ∈ Rn×n; A(r) = A0 + r A1 + r2A2 + · · ·+ rk Ak
Dans ce cas, d’apre`s les proprie´te´s du de´terminant, on obtient que l’application gardienne
pour un domaine Ω a` frontie`re polynomiale est aussi polynomiale en r. Partant d’un point
r0 pour lequel la matrice A(r0) est stable par rapport a` Ω, le but est de trouver le plus grand
intervalle ouvert I pour r tel que A(r) reste stable. On de´finit alors :
r− = sup {r < r0 | νΩ(A(r)) = 0} (ou −∞ sinon)
r+ = inf {r > r0 | νΩ(A(r)) = 0} (ou +∞ sinon)
qui donnent les bornes de cet intervalle contenant r0. L’application gardienne ne change pas
de signe entre r− et r0, ou entre r0 et r+, sans quoi elle s’annulerait. Ceci permet de conserver
la stabilite´ assure´e en r0 sur tout I = [r
−, r+], car r e´volue dans la meˆme composante.
Le lemme suivant re´sume ce re´sultat de fac¸on plus formelle :
Lemme 4.4.4
Soit A(r) = A0 +r A1 + · · ·+rk Ak une famille de matrices de´pendant du parame`tre incertain
re´el r avec Ai des matrices constantes fixe´es, et soit r0 tel que A(r0) soit stable par rapport a`
Ω. Soit νΩ une application gardienne pour S(Ω). Avec la de´finition pre´ce´dente, on de´termine
r− et r+.
Alors ∀r ∈]r−, r+[, A(r) est stable par rapport a` Ω.
C’est meˆme le plus grand intervalle contenant r0.
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4.5 Exemple d’analyse robuste
Conside´rons une famille de matrices biparame´trique dont la stabilite´ Hurwitz est e´tudie´e :
A = {A(r1, r2); (r1, r2) ∈ [0, 1]× [0, 1]}
La famille A est de´finie par
A(r1, r2) =
[
−3− r2 + 3r22 −1 + r2 + 4r1r2
−1 + 2r1 −2 + 3r1 + r2 − r22
]
La stabilite´ nominale est assure´e pour la matrice A(0, 0) =
[
−3 −1
−1 −2
]
qui a pour valeurs
propres -3.62 et -1.38.
L’e´tude de la stabilite´ robuste par les applications gardiennes passe par le calcul de
νHurwitz(A(r1, r2)). A l’aide d’un logiciel de calcul formel tel que Matlab il est possible de
calculer l’expression exacte de cette fonction. Elle est donne´e en (4.7).
ν(A(r1, r2)) = −(r22 +
3
2
r1 − 5
2
)× (8r21r2 − 9r1r22 + r1r2 + 7r1 + 3r42 − 4r32 + 4r22 − 5) (4.7)
La visualisation des composantes est rendue possible par le calcul du lieu d’annulation
de ν. La fonction contour de Matlab permet de re´aliser ce de´coupage. Un point (r1, r2)
doit ensuite eˆtre se´lectionne´ dans chaque zone pour tester la stabilite´ de cette dernie`re, tel
qu’illustre´ en Fig. 4.5.
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Analyse des composantes de l’application gardienne Hurwitz
 
 
Figure 4.5 Choix des points a` l’inte´rieur de chaque composante
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Un test de stabilite´ pour chaque point (r1, r2) est effectue´ par le calcul des valeurs propres
de A(r1, r2). Il permet de ve´rifier quelles composantes conservent ou perdent la stabilite´
Hurwitz. Avec cet exemple, on obtient les re´sultats suivants :
Tableau 4.1 Valeurs des points de test et valeurs propres associe´es
(r1, r2) λi(A(r1, r2))
(1.17, 0.30) (-3.22, +1.91)
(-0.49, 0) (-1.81, -4.65 )
(0.18, -0.90) (+0.76, -3.59)
(0.54, 1.69) (+3.99, -1.61)
(1.78, -0.73) (0.69 ± 3.95i)
D’apre`s le lemme 4.4.3, il est possible de conclure quant a` la stabilite´ de toute la compo-
sante. Les zones stables et instables obtenues sont pre´sente´es en Fig. 4.6. Il est possible de
conclure que si (r1, r2) ∈ [0, 1]× [0, 1] alors la famille comple`te A ne sera pas stable Hurwitz.
Cette conclusion peut se raffiner en donnant par exemple un ensemble de variation pour
lequel la stabilite´ est conserve´e : (r1, r2) ∈ [0, 0.5]× [0, 1].
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Figure 4.6 Visualisation des composantes stables au sens de Hurwitz
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4.6 Exemple de synthe`se
Les applications gardiennes peuvent aussi servir comme outil pour la synthe`se de correc-
teur. Conside´rant un syste`me dynamique avec une structure de correction fixe´e et des gains
de re´glage variables pour cette correction, elles vont donner les zones de re´glage permettant
le respect de la stabilite´ ou meˆme de certaines performances.
Les gains sont ainsi conside´re´s comme les variables des applications gardiennes, et les
ensembles Ω conside´re´s sont de´sormais lie´s aux performances qui doivent eˆtre atteintes en
boucle ferme´e.
1l
1M g
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?
Figure 4.7 Moteur e´lectrique couple´ avec un pendule
Prenons l’exemple d’un moteur couple´ avec un pendule, de´crit en Fig. 4.7, les e´quations de
la dynamique fournissent le mode`le d’ordre 3 donne´ par (4.8-4.9). Les donne´es R,L,Kω, Kc, J1
et B1 sont relatives aux caracte´ristiques du moteur, et M1, l1, J1 et B1 sont lie´es au pendule.
Le vecteur d’e´tat est X =
[
i θ θ˙
]T
, avec les valeurs petits signaux line´arise´es au-
tour du point d’e´quilibre θe =
pi
6
. L’entre´e conside´re´e est la tension envoye´e au moteur u.
Les sorties seront la position θ du pendule ainsi que sa de´rive´e pour re´aliser une loi de com-
mande proportionnelle-de´rive´e (PD) avec les deux gains Kp et Kd a` re´gler par les applications
gardiennes.
X˙ =
 −
R
L
0 −Kω
L
0 0 1
Kc
Jm+J1
−M1gl1 cos(pi6 )
2(Jm+J1)
−Bm+B1
Jm+J1
 X +

1
L
0
0
 u (4.8)
[
θ
θ˙
]
=
[
0 1 0
0 0 1
]
X +
[
0
0
]
u (4.9)
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Le but de cette synthe`se est d’ame´liorer la rapidite´ du syste`me en boucle ferme´e. Les
poˆles du syste`me en boucle ouverte sont situe´s en (−997,−2±3.5i), permettant un temps de
re´ponse de 2s environ. La boucle ferme´e devra rendre le syste`me cinq fois plus rapide qu’il ne
l’est de´ja`, en plac¸ant tous les poˆles au-dela` de α = −10. Pour ce faire, l’application gardienne
suivante est conside´re´e :
να(A) = det(A− αI) det ((A− αI) I) (4.10)
Les composantes de να vont eˆtre e´tudie´es pour les variables K = (Kp, Kd), quand on
conside`re la matrice en boucle ferme´e ABF (K) = A − BKC. Ces parame`tres influencent la
position des poˆles de ABF et l’e´tude de l’application gardienne να indiquera quels re´glages
choisir pour respecter le crite`re de performance fixe´.
Le trace´ de son lieu d’annulation et l’analyse des zones rendent un graphe similaire au
cas pre´ce´dent pour l’analyse robuste, pre´sente´ en Fig. 4.8. L’interpre´tation en est cependant
diffe´rente : ici les zones indiquent les re´glages des gains (Kp, Kd) qui donnent un syste`me
boucle´ suffisamment rapide.
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Figure 4.8 Composantes de l’application gardienne et re´ponses temporelles pour le mo-
teur+pendule
Le choix d’un re´glage a e´te´ effectue´ dans la composante stable, menant a` la re´ponse a`
l’e´chelon pre´sente´e en Fig. 4.8, sur laquelle le syste`me boucle´ est clairement plus rapide que
le syste`me original.
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4.7 Application au cas du lanceur
Partant de la me´thode de synthe`se pre´ce´dente, le cadre pour la synthe`se d’une loi de
commande respectant le cahier des charges du lanceur va eˆtre pre´sente´. La loi de commande
en tant que telle sera re´alise´e dans les deux prochains chapitres par une me´thode graphique
puis par une me´thode d’optimisation.
Les applications gardiennes lie´es au proble`me seront de´taille´es, puis un exemple de syn-
the`se pour le mode`le nominal au temps T1 sera donne´ pour montrer comment satisfaire toutes
les performances.
4.7.1 Mode`le et structure de correction
Le mode`le utilise´ est celui du lanceur flexible avec la dynamique de l’actionneur. Les
matrices obtenues sont donne´es en (4.11,4.12) sous la forme standard (AF , BF , CF , DF ). Les
sorties conside´re´es ici sont l’attitude θ et sa de´rive´e, dans le but de synthe´tiser un controˆleur
ayant deux parame`tres variables. Le but est d’illustrer comment prendre en conside´ration les
performances re´clame´es par le cahier des charges. La matrice A en boucle ferme´e s’e´crit :
A(K1, K2) = AF −BF [K1 K2]CF +DF , avec les gains K1 et K2 qui seront choisis graˆce aux
applications gardiennes.
Un rappel de la structure de correction adopte´e est fait avec la Fig. 4.9.
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Figure 4.9 Structure de controˆle du lanceur avec la mesure sur θ
X˙ =

0 4.26 0 1.53 10−5 0 6.28 10−6 0.014 −0.64 0.03 0.43
1 0 0 0 0 0 0 0 0 0
0 0 −0.70 −35.12 0 0 −25.53 1156 −40.71 624.7
0 0 35.12 0 0 0 0 0 0 0
0 0 0 0 −1.79 −89.62 28.31 −1283 44.03 −779.2
0 0 0 0 89.62 0 0 0 0 0
0 0 0 0 0 0 −205.6 −48.69 −36.88 −37.25
0 0 0 0 0 0 1024 0 0 0
0 0 0 0 0 0 0 128 0 0
0 0 0 0 0 0 0 0 64 0

X +

−0.38
0
685.6
0
−760.1
0
512
0
0
0

βc(4.11)
[
θ
θ˙
]
=
[
0 1 0 7.74 10−5 0 1.01 10−4 0 0 0 0
1 0 2.7 10−3 0 9.1 10−3 0 0 0 0 0
]
X +
[
0
]
βc (4.12)
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4.7.2 Applications gardiennes conside´re´es
Trois contraintes principales doivent eˆtre respecte´es sur les poˆles de A(K1, K2) : l’amor-
tissement, la rapidite´ sur les modes rigides et la stabilite´ sur les modes flexibles. A chaque
contrainte est associe´e une application gardienne. Voici les trois applications a` conside´rer, en
notant A(K) = A(K1, K2) pour simplifier les notations.
• limite de rapidite´ a` α = −0.5 sur les modes rigides :
να(A(K)) = det(A(K)− αI) det ((A(K)− αI) I) (4.13)
• limite d’amortissement a` ξ = 0.5 sur les modes rigides :
νξ(A(K)) = det(A(K)) det
(
A(K)2  I + (1− 2ξ2)A(K) A(K)) (4.14)
• limite de stabilite´ a` β = −0.2 sur les modes flexibles :
νβ(A(K)) = det(A(K)− βI) det ((A(K)− βI) I) (4.15)
Le but est de confiner les poˆles associe´s au mode rigide dans Ωrigide et ceux des modes
flexibles dans Ωflexible, pour les ensembles de´crits en Fig. 4.10.
Re
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Ωrigide θ
α
Re
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Ωflexible β
ζ=cos(θ)
Figure 4.10 Zones de confinement pour la stabilite´ des poˆles rigides et flexibles
Il est important de noter que les applications gardiennes s’appliqueront a` la meˆme ma-
trice, meˆme si les contraintes e´tudie´es s’appliquent sur diffe´rents poˆles. Chaque application
est de´sormais fonction des gains de la structure de controˆle (ici re´duits a` K1 et K2 pour
simplifier) : ν(A(K)) = ν(AF −BF K CF +DF ) , ν(K1, K2).
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4.8 Visualisation des composantes
Quand deux gains seulement doivent eˆtre re´gle´s, il est possible de visualiser les com-
posantes de chaque application gardienne en 2D et de tester pour chacune d’entre elles la
stabilite´ par rapport au Ω concerne´. De`s que le nombre de parame`tres augmente, il n’y a plus
de visualisation possible, c’est pourquoi des algorithmes d’optimisation seront de´veloppe´s.
Dans les deux cas, le but de la me´thode est de fournir un re´glage (K1, K2) qui assure le
placement des poˆles dans les ensembles Ω conside´re´s.
Les lieux d’annulation des trois applications gardiennes pre´ce´dentes sont fournies en
Fig. 4.11, en calculant να(K1, K2) = 0, νβ(K1, K2) = 0 et νξ(K1, K2) = 0. La stabilite´
des composantes est ensuite e´value´e en classifiant les poˆles obtenus en boucle ferme´e, pour
ve´rifier les contraintes sur les poˆles rigides ou flexibles uniquement.
Figure 4.11 Lieux d’annulation des applications gardiennes να, νβ et νξ
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Les composantes de chaque application ont e´te´ trace´es puis un test de Ω-stabilite´ a e´te´
re´alise´ pour fournir directement les composantes d’inte´reˆt. La satisfaction de tous les crite`res
ne´cessite de trouver un seul re´glage situe´ dans les trois composantes stables identifie´es. Une
superposition des graphiques permet alors d’observer l’existence ou non d’une composante
stable pour l’application gardienne
ν(K) = να(K)× νβ(K)× νξ(K)
car on a simplement de´compose´ ce produit pour analyser l’annulation de chaque terme se´-
pare´ment, soit l’annulation de chaque application gardienne. Cette analyse est pre´sente´e en
Fig. 4.12.
Figure 4.12 Zone de stabilite´ commune a` να, νζ et νβ dans l’espace des parame`tres
Cette me´thode de synthe`se doit maintenant s’appliquer avec les deux autres mode`les
incertains hf et lf pour permettre un controˆle robuste du lanceur a` un instant donne´.
La superposition des zones stables pour les trois applications gardiennes suivantes permet
de satisfaire finalement les trois performances du cahier des charges sur les trois mode`les a` la
fois, comme illustre´ en Fig. 4.14. Il est donc possible de re´aliser une loi de commande robuste
avec respect de performances graˆce aux applications gardiennes.
Pour ce faire, on conside`re l’application gardienne :
ν(A) = νnom(A)× νhf(A)× νlf(A)
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base´e sur les applications suivantes :
νnom(K) = να,nom(K)× νβ,nom(K)× νξ,nom(K)
νhf(K) = να,hf(K)× νβ,hf(K)× νξ,hf(K)
νlf(K) = να,lf(K)× νβ,lf(K)× νξ,lf(K)
Au final, cela revient a` superposer les composantes stables des 9 applications gardiennes
basiques qui interviennent, pour constater la pre´sence ou non d’une intersection. Si elle existe,
alors un re´glage des gains K1 et K2 permet de satisfaire les performances de fac¸on robuste
sur les trois mode`les, sinon il faut revoir la structure de correction et/ou les performances
demande´es.
Figure 4.13 Zone de stabilite´ de νhf et νlf
Figure 4.14 Zone de stabilite´ commune a` νnom, νhf et νlf
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CHAPITRE 5
SYNTHE`SE PAR ANALYSE GRAPHIQUE
5.1 Introduction
La me´thode de synthe`se base´e sur les applications gardiennes exige le calcul de toutes les
composantes avant de ve´rifier la stabilite´ de chacune par rapport a` la contrainte conside´re´e.
Une fois les composantes stables obtenues, l’existence d’une intersection entre elles est ne´-
cessaire a` l’obtention d’un controˆleur respectant l’ensemble des contraintes. Cette approche
graphique peut se faire automatiquement en utilisant les fonctions d’analyse d’image du lo-
giciel Matlab. Elles vont permettre d’obtenir directement les composantes stables, si celles-ci
existent, pour ensuite ve´rifier la pre´sence d’une intersection non-vide.
Ce chapitre de´taille la mise en pratique et la the´orie utilise´e pour analyser les compo-
santes d’une application gardienne. Un premier point sera fait sur la reconstruction d’une
image a` partir des donne´es sur les frontie`res des composantes, puis un pre´-traitement avec les
bibliothe`ques de traitement d’images sera effectue´ pour permettre l’analyse. Cette dernie`re
consiste a` de´tecter les zones pre´sentes dans l’image et a` donner les coordonne´es de leur fron-
tie`re. Enfin deux me´thodes seront expose´es pour obtenir un point a` l’inte´rieur d’un ensemble
quelconque. Ce point inte´rieur permet les tests de stabilite´ sur chaque composante.
A la fin du chapitre, ces me´thodes seront applique´es au cas du lanceur pour synthe´tiser
un controˆleur qui respecte le cahier des charges complet sur le placement des poˆles sur les six
instants de vol conside´re´s. Pour ce faire, le choix de la structure du correcteur sera de´taille´.
Un se´quencement sera aussi envisage´ pour permettre d’ame´liorer sa robustesse et d’atte´nuer
les de´passements sur l’incidence en pre´sence de vent. Les re´sultats obtenus seront enfin valide´s
par les simulations temporelles et par le calcul des marges.
61
5.2 Analyse d’image
La me´thode de synthe`se pre´sente´e se base sur l’analyse d’images provenant des graphes
des applications gardiennes. Le calcul de leurs lieux d’annulation permet d’obtenir un « pa-
vage » de l’espace des parame`tres en composantes. D’apre`s le lemme des composantes, il est
possible de ve´rifier la Ω-stabilite´ d’un seul point de chaque composante pour conclure sur la Ω-
stabilite´ des gains de toute la composante. Voici les e´tapes suivies pour re´aliser cette analyse :
• Choix d’un maillage de l’espace des gains : [K1,i, K2,j]
• Calcul de l’application gardienne sur ce maillage νij = ν(K1,i, K2,j)
• Calcul du lieu d’annulation de ν pour obtenir le contour C
• Construction d’une image noir et blanc repre´sentant C
• Pre´-traitement de l’image
• De´tection des zones pre´sentes dans l’image
• Choix d’un point (K∗1 , K∗2) inte´rieur a` chaque zone trouve´e
• Analyse de la Ω-stabilite´ pour chaque point (K∗1 , K∗2)
Le code Matlab ge´ne´rique associe´ a` cette approche est donne´ ci-dessous :
 
global A B C D ;
% State−Space model d e f i n i t i o n
A = . . . ;
B = . . . ;
C = . . . ;
D = . . . ;
sys = ss (A , B , C , D ) ;
% Gains space meshing
[ K1 , K2 ] = meshgrid ( x0 : dx : x1 , y0 : dy : y1 ) ;
% Guardian Maps computation
% based on the func t i on ’GM’ d e f i n i n g the cons ide r ed guardian map f o r
% the v a r i a b l e s K1 & K2
GM_Values = GM ( K1 , K2 ) ;
% Guardian Maps a n a l y s i s
GM_Contour = contour ( K1 , K2 , GM_Values , [ 0 0 ] ) ;
% Graphical a n a l y s i s o f each component
GM_Contour_Picture = image_processing ( GM_contour ) ;
GM_Components = component_analysis ( GM_Contour_Picture ) ;
[ K1_star , K2_star ] = interior_point ( GM_Components ) ;
component_stability_analysis ( K1_star , K2_star ) ;
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Chacune de ces e´tapes va eˆtre de´taille´e dans la suite du chapitre.
5.2.1 Calcul des applications gardiennes
Les applications gardiennes font intervenir des calculs de de´terminants sur des matrices
issues du produit bialterne´. Ces dernie`res peuvent atteindre des tailles de 120 × 120 quand
le syste`me e´tudie´ est d’ordre 15. Cette explosion dans la complexite´ oblige a` conside´rer le
moins d’ope´rations possibles pour leur calcul car il faut les re´pe´ter a` chaque point du maillage
avec νij = ν(K1,i, K2,j). Un travail de re´e´criture sur les matrices des applications gardiennes
permet d’obtenir la forme donne´e en (5.1) pour laquelle les matrices Mk,l sont constantes par
rapport aux variables K1 et K2.
ν(K1, K2) = det
(
k+l=N∑
k,l=0
Mk,lK
k
1K
l
2
)
(5.1)
Cas particulier pour det(A−BKC)
Cette e´criture donne lieu a` une simplification conside´rable pour le calcul de cette application
gardienne quand le syste`me est mono-entre´e (Single Input) ou mono-sortie (Single Output).
En notant Ci = C(i, :) dans le cas mono-entre´e, comme pour l’exemple du lanceur, les matrices
BC1 et BC2 sont de rang 1 et simultane´ment diagonalisables car lie´es au meˆme vecteur propre
d’apre`s (5.2). Pour leur unique valeur propre non nulle, le couple valeur/vecteur propre associe´
est (CiB,B).
BCi B = (CiB) B = λi B (5.2)
La diagonalisation simultane´e de ces deux matrices dans le calcul det(A − BC1K1 −
BC2K2) permet d’obtenir la formule suivante, avec Q la matrice des vecteurs propres com-
muns de BCi :
ν(K1, K2) = det
Q−1

a11 · · · a1n
...
. . .
...
an1 · · · ann
Q−

(C1B)K1 + (C2B)K2 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0


D’apre`s les proprie´te´s de de´veloppement du de´terminant, la de´pendance de ν est line´aire
par rapport a` K1 et K2. De plus, le gradient du de´terminant det(A0 + A1x) s’e´crit ∇x =
trace(adj(A0)A1) avec adj(.) de´signant l’adjointe d’une matrice. Avec ces re´sultats, (5.3)
donne l’expression litte´rale line´aire de cette application gardienne.
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det(A−BKC) = det(A)− trace(adj(A)BC1)K1 − trace(adj(A)BC2)K2
Soit finalement :
det(A−BKC) = det(A)− (C1adj(A)B) K1 − (C2adj(A)B) K2 (5.3)
5.2.2 Calcul du lieu d’annulation
Une fois les applications gardiennes calcule´es sur un maillage donne´ [K1,i, K2,j], leur lieu
d’annulation doit eˆtre e´value´ pour trouver leurs composantes. Cette e´tape repose sur l’utili-
sation de la fonction contour de Matlab, qui permet de tracer les isovaleurs d’une fonction
de deux variables. L’algorithme de cette fonction pour tracer une courbe de niveau repose
sur une matrice boole´enne Checkedi,j de la taille du maillage, dont les valeurs sont 1 si la
case conside´re´e a de´ja` e´te´ visite´e et 0 sinon.
L’appel a` cette fonction se fait a` partir d’un maillage [Xi, Yj] fourni par la fonction mehs-
grid, de la matrice Z donnant les valeurs de la fonction pour tous les points du maillage, et
enfin des lignes de niveau levels a` e´tudier.
C = contour(X, Y, Z, levels)
La fonction part d’une valeur c parmi les niveaux donne´s dans levels. En se basant
ensuite sur la matrice Z, elle parcourt le maillage pour trouver deux valeurs conse´cutives de
Z qui encadrent c, par exemple Zij < c < Zi+1,j. Alors la ligne de niveau coupe le segment
[(Xi, Yj); (Xi+1, Yj)], et leur point d’intersection est obtenu par interpolation line´aire des
coordonne´es des sommets. Le kime point du contour est obtenu : c (Xc,k, Yc,k), comme illustre´
a` la Fig. 5.1.
La ligne de niveau se retrouve alors dans une maille e´le´mentaire dans laquelle elle est
entre´e par le bord [(Xi, Yj); (Xi+1, Yj)], et de laquelle elle doit sortir. En ve´rifiant les 2 autres
sommets de la maille e´le´mentaire le bord de sortie et le point d’intersection sont obtenus par
le meˆme principe : (Xk+1,x, Yk+1,c).
Une fois les bords d’entre´e et de sortie trouve´s, la maille e´le´mentaire est marque´e comme
lue dans la matrice Checked, en mettant la valeur Checkedi,j a` 1.
L’ope´ration est ainsi re´pe´te´e jusqu’a` ce que la maille e´le´mentaire suivante repasse par la
maille de de´part pour obtenir un contour ferme´, ou qu’elle arrive sur un des bords du maillage.
Dans les deux cas, la courbe obtenue est ajoute´e a` la matrice de sortie C. Le processus est
re´pe´te´ jusqu’a` ce que toutes les mailles e´le´mentaires aient e´te´ parcourues (i.e. la matrice
Checked est remplie de 1).
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Figure 5.1 Construction d’une courbe de niveau par la fontion contour au niveau d’une maille
La matrice de sortie C contient alors toutes les lignes de niveau qui peuvent apparaitre
dans le maillage. Certaines peuvent faire re´fe´rence au meˆme niveau si jamais les courbes
de´crites ne sont pas ferme´es. Elle se pre´sente sous la forme ge´ne´rale suivante :
C =
[
c1 xc1,1 xc1,2 · · · xc1,n1 c2 xc2,1 · · ·
n1 yc1,1 yc1,2 · · · yc1,n1 n2 yc2,1 · · ·
]
Dans le cas des applications gardiennes, le seul niveau e´value´ est 0 car les composantes a`
e´tudier sont obtenues en visualisant le lieu d’annulation de la fonction.
5.2.3 Construction d’une image Noir & Blanc
Une image Noir & Blanc est ensuite construite sur la base de la matrice des contours C.
Une image en Matlab est repre´sente´e par une matrice remplie de 0 pour la couleur noire, et
de 1 pour la couleur blanche. La (i, j)me valeur de la matrice donne la couleur du pixel en
(i, j). Il y a donc simplement un changement de coordonne´es a` faire entre l’espace des gains
et l’espace des pixels. Les coordonne´es des contours sont donne´es dans le premier, tandis
qu’il faut les avoir dans le second pour entamer une analyse d’image. Il est a` noter que les
directions des axes des pixels sont obtenues par rotation de −90◦ du repe`re des gains.
En se basant sur la Fig. 5.2 les coordonne´es pixels sont obtenues par les formules de
passage (5.4,5.5), pour des pas de maillage dx et dy et des bornes [x0, x1]× [y0, y1].
i =
(
by1 − y0
dy
c+ 1
)
− by − y0
dy
c (5.4)
j = bx− x0
dx
c+ 1 (5.5)
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Figure 5.2 Construction d’une image Noir & Blanc repre´sentant un contour
Un exemple d’image obtenue est donne´e en Fig. 5.3, quand les me´thodes pre´ce´dentes sont
applique´es sur le lieu d’annulation d’une application gardienne.
Figure 5.3 Image Noir & Blanc repre´sentant les composantes d’une application gardienne
5.2.4 Pre´-traitement de l’image
Le calcul du contour donne parfois lieu a` des erreurs nume´riques lorsque le pas de maillage
n’est pas suffisamment faible. Des contours de quelques pixels seulement peuvent apparaˆıtre
et doivent eˆtre retire´s. De plus, l’image obtenue e´tant base´e sur les coordonne´es d’une courbe
de niveau, les lignes obtenues peuvent eˆtre trop fines pour permettre une se´paration franche
des composantes.
Le premier point est solutionne´ par l’utilisation de la fonction bwareaopen de´die´e au
traitement d’images. Elle permet d’effacer les zones dont l’aire est infe´rieure a` N pixels. Elle
est appele´e par la commande : Image_retouchee = bwareaopen(Image,N).
Le second point est re´solu par l’utilisation de filtres pour lisser et e´largir les contours. Le
filtre utilise´ dans ce pre´-traitement attribue a` un pixel la valeur moyenne des pixels contenus
dans le rectangle de taille p× p, centre´ sur lui. L’action du filtre sur l’image est re´alise´e par
la commande : Image_floutee = imfilter(Image_retouchee, fspecial(’average’,p).
Les zones grises sont ensuite converties en Noir & Blanc par la fonction im2bw.
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En appliquant ce traitement a` l’exemple pre´ce´dent en Fig. 5.3, l’image Fig. 5.4 est obtenue.
Figure 5.4 Image Noir & Blanc repre´sentant les composantes apre`s le pre´-traitement
5.2.5 De´tection des composantes dans l’image
Une fois le pre´-traitement effectue´, l’analyse des composantes peut eˆtre re´alise´e. Elle repose
sur la fonction bwboundaries qui imple´mente l’algorithme de trace´ base´ sur le voisinage de
Moore (Gonzalez et al., 2004). Ce dernier consiste a` parcourir les voisins d’un pixel de la
frontie`re dans le sens horaire pour trouver le point suivant sur la frontie`re. En parcourant ainsi
le bord d’un objet noir sur un fond blanc par exemple, on obtient au terme de l’algorithme
les pixels de la frontie`re comple`te.
La fonction bwboundaries re´pe`te cet algorithme autant de fois qu’elle trouve un nou-
veau pixel noir en parcourant le reste de l’image. A` terme, la frontie`re de chaque objet
est obtenue et stocke´e dans un ensemble de cellules appele´ Frontie`res. L’appel a` cette
fonction se fait par la ligne de commande : [Frontieres, Image_numerotee] = bwbounda-
ries(Image_floutee). Le second argument en sortie Image_numerotee contient une image
ou` les pixels de chaque objet identifie´ ont e´te´ mis a` une valeur arbitraire pour les dissocier.
Le re´sultat de cette commande sur l’exemple Fig. 5.4 est fourni en Fig. 5.5 avec une mise
en couleur de chaque zone.
Figure 5.5 Composantes identifie´es a` partir du trace´ du lieu d’annulation
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5.2.6 Choix d’un point inte´rieur
Une fois les composantes identifie´es, un point inte´rieur a` chacune d’entre elles doit eˆtre
choisi pour effectuer le test de stabilite´. Le proble`me majeur qui se pose est de trouver un
point inte´rieur quand la composante n’est pas convexe. Un simple barycentre ne peut pas
eˆtre utilise´ car il peut se situer a` l’exte´rieur de l’ensemble. Aussi, deux me´thodes ont e´te´
de´veloppe´e pour trouver un point inte´rieur quelque soit la forme de la composante.
Construction d’un sous-ensemble convexe
Cette me´thode parcourt la frontie`re de la composante en ne gardant que certains sommets
dans le but d’obtenir un ensemble convexe a` l’inte´rieur. Il est ainsi possible de prendre le ba-
rycentre de ce sous-ensemble pour avoir un point strictement a` l’inte´rieur de la composante.
L’algorithme suivi est le suivant :
0 - Se´lection du premier, second et troisie`me sommet, respectivement V1, V2 et V3
1 - Calcul des vecteurs v1 = V2 − V1 et v2 = V3 − V2
2 - Tant que tous les sommets n’ont pas e´te´ visite´s
2.1 - Si le sommet V3 conserve la convexite´ du domaine
(i.e. det(v1, v2) = sin(θ1)|v1||v2| ≤ 0)
• Mettre en me´moire le sommet V3
• Poser V1 = V2, V2 = V3
• Poser V3 e´gal au sommet suivant
2.2 - Sinon
• Poser V3 e´gal au sommet suivant
2.3 - Mettre a` jour v1 = V2 − V1 et v2 = V3 − V2
3 - Prendre le barycentre de tous les sommets mis en me´moire.
Ce processus est illustre´ par la Fig. 5.6 ou` les sommets V1, V2, V3 et V4 seront conserve´s
tandis que V5 sera rejete´. Le re´sultat de cette analyse est donne´ en Fig. 5.7 illustrant l’ensemble
convexe obtenu dans la composante.
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Figure 5.6 Construction d’un ensemble convexe par parcours de la frontie`re
Figure 5.7 Construction d’un ensemble convexe inclus dans la composante
Recherche de segments
La me´thode pre´ce´dente e´tant gourmande en temps de calcul une autre approche a e´te´
envisage´e pour acce´le´rer la recherche du point inte´rieur. Cette seconde me´thode repose sur
une construction d’ensemble convexe encore plus simple : le segment. Les intersections entre
la frontie`re et des droites passant par son centre sont calcule´es pour obtenir des segments qui
sont inclus ou exclus de la composante. Le centre du plus grand de ces segments donne alors
un point strictement inclus dans la composante. Ce raisonnement est illustre´ en Fig. 5.8 ou`
les droites verticales et horizontales ont e´te´ utilise´es.
L’algorithme utilise´ part du constat qu’un nombre pair d’intersections doit eˆtre trouve´
puisque la composante est ferme´e. Ainsi en nume´rotant par i1, i2, . . . , i2p, les intersection
trouve´es avec la droite, les segments [i2k−1, i2k], ∀k > 1 sont inclus dans la composante. Il
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Figure 5.8 Construction de segments inclus dans la composante
reste a` choisir le plus grand et a` prendre son milieu.
5.2.7 Analyse de la Ω-stabilite´
Enfin, a` partir du point inte´rieur obtenu, un test est effectue´ pour ve´rifier si les re´glages
de chaque composante sont Ω-stables. Pour ce faire, il suffit de calculer les poˆles du syste`me
en boucle ferme´e avec la matrice A − BKC pour le re´glage K = [K1, K2] correspondant au
point inte´rieur.
Dans le cas du lanceur, la seule difficulte´ est de se´parer les poˆles suivant les diffe´rentes
dynamiques pre´sentes. Les spe´cifications touchent en effet a` la partie rigide et a` la partie
flexible. Partant de l’ensemble des poˆles obtenus avec la structure de correction, illustre´s en
Fig. 5.9, l’actionneur, la partie flexible et la partie rigide corrige´e s’obtiennent comme suit,
en retirant a` chaque fois les poˆles cite´s de la liste :
- les 4 poˆles ayant la plus grande pulsation correspondent a` l’actionneur
- les 4 poˆles ayant le plus faible amortissement correspondent a` la partie flexible
- les poˆles restant constituent la partie rigide et la structure de correction
En isolant ainsi les poˆles, il est possible de ve´rifier les contraintes spe´cifiques aux a` la
partie rigide d’une part (partie re´elle et amortissement) , et a` la partie flexible d’autre part
(stabilite´).
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Figure 5.9 Lieu des racines en boucle ferme´e pour une correction d’ordre 5
5.3 Se´quencement des gains
Une fois les zones de stabilite´ identifie´es, le re´glage des gains doit se situer dans cette
composante-la`. Sachant que la repre´sentation adopte´e pour le lanceur est variante dans le
temps, le travail doit eˆtre re´pe´te´ sur chaque instant. Cette proce´dure va permettre de se´-
quencer les gains au cours du temps de fac¸on line´aire. Le se´quencement apparait ne´cessaire
pour satisfaire les contraintes a posteriori telles que l’amplitude maximale de l’incidence ou
les marges.
Pour ce faire, l’instant e´tant fixe´, l’analyse automatique des zones est re´pe´te´e sur les trois
mode`les de fac¸on a` trouver une intersection. Dans la Fig. 5.10, la composante stable pour les
trois mode`les a` la fois est colore´e en jaune.
Les gains devant eˆtre choisis dans cette composante, les bornes de la composante sont
e´value´es selon le premier gain. Pour la Fig. 5.10, l’intervalle obtenu est K1 ∈ [3.10, 4.80]. Ce
travail re´pe´te´ sur les cinq instants restants fournit une enveloppe de variation pour le gain K1.
Une interpolation line´aire est alors re´alise´e entre le premier et le dernier instant, de manie`re
a` simplifier au maximum l’implantation du controˆleur dans la pratique.
L’enveloppe obtenue ainsi que l’interpolation re´alise´e sont illustre´es en Fig. 5.11.
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Figure 5.10 Composante stable commune aux trois mode`les nom, hf et lf
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Figure 5.11 Enveloppe de stabilite´ pour le choix du gain K1 sur le cas du lanceur
Le choix du se´quencement sur le gain K1 oblige a` reprendre les composantes stables pour
e´valuer l’intervalle de stabilite´ sur K2. Sur la Fig. 5.10, l’intervalle obtenu pour la valeur
K1(T1) = 4 est K2 ∈ [1.04, 1.38].
En re´pe´tant encore une fois la meˆme proce´dure sur les autres instants, l’enveloppe sur le
gain K2 est obtenue et l’interpolation line´aire peut se faire a` l’inte´rieur de celle-ci. Il est a`
noter que le choix de se´quencement re´alise´ sur K1 est arbitraire, il a e´te´ choisi de se placer le
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plus possible a` l’inte´rieur des composantes pour une question de robustesse. Ce choix influence
directement le se´quencement sur le gain K2 puisque les composantes stables ne sont pas des
rectangles.
Le re´sultat du se´quencement est illustre´ en Fig. 5.12. le gain K1 a e´te´ interpole´ en premier,
puis, sur la base de ces valeurs, le gain K2 a e´te´ interpole´ a` son tour.
1 2 3 4 5 6
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
Temps réduit
G
ai
n 
K 1
 
& 
K 2
Séquencement des gains dans les composantes stables
 
 
Enveloppe sur K1
Séquencement de K1
Enveloppe sur K2
Séquencement de K2
Figure 5.12 Enveloppe de stabilite´ pour les gains K1 et K2 sur le cas du lanceur
5.4 Application au cas du lanceur
Les me´thodes expose´es plus toˆt sont maintenant applique´es sur le cas du lanceur. Il est
d’usage de faire la synthe`se d’un correcteur de lanceur en deux e´tapes : la stabilisation de
la partie rigide est re´alise´e avec le respect de performances, puis la dynamique des modes
flexibles est ajoute´e au mode`le pour ve´rifier la conservation de la stabilite´. Le controˆle n’est
pas repris pour le mode`le souple du lanceur, mais un filtre est plutoˆt conc¸u pour atte´nuer l’effet
des modes flexibles et les maintenir stables (Cle´ment et al., 2005; Baldesi, 2008; Hernandez,
2008).
La me´thode de synthe`se par applications gardiennes permet d’envisager une approche
diffe´rente. Un premier correcteur base´ sur le mode`le rigide du lanceur sera conside´re´, puis les
modes flexibles seront ajoute´s et pris en compte dans une nouvelle synthe`se sur le mode`le
complet cette fois. L’avantage des applications gardiennes est de pouvoir visualiser les re´glages
des gains qui conserveront la stabilite´ de ces modes tout en assurant les performances de la
partie rigide.
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5.4.1 Cas du lanceur rigide
Le mode`le du lanceur rigide se base sur la dynamique de la structure rigide d’ordre 2 et de
l’actionneur d’ordre 4. Cependant une analyse des valeurs singulie`res du mode`le montre que
la structure rigide est largement dominante, de sorte que le mode`le se rame`ne a` un second
ordre de la forme (5.6).
Frig(s) = −5.5 10−4 (s+ 202.8)(s− 49.3)
(s− 2.063)(s+ 2.063) (5.6)
Structure de correction
Le controˆle d’un tel syste`me s’apparente a` celui d’un pendule inverse. Une avance de
phase est ne´cessaire pour apporter la stabilite´ d’apre`s un simple lieu des racines. Il est donc
approprie´ d’envisager premie`rement un correcteur proportionnel-de´rive´ (PD) sur la mesure
d’attitude θ du lanceur. Cette structure est adopte´e dans un cas ge´ne´ral dans Blakelock
(1965), avec parfois un retour supple´mentaire sur l’incidence comme dans Greensite (1970).
Dans les deux cas, un retour en position et en vitesse par l’interme´diaire respectivement de
gyroscopes et de gyrome`tres permet de stabiliser un lanceur rigide.
De plus, sachant que l’incidence doit eˆtre minimise´e, une action inte´grale est ne´cessaire
pour amener la pre´cision requise face aux rafales de vent. La structure retenue est donc un
simple correcteur proportionnel-inte´gral-de´rive´e (PID). Le re´glage du poˆle et du gain inte´gral
se fait a` partir des applications gardiennes. L’expression du controˆleur est donne´e en (5.7),
avec quatre variables de synthe`se : les gains Kp, Kd, Ki et le poˆle p1. Il s’inscrit dans la boucle
de controˆle pre´sente´e auparavant et rappele´e en Fig. 5.13.
C(s) = Kp +
Kd s
s/p1 + 1
+
Ki
s
=
Ki +K1 s+K2 s
2
s (s/p1 + 1)
(5.7)
Le but principal dans la synthe`se par applications gardiennes e´tant d’obtenir des intersec-
tions entre les diffe´rentes composantes stables, les parame`tres doivent eˆtre re´gle´s de manie`re
a` maximiser l’aire de ces intersections. Ainsi, conside´rant que les deux gains les plus influents
sur le controˆle sont ici le gain proportionnel Kp et le gain de´rive´ Kd, le gain inte´gral Ki et la
position du poˆle p seront fixe´s a priori. En cherchant a` maximiser l’aire de l’intersection des
composantes stables les valeurs retenues sont p1 = 30 et Ki(T ) =
2.5−6.5
5
(T −1) + 6.5. Le gain
inte´gral a e´te´ interpole´ line´airement depuis le temps T1 jusqu’au temps T6 pour conserver
les intersections a` chaque temps de vol. L’interpolation sur la position du poˆle n’e´tait pas
ne´cessaire pour assurer l’existence de ces intersections.
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Figure 5.13 Structure de la boucle de controˆle
Re´glage des gains
Le re´glage des deux gains restants peut se faire de fac¸on graphique avec la me´thode
de synthe`se pre´sente´e plus haut. Pour ce faire, les applications gardiennes conside´re´es sont
donne´es en (5.8,5.9).
να(A) = det(A− αI) det ((A− αI) I) (5.8)
νξ(A) = det(A) det
(
A2  I + (1− 2ξ2)A A) (5.9)
Elles sont e´value´es sur la matrice en boucle ferme´e
ABF = A−BKC = A−BC1 K1 −BC2 K2 −BC3 Ki
pour le retour K = [K1, K2, Ki] ou` K1 = Kp +Ki/p et K2 = Kd +Kp/p.
Le mode`le d’e´tat est alors augmente´ avec les deux poˆles du correcteur. Les variables des
applications sont les deux gains K1 et K2. Les expressions obtenues pour ces variables sont
donne´es (5.10,5.11).
να(K1, K2) = det(Aα,i −BC1K1 −BC2K2)
× det (Aα,i  I −BC1  I K1 −BC2  I K2)
(5.10)
νξ(K1, K2) = det(Ai −BC1K1 −BC2K2)
× det (M00 +M10K1 +M01K2 +M11K21 +M12K1K2 +M22K22) (5.11)
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en notant
µ = 1− 2ξ2
Ai = A−BC3Ki
Aα,i = A−BC3Ki − αI
M00 = A
2
i  I + µ(Ai  Ai)
M10 = −(Aα,iBC1 +BC1Aα,i) I − 2µ(BC1  Ai)
M01 = −(Aα,iBC2 +BC2Aα,i) I − 2µ(BC2  Ai)
M11 = (C1B)BC1  I + µ(BC1 BC1)
M12 = ((C1B)BC2 + (C2B)BC1) I + 2µ(BC1 BC2)
M22 = (C2B)BC2  I + µ(BC2 BC2)
Pour un maillage donne´ de l’espace [K1,i, K2,j], ces applications gardiennes sont calcule´es
en chaque point. Les intersections des composantes stables de chaque mode`le nom, hf et lf
sont ensuite obtenues puis l’intersection entre elles est colore´e en jaune. Le re´sultat est donne´
en Fig. 5.16 avec la le´gende comple`te donne´e en 5.14. Pour des raisons de lisibilite´ seules les
le´gendes principales ont e´te´ laisse´es sur les graphes.
Le se´quencement se fait ensuite a` travers la me´thode pre´sente´e plus haut, en commenc¸ant
par le gain K1 puis en terminant par le gain K2. Le re´sultat obtenu est pre´sente´ en Fig. 5.15.
Les valeurs se´quence´es des gains Kp, Kd et Ki sont re´sume´es dans le Tableau 5.1.
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Figure 5.15 Enveloppe de stabilite´ des gains K1 et K2
pour le lanceur rigide
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(a) Temps T1 (b) Temps T2
(c) Temps T3 (d) Temps T4
(e) Temps T5 (f) Temps T6
Figure 5.16 Intersections des composantes stables sur les trois mode`les pour chaque temps
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Tableau 5.1 Valeurs se´quence´es des gains pour le correcteur rigide PID
Gains \ Temps T1 T2 T3 T4 T5 T6
Kp 6.69 5.81 4.93 4.06 3.18 2.30
Kd 1.50 1.34 1.18 1.02 0.86 0.70
Ki 6.50 5.70 4.90 4.10 3.30 2.50
Validation du correcteur
La validation du correcteur se´quence´ pre´ce´dent passe par une simulation temporelle base´
sur un mode`le LFT interpolant les six mode`les d’e´tat. Elle pre´sente les re´ponses du lanceur
a` une rafale de vent d’environ 20m/s apparaissant a` 36s. L’incidence, l’attitude et la la
commande d’orientation de la pousse´e sont pre´sente´es.
L’incidence doit rester dans l’intervalle ±3◦ selon les contraintes fixe´es par ASTRIUM-
ST. Aucune spe´cification n’est donne´e sur l’attitude ou sur la commande angulaire. Il faut
cependant noter que l’attitude θ est e´gale a` l’incidence α en l’absence de vent, ce qui motive
a` garder cette grandeur la plus faible possible. Pour donner un ordre d’ide´e sur la commande
de la tuye`re βc, sur le lanceur europe´en VEGA la consigne maximale acceptable est de ±6◦.
Les re´ponses sont pre´sente´es en Fig. 5.17.
L’incidence respecte la contrainte fixe´e sur l’ensemble du vol excepte´ au niveau de l’ap-
parition de la rafale de vent. Le de´passement maximal sur les trois mode`les est de 3.6◦. Il
dure moins d’une seconde et intervient sur le mode`le incertain hf. Il faut aussi conside´rer
que ce re´glage des gains est le meilleur compromis obtenu avec cette structure de correction
pour respecter a` la fois toutes les contraintes sur le placement des poˆles et sur la limite de
l’incidence.
L’attitude est maintenue tre`s faible avec un de´passement maximal infe´rieur a` 0.5◦ ce qui
confirme que le lanceur maintient sa verticale. Pour la commande sur la tuye`re, l’angle maxi-
mal de consigne est de 5◦, ce qui est acceptable.
Enfin, les marges obtenues au cours du vol sont re´sume´es en Fig. 5.18. Elles sont toutes
respecte´es largement, y compris pour les deux mode`les incertains hf et lf ce qui confirme la
robustesse de notre loi de commande.
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Figure 5.17 Simulations temporelles pour le lanceur rigide
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Figure 5.18 Evolution des marges au cours du vol pour le lanceur rigide
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5.4.2 Cas du lanceur flexible
La prise en compte de la structure souple est ne´cessaire pour augmenter la fide´lite´ du
mode`le. Les modes introduits ont cependant une tendance a` a se de´stabiliser si on conserve
la correction re´alise´e sur un lanceur suppose´ rigide. La de´formation du lanceur vient modifier
les bras de levier des efforts de portance et de pousse´e, ainsi que la mesure d’attitude. Les
gyroscopes e´tant solidaires de la structure du lanceur leur mesure s’effectue e´videmment sur
la structure flexible.
Une preuve de la de´stabilisation apporte´e par la structure souple est donne´e en Fig. 5.19.
Ce lieu des racines montre que les modes flexibles introduits, originellement stables et mal
amortis, se sont comple`tement de´stabilise´s avec la structure de correction pre´ce´dente. Il y a
donc lieu de la revoir pour l’ame´liorer et atte´nuer l’effet de ces poˆles.
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Figure 5.19 Lieu des racines du lanceur flexible avec correcteur PID
Structure de correction
Il est commun de controˆler « en phase» le premier mode flexible (Greensite, 1970; Cle´ment
et al., 2005). Ce dernier posse`de une pulsation suffisamment faible pour se retrouver dans
la bande passante du controˆleur. Le controˆle en phase consiste alors a` utiliser un filtre pour
ajouter de la phase au niveau de ce mode et atte´nuer ainsi son effet de´stabilisant. Le filtre
utilise´ dans cette e´tude s’inspire du filtre elliptique pre´sente´ dans Hernandez (2008); Be´rard
et al. (2008), caracte´rise´ par une coupure plus franche que les autres filtres. Son expression
est donne´e en (5.12) et son lieu des racines en Fig. 5.20.
Fell(s) =
0.056(s2 + 1456)(s2 + 5860)
(s2 + 29.09 s+ 535.5)(s2 + 5.55 s+ 949.1)
(5.12)
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Figure 5.20 Lieu des racines du filtre elliptique complet
Cependant une e´tude du filtre sur le proble`me du lanceur a permis de mettre en e´vidence
qu’un filtre plus simple d’ordre 2 couple´ avec du roll-off avait le meˆme effet. Il permet de
conserver les intersections entre les composantes stables sans re´duire leurs surfaces. Le choix
a donc e´te´ fait de prendre un filtre d’ordre 2 seulement dont l’effet se concentre sur le premier
mode flexible, tandis qu’un poˆle simple est ajoute´ pour filtrer les hautes fre´quences.
Ce poˆle supple´mentaire permet d’amener du « roll-off » d’ordre 1 pour agir sur le second
mode flexible. Celui-ci est fortement atte´nue´ en amplitude par ce poˆle supple´mentaire et son
effet de´stabilisant disparait.
La structure de correction est donc augmente´e pour aboutir a` l’expression (5.13). Le filtre
d’ordre 2 a e´te´ synthe´tise´ par les applications gardiennes, par essais-erreurs pour obtenir
les intersections les plus grandes possibles entre les composantes stables. Son expression est
fournie en (5.14). Le meˆme proce´de´ a permis de placer le poˆle supple´mentaire en p2 = 30.
C(s) = F (s)
Ki +K1 s+K2 s
2
s (s/p1 + 1) (s/p2 + 1)
(5.13)
F (s) =
580
1900
s2 + 1900
s2 + 7 s+ 580
(5.14)
82
L’effet du filtre puis du roll-off sont pre´sente´s en Fig. 5.21.
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(a) Apre`s ajout du filtre
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(b) Apre`s ajout du filtre et du roll-off
Figure 5.21 Effet du filtre d’ordre 2 et du roll-off sur le lieu des racines
Les re´glages pre´ce´dents ont permis de fixer les valeurs du filtre, des deux poˆles du cor-
recteur en p1 = −30 et p2 = −30, puis de se´quencer la valeur du gain inte´gral Ki pour
obtenir Ki(T ) =
2.5−6.5
5
(T − 1) + 6.5. Il reste uniquement les gains K1 et K2 a` re´gler par les
applications gardiennes. Ce correcteur sera abre´ge´ « PIDFRo » dans les figures qui suivent,
pour rappeler qu’il contient une partie PID, un Filtre et un poˆle pour le Roll-off.
Re´glage des gains
La me´thode de synthe`se par approche graphique s’appuie cette fois-ci sur les trois appli-
cations gardiennes suivantes :
να(A) = det(A− αI) det ((A− αI) I) (5.15)
νξ(A) = det(A) det
(
A2  I + (1− 2ξ2)A A) (5.16)
νβ(A) = det(A− βI) det ((A− βI) I) (5.17)
Elles sont e´value´es sur le mode`le d’e´tat flexible augmente´, contenant les trois poˆles du cor-
recteur et les sorties en position, de´rive´e et inte´grale. Les expressions analytiques obtenues en
fonction des gains K1 et K2 sont identiques a` (5.10,5.11). Il suffit de prendre le mode`le d’e´tat
du lanceur flexible, et de remplacer α par β pour obtenir la troisie`me application gardienne.
La synthe`se sur les six temps de vol avec les trois mode`les renvoie des graphes tre`s denses
et difficiles a` analyser au premier coup d’œil. Les composantes des applications gardiennes
ont donc e´te´ trace´es se´pare´ment, tout en conservant la superposition sur les trois mode`les.
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L’annexe A pre´sente les graphes pour να, l’annexe B pre´sente les graphes pour νβ, l’annexe
C pre´sente les graphes pour νξ et enfin l’annexe D superpose tous ces graphes pour obtenir
les zones de re´glages des gains.
Le se´quencement fournit les interpolations de la Fig. 5.22.
Les valeurs obtenues pour les gains Kp, Kd et Ki sont re´unies dans le Tableau 5.2.
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
Temps réduit
Va
le
ur
s 
de
s 
G
ai
ns
Lanceur Flexible − Synthèse PIDFRo − Séquencement des Gains
 
 
Enveloppe sur K1
Séquencement de K1
Enveloppe sur K2
Séquencement de K2
Figure 5.22 Enveloppe de stabilite´ des gains K1 et K2 pour le lanceur flexible
Tableau 5.2 Valeurs se´quence´es des gains du correcteur PIDFRo
Gains \ Temps T1 T2 T3 T4 T5 T6
Kp 3.71 3.24 2.76 2.29 1.81 1.34
Kd 1.10 0.97 0.84 0.71 0.58 0.45
Ki 3.70 3.16 2.62 2.08 1.54 1.00
Validation du correcteur
La simulation de validation du correcteur flexible est exactement la meˆme que pour le
correcteur rigide : la meˆme rafale de vent est conside´re´e et les meˆmes limites doivent eˆtre
respecte´es pour l’incidence et les marges.
Les re´ponses temporelles sont pre´sente´es en Fig. 6.15. Le meˆme constat s’impose sur l’inci-
dence du lanceur, qui reste dans la limite ±3◦ sur quasiment tout le vol, avec un de´passement
de 3.7◦ cette fois-ci. Ce re´sultat reste une performance en soi puisqu’il a e´te´ possible d’ajouter
la dynamique des modes flexibles et de re´aliser un correcteur qui atteigne le meˆme re´sultat
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que pour le mode`le rigide. L’attitude et la consigne sur l’orientation de la tuye`re restent aussi
acceptables.
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Figure 5.23 Simulations temporelles pour le lanceur flexible
Pour finir, les marges ont e´te´ calcule´es sur le mode`le flexible et sont pre´sente´es en Fig.
6.16. Elles sont toujours respecte´es mais se sont de´grade´es par rapport au cas rigide avec des
marges de gains tre`s proches des limites fixe´es sur certains temps. De meˆme les marges de
phase ont le´ge`rement diminue´ tandis que les marges de retard n’ont quasiment pas change´es,
ce qui indique que la fre´quence de coupure a le´ge`rement diminue´e.
Ces changements sur les marges te´moignent directement de l’effet de´stabilisant des modes
flexibles. Il a pu eˆtre atte´nue´ graˆce a` la structure de correction utilise´e.
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Figure 5.24 Evolution des marges au cours du vol pour le lanceur flexible
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CHAPITRE 6
SYNTHE`SE PAR OPTIMISATION
6.1 Introduction
La me´thode de synthe`se par approche graphique pre´sente un grand inte´reˆt pour appre´-
hender le concept des composantes des applications gardiennes. Elle permet aussi de re´aliser
une loi se´quence´e de correction en se limitant cependant a` deux parame`tres variables. Cette
approche est donc restreinte de`s que le nombre de parame`tres du controˆleur augmente. Il faut
re´gler ces variables supple´mentaires a priori en s’appuyant sur les intersections des compo-
santes stables. Il a donc e´te´ envisage´ une approche beaucoup plus ge´ne´rale a` travers Saussie´
et al. (2010), base´e sur la recherche du centre « ge´ome´trique » de la composante stable.
Cette nouvelle approche de synthe`se peut prendre en compte un plus grand nombre de
parame`tres. Dans le cas du lanceur, il pourrait eˆtre judicieux de conside´rer les positions des
poˆles du controˆleur ou les ze´ros et poˆles du filtre directement dans la phase de synthe`se. La
me´thode de´crite dans Saussie´ et al. (2010) pre´sente une recherche d’un point inte´rieur a` la
composante stable, en se de´plac¸ant dans la direction des gains, et amenant une progression
souvent lente vers le centre ge´ome´trique. Ce chapitre a donc pour but d’appliquer des me´-
thodes d’optimisation adapte´es, pour obtenir cette fois le minimum de l’application gardienne
dans la composante stable.
Dans cette optique, un algorithme de descente base´ sur la me´thode de quasi-Newton
BFGS 1 a e´te´ de´veloppe´ (Nocedal et Wright, 2006). Le programme permettant cette optimi-
sation a e´te´ entie`rement re´alise´ sur le logiciel Matlab en reprogrammant toutes les e´tapes
pour permettre d’y incorporer les spe´cificite´s des applications gardiennes. L’algorithme com-
plet sera expose´ apre`s un bref rappel en optimisation. Il sera ensuite applique´ sur le cas du
lanceur, afin d’en comparer les performances avec les re´sultats de la synthe`se par approche
graphique.
1. Broyden-Fletcher-Goldfarb-Shanno
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6.2 Rappels en optimisation
L’optimisation joue un roˆle crucial en commande des syste`mes. Elle apparaˆıt par exemple
pour la commande LQG en cherchant a` minimiser un crite`re sur les efforts de commande ou les
erreurs de suivi. Le fait de minimiser une fonction a pour but de re´cupe´rer la valeur optimale
et les coordonne´es du minimum. Dans le cas des applications gardiennes, l’optimisation sera
utilise´e pour permettre de rentrer a` l’inte´rieur des composantes stables. Un bref rappel sur
les me´thodes d’optimisation classique sera fait en insistant sur les me´thodes de Newton et
sur les diffe´rentes strate´gies pour la recherche line´aire.
6.2.1 Algorithme ge´ne´ral
Le proble`me d’optimisation le plus ge´ne´ral s’e´crit comme suit :
min
X∈Ω
f(X)
s.c. hi(X) = 0, ∀i = 1, . . . ,m
cj(X) ≥ 0, ∀j = 1, . . . , p
(6.1)
Dans le cas pre´sent, aucune contrainte ne sera conside´re´e directement dans le proble`me
de minimisation, de sorte qu’il reste a` minimiser une fonction sur un ensemble Ω.
De`s lors, l’algorithme ge´ne´ral pour re´soudre un tel proble`me s’e´crit :
• Ite´ration 0
Choix d’un point de de´part X0, et d’une tole´rance d’arreˆt tol, initialisation k = 0.
• Ite´ration k
– Si ||∇fk|| ≤ tol
X∗ ← Xk et STOP
– Sinon
Trouver un « meilleur » Xk+1 (i.e. f(Xk+1) ≤ f(Xk))
Mises a` jour : Xk ← Xk+1, ∇fk ← ∇f(Xk+1), k ← k + 1
• Retour a` Ite´ration k
De nombreux raffinements sont possibles sur la tole´rance d’arreˆt, en prenant une tole´rance
absolue, relative ou meˆme une combinaison des deux. Cette conside´ration permet d’adapter
la pre´cision pour effectuer une recherche grossie`re quand le point est loin du minimum et
pour la raffiner quand il s’en rapproche.
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Ensuite, le choix du « meilleur » point se fait le plus souvent en choisissant une direction
dk dite de descente, avant de choisir la taille du pas tk a` faire dans cette direction :
Xk+1 = Xk + tkdk. La direction de descente est admissible si elle permet de faire de´croitre la
fonction objectif (i.e. ∇fTk .dk < 0).
6.2.2 Recherche line´aire
Le choix du pas tk se fait selon une recherche line´aire dans la direction de descente dk. En
notant φ(t) = f(Xk + t.dk), on obtient une fonction d’une variable de´croissante au voisinage
de 0+. Il faut alors trouver une valeur de t qui minimise cette fonction φ.
Backtracking Une me´thode e´le´mentaire consiste a` partir d’un point tmax, a` ve´rifier si
φ(tmax) ≤ φ(0), puis a` diviser tmax par 2 si cette condition n’est pas satisfaite. Cette e´tape
est re´pe´te´e jusqu’a` obtenir un point dont la valeur de φ est plus faible. D’apre`s le choix de la
direction de descente et par continuite´ de f , l’existence d’un tel point est assure´e.
Une telle me´thode peut entraˆıner une oscillation autour d’un minimum si jamais le pas
est trop grand. Comme illustre´ en Fig. 6.1, la me´thode d’Armijo permet de trouver plus
efficacement un point dans la direction dk. La condition associe´e permet de conside´rer des
points e´loigne´s du point courant Xk si ces derniers permettent une de´croissance suffisante de
la fonction. Cette condition est donne´e en (6.2) pour 0 < α < 1.
f(Xk + t dk) ≤ f(Xk) + α t∇fT (Xk).dk (6.2)
ϕ(0)
= 
f(Xk) 
t
ψ(t) = f(X
k) + α t (Ñf(X
k).d
k)
ϕ(t)
Intervalles Admissibles
Figure 6.1 Illustration du roˆle de la condition d’Armijo
En associant cette condition avec le backtracking, un point de de´part tmax est d’abord
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se´lectionne´. S’il ve´rifie la condition, il est choisi, sinon il est divise´ par 2 puis la fonction est a`
nouveau e´value´e. Typiquement, le parame`tre α est pris e´gal a` 1/1000 pour permettre d’aller
chercher des points suffisamment e´loigne´s (Nocedal et Wright, 2006).
6.2.3 Me´thodes de Newton
Le choix de la direction de descente dk admet de nombreuses variantes. Les plus simples
utilisent l’oppose´ du gradient pour choisir la direction de « plus forte pente » (« steepest des-
cent direction » ). D’autres, plus sophistique´es, utilisent les anciennes directions pour obtenir
un ensemble de directions conjugue´es : la me´thode des gradients conjugue´s. Cette me´thode
permet d’obtenir le minimum d’une fonction quadratique de type f(X) = −bT .X+ 1
2
XT .A.X
dans Rn en au plus n ite´rations. Elle est souvent utilise´e pour obtenir la direction de descente
dans ce que l’on appelle les me´thodes de Newton.
Ces dernie`res sont base´es sur une approximation locale de la fonction par une fonction
quadratique. Un de´veloppement de Taylor autour du point courant Xk donne l’e´quation (6.3).
f(X) = f(Xk) +∇f(Xk)T .(X −Xk) + 1
2
(X −Xk)T .∇2f(Xk).(X −Xk) + . . . (6.3)
Le minimum du de´veloppement tronque´ se situe au point X∗ ou` la de´rive´e s’annule, soit
en X∗ = Xk − (∇2f(Xk))−1.∇f(Xk). Ce point fournit donc une direction de descente en
conside´rant dk = X
∗−Xk. Cette direction permet effectivement de faire de´croˆıtre la fonction
objectif si la hessienne en Xk est de´finie positive. Ceci implique que le point de de´part de
l’algorithme global d’optimisation soit assez proche du minimum, ou` la hessienne est bien
de´finie positive par de´finition.
On appelle alors me´thode de Newton toute me´thode qui cherche la direction de descente
en re´solvant le syste`me ∇2f(Xk)dk = −∇f(Xk). De nombreuses variantes existent la` encore,
avec la me´thode des gradients conjugue´s ou, plus ge´ne´ralement, les me´thodes de Krylov pour
des syste`mes de grande dimension (Nocedal et Wright, 2006).
6.2.4 Me´thodes de Quasi-Newton
Si la hessienne de la fonction objectif n’est pas disponible ou si son e´valuation re´clame
des couˆts trop e´leve´s en terme de calculs , il est pre´fe´rable de se tourner vers des me´thodes
de type « quasi-Newton ». Elles vont reprendre les me´thodes de Newton en approximant la
hessienne par l’e´quation de la se´cante, donne´e en (6.4). Dans cette e´quation, l’inconnue est
la matrice Bk qui approxime la hessienne.
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Bk (Xk+1 −Xk) = ∇f(Xk+1)−∇f(Xk) (6.4)
Pour pouvoir conserver l’information accumule´e dans les approximations pre´ce´dentes, la
re´solution de l’e´quation (6.4) passe par la formulation d’un sous-proble`me d’optimisation. La
solution du proble`me donne´ en (6.5) peut s’obtenir sous forme analytique pour obtenir la
formule de Broyden-Fletcher-Goldfarb-Shanno (BFGS) en (6.6).
min
B∈Rn×n
||B −Bk||
s.c. B (Xk+1 −Xk) = ∇fk+1 −∇fk
B = BT
(6.5)
En notant sk = Xk+1 −Xk et yk = ∇fk+1 −∇fk on obtient la solution suivante.
Bk+1 = Bk − Bksks
T
kBk
sTkBksk
+
yky
T
k
yTk sk
(6.6)
En s’appuyant alors sur la formule de Sherman-Morrison pour inverser une somme de matrices
inversibles, la formule « BFGS inverse » est obtenue en (6.7), avec ρk = 1yTk sk
et Hk l’inverse
de Bk.
Hk+1 =
(
I − ρkskyTk
)
Hk
(
I − ρkyksTk
)
+ ρksks
T
k (6.7)
Cette dernie`re formule permet de trouver directement la direction de Newton associe´e en
calculant dk = −Hk∇f(Xk). Cet algorithme sera repris pour baˆtir l’algorithme pre´sente´ plus
loin pour la synthe`se par optimisation des applications gardiennes.
6.2.5 Recherche line´aire modifie´e
Il reste un dernier de´tail a` re´gler si une me´thode de quasi-Newton est utilise´e. La solution
donne´e en (6.7) donne l’inverse de la matrice Bk suppose´e de´finie positive qui approxime la
hessienne. Cette condition de positivite´ est he´rite´e pour Bk+1 si la matrice Bk est de´finie
positive elle-meˆme et si le produit sTk yk est strictement positif.
Une condition de courbure est alors ajoute´e a` la recherche line´aire d’Armijo pour assurer
sTk yk > 0. Associe´e avec la condition d’Armijo, elles constituent « les conditions de Wolfe
fortes ». Elles sont donne´es en (6.8) et illustre´es en Fig. 6.2. La condition supple´mentaire
assure que la pente au point recherche´ est plus faible que celle du point courant Xk. Elle
garantit ainsi que Xk+1 est plus proche du minimum local recherche´. Les parame`tres doivent
respecter 0 < α < γ < 1, avec des valeurs typiques de α = 1/1000 et γ = 0.9 (Nocedal et
Wright, 2006).
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{
f(Xk + t dk) ≤ f(Xk) + α t∇fT (Xk).dk
|∇f(Xk + t dk)Tdk| ≤ γ |∇f(Xk)Tdk|
(6.8)
ϕ(0) 
t
ψ(t) = f(X
k) + α t (Ñf(X
k) T.d
k)
ϕ(t)
Intervalles Admissibles
γ (Ñf(Xk)
T
.dk)
Figure 6.2 Illustration du roˆle des conditions de Wolfe
6.3 Algorithme de synthe`se par applications gardiennes
La synthe`se par les applications gardiennes reprend un algorithme de´veloppe´ par Saussie´
et al. (2010). En partant du syste`me en boucle ouverte avec une structure de correction fixe´e,
il utilise les applications gardiennes pour trouver un re´glage dans leurs composantes stables.
L’inconve´nient de cette pre´ce´dente approche re´side dans la recherche du re´glage de gains a`
l’ite´ration suivante. Elle repose sur une me´thode ad hoc qui se de´place uniquement dans les
directions des diffe´rents gains sans prendre avantage des applications gardiennes.
Le travail expose´ dans la suite ame´liore cette approche en utilisant la me´thode « BFGS
inverse » dans la recherche de la direction de descente. Le calcul de la hessienne n’est pas
aise´ment calculable pour les applications gardiennes, ce qui justifie l’utilisation de cette me´-
thode de quasi-Newton. De plus, un point fondamental pour mettre en place une approche
d’optimisation est de pouvoir calculer le gradient de la fonction objectif, ce qui sera de´taille´
pour les applications gardiennes. La recherche line´aire avec les conditions de Wolfe sera quant
a` elle privile´gie´e avec la me´thode BFGS (Nocedal et Wright, 2006).
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L’algorithme complet est de´taille´ dans un premier temps. Le calcul du gradient pour les
applications gardiennes utilise´es dans le cas du lanceur est de´veloppe´ ensuite. Pour terminer,
les de´tails de programmation et cas particuliers relatifs aux applications gardiennes sont
expose´s dans la dernie`re partie.
6.3.1 Algorithme complet
L’algorithme ge´ne´ral de synthe`se va eˆtre donne´ dans cette partie. Il reprend la proce´dure
de´veloppe´e par Saussie´ et al. (2010) en y ajoutant une me´thode de Newton pour la recherche
des re´glages dans les composantes stables. Cette proce´dure guide, petit a` petit, les poˆles du
syste`me en boucle ouverte vers une zone de´sire´e en boucle ferme´e.
L’algorithme se de´coupe en deux grandes phases :
• la stabilisation du syste`me
• le respect des performances
La premie`re phase utilise uniquement l’application gardienne relative a` la partie re´elle
des poˆles. Le choix de gains dans sa composante permet d’assurer dans un premier temps la
stabilite´ du syste`me. Il repose sur une alternance entre minimisation et mise a` jour de l’appli-
cation gardienne να sur la stabilite´. Elle est d’abord initialise´e avec l’abscisse spectrale α > 0
du syste`me ouvert (suppose´ instable). Une phase d’optimisation nous ame`ne au minimum K∗
de να dans la composante stable. Le re´glage obtenu au minimum ame´liore l’abscisse spectrale
α du syste`me reboucle´ car il est strictement a` l’inte´rieur de la composante. Une mise a` jour
de l’application gardienne pour ce K∗ avec α = α(A − BK∗C) ame`ne une nouvelle phase
de minimisation, ...etc. L’algorithme est expose´ dans le Tableau 6.1, et les notations sont
donne´es plus bas.
Cette phase termine quand le re´glage obtenu stabilise le syste`me (si la structure de cor-
rection le permet). La phase de minimisation est illustre´e en Fig. 6.3, et le re´sultat obtenu
sur le placement des poˆles est donne´e en Fig. 6.4.
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Figure 6.3 Chemin suivi par l’algorithme de stabilisation
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Figure 6.4 Evolution des poˆles le long du chemin d’optimisation
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Une fois la stabilite´ assure´e, la conside´ration des applications lie´es aux performances per-
met de terminer la synthe`se. L’algorithme complet est donne´ dans le Tableau 6.2 pour le
cas du lanceur. Il permet le confinement des poˆles dans un ensemble Ωd caracte´rise´ par des
limites (αd, ξd) sur la partie re´elle et l’amortissement des modes rigides, et une limite βd sur la
partie re´elle des modes flexibles. La diffe´rence avec l’algorithme pre´ce´dent se situe au niveau
de l’application gardienne a` conside´rer et au niveau des tests d’arreˆt. Pour respecter toutes
les performances, la fonction a` minimiser est le produit des applications gardiennes lie´es aux
contraintes sur le placement des poˆles. Pour les conditions d’arreˆt, elles correspondent sim-
plement a` ve´rifier que le re´glage obtenu satisfait ces performances.
Cette phase se termine donc quand le re´glage obtenu confine les poˆles dans Ωd (si la
structure de correction le permet). Le respect graduel des performances est illustre´e en Fig.
6.5, et l’e´volution correspondante au niveau des poˆles est donne´e en Fig. 6.6.
Les notations utilise´es dans la description des algorithmes sont de´taille´es ci-dessous.
Boucle principale
l compteur
N1 nombre maximum d’ite´rations
K l valeur courante des gains
εK tole´rance sur la taille du pas effectue´
α(A) abscisse spectrale de la matrice A
ζ(A) amortissement minimal de la matrice A (suppose´e Hurwitz)
Boucle de minimisation
i compteur
N2 nombre maximum d’ite´rations
Xi valeur courante des variables
ε tole´rance sur la norme du gradient
νi valeur de la fonction objectif en Xi
∇νi gradient de la fonction objectif en Xi
Hi inverse de l’approximation de la hessienne
di direction de descente obtenue en Xi
δ parame`tre de pente dans la condition d’Armijo
γ parame`tre de courbure dans les conditions de Wolfe
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Figure 6.5 Chemin suivi par l’algorithme de stabilisation
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Figure 6.6 Evolution des poˆles le long du chemin d’optimisation
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Tableau 6.1 Algorithme de Synthe`se par Optimisation – Phase de Stabilisation
• Choisir un re´glage initial : K0 ∈ Rk (0 pour de´buter en boucle ouverte)
• Choisir les parame`tres d’optimisation : , K , N1 ,N2, 0 < δ < γ < 1
• l← 0
• Boucle Principale (indice l)
1. Calculer l’abscisse spectrale αl = α(ACL(K l))
Si (αl ≤ 0) ou (l > N1)
K∗ ←K l et STOP
Sinon
De´finition de ν = ναl
2. Poser X0 = K l, ∇ν0 = ∇ν(X0), H0 = 1‖∇ν0‖I et i← 0
3. Boucle de Minimisation (indice i)
3.a Si ‖∇νi‖ <  ou (i > N2)
X∗ ← Xi et STOP (Aller en 4.)
3.b Obtenir la direction de descente par la me´thode de Newton
di = −Hi∇νi
3.c Effectuer le recherche line´aire sur ti pour les conditions de Wolfe
(conditions d’Armijo et condition de courbure)
ν(Xi + tidi) ≤ νi + δ ti∇νTi di
|∇ν(Xi + tidi)Tdi| ≤ γ|∇νTi di|
3.d Poser Xi+1 ← Xi + tidi
Mises a` jour
νi+1 ← ν(Xi+1)
∇νi+1 ← ∇ν(Xi+1)
Hi+1 = BFGS(Hi, Xi+1 −Xi,∇νi+1 −∇νi)
i← i+ 1
FIN Boucle Minimisation
4. Poser K l+1 ← X∗
Si ‖K l+1 −K l‖ < K
K∗ ← Kl et STOP
l← l + 1
• FIN Boucle Principale
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Tableau 6.2 Algorithme de Synthe`se par Optimisation – Phase d’Optimisation
• Choisir les parame`tres de synthe`se : Ωd = Ωαd,ξd,βd , K0 = K∗ (issu de
la stabilisation)
• Choisir les parame`tres d’optimisation : , K , N1 ,N2, 0 < δ < γ < 1
• l← 0
• Boucle Principale (indice l)
1. Calculer αl = α(ACL(K l)), ξl = ξ(ACL(K l)) et βl = β(ACL(K l))
Si (αl ≤ αd et ξl ≥ ξd et βl ≤ βd) ou (l > N1)
K∗ ←K l et STOP
Sinon
αl = max(αl, αd), ζl = min(ζl, ζd), βl = max(βl, βd)
De´finition de ν = ναl νξl νβl
2. Poser X0 = K l, ∇ν0 = ∇ν(X0) et H0 = 1‖∇ν0‖I
i← 0
3. Boucle de Minimisation
Minimisation du ν pour obtenir X∗
4. Poser K l+1 ← X∗
Si ‖K l+1 −K l‖ < K
K∗ ← Kl et STOP
l← l + 1
• FIN Boucle Principale
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6.3.2 Calcul des gradients
Les deux phases de l’algorithme de synthe`se font appel au calcul du gradient des applica-
tions gardiennes. Ces derniers reposent sur la formule de Jacobi. Elle est e´nonce´e en (6.9) en
conside´rant une application matricielle F (K) de´pendant des gains Ki. Un exemple est donne´
pour le cas usuel ou` la de´pendance est line´aire en fonction des parame`tres.
F (K) = F0 +
N∑
i=1
KiFi
∂ detF
∂Ki
= tr
(
adj(F (K))
∂F
∂Ki
)
= tr (adj(F (K))Fi) (6.9)
ou` adj(F ) de´signe l’adjointe de la matrice F, caracte´rise´e par la relation adj(F )F =
Fadj(F ) = detF I, et tr de´signe la trace de la matrice. On prendra dans la suite la notation
FA pour de´signer l’adjointe de la matrice F .
Calcul de l’adjointe L’algorithme de calcul de l’adjointe repose sur la de´composition en
valeurs singulie`res (SVD). Il faut en effet noter que pour une matrice inversible U , l’adjointe
s’obtient par l’inverse UA = det(U)U−1. Partant de la de´composition SVD d’une matrice
quelconque, on obtient (6.10) pour le cas re´el.
∃U, V unitaires (i.e. UUT = I, V V T = I) et Σ diagonale |A = UΣV T (6.10)
De`s lors, on en de´duit (6.11) sachant que l’adjointe ve´rifie (AB)A = BAAA, et que U et
V sont inversibles avec U−1 = UT et V −1 = V T .
AA = (V T )AΣAUA = det(V )V ΣA det(U)UT (6.11)
Le calcul de ΣA se fait a` partir des valeurs singulie`res. Σ = diag(σ1, σ2, . . . , σn) donc
ΣA = diag(γ1, γ2, . . . , γn) , Γ en notant γi =
∏n
k=1,k 6=i σk. Au bilan, on obtient la formule
(6.12) pour calculer l’adjointe d’une matrice.
AA = det(U) det(V )V ΓUT (6.12)
Gradient de να et νβ Ces deux applications gardiennes font appel a` la meˆme formule.
Elle ve´rifient que la partie re´elle maximale (aussi appele´e abscisse spectrale) du syste`me
ne de´passe pas une certaine valeur. Le travail est effectue´ sur να et s’applique de manie`re
identique sur νβ.
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L’application gardienne va eˆtre de´coupe´e selon les deux de´terminants qui interviennent :
να(A) = ν1(A) ν2(A) avec :
ν1(A) = det (A− αI)
ν2(A) = det ((A− αI) I)
La matrice A conside´re´e ici sera la matrice en boucle ferme´e, fonction des gains du correc-
teur : ACL = A−BKC. On obtient alors, selon le formalisme adopte´ plus haut, les fonctions
matricielles donne´es en (6.13,6.14) en conside´rant un cas mono-entre´e comme le lanceur.
F1(K) = ACL,α = (A− αI)−
p∑
i=1
KiBCi (6.13)
F2(K) = ACL,α  I = (A− αI) I −
p∑
i=1
KiBCi  I (6.14)
ou` Ci de´signe la i
me ligne de la matrice C, et ACL,α = A − BKC − αI. Le calcul des
gradients est obtenu directement par application de la formule de Jacobi (6.9) pour le cas
line´aire. On aboutit aux expressions (6.15-6.16).
∀i, ∂ν1
∂Ki
= −tr (AACL,αBCi) (6.15)
∀i, ∂ν2
∂Ki
= −tr ((ACL,α  I)ABCi  I) (6.16)
Le gradient de να de´coule alors du produit de ν1 et ν2 pour obtenir (6.17).
∀i, ∂να
∂Ki
= −ν2(K) tr
(
AACL,αBCi
)− ν1(K) tr ((ACL,α  I)ABCi  I) (6.17)
Gradient de νξ Le calcul du gradient va maintenant eˆtre explicite´ pour l’application νξ
ve´rifiant l’amortissement minimal d’un syste`me. Elle se de´coupe elle aussi selon deux appli-
cations diffe´rentes νξ(A) = ν3(A) ν4(A) avec µ = 1− 2ξ2 :
ν3(A) = det (A)
ν4(A) = det
(
A2  I + µA A)
En conside´rant la meˆme matrice en boucle ferme´e ACL que pre´ce´demment, on aboutit
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aux applications matricielles en (6.18,6.19).
F3(K) = ACL = A−
p∑
i=1
KiBCi (6.18)
F4(K) = A
2
CL  I + µACL  ACL = M0 +
p∑
i=1
KiMi +
p∑
i,j=1
KiKjMij (6.19)
en notant
M0 = A
2  I + µA A
Mi = −(ABCi +BCiA) I − 2µ(ABCi)
Mij = (BCiBCj +BCj BCi) I + 2µ(BCi BCj)
La formule de Jacobi line´aire fournit le gradient de ν3 en (6.20). Pour ν4 la pre´sence de
termes quadratiques oblige a` utiliser la formule de Jacobi ge´ne´rale. Le re´sultat est donne´ en
(6.21).
∀i, ∂ν3
∂Ki
= −tr (AACLBCi) (6.20)
∀i, ∂ν4
∂Ki
= −tr (F4(K)A ((BCiACL + ACLBCi) I + 2µBCi  ACL)) (6.21)
Pour finir, le gradient de νξ s’obtient en (6.22) par le produit de ν3 et ν4.
∀i, ∂νξ
∂Ki
= −ν4(K) tr
(
AACLBCi
)− ν3(K) tr (F4(K)A ((BCiACL + ACLBCi) I + 2µBCi  ACL))
(6.22)
6.3.3 Prise en compte des applications gardiennes
La structure du proble`me d’optimisation avec les applications gardiennes ame`ne a` consi-
de´rer un algorithme particulier pour la recherche line´aire. Les conditions de Wolfe sont ainsi
le´ge`rement modifie´es, ainsi que le choix de la direction de descente au niveau des points selles
rencontre´s.
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Recherche line´aire
Sachant que l’on se place toujours dans une composante stable d’une application gar-
dienne, l’ensemble d’e´tude est de´limite´ par son lieu d’annulation. Ceci permet d’affirmer que
si l’application s’annule sur la frontie`re alors elle admet par continuite´ un extre´mum a` l’in-
te´rieur de la composante quand celle-ci est ferme´e 2. Ainsi la recherche de Wolfe s’effectuera
pour un pas t tel que l’on ne sorte pas de la composante. D’apre`s le lemme (4.4.3) il existe
un intervalle dans lequel le pas t doit eˆtre choisi : t ∈ [tmin, tmax]. L’application gardienne
conside´re´e pour ce calcul devient une fonction de t, en notant K = Kk + t.Dk avec Dk la
direction de descente a` l’ite´ration k :
ν(t) = ν(A−BKkC − t BDkC)
Le graphe d’une application gardienne dans une direction donne´e Dk est fourni en Fig.
6.7. Les bornes de la composante sont de´limite´es par les lieux d’annulation de l’application
gardienne.
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Figure 6.7 Valeurs d’une application gardienne a` travers une composante
D’apre`s l’existence d’un extre´mum dans la composante, la pre´sence de points satisfaisant
les conditions de Wolfe est assure´e. Pour l’obtenir, un algorithme base´ sur Nocedal et Wright
(2006) permet d’obtenir le pas t ade´quat dans cet ensemble.
Il repose sur un encadrement du minimum par deux pas tmin et tmax issus des bornes de
stabilite´ dans la direction Dk. La valeur de la fonction et son gradient sont e´value´s pour un
pas t dans cet intervalle. Suivant si les conditions de Wolfe sont satisfaites ou viole´es, ce point
fournit une nouvelle borne tinf ou tsup jusqu’a` ce qu’un nouveau point respecte ces conditions.
2. Si la composante est ouverte, la valeur des gains sera limite´e en pratique par une borne fixe´e par
l’utilisateur
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L’algorithme utilise´ est le suivant :
Algorithme de Recherche line´aire
• Initialiser t0 = tmin, t1 > 0 et tmax
• i← 1
• Re´pe´ter
– Evaluer ν(ti)
– Si ν(ti) > ν(0) + α tiν
′(0) ou [ν(ti) ≥ ν(ti−1) et i > 1]
t∗ ← find step(ti−1, ti) et STOP
– Evaluer ν ′(ti)
– Si |ν ′(ti)| ≤ −γν ′(0)
t∗ ← ti et STOP
– Si |ν ′(ti)| ≥ 0
t∗ ← find step(ti, ti−1) et STOP
– Choisir ti+1 ∈ [ti, tmax]
– i← i+ 1
• Fin (Re´pe´ter)
La fonction find step(tinf , tsup) permet de trouver un pas dans l’intervalle (tinf , tsup) qui
satisfait les conditions de Wolfe.
Pour ce faire,
– les bornes (tinf , tsup) doivent toujours encadrer une valeur qui respecte ces conditions,
– la borne tinf doit donner la plus faible valeur de la fonction parmi les points de´ja` visite´s
qui respectaient la condition d’Armijo,
– la pente en tinf doit eˆtre ne´gative pour assurer l’encadrement du minimum.
L’algorithme utilise´ pour cette fonction find step est tire´ de Nocedal et Wright (2006).
Voici le processus qui est suivi :
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Fonction find step(tinf , tsup)
• Boucle
– Choisir un pas tj ∈ [tinf , tsup] et e´valuer ν(tj)
– Si ν(tj) > ν(0) + α tjν
′(0) ou ν(tj) ≥ ν(tinf )
tsup ← tj
– Sinon
Evaluer ν ′(tj)
Si |ν ′(tj)| ≤ −γν ′(0)
t∗ ← tj et STOP
Si ν ′(tj)(tsup − tinf ) ≥ 0
tsup ← tinf
tinf ← tj
• Fin Boucle
Ces algorithmes sont illustre´s sur la Fig. 6.8. On y voit l’encadrement du minimum de
la fonction par les deux bornes tmin et tmax, qui e´voluent a` chaque ite´ration. A terme, on
obtient le point en rouge, qui respecte effectivement les conditions de Wolfe.
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Figure 6.8 Recherche d’un point satisfaisant les conditions de Wolfe
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Rencontre de points selles
Une autre caracte´ristique des applications gardiennes est la pre´sence de nombreux points
selles. Ces derniers apparaissent au niveau des intersections des lieux d’annulation, quand
plusieurs sont conside´re´es dans la synthe`se. Ces points sont caracte´rise´s par une annulation
du gradient avec une matrice hessienne non de´finie positive ou ne´gative.
En s’appuyant sur une application ν(t) = ν1(t) ν2(t), le calcul du gradient au niveau d’une
intersection des lieux d’annulation donne : ν ′(t) = ν ′1(t)ν2(t)+ν1(t)ν
′
2(t). Or a` une intersection,
ν1(t) = 0 et ν2(t) = 0, donc ν
′(t) = 0. Malgre´ cette annulation le point d’intersection ne
constitue pas un minimum, il suffit de ve´rifier le signe de chaque application ν1 et ν2 dans les
cadrans ainsi de´coupe´s pour s’apercevoir que ν alterne les valeurs positives et ne´gatives d’un
cadran a` l’autre comme illustre´ par Fig. 6.9.
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Figure 6.9 Valeurs d’une application gardienne au niveau d’une intersection
Ce cas est proble´matique dans la mise en place de l’algorithme de descente puisqu’au voi-
sinage de tels points le gradient peut devenir arbitrairement petit. Une direction de descente
particulie`re est calcule´e en ces points-la`, pour ramener le point courant plus au centre de la
composante et obtenir des gradients exploitables.
Pour ce faire, il faut s’inte´resser aux deux applications gardiennes qui s’annulent. Ensuite,
une normalisation des gradients, note´e∇nν1 et∇nν2, permet d’obtenir une direction pointant
strictement a` l’inte´rieur de la composante. Cette direction est donne´e en (6.23) et le principe
est illustre´ en Fig. 6.10.
d = signe(ν1)
∇ν1
‖∇ν1‖ + signe(ν2)
∇ν2
‖∇ν2‖ (6.23)
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ν1=0
ν2=0
Ñnν2
ν1>0 ν1<0
ν1>0
ν1<0
Ñnν2
(a) Direction des gradients ∇ν1 et ∇ν2
ν1=0
ν2=0
ν1>0
ν1<0
ν1>0
ν1<0
signe(n2)Ñnν2
signe(n1)Ñnν1
direction de
descente
(b) Direction de descente obtenue
Figure 6.10 Construction d’une direction de descente pointant a` l’inte´rieur de la composante
6.4 Application au cas du lanceur
L’algorithme peut maintenant eˆtre applique´ sur le cas du lanceur. La structure de cor-
rection reste la meˆme avec un correcteur issu du controˆle de la partie rigide avec du roll-off,
et un filtre d’ordre 2. L’expression est rappele´e en (6.24). Les parame`tres laisse´s libres sont
cette-fois ci les trois gains K1, K2 et Ki. La synthe`se du correcteur est envisage´e directe-
ment sur le cas flexible. Le re´glage obtenu est ensuite compare´ a` celui obtenu par la synthe`se
graphique.
C(s) = F (s)
Ki +K1 s+K2 s
2
s (s/p1 + 1) (s/p2 + 1)
(6.24)
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6.4.1 Synthe`se sur le lanceur flexible
Simplifications de mode`le
Pour des questions algorithmiques, les applications gardiennes conside´re´es ont e´te´ appli-
que´es sur des mode`les re´duits du lanceur. Les applications gardiennes να et νξ relatives aux
poˆles rigides ont ainsi e´te´ calcule´es sur le mode`le rigide du lanceur avec actionneur. Cette
approximation se justifie par le fait que les modes flexibles modifient le´ge`rement les formes
des composantes stables. Un exemple est donne´ en Fig. 6.11. L’influence des modes flexibles
est ici be´ne´fique puisqu’elle vient e´largir la zone stable pour le choix des gains. Sur d’autres
mode`les, les modes flexibles peuvent au contraire la re´duire. Dans tous les cas, cette approxi-
mation sera valide´e a posteriori avec le calcul des poˆles sur le syste`me flexible. L’abscisse
spectrale et l’amortissement de la partie rigide seront ve´rifie´s pour attester que les modes
flexibles n’ont pas fait perdre les performances.
(a) Sans les modes flexibles (b) Avec les modes flexibles
Figure 6.11 Influence des modes flexibles sur l’intersection des composantes stables
Ensuite, l’application νβ s’appliquera sur le syste`me flexible complet sur lequel une re´-
duction de mode`le a e´te´ re´alise´e. Cette approximation est ne´cessaire pour e´viter les erreurs
nume´riques qui apparaissent avec le syste`me complet d’ordre 15. L’algorithme est parfaite-
ment fonctionnel d’un point de vue the´orique, il s’agit seulement d’un proble`me nume´rique
apparaissant avec les syste`mes de grande taille. Une analyse des valeurs singulie`res du syste`me
nous donne le re´sultat suivant :
σ = {Inf, Inf, 1.75, 1.71, 0.84, 0.48, 0.47, 0.24, 0.23, 0.16, 0.037, 0.016, 0.005, 0.0014, 0.0003}
Les deux paires de poˆles de l’actionneur posse`dent les valeurs les plus faibles en raison de
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leur dynamique tre`s haute fre´quence. La paire de poˆles la plus rapide des deux a ainsi e´te´
ne´glige´e pour aboutir a` un syste`me complet d’ordre 13 pour de´crire le lanceur flexible. La`
encore une ve´rification a posteriori des poˆles du syste`me permettra de valider la le´gitimite´
de cette simplification.
Re´glage des gains
L’algorithme lance´ sur un mode`le du lanceur (nom, hf ou lf) a` un instant donne´ permet
d’obtenir un re´glage de gains qui satisfait les performances. La proce´dure est re´pe´te´e sur tous
les autres mode`les et sur tous les instants pour obtenir un jeu de 18 re´glages de gains. Une
illustration de l’algorithme complet est donne´e en Fig. 6.12.
Figure 6.12 Chemin d’optimisation suivi pour respecter les performances
La robustesse du correcteur par rapport aux mode`les incertains sera re´alise´e en conside´rant
les intervalles de stabilite´ autour de chaque re´glage pour les mode`les (nom, hf et lf). Le but
e´tant d’avoir une intersection entre ces segments, l’algorithme est relance´ sur les cas litigieux
pour obtenir un autre re´glage possiblement plus robuste. Ces intervalles de stabilite´ sont
calcule´s dans la direction des gains K1,K2 et Ki puisqu’il n’est pas possible de connaˆıtre la
forme de la composante stable avec plus de 2 parame`tres.
Un exemple d’intervalles obtenus est donne´ en Fig. 6.13. A chaque instant, les intervalles
de stabilite´ des trois mode`les sont superpose´s pour observer la pre´sence ou non d’intersection
et les marquages noirs repre´sentent les gains obtenus par l’optimisation.
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Figure 6.13 Intervalles de stabilite´ obtenus sur les re´glages issus de l’optimisation
Se´quencement des gains
Pour proce´der au se´quencement des gains une approche similaire a` la synthe`se graphique
sera adopte´e. Un premier gain K a` se´quencer est choisi. Un se´quencement line´aire est possible
si une droite peut passer a` travers les 3 intervalles de stabilite´ a` chaque instant. Sachant que
ce se´quencement du gain K a e´te´ choisi dans les intervalles de stabilite´, les performances sont
conserve´es. Cependant, les intervalles de stabilite´ sur les autres gains s’en trouvent modifie´s
car les valeurs de K ont change´. Il faut donc remettre a` jour les intervalles avant de recom-
mencer l’ope´ration pour les deux autres gains jusqu’a` obtenir un se´quencement complet. En
re´pe´tant le meˆme travail sur les deux autres gains, la Fig. 6.14 est obtenue.
Une difficulte´ majeure dans cette fac¸on de proce´der vient du fait que les intervalles de
stabilite´ changent parfois e´norme´ment apre`s le se´quencement d’un gain. L’intersection des
intervalles ne´cessaire a` la robustesse est alors plus difficile a` atteindre. De nouveaux points
doivent eˆtre obtenus a` partir de l’optimisation pour obtenir des re´glages alternatifs.
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Figure 6.14 Se´quencement des gains a` partir des re´glages obtenus par optimisation
Finalement le correcteur obtenu par cette synthe`se par optimisation est donne´ dans le
Tableau 6.3. Il va maintenant eˆtre valide´ a` travers le calcul des marges et la simulation
temporelle a` la rafale de vent.
Tableau 6.3 Valeurs se´quence´es des gains du correcteur PIDFRo
Gains \ Temps T1 T2 T3 T4 T5 T6
Kp 3.80 3.24 2.68 2.12 1.56 1.00
Kd 1.10 0.96 0.82 0.68 0.54 0.40
Ki 1.80 1.54 1.28 1.02 0.76 0.50
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Validation du correcteur
Conside´rant la difficulte´ a` obtenir un re´glage des gains qui satisfasse les contraintes sur
les marges et le de´passement maximal en incidence, le se´quencement pre´ce´dent se rapproche
beaucoup de celui obtenu dans la synthe`se graphique. Les re´sultats obtenus en Fig. 6.15 sont
donc aussi proches sur la simulation temporelle a` la rafale de vent. Un de´passement du meˆme
ordre est observe´ (environ 20%) sur l’incidence, et l’attitude θ et la consigne βc restent aussi
raisonnables.
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Figure 6.15 Simulations temporelles pour le lanceur flexible
Au niveau des marges pre´sente´es en Fig. 6.16, les marges de gain sont assez largement
satisfaites. Les marges de retard deviennent proches de la limite fixe´e a` 40ms sur la fin du
vol avec le cas hf. Le controˆleur obtenu est donc valide´ une nouvelle fois.
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Figure 6.16 Evolution des marges au cours du vol pour le lanceur flexible
Un point inte´ressant est la similarite´ obtenue sur le re´glage du correcteur. Il e´tait en
effet clair d’apre`s l’analyse graphique que les zones stables pour la synthe`se e´taient uniques
(pour les intervalles des gains conside´re´s) et que leur taille ne permettait pas de trouver
un re´glage comple`tement diffe´rent. L’optimisation a donc converge´ vers cette meˆme zone
stable pour chaque instant et chaque mode, confirmant son bon fonctionnement. Ensuite, le
se´quencement s’est aussi fait de fac¸on a` satisfaire les conditions sur l’incidence et les marges
donc il est normal de retrouver, a` terme, un re´glage similaire.
6.4.2 Proble`mes rencontre´s
Une difficulte´ majeure dans l’optimisation des applications gardiennes est la complexite´
nume´rique et les changements d’e´chelle. Il s’agit d’e´valuer des de´terminants de matrices pou-
vant atteindre la taille 15 pour le lanceur complet, soit la taille 105 quand il s’agit des
produits bialterne´s. De telles matrices ame`nent des de´terminants gigantesques de l’ordre de
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10120. Lorsqu’il s’agit de combiner les applications gardiennes pour diffe´rentes performances,
les valeurs atteignent tre`s rapidement les limites de la machine. Il est donc important de
chercher a` changer l’e´chelle de valeurs des applications gardiennes.
Ceci peut se faire en multipliant les matrices par un facteur quelconque sense´ atte´nuer la
valeur du de´terminant. De meˆme, une multiplication de la valeur des applications gardiennes
par un autre facteur d’e´chelle ne suffit pas a` obtenir des re´sultats satisfaisants. L’ide´al serait
d’utiliser une fonction qui puisse simplement atte´nuer les hautes valeurs de l’application dans
le centre des composantes. Il serait ainsi plus aise´ de visualiser les de´tails au niveau des lieux
d’annulation.
Des exemples sont donne´s en Fig. 6.17 pour illustrer cette ide´e. Le graphe d’une application
gardienne est donne´ avec et sans traitement. Les deux exemples pour le changement d’e´chelle
sont la fonction logarithme (e´value´e sur la valeur absolue des applications gardiennes) et la
fonction puissance 1/8. Cette dernie`re fournit un bon compromis, mais le proble`me devrait
eˆtre investi plus en de´tails pour tenter d’agir directement au niveau des matrices du syste`me
et de re´aliser un meilleur conditionnement des matrices.
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Figure 6.17 Changements d’e´chelle sur les valeurs de l’application gardienne.
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CHAPITRE 7
CONCLUSION
Re´sultats obtenus
Le premier bilan de cette e´tude porte sur le mandat initial : stabiliser un lanceur spatial
suivant un cahier des charges pre´cis. Ce dernier incluait des contraintes de performance avec
le confinement des poˆles dans des espaces d’inte´reˆt. Il fallait conserver ces performances a`
la fois sur le mode`le nominal et a` la fois sur les types incertains hf et lf sur l’ensemble du
vol. Cette mission a e´te´ remplie en re´alisant une structure de correction d’ordre 5 seulement
comprenant un controˆleur PID avec du roll-off d’ordre 1, et un filtre d’ordre 2. Ces deux ame´-
liorations ont permis de mode´rer conside´rablement l’effet de´stabilisant des modes flexibles. Le
re´glage du correcteur a ensuite e´te´ re´alise´ par l’utilisation des applications gardiennes. Dans
un premier cas, une approche graphique s’appuyait sur la visualisation des zones stables pour
le choix du re´glage, tandis qu’une seconde approche base´e sur l’optimisation de ces fonctions
rendait directement un re´glage convenable. La validation des structures de correction fut
ensuite accomplie au travers du calcul des marges de stabilite´ et de la simulation du syste`me
soumis a` une rafale de vent. Dans les deux me´thodes de synthe`se un correcteur qui respecte
l’ensemble du cahier des charges a pu eˆtre trouve´ et valide´. De ce point de vue, le projet a
donc atteint son premier objectif.
Le second mandat portait sur le de´veloppement des me´thodes de synthe`se par les appli-
cations gardiennes. Il s’est effectue´ selon deux axes principaux : la synthe`se graphique et la
synthe`se par optimisation. La premie`re repose sur l’analyse automatique des composantes
d’une application gardienne. Au travers d’un traitement d’image efficace, il est ainsi possible
de de´terminer directement les composantes stables de chaque application gardienne. Une
superposition de ces composantes pour diffe´rentes contraintes permet d’e´valuer leur compa-
tibilite´ pour pouvoir re´pondre au cahier des charges. L’inte´reˆt de cette me´thode est avant
tout pe´dagogique puisqu’elle permet d’avoir une approche visuelle sur les composantes et
sur leur roˆle dans la synthe`se. L’influence des parame`tres est ainsi illustre´e par leur effet sur
l’existence, la position ou la taille de ces composantes stables. Finalement le se´quencement
des gains est plus aise´ par cette approche. Sa limitation principale re´sidait dans la restriction
a` deux variables pour permettre une visualisation 2D.
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La me´thode par optimisation a donc e´te´ envisage´ pour pallier a` cette restriction. Elle
reprend les travaux de Saussie´ et al. (2010) en y incorporant une base d’optimisation pour
permettre d’obtenir des re´glages en quelques ite´rations seulement. Son inte´reˆt re´side dans le
nombre de variables de synthe`se, en the´orie illimite´. Elle est base´e sur une alternance entre la
construction des applications gardiennes lie´es au re´glage courant des gains, et la minimisation
de ces dernie`res dans leurs composantes stables. A terme, le fait d’entrer a` chaque fois dans
ces composantes ame`ne des re´glages plus performants jusqu’a` atteindre les exigences fixe´es.
Le seul be´mol de cette approche tient aux pre´cisions finies des ordinateurs. L’explosion sur
les valeurs des applications gardiennes ame`ne un lot de proble`mes qui sont toujours ouverts.
Certains sont de´taille´s dans la suite au travers des perspectives.
Perspectives
Au niveau du projet en lui-meˆme, quelques voies me´riteraient une e´tude plus ample de par
l’inte´reˆt qu’elles pre´sentent. L’accent a e´te´ mis sur le de´veloppement de me´thodes de synthe`se
pour les applications gardiennes. Ainsi, le choix de la structure de correction s’en est tenu au
correcteur le plus simple stabilisant le syste`me. Les structures de correction ont e´te´ inspire´es
par la litte´rature et leur le´gitimite´ a e´te´ prouve´e par les correcteurs qu’elles ont fournies.
Ne´anmoins il serait inte´ressant de conside´rer des structures alternatives sur le correcteur en
lui-meˆme ou sur la structure du filtre choisi. De meˆme, au niveau des simulations, le profil de
vent est fourni par ASTRIUM-ST et une validation plus comple`te serait possible si des profils
diffe´rents e´taient conside´re´s. On pourrait imaginer des profils de vent typiques apparaissant
a` la traverse´e des couches de l’atmosphe`re, ainsi que des rafales de vent correspondant a` des
cas habituels et des pires cas.
Au niveau des applications gardiennes, leur atout majeur est leur polyvalence. Elles nous
ont surtout servi pour la synthe`se des correcteurs alors qu’elles trouvent leur origine dans les
me´thodes d’analyse robuste. Tous les codes et algorithmes de´veloppe´s pourraient ainsi eˆtre
utilise´s dans l’optique de l’analyse de robustesse. Une dernie`re ame´lioration sur la mode´lisa-
tion du lanceur passerait par une parame´trisation des mode`les incertains. Une structure de
correction synthe´tise´e sur le mode`le nominal rendrait ainsi des intervalles extreˆmes de varia-
tion pour les parame`tres conside´re´s comme incertains. Dans le meˆme ordre d’ide´e, l’utilisation
d’un mode`le variant dans le temps pour le lanceur permettrait de re´aliser un se´quencement
plus efficace. Le temps serait alors conside´re´ comme un parame`tre incertain et les dure´es de
validite´ des gains seraient obtenus (Saussie´ et al., 2011).
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Finalement, les dernie`res perspectives porteront sur ce remarquable outil de synthe`se que
sont les applications gardiennes. Le point fondamental pour rendre l’approche graphique plus
efficace repose sur l’expression de fonctions. S’il e´tait possible de de´velopper une expression
analytique des applications gardiennes usuelles, les calculs seraient conside´rablement dimi-
nue´s. Une approche par calcul symbolique pourrait eˆtre envisage´e, meˆme si elle risque d’eˆtre
limite´e avec la taille du syste`me et le nombre de parame`tres incertains conside´re´s. Les logiciels
de calcul formel sont capables d’effectuer une telle taˆche mais l’e´valuation des expressions
pour tous les points du maillage s’ave`re tre`s lente sous Matlab c©.
De plus, quelques mots ont e´te´ dits sur les variations d’e´chelle dans les valeurs prises par
les applications gardiennes. Il y a la` un proble`me se´rieux qui consisterait a` conditionner les
matrices de de´part. Elles sont par de´finition mal conditionne´es quand il y a des dynamiques
tre`s diffe´rentes comme celle des actionneurs et celle des modes flexibles. La premie`re ame`ne
des terme de l’ordre de 103 dans les matrices du mode`le, tandis que la seconde apporte des
corrections en 10−6. De tels e´carts sont amplifie´s par les calculs des de´terminants propulsant
les valeurs des applications gardiennes a` 10120, voire plus, quand on effectue des produits entre
elles. Comme on peut le voir sur les derniers graphes pre´sente´s en Fig. 6.17, les variations
entre les valeurs positives et ne´gatives sont tre`s brutales, ce qui rend le calcul du gradient
plus laborieux. Il serait donc bon d’arriver a` « lisser » le comportement de ces fonctions pour
faciliter les implantations nume´riques. De meˆme, un calcul analytique de la hessienne des
applications gardiennes apporterait une grande efficacite´ dans l’algorithme d’optimisation. Il
permettrait entre autres d’utiliser des me´thodes de Newton avec les gradients conjugue´s pour
obtenir de meilleurs re´sultats.
Pour conclure, ce projet fortement multidisciplinaire a permis de passer a` travers un tra-
vail de mode´lisation du lanceur puis de s’atteler au de´veloppement d’une loi de commande
efficace. Le pilotage d’un tel ve´hicule est base´ sur le pari risque´ de mode´liser aussi bien les
dynamiques structurelles que les incertitudes de mode`le. Ces dernie`res prennent leur source
dans tous les domaines qui touchent au lanceur, depuis la propulsion, la structure, jusqu’au
syste`me d’acquisition de donne´es. L’accent est mis ici sur la grande complexite´ des syste`mes
spatiaux. Tous les domaines y sont interde´pendants et leur synergie est seule capable de don-
ner naissance aux projets les plus ambitieux. Que l’espace soit conside´re´ simplement pour
l’observation, ou bien comme un enjeu e´conomique voire militaire, il reste un centre d’inte´-
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reˆt passionnant. Comme le disait Konstantin Tsiolkovsky (1857-1935), le pe`re fondateur de
l’astronautique :
« The Earth is the cradle of humanity, but mankind cannot stay in the
cradle forever »
Cre´dits - ESA - S. Corvaja, 2012
Figure 7.1 Premier vol du lanceur europe´en VEGA, le 13 Fe´vrier 2012
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ANNEXE A
Composantes des applications gardiennes να
(a) Temps T1 (b) Temps T2
(c) Temps T3 (d) Temps T4
(e) Temps T5 (f) Temps T6
Figure A.1 Intersections des composantes stables sur les trois mode`les pour chaque temps
————- Contrainte en partie re´elle sur les poˆles rigides
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ANNEXE B
Composantes des applications gardiennes νβ
(a) Temps T1 (b) Temps T2
(c) Temps T3 (d) Temps T4
(e) Temps T5 (f) Temps T6
Figure B.1 Intersections des composantes stables sur les trois mode`les pour chaque temps
————- Contrainte en amortissement sur les poˆles rigides
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ANNEXE C
Composantes des applications gardiennes νξ
(a) Temps T1 (b) Temps T2
(c) Temps T3 (d) Temps T4
(e) Temps T5 (f) Temps T6
Figure C.1 Intersections des composantes stables sur les trois mode`les pour chaque temps
————- Contrainte en stabilite´ sur les poˆles flexibles
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ANNEXE D
Superposition des composantes des applications gardiennes να, νβ et νξ
(a) Temps T1 (b) Temps T2
(c) Temps T3 (d) Temps T4
(e) Temps T5 (f) Temps T6
Figure D.1 Intersections des composantes stables sur les trois mode`les pour chaque temps
