Alpha Procrustes metrics between positive definite operators: a unifying
  formulation for the Bures-Wasserstein and Log-Euclidean/Log-Hilbert-Schmidt
  metrics by Quang, Minh Ha
ar
X
iv
:1
90
8.
09
27
5v
1 
 [m
ath
.FA
]  
25
 A
ug
 20
19
Alpha Procrustes metrics between positive
definite operators: a unifying formulation for the
Bures-Wasserstein and
Log-Euclidean/Log-Hilbert-Schmidt metrics
Ha` Quang Minh[0000−0003−3926−8875]
RIKEN Center for Advanced Intelligence Project, Tokyo, JAPAN
minh.haquang@riken.jp
Abstract. This work presents a parametrized family of distances, namely
the Alpha Procrustes distances, on the set of symmetric, positive definite
(SPD) matrices. The Alpha Procrustes distances provide a unified for-
mulation encompassing both the Bures-Wasserstein and Log-Euclidean
distances between SPD matrices. We show that the Alpha Procrustes
distances are the Riemannian distances corresponding to a family of
Riemannian metrics on the manifold of SPD matrices, which encom-
pass both the Log-Euclidean and Wasserstein Riemannian metrics. This
formulation is then generalized to the set of positive definite Hilbert-
Schmidt operators on a Hilbert space, unifying the infinite-dimensional
Bures-Wasserstein and Log-Hilbert-Schmidt distances. In the setting of
reproducing kernel Hilbert spaces (RKHS) covariance operators, we ob-
tain closed form formulas for all the distances via the corresponding ker-
nel Gram matrices. From a statistical viewpoint, the Alpha Procrustes
distances give rise to a parametrized family of distances between Gaus-
sian measures on Euclidean space, in the finite-dimensional case, and
separable Hilbert spaces, in the infinite-dimensional case, encompassing
the 2-Wasserstein distance, with closed form formulas via Gram matrices
in the RKHS setting. The presented formulations are new both in the
finite and infinite-dimensional settings.
Keywords: Procrustes distance · Wasserstein distance · Log-Euclidean
distance · Log-Hilbert-Schmidt distance · positive definite matrices · pos-
itive definite operators · covariance operators · Gaussian measures · re-
producing kernel Hilbert spaces
1 Introduction and motivations
The main purpose of the current work is to provide a unified formulation linking
two important distances on the set of symmetric, positive definite (SPD) ma-
trices, namely the Bures-Wasserstein and Log-Euclidean distances, along with
their infinite-dimensional generalizations on the set of positive definite Hilbert-
Schmidt operators on an infinite-dimensional Hilbert space. As a consequence
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of this formulation, we also obtain a parametrized family of distances generaliz-
ing the L2-Wasserstein distance between Gaussian measures on Euclidean and
infinite-dimensional Hilbert spaces.
Let Sym+(n) denote the set of n× n real, symmetric, positive semi-definite
matrices and Sym++(n) ⊂ Sym+(n) denote the set of symmetric positive definite
(SPD) matrices. Let U(n) denote the set of n×n unitary matrices. In the context
of optimal transport theory [20], the Bures-Wasserstein distance on Sym+(n)
arises as follows. Let µX ∼ N (m1, A) and µY ∼ N (m2, B) be two Gaussian
probability distributions on Rn. Let Γ (µX , µY ) be the set of all probability
distributions on Rn × Rn whose marginal distributions are µX and µY . It was
proved [4, 17, 6, 7] that the following is a squared distance, the so-called L2-
Wasserstein distance, between µX and µY
d2W(µX , µY ) = inf
µ∈Γ (µX ,µY )
∫
Rn×Rn
||x− y||2dµ(x, y)
= ||m1 −m2||2 + tr[A+B − 2(A1/2BA1/2)1/2]. (1)
For m1 = m2 = 0, we obtain the Bures-Wasserstein distance on Sym
+(n)
dBW(A,B) =
(
tr[A+B − 2(A1/2BA1/2)1/2]
)1/2
. (2)
From the viewpoint of Procrustes distances [3], [11], dBW is obtained via the
following optimization problem
dBW(A,B) = min
U∈U(n)
||A1/2U −B1/2V ||F = min
U∈U(n)
||A1/2 −B1/2U ||F , (3)
where || ||F is the Frobenius norm. Both the optimal transport and Procrustes
distance formulations remain valid in the infinite-dimensional settings, where
µX , µY are two Gaussian measures on a Hilbert spaceH, A,B are two covariance
operators on H [6, 11], with || ||F replaced by the Hilbert-Schmidt norm || ||HS.
Remark 1. Since the eigenvalues {λk}nk=1 of A1/2BA1/2, which are all non-
negative, are the same as those of AB, we can also write
tr[(A1/2BA1/2)1/2] =
n∑
k=1
λ
1/2
k = tr(AB)
1/2. (4)
This is the expression found in e.g. [4]. Subsequently, we also make use of the ex-
pression tr(AB)1/2 in the sense of Eq.(4). If A ∈ Sym++(n) (or B ∈ Sym++(n)),
then (AB)1/2 is also well-defined analytically and is given by
(AB)1/2 = A1/2(A1/2BA1/2)1/2A−1/2. (5)
The Log-Euclidean distance, on the other hand, is the Riemannian distance
associated with the bi-invariant Riemannian metric on Sym++(n) [2], considered
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as a Lie group under the commutative multiplication A ⊙ B = exp(log(A) +
log(B)), where log denotes the principal matrix logarithm. It is given by
dlogE(A,B) = || log(A)− log(B)||F . (6)
Contributions of this work. While the two distances given in Eqs.(2) and
(6) appear quite different and unrelated, we show that
1. By generalizing the Procrustes distance optimization problem in Eq.(3), we
obtain a parametrized family of distances on Sym++(n) that includes both
the Bures-Wasserstein and Log-Euclidean distances as special cases. We call
this family Alpha Procrustes distances.
2. We show that the Alpha Procrustes distances are in fact the Riemannian
distances corresponding to a family of Riemannian metrics on Sym++(n),
which include the Log-Euclidean Riemannian metric in [2] and the Wasser-
stein Riemannian metric [19, 3, 10] in as special cases.
3. The Alpha Procrustes distances are then generalized from Sym++(n) to the
set of positive definite unitized Hilbert-Schmidt operators on an infinite-
dimensional Hilbert space H. This setting is more general than the setting
of covariance operators onH, which form a strict subset of the set of Hilbert-
Schmidt operators on H when dim(H) = ∞. In particular, we recover the
infinite-dimensional Bures-Wasserstein and Log-Hilbert-Schmidt distances
[12] as special cases. In the setting of reproducing kernel Hilbert spaces
(RKHS), we obtain closed form formulas for all the distances between RKHS
covariance operators, via the corresponding kernel Gram matrices.
4. As a statistical consequence of the Alpha Procrustes distance formulation,
we obtain a parametrized family of distances between Gaussian measures on
Euclidean and Hilbert spaces that include the L2-Wasserstein distance as a
special case. In the RKHS setting, we obtain closed form formulas for all the
distances, via the corresponding kernel Gram matrices.
An extended abstract containing some of the main results in this paper,
without proofs, has appeared in the proceedings of the conference Geometric
Science of Information 2019 [15].
2 Finite-dimensional setting
We start with the sets Sym+(n) and Sym++(n) of n×n real positive semi-definite
and positive definite matrices, respectively. The Procrustes distance formulation
in Eq.(3) can be generalized as follows.
Definition 1 (Alpha Procrustes distance - finite-dimensional version).
Let α ∈ R, α 6= 0 be fixed. The α-Procrustes distance between two matrices
A,B ∈ Sym++(n) is defined to be
dαproE(A,B) = min
U,V ∈U(n)
∥∥∥∥AαU −BαVα
∥∥∥∥
F
= min
U∈U(n)
∥∥∥∥Aα −BαUα
∥∥∥∥
F
. (7)
For α > 0, we define this distance over the larger set Sym+(n).
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Theorem 1 (Explicit expression). Let either (i) A,B ∈ Sym++(n), α ∈
R, α 6= 0, or (ii) A,B ∈ Sym+(n), α ∈ R, α > 0. Then
dαproE(A,B) =
(
1
α2
tr(A2α +B2α − 2tr(AαB2αAα)1/2)
)1/2
. (8)
Special case: Bures-Wasserstein-Fre´chet distance. For α = 1/2,A,B ∈
Sym+(n), we obtain
d
1/2
proE(A,B) = 2(tr[A+B − (A1/2BA1/2)1/2])1/2 = 2dBW(A,B). (9)
This is precisely twice the Bures-Wasserstein-Fre´chet distance [4, 17, 10, 3].
Special case: A,B commute. In this case, Eq.(8) becomes
dαproE(A,B) =
∥∥∥∥Aα −Bαα
∥∥∥∥
F
. (10)
This is precisely the power Euclidean distance [5]. For A,B ∈ Sym++(n),
lim
α→0
∥∥∥∥Aα −Bαα
∥∥∥∥
F
= || log(A) − log(B)||F = dlogE(A,B). (11)
The following shows that this limit also holds for the Alpha Procrustes distance.
Theorem 2 (Limiting case - Log-Euclidean distance). Let A,B ∈ Sym++(n)
be fixed. Then
lim
α→0
1
α2
[tr(A2α +B2α − 2(AαB2αAα)1/2] = || log(A)− log(B)||2F . (12)
We have then the following result.
Theorem 3 (Parametrized family of distances - SPD matrices). The
function dαproE, as defined in Eq.(8), is a metric on the set Sym
++(n) for all α ∈
R, with twice the Bures-Wasserstein-Fre´chet distance corresponding to α = 1/2
and the Log-Euclidean distance corresponding to α = 0. Furthermore, dαproE is a
metric on the set Sym+(n) for all α > 0.
Comparison between the Alpha Procrustes and Power Euclidean
distances. We observe from their corresponding explicit formulas that the Alpha
Procrustes and Power Euclidean distances, with the same power α, coincide when
A and B commute. We now show that the Alpha Procrustes distance is strictly
smaller than the Power Euclidean distance when A and B do not commute.
We make use of the Araki-Lieb-Thirring inequality [9, 1, 21]. For two matrices
A,B ∈ Sym+(n) (A,B ∈ Sym++(n) if r < 0),
tr(B1/2AB1/2)r ≥ tr(ArBr), |r| ≤ 1, (13)
with equality if and only if r = 0, 1− 1, or AB = BA. In particular, for r = 1/2,
tr[(A1/2BA1/2)1/2] ≥ tr(A1/2B1/2), (14)
with equality if and only if AB = BA. The following is a consequence of this
inequality in our setting.
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Theorem 4 (Comparison between Alpha Procrustes and Power Eu-
clidean distances). Let α ∈ R, α 6= 0 be fixed but arbitrary. Then for any pair
A,B ∈ Sym+(n) (A,B ∈ Sym++(n) if α < 0),
dαproE(A,B) =
(tr[A2α +B2α − 2(AαB2αAα)1/2])1/2
|α|
≤ dE,α(A,B) =
∥∥∥∥Aα −Bαα
∥∥∥∥
F
, (15)
with equality if and only if A,B commute. For A,B ∈ Sym++(n), at the limit
α = 0, both sides are equal to the Log-Euclidean distance || log(A)− log(B)||F .
A parametrized family of distances between Gaussian measures on
Euclidean space. Each distance/divergence on the set Sym+(n) corresponds
to a distance/divergence on the set of zero-mean Gaussian measures N (0, C),
C ∈ Sym+(n), and vice versa. Similarly, each distance/divergence on the set
Sym++(n) corresponds to a distance/divergence on the set of zero-mean non-
degenerate Gaussian measures N (0, C), C ∈ Sym++(n), and vice versa.
For general Gaussian measures of the form N (m,C), m ∈ Rn, motivated by
Eq. (1) and Theorem 3, we arrive at the following result.
Theorem 5 (Parametrized family of distances - Gaussian measures on
Euclidean space). Let dmean : R
n ×Rn → R+ be a metric on Rn. The follow-
ing is a parametrized family of squared distances on the set of non-degenerate
Gaussian measures on Rn, with α ∈ R, α 6= 0,
(DαproE[N (m1, C1)||N (m2, C2)])2 = d2mean(m1,m2)
+
1
4α2
tr[C2α1 + C
2α
2 − 2(Cα1 C2α2 Cα1 )1/2]. (16)
The statememt remains true on the larger set of general Gaussian measures on
R
n if we restrict α to α > 0.
Special case: L2-Wasserstein distance. For dmean(m1,m2) = ||m1 −
m2||2, the ℓ2-norm on Rn and α = 1/2, we recover the squared L2-Wasserstein
distance in Eq. (1).
Limiting case. As α→ 0, we obtain the following squared distance
(DαlogE[N (m1, C1)||N (m2, C2)])2 = lim
α→0
(DαproE[N (m1, C1)||N (m2, C2)])2
= d2mean(m1,m2) +
1
4
|| log(C1)− log(C2)||2F . (17)
2.1 Riemannian geometry of Alpha Procrustes distances
In this section, we present the Riemannian metric structures corresponding to
the Alpha Procrustes distances. The method used to obtain the Riemannian
metric and geodesics is a generalization of those in the setting of the Wasserstein
Riemannian metric [19],[3], [10].
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We recall that a differentiable map π : (M, g) → (N , h) between two Rie-
mannian manifolds (M, g) and (N , h) is said to be a smooth submersion if its
differential map Dπ(P ) : TPM→ Tpi(P )N is surjective ∀P ∈ M. Consider the
direct sum decomposition
TPM = VP ⊕HP = ker(Dπ(P )) ⊕ (ker(Dπ(P )))⊥, (18)
where VP and HP are the vertical and horizontal spaces, respectively, at P . A
smooth submersion π is said to be a Riemannian submersion if the differential
map Dπ(P ) : HP → Tpi(P )N is isometric ∀P ∈ M.
Let M(n) denote the vector space of n× n real matrices, equipped with the
Frobeninus inner product 〈 , 〉F , and GL(n) ⊂ M(n) the open set of invertible
matrices. Then (GL(n), 〈 , 〉F ) is a Riemannian manifold, with the tangent space
at each point identified with M(n), along with the inherited Frobenius inner
product. We now proceed by constructing a smooth submersion from the Rie-
mannian manifold (GL(n), 〈 , 〉F ) onto Sym++(n) and deriving the correspond-
ing Riemannian metric on Sym++(n) so that this is a Riemannian submersion.
To obtain the subsequent results, we make use of the following properties
of the exponential map exp : Sym(n) → Sym++(n), exp(A) = ∑∞k=0 Akk! , and
its inverse map log : Sym++(n) → Sym(n). Since exp(log(A0)) = A0 for all
A0 ∈ Sym++(n), by the chain rule
D exp(log(A0)) ◦D log(A0)A = A, A ∈ Sym(n). (19)
Similarly, from log(exp(B0)) = B0 for all B0 ∈ Sym(n), we obtain
D log(A0) ◦D exp(log(A0))A = A, A0 = exp(B0), A ∈ Sym(n). (20)
It thus follows that as linear operators on Sym(n), D log(A0) andD exp(log(A0))
are invertible and
D log(A0) = [D exp(log(A0))]
−1, A0 ∈ Sym++(n). (21)
Let α ∈ R, α 6= 0 be fixed. Consider the following map πα : GL(n) →
Sym++(n) defined by
πα(A) = (α
2AA∗)1/(2α) = exp
(
1
2α
log(g(A))
)
, (22)
where g : GL(n)→ Sym++(n) is defined by g(A) = α2AA∗.
Proposition 1. For each α ∈ R, α 6= 0 fixed, the map πα : GL(n)→ Sym++(n),
as defined in Eq.(22), is a smooth submersion. Let A0 ∈ GL(n) be fixed. The
differential map Dπα(A0) : M(n)→ Sym(n) is given by
Dπα(A0)(X) =
α
2
D exp
(
1
2α
log(α2A0A
∗
0)
)
◦D log(α2A0A∗0)(XA∗0 +A∗0X),
X ∈M(n). (23)
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The vertical and horizontal spaces of the map πα at A0 are given by
VA0 = ker(Dπα(A0)) = (Sym(n))⊥(A∗0)−1, (24)
HA0 = (ker(Dπα(A0)))⊥ = Sym(n)A0. (25)
Proposition 2. Let P0 ∈ Sym++(n) be fixed. Let α ∈ R be fixed. For any matrix
Y ∈ Sym(n), there is a unique matrix H ∈ Sym(n) such that
D exp(log(P0)) ◦D log(P 2α0 )(HP 2α0 + P 2α0 H) = Y. (26)
Notation. We denote the unique matrix H satisfying Eq.(26) by
H = LP0,α(Y ). (27)
Special case: Lyapunov equation. For α = 1/2 (the Wasserstein case), since
D exp(log(P0))◦D log(P0) = 1Sym(n), Eq.(26) reduces to the Lyapunov equation
HP0 + P0H = Y, (28)
which has a unique solution H ∈ Sym(n).
We now construct the Riemannian metric on Sym++(n) that turns πα into
a Riemannian submersion. The following is the main result in this section.
Theorem 6 (Riemannian metric). Define the following Riemannian metric
on Sym++(n). For each P0 ∈ Sym++(n), the inner product on the tangent space
TP0(Sym
++(n)) = Sym(n) is given by
〈Y, Z〉P0 = 4tr(LP0,α(Y )P 2α0 LP0,α(Z)), Y, Z ∈ Sym(n), (29)
where LP0,α(Y ) is as defined in Proposition 2 and Eq.(27). Then for any α ∈
R, α 6= 0, the map πα : (GL(n), 〈 , 〉F ) → (Sym++(n), 〈 , 〉P0), as defined in
Eq.(22) is a Riemannian submersion.
Special case: Log-Euclidean metric. In the limiting case α = 0, Eq.(26)
becomes
D exp(log(P0))(2H) = Y ⇐⇒ H = LP0,0(Y ) =
1
2
[D exp(log(P0))]
−1Y
=
1
2
D log(P0)Y. (30)
It follows that for any pair Y, Z ∈ Sym(n), we have
〈Y, Z〉P0 = 〈D log(P0)Y,D log(P0)W 〉F . (31)
This is precisely the Log-Euclidean Riemannian metric [2].
Special case: Wasserstein Riemannian metric. For α = 1/2, since
D exp(log(P0) ◦ D log(P0) = 1Sym(n), Eq.(26) reduces to the Lyapunov equa-
tion
HP0 + P0H = Y. (32)
Thus the metric in Eq.(29) becomes four times the Wasserstein Riemannian
metric given in [19], [3], [10].
To obtain the geodesics on (Sym++(n), 〈 , 〉P0 ), we apply the following result.
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Theorem 7. Let π : (M, g) → (N , h) be a Riemannian submersion between
two Riemannian manifolds (M, g), (N , h). Let γ be a geodesic in (M, g) with
γ′(0) being horizontal. Then
1. γ′(t) is horizontal for all t.
2. π ◦ γ is a geodesic in (N , h) with the same length as γ.
Theorem 8 (Geodesic and Riemannian distance). Let α ∈ R, α 6= 0 be
fixed. Under the Riemannian metric on Sym++(n) defined in Theorem 6, the
Riemannian distance between A,B ∈ Sym++(n) is precisely the Alpha Procrustes
distance, namely
d(A,B) =
1
|α| (tr[A
2α +B2α − 2(AαB2αAα)1/2])1/2. (33)
Furthermore, the distance d(A,B) is the length of the following geodesic
γ(t) =[(1 − t)2A2α + t2B2α + t(1− t)[(A2αB2α)1/2 + (B2αA2α)1/2]]1/(2α),
γ(0) = A, γ(1) = B. (34)
3 Infinite-dimensional setting
We now generalize the results in Section 2 to the infinite-dimensional setting.
Throughout the following, let H denote a real, separable, infinite-dimensional
Hilbert space, unless explicitly stated otherwise. Let L(H) denote the set of
bounded linear operators on H, Sym(H) ⊂ L(H) the set of bounded, self-adjoint
operators, Sym+ ⊂ Sym(H) and Sym++(H) ⊂ Sym+(H) denote, respectively,
the sets of positive and strictly positive operators on H. Let U(H) denote the
set of unitary operators on H and Tr(H) and HS(H) denote the sets of trace
class and Hilbert-Schmidt operators on H, respectively.
In the case A,B are two positive trace class operators on H, we have
Theorem 9 ([6, 11]). Let A,B ∈ Sym+(H) ∩ Tr(H) be fixed. Then
min
U∈U(H)
||A1/2 −B1/2U ||2HS = tr[A+B − 2(A1/2BA1/2)1/2] (35)
= d2W(N (0, A),N (0, B)). (36)
Corollary 1. Let α ∈ R, α > 0 be fixed. Let A,B ∈ Sym+(H) be fixed, such
that Aα, Bα ∈ HS(H). Then
min
U∈U(H)
||Aα −BαU ||2HS = tr[A2α +B2α − 2(AαB2αAα)1/2]. (37)
While Eq.(37) is valid for any pair A,B ∈ Sym+(H) such that Aα, Bα ∈
HS(H), in general the limit limα→0 1α minU∈U(H) ||Aα − BαU ||HS does not ex-
ist in a form similar to Eq.(12), since log(A) is unbounded even when A is
strictly positive. To obtain the infinite-dimensional generalization of Theorem 2,
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we consider the setting of positive definite unitized Hilbert-Schmidt operators.
Let us denote by P(H) the set of self-adjoint, positive definite operators on H
P(H) = {A ∈ L(H), A∗ = A, ∃MA > 0 s.t.〈x,Ax〉 ≥ MA||x||2 ∀x ∈ H}. We
write A > 0 ⇐⇒ A ∈ P(H). We recall that in [8], the author defined the set of
extended (or unitized) Hilbert-Schmidt operators on H to be
HSX(H) = {A+ γI : A ∈ HS(H), γ ∈ R}, (38)
which becomes a Hilbert space under the extended Hilbert-Schmidt inner product
〈(A+ γI), (B + νI)〉HSX = 〈A,B〉HS + γν = tr(A∗B) + γν. (39)
The set of positive definite unitized (or extended) Hilbert-Schmidt operators,
which is an infinite-dimensional generalization of Sym++(n), is defined to be
PC 2(H) = P(H) ∩ HSX(H) = {A+ γI > 0 : A ∈ HS(H), γ ∈ R}. (40)
Similarly, in [13], the set of extended (or unitized) trace class operators is defined
to be
TrX(H) = {A+ γI : A ∈ Tr(H), γ ∈ R}, (41)
and the set of positive definite unitized (or extended) trace class operators is
defined to be
PC 1(H) = P(H) ∩TrX(H) = {A+ γI > 0 : A ∈ Tr(H), γ ∈ R}. (42)
In particular, if A is a covariance operator on H, then (A + γI) ∈ PC 1(H) for
any γ ∈ R, γ > 0.
The set PC 2(H) is a Hilbert manifold on which one can define the infinite-
dimensional generalizations of the affine-invariant Riemannian metric [8] and the
Log-Determinant divergences [13, 14]. In [12], we introduced the Log-Hilbert-
Schmidt distance on PC 2(H), which generalizes the Log-Euclidean distance on
Sym++(n). For (A+ γI), (B + νI) ∈ PC 2(H), this distance is defined by
dlogHS[(A+ γI), (B + νI)] = || log(A+ γI)− log(B + νI)||HSX . (43)
We next define a family of distances that includes both the infinite-dimensional
Bures-Wasserstein and Log-Hilbert-Schmidt distances as special cases.
3.1 The case γ = ν = 1
For a fixed γ ∈ R, γ > 0, we consider the following subset of PC 2(H)
PC 2(H)(γ) = {A+ γI > 0 : A ∈ HS} ⊂ PC 2(H). (44)
We first generalize the Alpha Procrustes distance in Definition 1 to the set
PC 2(H)(1) = {I +A > 0 : A ∈ HS} ⊂ PC 2(H). (45)
We first note that for any (I + A) ∈ PC 2(H)(1), (I + A)α = exp[α log(I +
A)] = I +
∑∞
k=1
αk
k! [log(I + A)]
k = I + C where C ∈ Sym(H) ∩ HS(H), since
||C||HS ≤
∑∞
k=1
|α|k
k! || log(I +A)||kHS = exp(|| log(I +A)||HS)− 1 <∞.
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Proposition 3. Let (I +A), (I +B) ∈ PC 2(H)(1) and α ∈ R be fixed. Then
min
(I+U),(I+V )∈U(H)∩HSX (H)
||(I +A)α(I + U)− (I +B)α(I + V )||HS (46)
= min
(I+V )∈U(H)∩HSX (H)
||(I +A)α − (I +B)α(I + V )||HS. (47)
Let us briefly motivate the operators of the form (I + U) ∈ U(H) ∩HSX(H)
in Proposition 3. We first note that if U ∈ U(H) and (I+A) ∈ HSX(H), then we
generally do not have (I +A)U = U +AU ∈ HSX(H). If we consider operators
of the form (I+U) ∈ U(H)∩HSX(H), then (I+A)(I +U) = I+A+U +AU ∈
HSX(H) since U ∈ HS(H). Furthermore, for (I + A), (I + B), (I + U), (I +
V ) ∈ HSX(H), we have (I + A)(I + U) − (I + B)(I + V ) ∈ HS(H), so that
the expressions in Eqs.(46) and (47) are both well-defined and finite. The form
I+U ∈ U(H)∩HSX(H) is also motivated by the following polar decomposition.
Lemma 1. Let (A+ γI) ∈ HSX(H) be invertible. Then its polar decomposition
has the form
A+ γI = S|A+ γI| = (I +R)|A+ γI|, (48)
where S = I + R ∈ U(H) ∩ HSX(H). If, furthermore, (A+ γI) ∈ TrX(H), then
S = (I +R) ∈ U(H) ∩TrX(H).
Motivated by Proposition 3, the following is our definition for the Alpha
Procrustes distance between operators of the form (I +A) > 0, A ∈ HS(H).
Definition 2 (Alpha Procrustes distance between positive definite Hilbert-
Schmidt operators - special case). Let α ∈ R, α 6= 0 be fixed. The α-
Procrustes distance between (I +A), (I +B) ∈ PC 2(H)(1) is defined to be
dαproHS[(I +A), (I +B)] = min
(I+U)∈U(H)∩HSX (H)
∥∥∥∥ (I +A)α − (I +B)α(I + U)α
∥∥∥∥
HS
.
(49)
To state the explicit expressions for dαproHS[(I + A), (I + B)], as defined in
Eq.(49), we first need the following result.
Proposition 4. Let (I +A), (I +B) ∈ PC 2(H). Let α ∈ R be fixed. Then
(I +A)2α + (I +B)2α − 2[(I +A)α(I +B)2α(I +A)α]1/2 ∈ Tr(H), (50)
[(I +A)α(I +B)2α(I + A)α]1/2 − (I +A)α − (I +B)α + I ∈ Tr(H). (51)
With Proposition 4, we are ready to state the following.
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Theorem 10. Let (I +A), (I +B) ∈ PC 2(H) and α ∈ R, α 6= 0 be fixed. Then
(dαproHS[(I +A), (I +B)])
2 =
1
α2
min
(I+U)∈U(H)∩HSX (H)
||(I +A)α − (I +B)α(I + U)||2HSX
=
1
α2
(
tr[(I +A)2α + (I +B)2α − 2[(I +A)α(I +B)2α(I +A)α]1/2]
)
(52)
=
1
α2
(||(I +A)α||2HSX + ||(I +B)α||2HSX − 2)
− 2
α2
(
tr[[(I +A)α(I +B)2α(I +A)α]1/2 − (I +A)α − (I +B)α + I]
)
. (53)
In particular, for (I +A), (I +B) ∈ PC 1(H),
(dαproHS[(I +A), (I +B)])
2 =
1
α2
(
tr[(I +A)2α − I] + tr[(I +B)2α − I])
− 2
α2
tr([(I +A)α(I +B)2α(I +A)α]1/2 − I). (54)
3.2 The case γ = ν > 0
The case γ = ν = 1 generalizes to the case γ = ν > 0 as follows.
Definition 3 (Alpha Procrustes distance between positive definite Hilbert-
Schmidt operators). Let γ > 0, α ∈ R, α 6= 0 be fixed. The Alpha Procrustes
distance between two operators (A+ γI), (B + γI) ∈ PC 2(H) is defined to be
dαproHS[(A+ γI), (B + γI)]
= min
(I+U)∈U(H)∩HSX(H)
∥∥∥∥ (A+ γI)α − (B + γI)α(I + U)α
∥∥∥∥
HSX
. (55)
Remark 2. We will present the more technically involved case γ 6= ν in the
infinite-dimensional setting in a separate work.
Theorem 11 (Explicit expression). Let (A + γI), (B + γI) ∈ PC 2(H) be
fixed. Let α ∈ R, α 6= 0 be fixed. Then
(dαproHS[(A+ γI), (B + γI)])
2 (56)
=
1
α2
tr[(A+ γI)2α + (B + γI)2α − 2[(A+ γI)α(B + γI)2α(A+ γI)α]1/2]
=
||(A+ γI)α||2HSX − γ2α
α2
+
||(B + γI)α||2HSX − γ2α
α2
(57)
− 2
α2
tr[[(A+ γI)α(B + γI)2α(A+ γI)α]1/2 − γα(A+ γI)α − γα(B + γI)α + γ2αI].
Special case: Finite-dimensional setting. For A,B ∈ Sym++(n) (α 6= 0),
or A,B ∈ Sym+(n) (α > 0), setting γ = 0 in Eq.(56) gives
(dαproHS[A,B])
2 =
1
α2
tr[A2α +B2α − 2(AαB2αAα)1/2] = (dαproE[A,B])2. (58)
In the case A,B are positive trace class operators and α ≥ 1/2, we can set
the quantity γ in Theorem 11 to zero, since we have the following.
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Lemma 2. Assume that A ∈ Sym+(H)∩Tr(H). Then Aα ∈ Sym+(H)∩HS(H)
and A2α ∈ Sym+(H) ∩Tr(H) for all α ≥ 1/2.
Lemma 3. Assume that A,B ∈ Sym+(H) ∩ Tr(H). Then (AαB2αAα)1/2 ∈
Sym+(H) ∩ Tr(H) for all α ≥ 1/2.
Corollary 2 (Explicit expression - Positive trace class operators). As-
sume that A,B ∈ Sym+(H) ∩ Tr(H) and α ≥ 1/2. Then
dαproHS(A,B) = lim
γ→0
dαproHS[(A+ γI), (B + γI)]
=
(tr[A2α +B2α − 2(AαB2αAα)1/2])1/2
α
. (59)
In particular, for α = 1/2, we recover the Bures-Wasserstein distance.
Corollary 3 (Special case - Bures-Wasserstein distance). Let A,B ∈
Sym+(H) ∩ Tr(H). Then
d
1/2
proHS(A,B) = limγ→0
d
1/2
proHS[(A+ γI), (B + γI)]
= 2(tr[A+B − 2(A1/2BA1/2)1/2])1/2. (60)
Limiting case. Consider now the limiting case α→ 0.
Lemma 4. For (I +A) ∈ PC 2(H),
lim
α→0
||(I +A)α||2HSX − 1
α2
= || log(I +A)||2HS. (61)
For (A+ γI) ∈ PC 2(H),
lim
α→0
||(A+ γI)α||2HSX − γ2α
α2
=
∥∥∥∥log
(
I +
A
γ
)∥∥∥∥
2
HS
. (62)
Lemma 5. For (I +A), (I +B) ∈ PC 2(H),
lim
α→0
1
α2
tr[[(I +A)α(I +B)2α(I +A)α]1/2 − (I +A)α − (I +B)α + I]
= tr[log(I +A) log(I +B)] = 〈log(I +A), log(I +B)〉HS. (63)
For (A+ γI), (B + γI) ∈ PC 2(H),
lim
α→0
1
α2
tr[[(A+ γI)α(B + γI)2α(A+ γI)α]1/2 − γα(A+ γI)α − γα(B + γI)α + γ2αI]
= tr
[
log
(
I +
A
γ
)
log
(
I +
B
γ
)]
=
〈
log
(
I +
A
γ
)
, log
(
I +
B
γ
)〉
HS
. (64)
Combining Lemmas 4 and 5 with Theorem 11, we arrive at the following
infinite-dimensional generalization of Theorem 2.
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Theorem 12 (Limiting case - Log-Hilbert-Schmidt distance). Let (A+
γI), (B + γI) ∈ PC 2(H) be fixed. Then
lim
α→0
dαproHS[(A+ γI), (B + γI)] = || log(A+ γI)− log(B + γI)||HSX . (65)
The following, then, is the infinite-dimensional generalization of Theorem 3.
Theorem 13 (Parametrized family of distances - Positive definite Hilbert-
Schmidt operators). Let γ > 0 be fixed. The function dαproHS, as defined in
Eq.(55), is a metric on the set PC 2(H)(γ) = {A+ γI > 0 : A ∈ HS(H)} for all
α ∈ R.
As a consequence of Corollary 2, we obtain directly a family of distances on
the set Sym+(H) ∩ Tr(H) of positive trace class operators, without the factor
γI, for all α ≥ 1/2.
Theorem 14 (Parametrized family of distances - Positive trace class
operators). The function dαproHS, as given in Eq.(59), is a metric on the set
Sym+(H) ∩ Tr(H), for all α ≥ 1/2.
3.3 A parametrized family of distances between Gaussian measures
on Hilbert spaces
We now generalize the parametrized family of distances between Gaussian mea-
sures on Rn, as described in Theorem 5, to the infinite-dimensional setting.
Similar to the Euclidean space setting, each distance/divergence on the set
Sym+(H)∩Tr(H) corresponds to a distance/divergence on the set of zero-mean
Gaussian measures N (0, C), C ∈ Sym+(H) ∩ Tr(H), and vice versa. Similarly,
each distance/divergence on the set Sym++(H) ∩ Tr(H) corresponds to a dis-
tance/divergence on the set of zero-mean non-degenerate Gaussian measures
N (0, C), C ∈ Sym++(H) ∩ Tr(H), and vice versa.
Thus, as a consequence of Theorems 13 and 14, we have the following.
Theorem 15 (Alpha Procrustes distances between zero-mean Gaus-
sian measures on Hilbert spaces). Let H be a separable Hilbert space,
C1, C2 ∈ Sym+(H) ∩Tr(H). Let γ > 0 be fixed. The following is a parametrized
family of squared metrics on the set of zero-mean Gaussian measures on H,
α ∈ R,
(DαproHS[N (0, C1)||N (0, C2)])2 (66)
=
1
4α2
tr[(C1 + γI)
2α + (C2 + γI)
2α − 2((C1 + γI)α(C2 + γI)2α(C1 + γI)α)1/2].
Furthermor, for α ≥ 1/2, the following is a parametrized family of squared met-
rics on the set of zero-mean Gaussian measures on H,
(DαproHS[N (0, C1)||N (0, C2)])2 =
1
4α2
tr[C2α1 + C
2α
2 − 2(Cα1 C2α2 Cα1 )1/2]. (67)
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To deal with general Gaussian measures on H, we first have the following result.
Lemma 6. Let H be a separable Hilbert space, m1,m2 ∈ H, C1, C2 ∈ Sym+(H)∩
Tr(H). Let dmean be a metric on H and dcov be a metric on Sym+(H) ∩Tr(H).
Then the following function is a metric on the set of Gaussian measures on H,
D[N (m1, C1)||N (m2, C2)] =
√
d2mean(m1,m2) + d
2
cov(C1, C2). (68)
For general Gaussian measures of the form N (m,C), m ∈ H, motivated by
Eq. (1), Theorems 13 and 14, and Lemma 6, we arrive at the following result.
Theorem 16 (Alpha Procrustes distances between Gaussian measures
on Hilbert spaces). Let H be a separable Hilbert space, m1,m2 ∈ H, C1, C2 ∈
Sym+(H)∩Tr(H). Let γ > 0 be fixed. Let dmean be a metric on H. The following
is a parametrized family of squared metrics on the set of Gaussian measures on
H, α ∈ R,
(DαproHS[N (m1, C1)||N (m2, C2)])2 = d2mean(m1,m2) (69)
+
1
4α2
tr[(C1 + γI)
2α + (C2 + γI)
2α − 2((C1 + γI)α(C2 + γI)2α(C1 + γI)α)1/2].
Furthermore, for α ≥ 1/2, the following is a family of squared metrics on the
set of Gaussian measures on H,
(DαproHS[N (m1, C1)||N (m2, C2)])2 = d2mean(m1,m2) (70)
+
1
4α2
tr[C2α1 + C
2α
2 − 2(Cα1 C2α2 Cα1 )1/2].
Special cases. For α = 1/2 and dmean(m1,m2) = ||m1 −m2||, where || || is
the Hilbert norm on H, we recover the L2-Wasserstein distance between two
Gaussian measures on H, as given in Eq.(1).
As α→ 0, we obtain the following squared distance
(DαlogHS[N (m1, C1)||N (m2, C2)])2 = lim
α→0
(DαproHS[N (m1, C1)||N (m2, C2)])2
= d2mean(m1,m2) +
1
4
|| log(C1 + γI)− log(C2 + γI)||2HSX . (71)
3.4 The reproducing kernel Hilbert space (RKHS) setting
We now present explicit expressions for the Alpha Procrustes distances between
RKHS covariance operators. We first compute distances between operators of
the form (AA∗ + γI), γ > 0, where AA∗ is a trace class operator, which is
automatically positive, on a separable Hilbert space. The main idea here is to
express dαproHS[(AA
∗+γI), (BB∗+γI)] in terms of quantities involving A∗A and
B∗B, which are easier to compute in the RKHS setting.
To state our next result, let E : H1 → H1 be a self-adjoint, positive, compact
operator on a separable Hilbert space H1, with nonzero eigenvalues {λk(E)}NEk=1,
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1 ≤ NE ≤ ∞, and corresponding orthonormal eigenvectors {φk(E)}NEk=1. Con-
sider the following operator
hα(E) =
NE∑
k=1
(1 + λk(E))
α − 1
λk(E)
φk(E)⊗ φk(E), (Lemma 10, [14]). (72)
When dim(H1) < ∞, let E = UEΣEUTE be the reduced singular value decom-
position of E, where UE is a unitary matrix of size dim(H1)×NE . Then
hα(E) = UE [(ΣE + INE )
α − INE ]Σ−1E UTE . (73)
Proposition 5. Let H1,H2 be two separable Hilbert spaces. Let A,B : H1 →
H2 be compact operators such that A∗A,B∗B,A∗B : H1 → H1 are trace class
operators. Then
α2(dαproHS[(IH2 +AA
∗), (IH2 +BB
∗)])2
= tr[(IH1 +A
∗A)2α − IH1 ] + tr[(IH1 +B∗B)2α − IH1 ]
− 2tr



IH3
1
+

C11 C12 C13C21 C22 C23
C21 C22 C23




1/2
− IH3
1

 , (74)
where the operators Cij : H1 → H1, i = 1, 2, j = 1, 2, 3, are given by
C11 = [(IH1 +A
∗A)2α − IH1 ], C12 = A∗Bh2α(B∗B), (75)
C13 = [(IH1 +A
∗A)2α − IH1 ]A∗Bh2α(B∗B), (76)
C21 = B
∗Ah2α(A∗A), C22 = [(IH1 +B
∗B)2α − IH1 ], (77)
C23 = B
∗Ah2α(A∗A)A∗Bh2α(B∗B). (78)
Corollary 4. Let H1,H2 be two separable Hilbert spaces. Let A,B : H1 →
H2 be compact operators such that A∗A,B∗B,A∗B : H1 → H1 are trace class
operators. Then for any γ > 0,
α2(dαproHS[(AA
∗ + γIH2), (BB
∗ + γIH2)])
2
= tr[(A∗A+ γIH1)
2α − γ2αIH1 ] + tr[(B∗B + γIH1)2α − γ2αIH1 ]
− 2γ2αtr



IH3
1
+

C11 C12 C13C21 C22 C23
C21 C22 C23




1/2
− IH3
1

 , (79)
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where the operators Cij , i = 1, 2, j = 1, 2, 3, are given by
C11 = [(IH1 +A
∗A/γ)2α − IH1 ], C12 =
1
γ
A∗Bh2α(B∗B/γ), (80)
C13 =
1
γ
[(IH1 +A
∗A/γ)2α − IH1 ]A∗Bh2α(B∗B/γ), (81)
C21 =
1
γ
B∗Ah2α(A∗A/γ), C22 = [(IH1 +B
∗B/γ)2α − IH1 ], (82)
C23 =
1
γ2
B∗Ah2α(A∗A/γ)A∗Bh2α(B∗B/γ). (83)
Since AA∗, BB∗ are positive trace class operators on H2, by Corollary 2, we
have for α ≥ 1/2, the simplified expression
dαproHS[(AA
∗), (BB∗)] = lim
γ→0
dαproHS[(AA
∗ + γIH2), (BB
∗ + γIH2)]
=
tr[(AA∗)2α + (BB∗)2α − 2((AA∗)α(BB∗)2α(AA∗)α)1/2]1/2
α
=
tr[(AA∗)2α + (BB∗)2α − 2((AA∗)2α(BB∗)2α)1/2]1/2
α
. (84)
Consequently, the expression given in Corollary 4 can also be considerably
simplified as follows.
Corollary 5. Assume the hypothesis of Corollary 4. For α ≥ 1/2,
dαproHS[(AA
∗), (BB∗)] = lim
γ→0
dαproHS[(AA
∗ + γIH2), (BB
∗ + γIH2)]
=
1
α
tr[(A∗A)2α + (B∗B)2α − 2(B∗A(A∗A)2α−1A∗B(B∗B)2α−1)1/2]1/2. (85)
In particular, for α = 1/2, as can be verified directly,
d
1/2
proHS[(AA
∗), (BB∗)] = lim
γ→0
d
1/2
proHS[(AA
∗ + γIH2), (BB
∗ + γIH2)]
= 2[tr(A∗A) + tr(B∗B)− 2tr(B∗AA∗B)1/2]1/2 = 2dBW[(AA∗), (B∗B)]. (86)
Let X now be a separable topological space and K be a continuous positive
definite kernel on X × X . Then the reproducing kernel Hilbert space (RKHS)
HK induced by K is separable ([18], Lemma 4.33). Let Φ : X → HK be the
corresponding canonical feature map, so thatK(x, y) = 〈Φ(x), Φ(y)〉HK ∀(x, y) ∈
X ×X . Assume furthermore that X is a complete separable metric space. Let ρ
be a Borel probability measure on X such that
∫
X
||Φ(x)||2HKdρ(x) =
∫
X
K(x, x)dρ(x) <∞. (87)
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Then the RKHS mean vector µΦ ∈ HK and covariance operator CΦ : HK → HK
are both well-defined and are given by
µΦ =
∫
X
Φ(x)dρ(x) ∈ HK , (88)
CΦ =
∫
X
(Φ(x) − µΦ)⊗ (Φ(x) − µΦ)dρ(x), (89)
where, for u, v, w ∈ HK , (u ⊗ v)w = 〈v, w〉HKu. In particular, the covarince
operator CΦ is a positive trace class operator on HK (see e.g. [16]).
Let X = [x1, . . . , xm],m ∈ N, be a data matrix randomly sampled from X
according to a Borel probability distribution ρ, where m ∈ N is the number of
observations. The feature map Φ on X defines the bounded linear operator
Φ(X) : Rm → HK , Φ(X)b =
m∑
j=1
bjΦ(xj),b ∈ Rm. (90)
Informally, the operator Φ(X) can also be viewed as the (potentially infinite)
mapped feature matrix Φ(X) = [Φ(x1), . . . , Φ(xm)] of size dim(HK) ×m in the
feature spaceHK , with the jth column being Φ(xj). The corresponding empirical
mean vector and empirical covariance operator for Φ(X) are defined to be
µΦ(X) =
1
m
Φ(X)1m, (91)
CΦ(X) =
1
m
Φ(X)JmΦ(X)
∗ : HK → HK , (92)
where Jm = Im− 1m1m1Tm is the centering matrix, with 1m = (1, . . . , 1)T ∈ Rm.
Let X = [xi]
m
i=1, Y = [yi]
m
i=1, be two random data matrices sampled from X
according to two Borel probability distributions and CΦ(X), CΦ(Y) be the corre-
sponding covariance operators induced by K. Define the m×m Gram matrices
K[X] = Φ(X)∗Φ(X), K[Y] = Φ(Y)∗Φ(Y),K[X,Y] = Φ(X)∗Φ(Y), (93)
(K[X])ij = K(xi, xj), (K[Y])ij = K(yi, yj), (K[X,Y])ij = K(xi, yj), (94)
i, j = 1, . . . ,m.
Define A = 1√
m
Φ(X)Jm : R
m → HK , B = 1√mΦ(Y)Jm : Rm → HK , so that
A∗A =
1
m
JmK[X]Jm, B
∗B =
1
m
JmK[Y]Jm, A
∗B =
1
m
JmK[X,Y]Jm. (95)
Theorem 17 (Alpha Procrustes distance between RKHS covariance
operators). Let A∗A, A∗B, B∗B be as defined in Eq.(95) and hα be as defined
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in Eq.(73), with H1 = Rm. Then
α2(dαproHS[(CΦ(X) + γIHK ), (CΦ(Y) + γIHK )])
2 (96)
= tr[(A∗A+ γIm)2α − γ2αIm] + tr[(B∗B + γIm)2α − γ2αIm]
− 2γ2αtr



I3m +

C11 C12 C13C21 C22 C23
C21 C22 C23




1/2
− I3m

 , (97)
where the m×m matrices Cij, i = 1, 2, j = 1, 2, 3, are given by
C11 = [(Im + A
∗A/γ)2α − Im], C12 =
1
γ
A∗Bh2α(B
∗B/γ), (98)
C13 =
1
γ
[(Im + A
∗A/γ)2α − Im]A
∗Bh2α(B
∗B/γ), (99)
C21 =
1
γ
B∗Ah2α(A
∗A/γ), C22 = [(Im +B
∗B/γ)2α − Im], (100)
C23 =
1
γ2
B∗Ah2α(A
∗A/γ)A∗Bh2α(B
∗B/γ). (101)
3.5 Parametrized family of distances between Gaussian measures in
RKHS
We now combine the results in Section 3.3 on the distances between Gaussian
measures on a separable Hilbert space with the results in Section 3.4 to ob-
tain a parametrized family of distances between Gaussian measures in an RKHS
induced by a positive definite kernel K, with closed form formulas via the cor-
responding kernel Gram matrices
Throughout the following, let K, HK , X, Y, µΦ(X), µΦ(Y), and CΦ(X), CΦ(Y)
be as defined in Section 3.4.
Theorem 18 (Alpha Procrustes distances between Gaussian measures
on RKHS). Let α ∈ R and dmean = || ||HK . Let γ > 0 be fixed. The following
is a parametrized family of squared distances, with parameter α, between the
Gaussian measures N (µΦ(X), CΦ(X)) and N (µΦ(Y), CΦ(Y)),(
DαproHS[N (µΦ(X), CΦ(X))||N (µΦ(Y), CΦ(Y))]
)2
= ||µΦ(X) − µΦ(Y)||2HK +
1
4
(dαproHS[(CΦ(X) + γIHK ), (CΦ(Y) + γIHK )])
2 (102)
=
1
m2
1Tm(K[X] +K[Y]− 2K[X,Y])1m (103)
+
1
4
(dαproHS[(CΦ(X) + γIHK ), (CΦ(Y) + γIHK )])
2,
where dαproHS[(CΦ(X) + γIHK ), (CΦ(Y) + γIHK )] is as given in Eq.(96).
Theorem 19 (Alpha Procrustes distances between Gaussian measures
on RKHS - α ≥ 1/2). Let α ≥ 1/2 and dmean = || ||HK . The following
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is a parametrized family of distances, with parameter α, between the Gaussian
measures N (µΦ(X), CΦ(X)) and N (µΦ(Y), CΦ(Y)).
(
DαproHS[N (µΦ(X), CΦ(X))||N (µΦ(Y), CΦ(Y))]
)2
= ||µΦ(X) − µΦ(Y)||2HK +
1
4α2
tr[C2αΦ(X) + C
2α
Φ(Y) − 2(CαΦ(X)C2αΦ(Y)CαΦ(X))1/2]
(104)
=
1
m2
1Tm[K[X] +K[Y]− 2K[X,Y]]1m (105)
+
1
4α2m2α
tr(JmK[X]Jm)
2α +
1
4α2m2α
tr(JmK[Y]Jm)
2α
− 2
4α2m2α
tr[JmK[Y,X]Jm(JmK[X]Jm)
2α−1JmK[X,Y]Jm(JmK[Y]Jm)2α−1]1/2.
In particular, for α = 1/2, we obtain the L2-Wasserstein distance.
Corollary 6 (L2-Wasserstein distance between Gaussian measures in
RKHS).
(D
1/2
proHS[N (µΦ(X), CΦ(X))||N (µΦ(Y), CΦ(Y))])2
= ||µΦ(X) − µΦ(Y)||2HK + tr[CΦ(X) + CΦ(Y) − 2(C1/2Φ(X)CΦ(Y)C1/2Φ(X))1/2] (106)
=
1
m2
1Tm[K[X] +K[Y]− 2K[X,Y]]1m (107)
+
1
m
tr(JmK[X]Jm) +
1
m
tr(JmK[Y]Jm)− 2
m
tr[JmK[Y,X]JmK[X,Y]Jm]
1/2.
Remark 3. To keep our expressions simple, we have assumed that the number
of data points in the matrices X and Y are the same. If X = [xi]
m
i=1, and Y =
[yi]
n
i=1, then instead of Eq.(106), we have the following more general expression
(D
1/2
proHS[N (µΦ(X), CΦ(X))||N (µΦ(Y), CΦ(Y))])2
= ||µΦ(X) − µΦ(Y)||2HK + tr[CΦ(X) + CΦ(Y) − 2(C1/2Φ(X)CΦ(Y)C1/2Φ(X))1/2] (108)
=
1
m2
1TmK[X]1m +
1
n2
1TnK[Y]1n −
2
mn
1TmK[X,Y]1n (109)
+
1
m
tr(JmK[X]Jm) +
1
n
tr(JnK[Y]Jn)− 2√
mn
tr[JnK[Y,X]JmK[X,Y]Jn]
1/2.
Remark 4. Numerical experiments utilizing the above RKHS distances will be
presented in a separate work.
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A Proofs for the finite-dimensional case
Proof (of Theorem 2). We rewrite the expression for dαproE(A,B) as
(dαproE(A,B))
2 =
||Aα − I||2F
α2
+
||Bα − I||2F
α2
− 2
α2
tr[(AαB2αAα)1/2 −Aα −Bα + I].
We have for the first two terms
lim
α→0
||Aα − I||2F
α2
= || log(A)||2F , lim
α→0
||Bα − I||2F
α2
= || log(B)||2F .
For the last term,
Aα = exp(α log(A)) = I + α log(A) +
α2
2!
(log(A))2 + · · · ,
B2α = exp(2α log(B)) = I + 2α log(B) +
(2α)2
2!
(log(B))2 + · · · ,
AαB2α = I + α[log(A) + 2 log(B)]
+ α2
(
1
2!
(log(A))2 + 2 log(A) log(B) +
22
2!
(log(B))2
)
+ · · ·
AαB2αAα = I + 2α(log(A) + log(B)) + 2α2(log(A) + log(B))2 + · · · .
For ||A|| < 1, the following series is absolutely convergent
√
I +A = I +
1
2
A− 1
8
A2 + · · ·
Thus it follows that for α sufficiently small
(AαB2αAα)1/2 = I + α(log(A) + log(B)) +
α2
2
(log(A) + log(B))2 + · · · ,
so that
(AαB2αAα)1/2 −Aα −Bα + I = α
2
2
[log(A) log(B) + log(B) log(A)] + · · · .
It follows that
lim
α→0
1
α2
tr[(AαB2αAα)1/2 −Aα −Bα + I] = tr[log(A) log(B) + log(B) log(A)]
= 2tr[log(A) log(B)] = 2〈log(A), log(B)〉F .
Combining with the limits of the first two terms, we obtain
lim
α→0
(dαproE(A,B))
2 = || log(A)||2F + || log(B)||2F − 2〈log(A), log(B)〉F
= || log(A)− log(B)||2F .
This completes the proof. ⊓⊔
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Proof (of Theorem 3). For α = 0, the Log-Euclidean distance is a metric on
Sym++(n). For α 6= 0, the metric properties of dαproE follow from the metric
properties of the Bures-Wasserstein distance. ⊓⊔
Proof (of Theorem 4). From the inequality in Eq.(14), we have for any parir
A,B ∈ Sym+(n), α 6= 0, (with A,B ∈ Sym++(n) if α < 0),
tr(AαB2αAα)1/2 ≥ tr(AαBα), (110)
with equality if and only if AB = BA. It follows that
d2E,α(A,B) =
∥∥∥∥Aα −Bαα
∥∥∥∥
2
F
=
1
α2
tr[A2α +B2α − 2AαBα]
≥ 1
α2
tr[A2α + B2α − 2(AαB2αAα)1/2] = dαproE(A,B).
This completes the proof. ⊓⊔
A.1 Proofs for the Riemannian metric
Proof (of Proposition 1). For A0 ∈ GL(n), the differential map Dg(A0) :
M(n)→ Sym(n) is given by the action
Dg(A0)(X) = α
2(XA∗0 +A0X
∗), X ∈M(n). (111)
By the chain rule, we have
Dπα(A0)(X) =
α
2
D exp
(
1
2α
log(α2A0A
∗
0)
)
◦D log(α2A0A∗0) ◦Dg(A0)(X).
For any A0 ∈ Sym++(n), D log(A0) : Sym(n) → Sym(n) and D exp(log(A0)) :
Sym(n)→ Sym(n) are invertible operators, thus they both have zero null spaces.
It follows that
ker(Dπα(A0)) = ker(Dg(A0)) = {X ∈M(n) : XA∗0 +A0X∗ = 0}
= {X ∈M(n) : XA∗0 is skew-symmetric} = (Sym(n))⊥(A∗0)−1.
Its orthogonal complement is thus the space
ker(Dπα(A0))
⊥ = Sym(n)A0.
It follows from this expression that Dπα(A0) : M(n)→ Sym(n) must be surjec-
tive, hence πα is a smooth submersion. ⊓⊔
Proof (of Proposition 2). For any S ∈ Sym(n), there is a unique matrix
H ∈ Sym(n) satisfying the Lyapunov equation
HP 2α0 + P
2α
0 H = S.
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Since D exp(log(P0)) : Sym(n) → Sym(n) and D log(P 2α0 ) : Sym(n) → Sym(n)
are both invertible operators, it follows that for any Y ∈ Sym(n), there is a
unique matrix H ∈ Sym(n) such that
D exp(log(P0)) ◦D log(P 2α0 )(HP 2α0 + P 2α0 H) = Y.
This completes the proof. ⊓⊔
Proof (of Theorem 6). We recall that the mapping πα : GL(n) → Sym++(n)
is a Riemannian submersion if it is a smooth submersion and that the differential
map Dπα(A0) : HA0 → Tpiα(A0)Sym++(n) is an isometry ∀A0 ∈ GL(n).
Let P0 = (α
2AA∗0)
1/(2α) ⇐⇒ α2A0A∗0 = P 2α0 , where A0 ∈ GL(n). Let us
define an inner product on the tangent space TP0(Sym
++(n)) = Sym(n) so that
the mapping πα : GL(n)→ Sym++(n) is a Riemannian submersion.
On the horizontal space HA0 , the inner product between two elements HA0
and KA0, H,K ∈ Sym(n), is given by
〈HA0,KA0〉F = tr(A∗0HKA0) = tr(KA0A∗0H) =
1
α2
tr(KP 2α0 H).
On the other hand,
Dπα(A0)(HA0) =
α
2
D exp
(
1
2α
log(α2A0A
∗
0)
)
◦D log(α2A0A∗0)(HA0A∗0 +A0A∗0H)
=
1
2α
D exp(log(P0)) ◦D log(P 2α0 )(HP 2α0 + P 2α0 H)
Dπα(A0)(KA0) =
1
2α
D exp(log(P0)) ◦D log(P 2α0 )(KP 2α0 + P 2α0 K).
Thus in order to have an isometry, we need
1
4
〈D exp(log(P0)) ◦D log(P 2α0 )(HP 2α0 + P 2α0 H), D exp(log(P0)) ◦D log(P 2α0 )(KP 2α0 + P 2α0 K)〉P0
= tr(KP 2α0 H).
By Proposition 2, for any Y ∈ Sym(n), there is a unique H ∈ Sym(n) such that
D exp(log(P0)) ◦D log(P 2α0 )(HP 2α0 + P 2α0 H) = Y.
Recall that we denote such an H by H = LP0,α(Y ). Then the isometry require-
ment is equivalent to
〈Y, Z〉P0 = 4tr(LP0,α(Z)P 2α0 LP0,α(Y )) = 4tr(LP0,α(Y )P 2α0 LP0,α(Z)).
This gives the desired Riemannian metric on Sym++(n). ⊓⊔
Proof (of Theorem 8). Let U be the unitary polar factor for BαAα, so that
BαAα = U(AαB2αAα)1/2
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Then U can be expressed as
U = BαAα(AαB2αAα)−1/2 = BαAα(AαB2αAα)−1/2A−αAα
= Bα(A2αB2α)−1/2Aα = B−αB2α(B−2αA−2α)1/2Aα = B−α(A−2α#B2α)Aα.
Define the following curve
Z(t) =
1
|α| [(1− t)A
α + tBαU ] =
1
|α| [(1− t)A
α + t(A−2α#B2α)Aα]
=
1
|α| [(1− t)I + t(A
−2α#B2α)]Aα,
with Z(0) = 1|α|A
α and Z(1) = 1|α|(A
−2α#B2α)Aα. Note that Z(t) ∈ GL(n) for
all 0 ≤ t ≤ 1, since it is a product of two SPD matrices. Also, since Z(t) is a
straight line segment joining Aα and (A−2α#B2α)Aα, it is a geodesic curve in
GL(n). Its derivative with respect to t is given by
Z ′(t) =
1
|α| [−I + (A
−2α#B2α)]Aα ∈ HAα .
Thus Z ′(t) is horizontal for all t and hence by Theorem 7, γ = πα ◦ Z is a
geodesic in the Riemannian manifold Sym++(n), with
γ(0) = (α2Z(0)Z(0))1/(2α) = A, γ(1) = (α2Z(1)Z(1))1/(2α) = B.
It follows that γ is a geodesic joining A and B in Sym++(n), with
γ(t) = (α2Z(t)Z(t)∗)1/(2α)
= [(1− t)2A2α + t2B2α + t(1− t)[(A2αB2α)1/2 + (B2αA2α)1/2]]1/(2α).
Furthermore, by Theorem 7, the length of γ = πα ◦ Z is the same as that of Z,
which, being in a straight line in (GL(n), 〈 , 〉F ), is given by
L(γ) = L(Z) =
1
|α| ||A
α −BαU ||F = 1|α| [tr(A
2α +B2α − 2(AαB2αAα))]1/2
where the last equality follows from Theorem 1 in [3].
By employing a similar argument with horizontal curve lifting as in [3], this is
also the minimum possible length of any curve joining A,B ∈ Sym++(n). Thus
it must be the Riemmanian distance d(A,B). ⊓⊔
B Proofs for the infinite-dimensional case
Proof (of Lemma 1). Consider the polar decomposition when γ = 1,
I +A = S|I +A| = S[(I +A∗)(I +A)]1/2.
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Since, necessarily, |I + A| = [(I + A∗)(I + A)]1/2 ∈ PC 2(H), we must have
S = (I +A)|I +A|−1 = I +R ∈ HSX(H), where R ∈ HSX(H). Therefore,
S∗S = |I +A|−1(I +A∗)(I +A)|I +A|−1 = I,
SS∗ = (I +A)|I +A|−2(I +A∗) = I.
The general case reduces to the case γ = 1 since
(A+ γI) = S|A+ γI| ⇒ S = (A+ γI)|A+ γI|−1 = (A/γ + I)|A/γ + I|−1.
This completes the proof. ⊓⊔
Lemma 7. Assume that I + U ∈ U(H) ∩ HSX(H). Then U∗ + U = −U∗U =
−UU∗ ∈ Tr(H).
Proof. Since U ∈ HS(H), we have U∗U,UU∗ ∈ Tr(H). Since (I + U) ∈ U(H),
I = (I + U)∗(I + U) = I + U∗ + U + U∗U ⇒ U∗ + U = −U∗U ∈ Tr(H).
Similarly, U∗ + U = −UU∗ ∈ Tr(H). ⊓⊔
Lemma 8. Let (I + A) ∈ PC 2(H) be fixed. Let α ∈ R, α > 0 be fixed. For
(I + U) ∈ U(H) ∩ HSX(H),
(I +A)2α − (I +A)α(I + U∗)− (I + U)(I +A)α + I ∈ Tr(H), (112)
and
||(I +A)α(I + U)||2HSX
= 1 + tr[(I +A)2α − (I +A)α(I + U∗)− (I + U)(I +A)α + I] (113)
= 1 + tr[(I +A)2α − (I +A)α(I + U∗)− (I +A)α(I + U) + I]. (114)
For U = 0,
||(I +A)α||2HSX = 1 + tr[(I +A)2α − 2(I +A)α + I]. (115)
Proof. Write (I +A)α = I +B, where B ∈ HS(H). By Lemma 7,
(I +A)2α − (I +A)α(I + U∗)− (I + U)(I + A)α + I
= (I +B)2 − (I +B)(I + U∗)− (I + U)(I +B)
= (I + 2B +B2)− (I +B + U∗ +BU∗)− (I + U +B + UB) + I
= B2 + U∗U −BU∗ − UB ∈ Tr(H), since B ∈ HS(H), U ∈ HS(H).
It follows that
||(I +A)α(I + U)||2HSX = ||[(I +A)α(I + U)− I] + I||2HSX
= ||[(I +A)α(I + U)− I]||2HS + 1
= 1 + tr[(I + U∗)(I +A)2α(I + U)− (I + U∗)(I +A)α − (I +A)α(I + U) + I]
= 1 + tr[(I + U∗)[(I +A)2α − (I +A)α(I + U)∗ − (I + U)(I +A)α + I](I + U)]
= 1 + tr[(I +A)2α − (I +A)α(I + U∗)− (I + U)(I +A)α + I]
= 1 + tr[(I +A)2α − (I +A)α(I + U∗)− (I +A)α(I + U) + I],
where the last equality follows from tr(AB) = tr(BA) for A,B compact. ⊓⊔
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Proof (of Proposition 3). On the one hand, by Lemma 8,
||(I +A)α(I + U)− (I +B)α(I + V )||2HSX
= ||(I +A)α(I + U)||2HSX + (I +B)α(I + V )||2HSX
− 2〈(I +A)α(I + U), (I +B)α(I + V )〉HSX
= tr[(I +A)2α − (I +A)α(I + U∗)− (I +A)α(I + U) + I]
+ tr[(I +B)2α − (I +B)α(I + V ∗)− (I +B)α(I + V ) + I]
− 2〈[(I +A)α(I + U)− I], [(I +B)α(I + V )− I]〉HS
= tr[(I +A)2α − (I +A)α(I + U∗)− (I +A)α(I + U) + I]
+ tr[(I +B)2α − (I +B)α(I + V ∗)− (I + V )α(I + V ) + I]
− tr[(I + U∗)(I +A)α − I][(I +B)α(I + V )− I]]
− tr[(I + V ∗)(I +B)α − I][(I +A)α(I + U)− I]
= tr[(I +A)2α − (I +A)α(I + U∗)− (I +A)α(I + U) + I]
+ tr[(I +B)2α − (I +B)α(I + V ∗)− (I +B)α(I + V ) + I]
− tr[(I + U∗)(I +A)α(I +B)α(I + V )− (I + U∗)(I +A)α − (I +B)α(I + V ) + I]
− tr[(I + V ∗)(I +B)α(I +A)α(I + U)− (I + V ∗)(I +B)α − (I +A)α(I + U) + I]
= tr[(I +A)2α − (I +A)α(I + U∗)− (I +A)α(I + U) + I]
+ tr[(I +B)2α − (I +B)α(I + V ∗)− (I +B)α(I + V ) + I]
− tr[(I + V )(I + U∗)(I +A)α(I +B)α − (I +A)α(I + U∗)− (I +B)α(I + V ) + I]
− tr[(I + U)(I + V ∗)(I +B)α(I +A)α − (I +B)α(I + V ∗)− (I +A)α(I + U) + I]
= tr[(I +A)2α + (I +B)2α − (I + V )(I + U∗)(I + A)α(I +B)α − (I + U)(I + V ∗)(I +B)α(I + A)α].
On the other hand, since (I +A)α − (I +B)α(I + V ) ∈ HS(H), we have
||(I +A)α − (I +B)α(I + V )||2HSX = ||(I +A)α − (I +B)α(I + V )||2HS
= tr[((I +A)α − (I + V )∗(I +B)α)((I +A)α − (I +B)α(I + V ))]
= tr[(I +A)2α − (I +A)α(I +B)α(I + V )− (I + V )∗(I +B)α(I +A)α + (I + V )∗(I +B)2α(I + V )]
= tr[(I +A)2α + (I +B)2α − (I + V )(I +A)α(I +B)α − (I + V ∗)(I +B)α(I +A)α].
Thus minimizing the first expression over (I +U), (I + V ) ∈ U(H) ∩HSX(H) is
equivalent to minimizing the second expression over (I +U) ∈ U(H)∩HSX(H).
⊓⊔
Proposition 6. Let (I +A), (I +B) ∈ HSX(H) be invertible. Then
(I +A)2 + (I +B)2 − 2[(I +A)(I +B)2(I +A)]1/2 ∈ Tr(H), (116)
[(I +A)(I +B)2(I +A)]1/2 − (I +A)− (I +B) + I ∈ Tr(H). (117)
Proof (of Proposition 6). Write I+C = (I+A)(I+B)2(I+A) = [(I+B)(I+
A)]∗[(I + B)(I + A)]. By Lemma 1, the polar decomposition of (I + B)(I +A)
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has the form
(I +B)(I +A) = (I + S)(I + C)1/2, for some I + S ∈ U(H) ∩ HSX(H),
so that
(I + C)1/2 = (I + S∗)(I +B)(I +A) = (I +A)(I +B)(I + S)
It follows that
(I +A)2 + (I +B)2 − 2[(I +A)(I +B)2(I +A)]1/2
= (I + A)2 + (I +B)2 − (I + S∗)(I +B)(I +A)− (I +A)(I +B)(I + S)
= (I + 2A+A2) + (I + 2B +B2)− (I + S∗)(I +A+B +BA)− (I +A+B +AB)(I + S)
= A2 +B2 − (S∗ + S∗A+ S∗B +BA+ S∗BA)− (S +AS +BS +AB +ABS)
= A2 +B2 + S∗S − (S∗A+ S∗B +BA+ S∗BA)− (AS +BS +AB +ABS) ∈ Tr(H)
since A,B, S ∈ HS(H) and S + S∗ = −S∗S ∈ Tr(H) by Lemma 7. Similarly,
[(I +A)(I +B)2(I +A)]1/2 − (I +A)− (I +B) + I
=
1
2
(I + S∗)(I +B)(I +A) +
1
2
(I +A)(I +B)(I + S)− (I +A)− (I +B) + I
=
1
2
(S∗S + S∗A+ S∗B +BA+ S∗BA+AS +BS +AB +ABS) ∈ Tr(H).
This completes the proof. ⊓⊔
Proof (of Proposition 4). This follows from Proposition 6 by replacing (I+A)
with (I +A)α. The condition (I +A) ∈ PC 2(H) is necessary so that (I +A)α
is well-defined for all α ∈ R. ⊓⊔
Proof ( of Theorem 10).
||(I +A)α − (I +B)α(I + U)||2HSX = ||(I +A)α − (I +B)α(I + U)||2HS
= tr[((I +A)α − (I + U)∗(I +B)α)((I +A)α − (I +B)α(I + U))]
= tr[(I +A)2α − (I +A)α(I +B)α(I + U)− (I + U)∗(I +B)α(I +A)α + (I + U)∗(I +B)2α(I + U)]
= tr[(I +A)2α + (I +B)2α − (I +A)α(I +B)α(I + U)− (I + U∗)(I +B)α(I +A)α].
Consider the operator
I + C = [(I +B)α(I +A)α]∗(I +B)α(I +A)α = (I + A)α(I +B)2α(I +A)α ∈ PC 2(H).
By Lemma 1, the polar decomposition of (I +B)α(I +A)α has the form
(I +B)α(I +A)α = (I + S)(I + C)1/2, for some I + S ∈ U(H) ∩ HSX(H).
It follows that
(I + U∗)(I +B)α(I +A)α = (I + U∗)(I + S)(I + C)1/2,
(I +A)α(I +B)α(I + U) = (I + C)1/2(I + S∗)(I + U).
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Since (I + U∗)(I + S) ∈ U(H) ∩ HSX(H), it follows that
min
(I+U)∈U(H)∩HSX (H)
||(I +A)α − (I +B)α(I + U)||2HSX
= min
(I+U)∈U(H)∩HSX(H)
tr[(I +A)2α + (I +B)2α − (I + U∗)(I + C)1/2 − (I + C)1/2(I + U)]
= min
(I+U)∈U(H)∩HSX(H)
tr[(I +A)2α + (I +B)2α − (I + U∗)(I + C)1/2 − (I + U)(I + C)1/2].
By Proposition 4,
(I +A)2α + (I +B)2α − 2(I + C)1/2
= (I +A)2α + (I +B)2α − 2[(I +A)α(I +B)2α(I +A)α]1/2 ∈ Tr(H).
Since I + U ∈ U(H) ∩ HSX(H), by Lemma 7, U∗ + U = −U∗U ∈ Tr(H). Thus
min
(I+U)∈U(H)∩HSX (H)
||(I +A)α − (I +B)α(I + U)||2HSX
= tr[(I +A)2α + (I +B)2α − 2(I + C)1/2]
+ min
(I+U)∈U(H)∩HSX(H)
tr[U∗U(I + C)1/2]
= tr[(I +A)2α + (I +B)2α − 2(I + C)1/2],
since obviously, with tr[U∗U(I+C)1/2] = tr[U∗(I+C)1/2U ] = ||(I+C)1/4U ||2HS,
min
(I+U)∈U(H)∩HSX (H)
tr[U∗U(I + C)1/2] = min
(I+U)∈U(H)∩HSX (H)
||(I + C)1/4U ||2HS = 0,
with the minimum occurring precisely at U = 0. This gives Eq.(52). The expres-
sion in Eq.(53) then follows from Lemma 8. ⊓⊔
The following is immediate from the definition of dαproHS.
Lemma 9.
dαproHS[(A+ γI), (B + γI)] = γ
αdαproHS[(A/γ + I), (B/γ + I)]. (118)
Proof (of Theorem 11). By Lemma 9 and Theorem 10,
(dαproHS[(A+ γI), (B + γI)]) = γ
2α(dαproHS[(A/γ + I), (B/γ + I)])
2
=
γ2α
α2
(
tr[(I +A/γ)2α + (I +B/γ)2α − 2[(I +A/γ)α(I + B/γ)2α(I +A/γ)α]1/2]
)
=
1
α2
(
tr[(A+ γI)2α + (B + γI)2α − 2[(A+ γI)α(B + γI)2α(A+ γI)α]1/2]
)
.
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Similarly,
(dαproHS[(A+ γI), (B + γI)])
=
γ2α
α2
(||(I +A/γ)α||2HSX + ||(I +B/γ)α||2HSX − 2)
− 2γ
2α
α2
(
tr[[(I +A/γ)α(I +B/γ)2α(I + A/γ)α]1/2 − (I +A/γ)α − (I +B/γ)α + I]
)
=
1
α2
(||(A+ γI)α||2HSX + ||(B + γI)α||2HSX − 2γ2α)
− 2
α2
(
tr[[(A+ γI)α(B + γI)2α(A+ γI)α]1/2 − γα(A+ γI)α − γα(B + γI)α + γ2αI]
)
.
This completes the proof. ⊓⊔
Proof (of Lemma 4). Consider the series expansion
(I +A)α = exp[α log(I +A)] = I + α log(I +A) +
α2
2!
[log(I +A)]2 + · · ·
From this expansion it follows that
(I +A)α − I
α
− log(I +A) = α
2!
[log(I +A)]2 +
α2
3!
[log(I +A)]3 + · · ·
Therefore, since the set HS(H) is an algebra,∥∥∥∥ (I +A)α − Iα − log(I +A)
∥∥∥∥
HS
≤ |α||| log(I +A)||2HS
(
1
2!
+
|α|
3!
|| log(I +A)||HS + |α|
2
4!
|| log(I +A)||2HS + · · ·
)
≤ |α||| log(I +A)||2HS exp(|α||| log(I +A)||HS)→ 0 as α→∞.
By definition of the extended Hilbert-Schmidt norm,
||(I +A)α||2HSX = ||[(I +A)α − I] + I||2HSX = ||(I +A)α − I||2HS + 1.
It thus follows that
lim
α→0
||(I +A)α||2HSX − 1
α2
= lim
α→0
||(I +A)α − I||2HS
α2
= || log(I +A)||2HS.
For (A+ γI) ∈ PC 2(H), we then have
lim
α→0
||(A + γI)α||2HSX − γ2α
α2
= lim
α→0
γ2α
||(A/γ + I)α||2HSX − 1
α2
= || log(I +A/γ)||2HS.
This completes the proof. ⊓⊔
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Proof (of Lemma 5). By Proposition 4, for (I +A), (I +B) ∈ PC 2(H),
[(I +A)α(I +B)2α(I +A)α]1/2 − (I +A)α − (I +B)α + I ∈ Tr(H),
so that the trace operation is well-defined. Consider the series expansions
(I +A)α = exp[α log(I +A)] = I + α log(I +A) +
α2
2!
[log(I +A)]2 + · · · ,
(I +B)α = exp[α log(I +B)] = I + α log(I +B) +
α2
2!
[log(I +B)]2 + · · · ,
(I +A)α(I +B)2α(I +A)α = I + 2α[log(I +A) + log(I +B)]
+ 2α2[log(I +A) + log(I +B)]2 + · · · .
For α sufficiently close to zero,
[(I +A)α(I +B)2α(I +A)α]1/2 = I + α[log(I +A) + log(I +B)]
+
α2
2
[log(I +A) + log(I +B)]2 + · · · .
It thus follows that
lim
α→0
1
α2
tr[[(I +A)α(I +B)2α(I +A)α]1/2 − (I +A)α − (I +B)α + I]
=
1
2
tr[log(I +A) log(I +B) + log(I +B) log(I +A)] = tr[log(I +A) log(I +B)].
For the general case (A+ γI), (B + γI) ∈ PC 2(H), we have
lim
α→0
1
α2
tr[[(A+ γI)α(B + γI)2α(A+ γI)α]1/2 − γα(A+ γI)α − γα(B + γI)α + γ2αI]
= lim
α→0
γ2α
α2
tr[[(A/γ + I)α(B/γ + I)2α(A/γ + I)α]1/2 − (A/γ + I)α − (B/γ + I)α + I]
= tr[log(I +A/γ) log(I +B/γ)],
where we have invoked the result for the case γ = 1 above. ⊓⊔
Proof (of Theorem 12). From Theorem 11 and Lemmas 4 and 5, we have
lim
α→0
(dαlogHS[(A+ γI), (B + γI)])
2
= lim
α→0
||(A+ γI)α||2HSX − γ2α
α2
+ lim
α→0
||(B + γI)α||2HSX − γ2α
α2
− lim
α→0
2
α2
tr[[(A+ γI)α(B + γI)2α(A+ γI)α]1/2 − γα(A+ γI)α − γα(B + γI)α + γ2αI]
= || log(I +A/γ)||2HS + || log(I +B/γ)||2HS − 2〈log(I +A/γ), log(I +B/γ)〉HS
= || log(I +A/γ)− log(I +B/γ)||2HS = || log(A+ γI)− log(B + γI)||2HS.
This completes the proof. ⊓⊔
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Proof (of Theorem 13). For α = 0, d0logHS = || ||HSX is a metric on PC 2(H)(γ)
since the Log-Hilbert-Schmidt distance is a metric [12]. Consider the case α 6= 0.
It suffices to prove for the case γ = 1. Since we already have positivity and
symmetry, it remains to prove the triangle inequality.
Let (I + A), (I + B) ∈ PC 2(H), (I + U), (I + V ) ∈ U(H) ∩ HSX(H), then,
as in the proof of Proposition 3,
||(I +A)α(I + U)− (I +B)α(I + V )||2HS
= tr[(I +A)2α + (I +B)2α − (I + V )(I + U∗)(I +A)α(I +B)α
− (I + U)(I + V ∗)(I +B)α(I +A)α]
= ||(I +A)α − (I +B)α(I + V )(I + U∗)||2HS.
Thus for any other operator (I + C) ∈ PC 2(H),
||(I +A)α − (I +B)α(I + U)||HS
≤ ||(I +A)α − (I + C)α(I + V )||HS + ||(I + C)α(I + V )− (I +B)α(I + U)||HS
= ||(I +A)α − (I + C)α(I + V )||HS + ||(I + C)α − (I +B)α(I + U)(I + V ∗)||HS
Taking the infimum over all (I + U), (I + V ) ∈ U(H) ∩ HSX(H), we obtain
dαproHS[(I +A), (I +B)] ≤ dαproHS[(I +A), (I + C)] + dαproHS[(I + C), (I +B)].
This completes the proof. ⊓⊔
B.1 Proofs for the RKHS setting
Proof (of Proposition 5). By Theorem 10, we have
α2(dαproHS[(I +AA
∗), (I +BB∗)])2 = tr[(I +AA∗)2α − I] + tr[(I +BB∗)2α − I]
− 2tr[[(I +AA∗)α(I +BB∗)2α(I +AA∗)α]1/2 − I]
= tr[(I +AA∗)2α − I] + tr[(I +BB∗)2α − I]− 2tr[[(I +AA∗)2α(I +BB∗)2α]1/2 − I].
Since the non-zero eigenvalues of AA∗ and A∗A are the same, the non-zero
eigenvalues of (I +AA∗)2α − I and (I + A∗A)2α − I are also the same and
tr[(IH2 + AA
∗)2α − IH2 ] = tr[(IH1 +A∗A)2α − IH1 ],
tr[(IH2 + BB
∗)2α − IH2 ] = tr[(IH1 +B∗B)2α − IH1 ].
We make use of the following properties
Ahα(A) = hα(A)A = (I +A)
α − I, (Lemma 10, [14]), (119)
(AA∗ + IH2)
α − IH2 = Ahα(A∗A)A∗, (Corollary 2, [14]). (120)
It follows that
(IH2 +AA
∗)2α = IH2 +Ah2α(A
∗A)A∗,
(IH2 +BB
∗)2α = IH2 +Bh2α(B
∗B)B∗,
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where h2α(A
∗A) : H1 → H1 and h2α(B∗B) : H1 → H1. It follows that
[(IH2 +AA
∗)2α(IH2 +BB
∗)2α]1/2 − IH2
= [(IH2 +Ah2α(A
∗A)A∗)(IH2 +Bh2α(B
∗B)B∗)]1/2 − IH2
= [IH2 +Ah2α(A
∗A)A∗ +Bh2α(B∗B)B∗ +Ah2α(A∗A)A∗Bh2α(B∗B)B∗]1/2 − IH2 .
Consider the operators(
Ah2α(A
∗A) Bh2α(B∗B) Ah2α(A∗A)A∗Bh2α(B∗B)
)
: H31 → H2,
A∗B∗
B∗

 : H2 → H31.
Then the nonzero eigenvalues of
Ah2α(A
∗A)A∗ +Bh2α(B∗B)B∗ +Ah2α(A∗A)A∗Bh2α(B∗B)B∗
=
(
Ah2α(A
∗A) Bh2α(B∗B) Ah2α(A∗A)A∗Bh2α(B∗B)
)A∗B∗
B∗

 : H2 → H2
are the same as those of the operator
A∗B∗
B∗

(Ah2α(A∗A) Bh2α(B∗B) Ah2α(A∗A)A∗Bh2α(B∗B)) : H31 → H31
=

A∗Ah2α(A∗A) A∗Bh2α(B∗B) A∗Ah2α(A∗A)A∗Bh2α(B∗B)B∗Ah2α(A∗A) B∗Bh2α(B∗B) B∗Ah2α(A∗A)A∗Bh2α(B∗B)
B∗Ah2α(A∗A) B∗Bh2α(B∗B) B∗Ah2α(A∗A)A∗Bh2α(B∗B)


=

[(IH1 +A∗A)2α − IH1 ] A∗Bh2α(B∗B) [(IH1 +A∗A)2α − IH1 ]A∗Bh2α(B∗B)B∗Ah2α(A∗A) [(IH1 +B∗B)2α − IH1 ] B∗Ah2α(A∗A)A∗Bh2α(B∗B)
B∗Ah2α(A∗A) [(IH1 +B
∗B)2α − IH1 ] B∗Ah2α(A∗A)A∗Bh2α(B∗B)


We finally obtain
tr[[(IH2 +AA
∗)2α(IH2 +BB
∗)2α]1/2 − IH2 ]
= tr



IH3
1
+

C11 C12 C13C21 C22 C23
C21 C22 C23




1/2
− IH3
1

 ,
where
C11 = [(IH1 +A
∗A)2α − IH1 ], C12 = A∗Bh2α(B∗B),
C13 = [(IH1 +A
∗A)2α − IH1 ]A∗Bh2α(B∗B),
C21 = B
∗Ah2α(A∗A), C22 = [(IH1 +B
∗B)2α − IH1 ],
C23 = B
∗Ah2α(A∗A)A∗Bh2α(B∗B).
This completes the proof. ⊓⊔
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Proof (of Corollary 4). By definition,
α2(dαproHS[(AA
∗ + γIH2), (BB
∗ + γIH2)])
2
= α2γ2α(dαproHS[(AA
∗/γ + IH2), (BB
∗/γ + IH2)])
2.
The desired result then follows from Proposition 5. ⊓⊔
Lemma 10. Let H1 be a separable Hilbert space and E : H1 → H1 be a positive
compact operator on H1. Let hα(E) be as defined in Eq.(72). Let α ≥ 1/2 be
fixed. Then in the operator norm on H1,
lim
γ→0+
γ2α−1h2α
(
E
γ
)
= E2α−1, (121)
where the right hand side is a positive bounded operator on H1. If α > 1/2, then
E2α−1 is compact.
Proof. For any γ > 0, by definition of hα(E) as in Eq.(72), we have
γ2α−1h2α(
E
γ
) = γ2α−1
NE∑
k=1
[1 + (λk(E)/γ)]
2α − 1
(λk(E)/γ)
φk(E)⊗ φk(E)
=
NE∑
k=1
(γ + λk(E))
2α − γ2α
λk(E)
φk(E)⊗ φk(E).
Thus for α ≥ 1/2, we have in the operator norm on H1,
lim
γ→0
γ2α−1h2α(
E
γ
) =
NE∑
k=1
λ2α−1k (E)φk(E)⊗ φk(E) = E2α−1.
The right hand side is clearly a positive bounded operator for α ≥ 1/2 and
compact when α > 1/2. ⊓⊔
The following is straightforward to verify.
Lemma 11. Let A,B be real n× n matrix. Consider the 3n× 3n block matrix
C =

0 0 A0 0 0
0 0 B

 . (122)
Then the nonzero eigenvalues of C and B are the same.
Proof (of Corollary 5). By Lemma 10, we have
lim
γ→0
γ2α−1h2α(
A∗A
γ
) = (A∗A)2α−1, lim
γ→0
γ2α−1h2α(
B∗B
γ
) = (B∗B)2α−1.
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Since A∗B,B∗A are trace class operators on H1 by assumption, using the ex-
pression in Corollary 4, we have
lim
γ→0
α2(dαproHS[(AA
∗ + γIH2), (BB
∗ + γIH2)])
2
= tr[(A∗A)2α] + tr[(B∗B)2α]− 2tr

0 0 (A∗A)2αA∗B(B∗B)2α−10 0 0
0 0 B∗A(A∗A)2α−1A∗B(B∗B)2α−1


1/2
= tr[(A∗A)2α + (B∗B)2α − 2(B∗A(A∗A)2α−1A∗B(B∗B)2α−1)1/2],
where the last equality follows from Lemma 11.
For α = 1/2, we can also proceed directly as follows. By Corollary 2 in [14],
Ah1(A
∗A) = A, h1(A∗A)A∗ = A∗. (123)
It follows that
C11 =
1
γ
A∗A, C12 =
1
γ
A∗Bh1(B∗B/γ) =
1
γ
A∗B,
C13 =
1
γ
(A∗A/γ)A∗Bh1(B∗B/γ) =
1
γ2
A∗AA∗B,
C21 =
1
γ
B∗Ah1(A∗A/γ) =
1
γ
B∗A, C22 =
1
γ
B∗B,
C23 =
1
γ2
B∗Ah1(A∗A/γ)A∗Bh1(B∗B/γ) =
1
γ2
B∗AA∗B.
Using the expression in Corollary 4, we have
lim
γ→0
1
4
(d
1/2
proHS[(AA
∗ + γIH2), (BB
∗ + γIH2)])
2
= tr[(A∗A] + tr[(B∗B]− 2tr

0 0 A∗AA∗B0 0 0
0 0 B∗AA∗B


1/2
= tr[(A∗A) + (B∗B)− 2(B∗AA∗B)1/2],
where the last equality follows from Lemma 11. ⊓⊔
B.2 Proofs for the distances between Gaussian measures
Lemma 12. For any real numbers a, b, c, d,√
(a+ b)2 + (c+ d)2 ≤
√
a2 + c2 +
√
b2 + d2. (124)
Proof. We have√
(a+ b)2 + (c+ d)2 ≤
√
a2 + c2 +
√
b2 + d2
⇐⇒ (a+ b)2 + (c+ d)2 ≤ a2 + c2 + b2 + d2 + 2
√
(a2 + c2)(b2 + d2)
⇐⇒ (ab+ cd) ≤
√
(a2 + c2)(b2 + d2)
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which is obvious if (ab + cd) ≤ 0. If (ab + cd) > 0, then this is equivalent to
(ad− bc)2 ≥ 0, which is obvious. ⊓⊔
Proof (of Lemma 6). It suffices to show the triangle inequality for D. We have
D(N (m1, C1),N (m3, C3)) =
√
d2mean(m1,m3) + d
2
cov(C1, C3)
≤
√
[dmean(m1,m2) + dmean(m2,m3)]2 + [dcov(C1, C2) + dcov(C2, C3)]2
≤
√
d2mean(m1,m2) + d
2
cov(C1, C2) +
√
d2mean(m2,m3) + d
2
cov(C2, C3)
= D(N (m1, C1)||N (m2, C2)) +D(N (m2, C2)||N (m3, C3)),
where the last inequality follows from Lemma 12. ⊓⊔
Proof (of Lemma 2). Let {λk}∞k=1 be the eigenvalues of A, then by the positive
trace class assumption, λk ≥ 0, limk→∞ λk = 0, and
∑∞
k=1 λk < ∞. Thus
with α ≥ 1/2, so that 2α ≥ 1, we also have ∑∞k=1 λ2αk < ∞. It follows that
A2α ∈ Sym+(H) ∩ Tr(H) and Aα ∈ Sym+(H) ∩HS(H). ⊓⊔
Proof (of Lemma 3). By Lemma 3, we have Aα, Bα ∈ Sym+(H) ∩ HS(H), so
that AαBα ∈ Tr(H). By definition of the trace norm, we then have
tr[(AαB2αAα)]1/2 = tr[(AαBα)(AαBα)∗]1/2 = ||(AαBα)||tr <∞.
It thus follows that (AαB2αAα)1/2 ∈ Sym+(H) ∩ Tr(H). ⊓⊔
Proof (of Theorem 15).We observe that for a fixed γ > 0,DαproHS[N (0, C1)||N (0, C2)] =
0 ⇐⇒ dαproHS[(C1 + γI), (C2 + γI)] = 0 ⇐⇒ C1 + γI = C2 + γI ⇐⇒ C1 = C2.
The theorem then follows from the metric properties of dαproHS. ⊓⊔
Proof (of Theorem 5). This follows from Theorem 3 and Lemma 6. ⊓⊔
Proof (of Theorem 16). This follows from Theorem 15 and Lemma 6. ⊓⊔
Proof (of Theorem 18). By definition of µΦ(X), µΦ(Y),
||µΦ(X) − µΦ(Y)||2HK =
1
m2
||Φ(X)1m − Φ(Y)1m||2HK
=
1
m2
〈
[
m∑
i=1
Φ(xi)−
m∑
j=1
Φ(yj)], [
m∑
i=1
Φ(xi)−
m∑
j=1
Φ(yj)〉HK ]
〉
HK
=
1
m2

 m∑
i,j=1
[K(xi, xj) +K(yi, yj)− 2K(xi, yj)]


= 1Tm(K[X] +K[Y]− 2K[X,Y])1m.
The desired result is then obtained by combining Theorem 16 with Theorem 17
and the above expression. ⊓⊔
Proof (of Theorem 19). This is similar to the proof of Theorem 18, except
that we invoke Theorem 16 for the case α ≥ 1/2. ⊓⊔
