For many decades optical interferometers have been used to measure the electron density of plasmas. During the last ten years X-ray lasers in the wavelength range 14 to 47 nm have enabled researchers to use interferometers to probe even higher density plasmas. The data analysis assumes that the index of refraction is due only to the free electrons, which makes the index of refraction less than one and the electron density proportional to the number of fringe shifts. Recent experiments in Al plasmas observed plasmas with an index of refraction greater than one and made us question the validity of the usual formula for calculating the index of refraction. Recent calculations showed how the anomalous dispersion from the bound electrons can dominate the index of refraction in many types of plasma and make the index greater than one or enhance the index such that one would greatly overestimate the electron density of the plasma using interferometers. In this work we calculate the index of refraction of C, Al, Ti, and Pd plasmas for photon energies from 0 to 100 eV (12.4 nm) using a new average-atom code. The results show large variations from the free electron approximation under many different plasma conditions. We validate the average-atom code against the more detailed OPAL code for carbon and aluminum plasmas. During the next decade X-ray free electron lasers and other sources will be available to probe a wider variety of plasmas at higher densities and shorter wavelengths so understanding the index of refraction in plasmas will be even more essential.
Introduction
For many decades optical interferometers have been used to measure the electron density of plasmas [1] . The data analysis always assumes that the index of refraction of the plasma is due only to the free electrons [1] [2] . For the interferometer experiments this implies that the electron density of the plasma is directly proportional to the number of fringe shifts in the interferometer.
The index of refraction in the plasma due to the free electrons is always less than one. When Xray lasers became available, the same assumptions were used to calculate the index of refraction as the interferometer probed even higher density plasmas using the shorter wavelengths of the Xray lasers. The original X-ray laser interferometer [3] was demonstrated a decade ago using the 15.5 nm Ne-like Y laser at the NOVA facility at Lawrence Livermore National Laboratory energies located orders of magnitude further from the line centers than the corresponding line widths owing to the fact that they contribute through a dispersion integral.
The original analysis [9] of the index of refraction for Al plasmas was done only for a single wavelength, 14.7 nm, which is the wavelength of the Ni-like Pd X-ray laser used in experiments at LLNL [5] . That analysis combined individual calculations done for each isoelectronic sequence of Al and assumed that all the population was in the ground state of each ionization stage. It became clear that we needed the ability to calculate the index of refraction for any plasma at any wavelength.
Fortunately we had available a version of the INFERNO average atom code that is routinely used to calculate the distribution of levels and the absorption coefficient for plasma at a given temperature and density [10] . Using a modified version of this code [11] , we are now able to calculate the index of refraction for a wide range of plasma conditions. In this work we present results for C, Al, Ti, and Pd plasmas from singly to many times ionized. The index of refraction is calculated for photon energies from 0 to 100 eV (12.4 
nm). These calculations enable us to
understand under what plasma conditions the free electron approximation is valid and gives us an estimate of the magnitude of the bound electron contribution. We validate the average atom code results for C and Al plasmas against calculations done with the more detailed OPAL code [12] [13] [14] .
Traditional analysis of interferometer experiments
The usual formula for the index of refraction of a plasma due to free electrons is n = (1 -N elec / N crit ) 1/2 where N elec is the electron density of the plasma and N crit is the plasma critical density. At wavelength λ, N crit = π / (r 0 λ 2 ) where r 0 is the classical electron radius, 2.818 x 10 -13
cm [2] . Since experiments typically measure an electron density that is much less than the critical density the formula above is approximated by n = 1 -(N elec / 2N crit ). In typical interferometer experiments [3] [4] [5] [6] [7] that probe plasma of length L using a source with wavelength λ, the number of fringe shifts is equal to
For a plasma that is uniform over length L this reduces to (1 -n) L / λ. This formula assumes that the interferometer is in a vacuum where the index of refraction is 1 except for the plasma being probed and that one compares the fringe shifts against a set of reference fringes in the absence of any plasma. This also assumes that there is a small angle between the two arms of the interferometer so that the cosine of the angle between the two arms can be approximated as 1. With the above approximation for n, the number of fringe shifts equals (N elec L) / (2 λ N crit ). The experimental analysis is done by simply counting how far the fringes have shifted compared with the reference fringes and converting this into electron density. For the 14.7 nm Pd X-ray laser the number of fringe shifts in the interferometer is (N elec L) / (1.5 x 10 19 cm -2 ) and the critical density is 5.17 x 10 24 cm -3 .
Including the bound electrons in the calculation of the index of refraction
From the anomalous results in the interferometer experiments [4, 5] of the Al plasmas it is clear that the traditional technique used to analyze the interferometer experiments is incomplete.
We realized that the bound electrons were playing a significant role in the index of refraction for the Al plasma.
To understand the role of the bound electrons our original analysis [9] calculated the continuum absorption cross-sections σ for each ionization stage of Al using a Hartree-Slater code. The energies were adjusted to make certain the L3 edges for the 2p electrons agreed with the experimentally measured edges for neutral, singly, doubly, and triply ionized Al. The contributions from the absorption lines were then added to the continuum absorption. For Al (+1) and Al (+2) the measured line positions and oscillator strengths from Refs. 15 and 16 for the absorption lines below the L3 edges were used. For Al (+3) the n=2 to n=3 and 2p to 4s line positions and line strengths were used from Ref. 17 . The total absorption coefficient α = N ion σ = (4 π β) / λ where N ion is the ion density of the plasma and β is the imaginary part of the complex index of refraction n* defined by
The real part of the index of refraction n = 1 -δ. Typically one tabulates the dimensional-less optical constants f 2 and f 1 which are related to δ and β by δ = f 1 N ion / (2 N crit ) and β = f 2 N ion / (2 N crit ) [18] . From the total absorption cross-section σ we determine the optical constant f 2 = σ / (2 λ r 0 ). We then derive the optical constant f 1 as a function of photon energy E using the KramersKronig dispersion relation [19] . This involves taking the principal value of the integral.
Z nuc is the atomic number of the element. This means we include the total number of bound and free electrons when calculating the dispersion relation. For example, Z nuc = 13 for an Al plasma.
For neutral materials the oscillator sum rules insure that f 1 goes to zero at zero energy and Z nuc at infinite energy. For an ionized plasma with average ionization Z* then f 1 = Z* at E = 0.
The real part of the index of refraction n = 1 -[(f 1 N ion ) / (2 N crit )] which makes 1 -n = (f 1 N ion ) / (2 N crit ). In the absence of any bound electrons f 1 is equivalent to the number of free electrons per ion. Table 1 shows our best calculation of the partial components and total f 1 value for each ionization stage of Al for a 14.7 nm or 84.46 eV X-ray. Taking the ratio of f1 to the number of free electrons in Table 1 gives the ratio of the measured electron density to the actual electron density. When the ratio is negative, the index of refraction is greater than one and the fringes bend the opposite direction than expected in the interferometer. The results of this calculation for Al are described in Ref. 9 . This analysis was tedious, only included the ground state of each ionization stage, and did not include a distribution of ionization stages as one has in real plasma. For this reason we realized that the ability to calculate the index of refraction over a range of wavelength for any plasma condition would be a valuable tool for analyzing experiments.
Average-atom and OPAL codes used to calculate the index of refraction For many years the average-atom technique incorporated in the INFERNO code [10] has been used to calculate the ionization conditions and absorption spectrum of plasmas under a wide variety of conditions. For finite temperatures and densities, the INFERNO code calculates a statistical population for occupation of one-electron Dirac orbitals in the plasma. In this work, we use a non-relativistic version of INFERNO to calculate bound and continuum orbitals and the corresponding self-consistent potential. Applying linear response theory to the average-atom leads to an average-atom version of the Kubo-Greenwood equation [20, 21] for the frequencydependent conductivity of the plasma. Molecular orbital versions of the Kubo-Greenwood formula have also been used in recent years to study the conductivity of Al plasmas [22, 23] . The imaginary part of the complex dielectric function is proportional to the conductivity. The real part of the dielectric function can be found from its imaginary part using a Kramers-Kronig [19] dispersion relation. With the resulting frequency-dependent dielectric function in hand, optical properties of the plasma, such as its index of refraction and absorption coefficients, are completely determined from the dielectric function. The details of the Kubo-Greenwood formula applied to the average-atom model are described in a separate work [11] .
To help validate the average-atom results we compare them against calculations done with the OPAL code [12] [13] [14] . 
Analysis of Al plasmas
Since the anomalous index of refraction results were first measured in Al plasmas [4, 5] using X-ray laser interferometers we utilize the average atom code to analyze Al plasmas and compare against OPAL calculations. To simplify the analysis, the calculations are done for different temperatures but with a constant ion density of 10 20 cm -3 . Since the fringe shifts are proportional to f 1 or (1 -n) we compare the ratio of (1 -n) / (1 -n free ) where n free = 1 -(N elec / 2N crit ) is the index of refraction due only to the free electron contribution. If only the free electrons contribute to the index of refraction this ratio equals one and the traditional analysis is valid. Otherwise this ratio represents the ratio of the measured electron density to the actual electron density when one analyzes the interferometer experiment the traditional way assuming only free electrons contribute to the index of refraction.
Even though the calculations are done for a single ion density the ratio normalizes away the actual density and we expect the analysis to be valid over a wider range of densities. One limitation of the calculations is that both the average atom code and OPAL assume the electron, ion, and radiation temperatures are all equal and the plasma's ionization is in local thermodynamic equilibrium (LTE). If one calculates a dynamic plasma that is not in equilibrium, the ionization condition (Z*) is a better value to compare than the actual temperature of the plasma. Z* is the ionization condition of the plasma such that Z* = 1 means the average ion is singly ionized, 2 means double ionized, etc. Ar X-ray laser [6] that has been used for many interferometer experiments, the ratio is 2.6 for the average atom code and 3.5 for OPAL. An interferometer built at this wavelength would measure an electron density that was about 3 times larger than the actual density. It is striking that the ratio crosses one but differs significantly from one over most of the energy range. Even at low energies, such as 4.68 eV, which is the energy of the 4 th harmonic of the 1.06 µm Nd laser, the ratio is predicted to be -3.0 for the average atom code and -0. widths of the many resonance lines that will affect the shape of the calculation of 1 -n.
In Fig. 1(b) we plot the ratio for a 10 eV Al plasma with Z* = 2.88 and 2.82, which is almost triply ionized Ne-like Al. In Ne-like Al the strong 3s -2p resonance lines are centered at 77.07 eV [17] . analyses predict that the ratio is negative and that the index of refraction is greater than one. This is consistent with the fringe lines in an interferometer experiment bending the opposite direction than expected. It is important to note that the index of refraction of the Al plasma is predicted to be greater than one over a wide range of photon energies near 85 eV and plasma conditions from neutral to triply ionized.
Another important plasma property to consider is the absorption coefficient of the plasma since the optical photons or X-rays need to be able to penetrate the plasma if they are to be used for interferometer measurements. Figure 2 shows the absorption coefficient versus photon energy for Al plasma of temperature 10 eV with an ion density of 10 20 cm -3 using the average atom code.
For the region between 75 and 85 eV and also between 40 and 70 eV the absorption coefficient is less than 10 cm -1
. Since a typical interferometer experiment [4, 5] uses 0.1 cm long plasma, this means the plasma will be optically thin to the X-rays. Keep in mind that the energy scale needs to be shifted about 5 eV to higher energy to agree with the experiments, so even the 89 eV Ag Xray laser used in the experiments in Ref. 4 would have low absorption under these conditions.
As we continue to ionize the Al plasma Fig, 3(a) shows the ratio (1 -n) / (1 -n free ) versus photon energy for a 20 eV Al plasma with Z* = 4.64 and 4.46. Much of the complicated structure is disappearing at energies near 84.6 eV but the ratio is still only 0.6 and 0.66 for the average atom and OPAL codes, respectively, and is in good agreement with the value of 0.5 that one interpolates from Ref. 9 . In this case the fringes would bend the expected direction in an interferometer experiment but the measured value of the electron density would be low by 30 to 50%.
Finally, Fig. 3(b) shows the ratio for a 40 eV Al plasma with Z* = 7.64 and 7.55. The ratio is within 10% of unity for most of the figure with the exception of some weak resonances.
One has to ionize almost 8 of the 13 electrons from Al in order to approach the free electron approximation for the index of refraction. This is the same conclusion reached in Ref. 
Analysis of other plasmas using carbon, titanium, or palladium
Materials containing carbon, such as plastics, are commonly used in experiments so we looked at the index of refraction for carbon plasmas. Again we fix the ion density of the plasma at 10 20 cm -3 . Figure 4 (a) plots the ratio of (1 -n) / (1 -n free ) versus photon energy for C plasma with temperature of 2 eV. The figure is very complicated for photon energies below 30 eV. If we focus on the 84.46 eV energy of the Pd X-ray laser used in the interferometer experiments [5] at LLNL one observes that the ratio is 6.7 and 8.4 for the average atom and OPAL codes,
respectively. This would result in an experiment that greatly overestimates the electron density of the plasma. For C plasma at 5 eV, as shown in Fig. 4(b) , the ratio is 2.3 and 2.7 at 84.46 eV for the average atom and OPAL codes, respectively. Even at 10 eV, as shown in Fig. 5(a) , where the plasma is almost triply ionized, the ratio of (1 -n) / (1 -n free ) is 1.3 and 1.4 for the two codes from 60 to 100 eV so experiments done with these energies would overestimate the electron density by 30 to 40%. Figure 5(b) shows the ratio for C plasma at 20 eV, which is almost 4 times ionized. This plasma has a ratio of 1.02 and 1.03 at 84.46 eV for the average atom and OPAL codes, respectively. The C plasma needs to be ionized down to the K shell before the free electron contribution dominates the index of refraction in this energy range. If we look at higher photon energies near the K edges the ratio will again deviate substantially from 1.
Ti plasmas have been studied for many reasons including their use as X-ray lasers [24] . Ni-like Pd [25] has been used very successfully as an X-ray laser for many years and currently is used as the laser source for the interferometer measurements at LLNL. Recently we conducted experiments [26] to measure the plasma conditions [27] of the Ni-like Pd X-ray laser just prior to lasing. The Pd laser is created by using a prepulse to illuminate a solid target that heats and expands to create plasma at the correct density and ionization to lase. A short, highintensity pulse then rapidly heats the plasma to lasing conditions and finishes ionizing regions of the plasma that are slightly under-ionized to create the 18 times ionized Ni-like Pd plasma. Since the Pd plasma may be a few times less ionized than Ni-like in the interferometer experiments [27] that measure the condition of the Pd plasma created by the prepulse, we calculated the ratio for a 60 eV Pd plasma with Z* = 15.4. At 84.46 eV the ratio is 1.05 so the interferometer experiments could slightly overestimate the electron density by about 5% if the plasma is only 15 times ionized. These calculations show how the average atom code can be used to verify that interferometer experiments are being done in a regime where the free electron approximation is valid. The calculations also enable us to estimate the magnitude of the contribution from the bound electrons.
Conclusions
For decades the analysis of plasma diagnostics such as interferometers have relied on the approximation that the index of refraction of a plasma is due solely to the free electrons. This makes the index of refraction less than one and is also an essential assumption used in energy Utilizing a new average atom code we calculate the index of refraction in C, Al, Ti and Pd plasmas and show many conditions over which the bound electron contribution dominates the free electrons as we explore photon energies from the optical to 100 eV soft X-rays. The average-atom calculations are validated against the more detailed OPAL results for carbon and aluminum plasmas. During the next decade X-ray free electron lasers and other sources will be available to probe a wider variety of plasmas at higher densities and shorter wavelengths so it will be even more essential to understand the index of refraction in plasmas. X-ray laser interferometers may become a valuable tool to measure the index of refraction of plasmas in the future. is from the OPAL code. The average ionization state is given by Z*. The ion density is 
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