This article discusses the poparms command that implements two semiparametric estimators for multivalued treatment effects discussed in Cattaneo (2010). The first is a properly reweighted inverse-probability weighted estimator and the second is an efficient-influence-function estimator which can be interpreted as having the double-robust property. Our implementation jointly estimates means and quantiles of the potential-outcome distributions allowing for multiple, discrete treatment levels. These estimators are then used to estimate a variety of multivalued treatment effects. We discuss pre-and post-estimation approaches that can be used in conjunction with our main implementation. We illustrate the program and provide a simulation study assessing the finite-sample performance of the inference procedures.
Introduction
This article introduces the poparms (short for potential-outcomes parameters) command for estimating causal effects of multivalued treatments under ignorability, that is, under the selection-on-observables and common support assumptions. In particular, this command implements the two flexible, semiparametric efficient, estimation procedures proposed in Cattaneo (2010) to conduct joint inference on mean and quantile treatment effects. For recent reviews on the vast treatment effect literature see, among others, Heckman and Vytlacil (2007) , Imbens and Wooldridge (2009) and Wooldridge (2010) in economics, and Van der Laan and Robins (2003) and Tsiatis (2006) in biostatistics.
Many multivalued treatment effects are constructed by contrasting the parameters of the distributions that the dependent variable would have had under each level of treatment. These distributions are called the potential-outcome distributions, and are identifiable from the observed data under the selection-on-observables or unconfoundedness assumption. Under this assumption, Cattaneo (2010) derives the large-sample properties of inverse-probability weighted (IPW) estimators and efficient influence function (EIF) estimators for the means, quantiles, and other features of the potential-outcome distributions when the treatment variable can have multiple distinct values. Using either of these estimators, which are shown to be semiparametric efficient under certain regularity conditions, one can construct a wide variety of treatment effects estimators as well as valid inference procedures for multivalued treatment effects.
In this article, we describe the new poparms command that implements these IPW and EIF estimators to estimate the means and quantiles of each potential-outcome distribution, as well as the associated standard-error estimators. Different contrasts of these estimated parameters are then used to produce semiparametric efficient estimators with valid standard-error estimators for average and quantile multivalued treatment effects. These procedures require implementing nonparametric series estimators to flexibly approximate certain nonparametric functions. We discuss in detail several pre-and post-estimation procedures for the analysis of mean and quantile treatment effects.
The methods discussed in this paper crucially rely on the selection-on-observables assumption to identify and estimate the parameters of the potential-outcomes distributions. This assumption maintains that, after controlling for observed covariates, the potential-outcome distributions are independent of the treatment level administered, and therefore rules out that some unobservable factor correlated with treatment assignment affects the potential-outcome distributions. This assumption is strong and may not be valid in some applications, although it is popular and many times used in empirical work. We further discuss this assumptions and its implications below.
In the remainder of the paper we discuss the implemented methods with notation and formality, an example, the syntax of the poparms command, and the methods and formulas implemented in the command.
Setup, Parameters and Estimators

Model and Sampling
We consider a standard cross-sectional setting where we observe a random sample of size n from a large population in which each individual has been assigned one of J + 1 possible treatment levels j = 0, 1, ..., J. For each individual i = 1, 2, ..., n, we observe the random vector z i = (y i , w i ,
′ where y i is the observed dependent variable, w i denotes the treatment level administered, and x i is a k x × 1 vector of covariates. We also introduce the indicator variables d i (j) = 1(w i = j), which take the value 1 if unit i received treatment j and the value 0 otherwise. (The function 1(·) denotes the indicator function.) The observed vectors z i , i = 1, 2, . . . , n, are i.i.d. draws of the vector z = (y, w, x ′ ) ′ and also d(j) = 1(w = j).
To describe the estimands and estimators of interest, we employ the classical potentialoutcome framework in the context of multivalued treatment effects. This model distinguishes between the observed outcome y i and the J + 1 potential-outcomes y i (j) for each treatment level j = 0, 1, ..., J. In this framework, the observed dependent variable is given by
where (y i (0), y i (1), . . . , y i (J)) ′ is an i.i.d. draw from (y(0), y(1), . . . , y(J)) ′ for each indi-vidual i = 1, 2, . . . , n in the sample. The distribution of each y(j) is the distribution of the dependent variable that would occur if individuals were given treatment level j and it is known as the potential-outcome distribution of treatment level j. Many treatment effects of interest reduce to contrasts between parameters of these distributions. We highlight the fact that the potential-outcome distributions are marginal distributions with respect to the covariates used in the analysis because it is central to parameter interpretation.
Only one of the J + 1 possible potential-outcomes can be observed for each individual in the sample because each individual can receive only one treatment level. Holland (1986) termed this situation the fundamental problem of causal inference. From this perspective, estimating the parameters of the potential-outcome distribution is a missingdata problem because we can only see one outcome per individual. The observed y are draws from distribution of y(j) conditional on w = j, and hence we need further assumptions to identify the unconditional distribution of y(j) from the observed data. The following assumption, known as Ignorability, is a combination of the selection-onobservables assumption and a no-empty-cell assumption and it allows us to recover the parameters of the unobserved unconditional distribution from the observed conditional distribution.
Assumption 1. For all j = 0, 1, . . . , J:
(a) (Selection-on-observables) y(j) ⊥ ⊥ d(j)|x.
(b) (No-empty-cell) 0 < p min < p j (x) with p j (x) = P[w = j|x].
Assumption 1(a) implies that the distribution of each potential outcome y(j) is independent of the random treatment d(j), conditional on the covariates x. This assumption has a long and controversial history; see, among many others, Heckman et al. (1998) , Imbens (2004) , Heckman and Vytlacil (2007) , Imbens and Wooldridge (2009), Wooldridge (2010) . This condition imposes conditional (on observables) random assignment for each treatment level: among individuals with the same observable characteristics, treatment assignment should be independent of the potential outcome. This assumption, although weaker than plain random assignment, is indeed strong because it rules out the presence of observed characteristics that could affect both treatment and outcomes. Nonetheless, in some empirical contexts, this assumption is reasonable and often imposed to estimate treatment effects.
Assumption 1(b) says that for every possible x in the population, there is a strictly positive probability that someone with that covariate pattern could be assigned to each treatment level. Intuitively, we need to see individuals of each covariate type in each treatment level to recover potential-outcome distribution for individuals of that type.
′ is called the Generalized Propensity Score (GPS). Imbens (2000) provides an extensive discussion on identification of multivalued mean treatment effects under Ignorability (see also Hirano and Imbens (2004) ).
Estimands and Estimators
Employing Assumption 1, Cattaneo (2010) proposes two flexible, semiparametric efficient estimation procedures for a large class of multivalued treatment effects. These estimands are obtained by first estimating the corresponding population parameters for each potential-outcome distribution, and then combining these estimates. The general estimators are implicitly defined by a collection of possibly over-identified, non-smooth moment conditions. In this paper, we focus on implementing these estimators for the special, important cases of means and quantiles of the potential outcome distributions. Contrasts between these parameters lead to interesting population parameters in the context of multivalued treatment effects, which extend the usual average and quantile treatment effects from the binary treatment literature.
1
To clarify, let F y(j) (y) be the distribution function of the potential outcome y(j), j = 0, 1, . . . , J. The J + 1 means of the potential-outcome distributions are
where µ j = E[y(j)] = y dF y(j) (y). The τ -th quantiles of the J + 1 potential outcomes are
where q j (τ ) = F −1 y(j) (τ ) with τ ∈ (0, 1) and F y(j) (y) is assumed to be continuous and strictly increasing in a neighborhood of q j (τ ). We do not discuss regularity conditions in detail, but we note that they imply that the dependent variable should be continuous. Intuitively, if the potential-outcome distributions F y(j) (y) are identifiable from observed data, then so are the population parameters of interest because they are just the means and quantiles of F y(j) (y) for each j. Assumption 1 implies that F y(j) (y) = E[F y(j)|x (y|x)] = E[F y (y|x, w = j)] for each treatment level j, where F y(j)|x (y|x) denotes the distribution function of y(j)|x and F y (y|x, w = j) denotes the distribution function of y|x, w = j, the latter distribution being identifiable from the observed data. Thus, µ j and q j (τ ) can be shown to be identifiable under appropriate regularity conditions. The implemented methods identify and estimate parameters of the potential-outcome distibutions that have been marginalized over the covariate distributions. In this sense, they are population-averaged or marginal parameters. The quantiles of the marginal potential-outcome distibutions y(j) differ from the means of the conditional quantiles of the potential outcome distibutions:
, where the marginal distribution F y(j) (τ ) = E[F y(j)|x (y|x)] and the conditional quantiles q j (τ |x) are defined by q j (τ |x) = F −1 y(j)|x (τ ). In contrast, the mean of the marginal distribution is the mean of the conditional mean distributions, a fact which underlies the popular regressionadjustment estimators for µ j . The implemented methods identify and estimate quantiles of the marginal potential-outcome distibutions y(j).
1. Cattaneo (2010) labels the collection of means and quantiles as marginal mean treatment effects (MMTE) and marginal quantile treatment effects (MQTE), respectively. In this article, however, we will only use the term "treatment effect" to refer to contrasts (pairwise or other) between different means and/or quantiles to avoid possible confusions.
This identification discussion is associated with the ideas of projection and imputation, which could be used to construct (multivalued) treatment effect estimators (see, e.g., Hahn (1998) , Imbens et al. (2006) , Chen, Hong and Tarozzi (2004,2008) and Cattaneo and Farrell (2011) ). Alternatively, Cattaneo (2010) proposes two Zestimators, one constructed using an inverse probability weighting scheme while the other is constructed using the full functional form of the efficient influence function, which are shown to be consistent, asymptotically Gaussian and semiparametric efficient under appropriate conditions. (Thus, the two estimators are asymptotically equivalent to first-order.) These estimators are refered to as IPW and EIF, respectively. In the rest of this subsection we provide some brief intuition for these estimators, but we relegate most of the technical and implementational details to Section 7.
The IPW estimation procedure follows the work of Hirano et al. (2003) and Firpo (2007) for binary mean and quantile treatment effects, and thus extends the idea of inverse probability weighting to a multivalued treatment context (see also Imbens (2000) ). The estimator is motivated by simply noting that, for each treatment level j,
and, similarly,
These calculations lead to a collection of moment conditions based on observed data only. For the mean of potential-outcome distribution j we have
Similarly, for each τ -th quantile of j-th potential-outcome distribution we have
The only unknown functions for the IPW estimators are the conditional probability functions p j (x), j = 0, 1, . . . , J, forming the generalized propensity score p(x), which can be estimated parametrically or nonparametrically.
′ be one such estimator, a plug-in approach leads to the following estimators discussed in Cattaneo (2010) for the mean and τ -th quantile (of the j-th potential-outcome distribution), respectively,
To gain some intuition, notice that in the case of the j-th mean, the estimator can be expressed in closed form:
showing that this approach leads to IPW estimators with proper re-weighting. We further discuss this feature in the next subsection.
The moment conditions for the EIF use the complete form of the efficient influence function of the estimands, rather than just one portion of it. This approach involves other nonparametric functions that need to be estimated but it enjoys certain robustness properties that may be appealing from a practical point of view, as we further discuss in section 2.3. To describe these estimators in the special case of means and quantiles, we first introduce the following additional functions
for each treatment level j. These conditional expectations can be estimated from the observed data.
The EIF estimator is then constructed using the following moment conditions for the mean and τ -quantile of the j-th potential-outcome:
and
As in the case of the IPW estimator, the EIF estimator employs these moment conditions replacing expectations by sample averages and unknown functions by appropriate (parametric or nonparametric) estimators, leading to the estimates:
for the j-th mean and τ -quantile, respectively.
There are, of course, several important implementation details surrounding these procedures, including the choice of (non-) parametric estimatorsp j (x i ),ê j (·; µ j ),ê j (·; q j (τ )), numerical optimization issues and standard-error estimators. We address all the details in section 7.
Some features of the implemented procedures
In this section we offer some remarks on the estimands and implemented estimators considered in this article.
(1) Under standard regularity conditions, the IPW and EIF estimators are consistent, asymptotically normal and semiparametric efficient when nonparapemtric estimators are employed to approximate the unknown functions introduced above. Thus, from a semiparametric perspective, these estimators are asymptotically equivalent. We discuss these results and how we employ them to conduct asymptotically valid joint inference on multivalued mean and quantile treatment effects in Section 7. In that section, we describe in detail our variance-covariance matrix estimator (VCE).
(2) Because we construct the joint VCE, we can conduct joint inference on the mean and quantile of the potential-outcome distributions, and hence we are also able to conduct valid inference on many other treatment effect parameters of interest. We illustrate this process in some detail in Section 5.
(3) Both the IPW and EIF estimators can be used to construct simple inference procedures for joint means and quantiles of the potential-outcome distributions, and combinations thereof. While the average treatment effect (ATE) in binary-treatment contexts, or more generally difference in means of potential-outcomes in the case of a multivalued treatment, is probably the most frequently used measure of a treatment effect, such a central tendency measure is only one of many interesting possibilities. Differences in the quantiles of potential-outcome distributions can uncover effects of a treatment that differ importantly from those measured by the ATE, or its analogue in the context of multivalued treatments. Indeed, the treatment effects may differ remarkably at low, middle, and upper quantiles of the potential-outcome distribution, and thus conducting inference on quantile treatment effects (QTEs) allow applied researchers to investigate the existence of such potential differences.
Importantly, and as it is well known, differences in quantiles need not always correspond to quantile treatment effects. Specifically, q j (τ ) − q l (τ ), for some pair of distinct treatment levels j and l, is usually understood as a measure of how the τ -th quantile of the distribution of the dependent variable would change if everyone in the population were given treatment j instead of treatment l, even though the quantile of the differences need not coincide with the differences in the quantiles.
(4) While the IPW and EIF estimators are semiparametric efficient and asymptotically equivalent, we recommend employing the EIF estimator in practice because it enjoys the so-called double-robust property when viewed from a (flexible) parametric implementation point of view (the IPW estimator does not have this property). See, e.g., Van der Laan and Robins (2003) , Imbens and Wooldridge (2009) and Wooldridge (2010) for reviews. The EIF estimator can be interpreted as a non-parametric version of the doubly-robust estimators: although we interpret the estimatorsp j (·),ê j (·; µ j ) and e j (·; q j (τ )) as consistent nonparametric estimators of their population counterparts, from a more (flexible) parametric perspective the EIF estimators require only that either (i)p j (·) or (ii)ê j (·; µ j ) andê j (·; q j (τ )) be "correctly specified". Thus, from this perspective, the EIF estimator could be argued to possibly dominate the IPW estimator. In poparms, the EIF estimator is the default. (For further discussion on the doublerobust property see also Kang and Schafer (2007) , and the accompanying comments and rejoinder.) (5) While the IPW estimator may be preferred over the EIF because of its simplicity, it is important to note that the VCE for the IPW estimator requires implementing all the ingredients of the EIF estimator. Thus, the IPW estimator is simpler only as a point estimator. See Section 7 for more details.
(6) The IPW estimator is well known and has a long tradition in the missing data, treatment effects, measurement error and survey literatures, at least since the work of Horvitz and Thompson (1952) . The implementation considered here is slightly different than the standard one because the resulting estimators use a different weighting scheme: the weights associated with the propensity score sum up to 1. Busso et al. (2011) report Monte Carlo evidence suggesting that IPW estimators that divide by the sum of the weights perform better than IPW estimators that divide the number of observations when some of the predicted propensity scores are very small. Thus, the estimators implemented in poparms, which are motivated from a theoretical Z-estimation perspective, are expected to exhibit a good performance in applications because they divide by the sum of the weights.
poparms syntax
This section describes the syntax of the command poparms to conduct point estimation and inference across and between mean and quantiles of the different potential-outcome distributions. gpsvars and cvars may contain factor variables
Syntax
Description
poparms estimates the means and quantiles of the potential-outcomes distributions of depvar corresponding to each level of the treatment variable treatvar.
You must specify both the polynomial in the covariates for the generalized propensity score in gpsvars and the polynomial in the covariates for the conditional mean in cvars.
We discuss how to use the bfit command to select the variables for gpsvars and cvars in 5. We discuss the syntax of bfit in 4.
Options
quantiles(numlist) estimate the quantiles associated with the numlist. The values in the number list must be greater than zero and less than one.
vce() specifies a method for estimating the variance-covariance of the estimator. The three available methods are bootstrap, analytic, and none. With method bootstrap, the vceoption reps(#) specifies the number of bootstrap repetitions to perform. With method analytic, the vceoptions are bwscale(#)), bwidths(matname), and densities(matname). These suboptions are mutually exclusive. By default, poparms uses an analytic estimator when only means are estimated, but employs a bootstrap estimator when quantiles are estimated. The analytic method for quantiles requires estimating the density of each potential outcome evaluated at each (estimated) quantile level. We implement this estimator using a nonparametric kernel-based density estimator, which requires a choice of bandwidth. See section 7 for details. In our Monte Carlo simulations (section 6), the resulting analytic standard-error estimator performed poorly, exhibiting great sensitivity to the bandwidth choice, and therefore we cannot recommend employing this analytic method when quantiles are specified.
With method bootstrap, you may change the number of repetitions from the default 2000 by specifying vce(bootstrap , reps(#)). The specified number of repetitions must an integer greater than 49.
With method analytic, you may rescale the rule-of-thumb ad-hoc bandwidths used to estimate the densities by specifying vce(analytic , bwscale(#)). The specified number must be in the interval [.1, 10] .
With method analytic, you may specify the bandwidths used to estimate the densities by specifying vce(analytic , bwidths(matname)), where matname specifies a Stata row vector with the number of columns equal to the number of quantiles times the number of treatment levels.
With method analytic, you may specify the value of each density at each quantile level used by specifying vce(analytic, densities(matname)), where matname specifies a Stata row vector with the number of columns equal to the number of quantiles times the number of treatment levels.
ipw specifies that poparms use the IPW estimator instead of the default EIF estimator. 
Description
bfit subcmd sorts a set of fitted candidate regression models by an information criterion, puts the best-fitting model in ereturn, and displays a table showing the ranking of the models. The bayesian information criterion is the default and the Akaike information criterion may optionally be specified.
bfit regress fits the candidate linear-regression models by ordinary least squares. bfit mlogit fits the candidate mulitinomial-logit models by maximum likelihood. bfit poisson fits the candidate poisson regression models by maximum likelihood.
For each subcmd, the candidate models are a series of polynomials in indepvars. The smallest of the candidate models includes only the first variable specified in indepvars. The largest of the candidate models is a fully-interacted polynomial of the order specified in corder(). See 7.1 for details on the set of candidate models.
Options
corder(#) specifies the maximum order of the covariate polynomial. The default is 2 which specifies a fully-interacted second-order polynomial.
sort() specifies the information criterion by which the candidate models are to be sorted. sort(bic), the default, sorts the fitted candidate models by the bayesian information criterion. sort(aic) sorts the fitted candidate models by the Akaike information criterion.
coptions are passed to the estimation command. The allow options depend on the estimation command invoked by the subcommand. 
A Numerical Example
In spmdata, we have some simulated data from a ficticious study that allows us to illustrate how to make some of the modeling choices and how to interpret the parameters. The goal of this imaginary study was to estimate the population effects of giving harder tests to students on student performance. Suppose that at the begining of the year, each student is assigned to one of 3 possible class types; a class with normal tests (w=0), a class whose tests included some hard questions (w=1), or a class whose tests included even more hard questions (w=2). At the end of the year, student performance was measured by tests and interviews, the results of which were combined into a normalized index spmeasure. The end-of-year tests were the same over all three class types. In this fictional study, we want to know if some hard questions (w=1) or even more hard questions (w=2) increase student performance relative to control level of w=0.
We assume that the potential outcomes of spmeasure were independent of the assignment of students to classes after controlling for the continuous variables parental status, pindex, and the student's environment, eindex.
As mentioned above, the estimators implemented in poparms require that we specify a model for the generalized propensity score and for the conditional mean. We first discuss and select a model for the generalized propensity score and subsequently for the conditional mean.
The estimators implemented in poparms use a multinomial-logit model (MLM) to predict the probability of each treatment level as function of covariates. Cattaneo (2010) treats this estimator as nonparametric, the purpose is to predict the treatment probabilities while the coefficients in the multinomial-logit model are of no interest in themselves. From a theoretical perspective, it is assumed that a sufficient number of terms in a polynomial of the covariates are included in the MLM. The practical implication of this approach is that we must find an MLM for treatment probabilities before using poparms. We use our bfit command to automate this procedure.
In Section 4, we discuss the syntax and implementation of bfit. At this point, we provide only the details required for our example. We select the MLM that minimizes the Akaike information criteria (AIC) from a set of candidates models. Our set of candidate models are MLMs with increasingly rich polynomials in the covariates.
Pre-Estimation Analysis
In the output below, we specify the logit subcommand with the bfit command to cause bfit to search among candidate MLMs. The covariates pindex and eindex follow the dependent variable w. The option corder(3) specifies that bfit should fit a sequence of models that builds up to a fully interacted, third-order polynomial in the 2 covariates. We specify the option base(0) so that w=0 will be the base category for the the candidate MLMs. Finally, we specify option aic to select the model that minimizes the AIC instead of using the default bayesian information criterion (BIC).
. use spmdata . bfit logit w pindex eindex, corder(3) base (0) The above output shows that bfit estimated the parameters of 9 different MLMs and that the fifth model, stored in memory under the name bfit 5, minimizes the AIC. The output also indicates that the results from model bfit 5 are the results in ereturn.
To see these results, we use the replay feature of mlogit in the output below. We see that bfit selected a fully interacted second-order polynomial. We consider this our working model for the generalized propensity scores, despite the fact that the two interaction terms are not significantly different from 0 at the 5% level.
Before we proceed, we need to check that all of the predicted probabilities are sufficiently greater than 0 and less than 1. If some predicted probabilities from the selected MLM are too close to either 0 or 1, the parameters may not be identifiable. Khan and Tamer (2010) give a theoretical discussion on the potential pitfalls of small propensity scores, and Busso et al. (2011) provide simulation evidence. Drukker and Wiggins (2004) argue that, even for identifiable estimands, a consistent estimator may not work well in all possible samples, which in the present context suggests that when the predicted probabilities are too small the combination of estimator and sample may lead to an ill-performing inference procedures.
Following Busso et al. (2011) , we discuss how to use overlap plots to look for potential problematic cases. For each treatment level j, an overlap plot depicts the estimated density of the predicted probabilities for treatment level j conditional on each possible treatment level. If any estimated density displays a sufficient mass near 0 or 1, the predicted probabilites are too close to 0 or 1, and the semiparametric estimators will probably not perform well in finite samples, even when Assumption 1(b) holds.
In the output below, we compute the predicted probabilities for each treatment level and summarize each predicted probability conditional on each treatment level.
. predict double (phat0 phat1 phat2), pr . sort w . by w: summarize phat0 phat1 phat2 While the above summaries would catch flagrant cases, overlap plots are also helpful. For instance, do the small minimums for phat0 likely indicate a problem? Below we estimate the conditional densities of the predicted probability of treatment level 0 conditional on each treatment level observed. We use option nograph to suppress the graph and use the generate() option to store the abscissa and density values because we want to plot the three densities on a single graph. Option n(5000) causes the density estimates to be based on all the observations and we specify kernel(triangle) because this kernel has finite support.
. kdensity phat0 if w==0, generate(xp00 den00) nograph n(5000) kernel(triangle) . kdensity phat0 if w==1, generate(xp01 den01) nograph n(5000) kernel(triangle) . kdensity phat0 if w==2, generate(xp02 den02) nograph n(5000) kernel(triangle) . twoway line den00 xp00 || line den01 xp01 || line den02 xp02 , /// > legend(label(1 "w==0") label(2 "w==1") label(3 "w==2")) /// > title("Conditional densities for probability of treatment level 0") / > // > name(pw0)
After computing the predicted densities, the twoway command plots the three densities on a single graph, which is given below. Conditional densities for probability of treatment level 0
This graph presents no evidence that there is any mass of observations with predicted probabilities close to either 0 or 1. None of the predicted predicted densities shows any mass for values too close to 0 or to 1.
In the output below, we perform the analogous calculations to estimate the conditional densities for treatment levels 1 and 2.
. kdensity phat1 if w==0, generate(xp10 den10) nograph n(5000) kernel(triangle) . kdensity phat1 if w==1, generate(xp11 den11) nograph n(5000) kernel(triangle) . kdensity phat1 if w==2, generate(xp12 den12) nograph n(5000) kernel(triangle) . . kdensity phat2 if w==0, generate(xp20 den20) nograph n(5000) kernel(triangle) . kdensity phat2 if w==1, generate(xp21 den21) nograph n(5000) kernel(triangle) . kdensity phat2 if w==2, generate(xp22 den22) nograph n(5000) kernel(triangle)
Now we use twoway to plot the estimated densities in two graphs which we display below.
. twoway line den10 xp10 || line den11 xp11 || line den12 xp12 , /// > legend(label(1 "w==0") label(2 "w==1") label(3 "w==2")) /// > title("Conditional densities for probability of treatment level 1") / > // > name(pw1) . twoway line den20 xp20 || line den21 xp21 || line den22 xp22 , /// > legend(label(1 "w==0") label(2 "w==1") label(3 "w==2")) /// > title("Conditional densities for probability of treatment level 2") / > // > name(pw2) Conditional densities for probability of treatment level 2
Neither graph shows any mass too close to 0 or 1 in our artificial dataset. Given that the overlap plots of the predicted probabilities from our selected model show no cause for concern, we proceed with bfit 5 as our model for the predicted probabilities.
Having selected a model for the predicted probabilities, we then select a model for the conditional means. In the output below, we specify the regress subcommand with the bfit command to cause bfit to search among candidate models whose parameters can be estimated by ordinary least squares (OLS). The covariates pindex and eindex follow the dependent variable spmeasure. The option corder(3) specifies that bfit should fit a sequence of models that builds up to a fully interacted, third-order polynomial in the 2 covariates. These models specify nonlinear regression functions that are linear in the parameters permitting the use of the OLS estimator. The above output shows that bfit estimated the parameters of 9 different regression models by OLS and that the fifth model, stored in memory under the name bfit 5, minimizes the BIC. The output also indicates that the results from model bfit 5 are the results in ereturn.
To see these results, we use the replay feature of regress in the output below. We see that bfit selected a fully interacted second-order polynomial. As the output presents no indication of any problems, we accept this model as our model for the conditional mean. Note that, for simplicity, we employ the same flexible specification for both regression functions.
For easy access, bfit stores the varlist of the selected model in the local macro r(bvlist). 
Mean Effects
Having selected models for both the predicted probabilities and the conditional mean, we now use poparms to estimate the means of the potential-outcome distributions for each value of w in the sample. While we discuss the complete syntax of poparms in section 3.1, the output below illustrates that poparms takes 2 equations. The first equation specifies the model for the predicted probabilities, while the second equation specifies the model for the conditional expectations (for the means and/or quantiles).
. The above output reports the estimated means for each of the 3 potential-outcome distributions of the dependent variable spmeasure. The output indicates that the means of the potential-outcome distributions are increasing in the treatment level. In the case at hand, we are more interested in contrasts of these parameters than the parameters themselves.
In the output below, we replay the poparms results with the coeflegend option to see the parameter names. The resulting output reveals that the parameter names use factor-variable notation. This convention makes the contrast command work after poparms. Thus, we subsequently use contrast to estimate the population-averaged treatment effects of getting treatment 1 instead of 0 and treatment level 2 instead of 1. The above output indicates that the estimated average treatment effect of going from class-type 0 to class-type 1 is .3294 and is statistically different from 0. Similarly, the above output indicates that the estimated average treatment effect of going from class-type 1 to class-type 2 is .3872 and is statistically different from 0. The overlapping confidence intervals suggest that we will not reject the null hypothesis that these two treatments effects have the same value. We further discuss this in the upcoming subsections.
Below we use contrast to estimate the average treatment effects of changing the treatment level from 0 to 1 and from 0 to 2. These results show the estimated average treatment effects of treatment-level 1 versus the control level of 0 and the estimated average treatment effects of treatment-level 2 versus the control level of 0. The results for 1 versus 0 are the same as above. The output indicates that the estimated average effect of changing the treatment level from 0 to to 2 is .7166 and that it is statistically different from 0. The non-overlapping confidence intervals suggests also that we will reject the null hypothesis that these two treatments effects have the same value, as discussed below.
Although it may not the goal of our fictional study, another common task is to estimate all pairwise comparisons. Below we use margins to compute the estimates and use marginsplot to plot the three estimated effects and their confidence intervals. Below is the graph produced by marginsplot. Although this example is trivial, the marginsplot command becomes increasingly useful as the number treatment levels increases.
Quantile effects
poparms not only estimates the means, but also the quantiles of the potential-outcome distributions. This estimation is indeed done jointly, as we discuss in the next subsection.
In the output below, we use the quantile() option to jointly estimate the means, .25 quantiles, and the .75 quantiles of the 3 potential-outcome distributions.
. The above output says that the estimated .25 quantile of the potential-outcome distributions corresponding to treatment levels 0, 1 and 2 are .0079, −.1417, and −.4078 respectively. Similarly, for instance, the output says that the estimated .75 quantile of the potential-outcome distributions corresponding to treatment levels 0, 1 and 2 are .1930, .7354, and 1.5678 respectively.
As stated in the output, the VCE was estimated by a bootstrap. We used the default number of 2, 000 repetitions. We recommend using the bootstrap method to estimate the VCE when estimating quantiles, as discussed in section 7.3.
As in the mean case, our interest lies in differences of a given quantile across the potential-outcome distributions. The following questions describe some examples of why these comparisons may be of interest: (i) Is the .25 quantile of the potential-outcome distribution at treatment level 1 the same as the .25 quantile of the potential-outcome distribution at treatment level 0? (ii) Is the .25 quantile of the potential-outcome distribution at treatment level 2 the same as the .25 quantile of the potential-outcome distribution at treatment level 0? The same questions can be recast for other quantiles.
In the output below, we use the margins command to formally estimate the differences of interest for the .25 quantile. This command uses the option predict(equation (#2)) to specify the second equation (i.e., the 25-th quantile) in the output obtained above from poparms.
. margins i.w , pwcompare predict(equation (#2) The output says that the estimated difference between the .25 quantile of the population potential-outcome distribution when everyone gets class-type 1 and the .25 quantile of the population potential-outcome distribution when everyone gets class-type 0 is −.1480. The estimated difference between the .25 quantile of the population potentialoutcome distribution when everyone gets class-type 2 and the .25 quantile of the population potential-outcome distribution when everyone gets class-type 0 is −.4157.
Next we look at the median, which is the third equation in the output from poparms above. Thus, we obtain:
. margins i.w , pwcompare predict(equation (#3) Finally, for the 75-quantiles we simply obtain:
. margins i.w , pwcompare predict(equation (#4) The output says that the estimated difference between the .75 quantile of the population potential-outcome distribution when everyone gets class-type 1 and the .75 quantile of the population potential-outcome distribution when everyone gets class-type 0 is .5423. The estimated difference between the .75 quantile of the population potentialoutcome distribution when everyone gets class-type 2 and the .75 quantile of the population potential-outcome distribution when everyone gets class-type 0 is 1.3748.
The two sets of quantile results present different pictures of the program's effects than the one presented by the mean results. The mean results indicate that assigning students to class-type 1 instead of class-type 0 increased student performance on average. The mean results also indicate that assigning students to class-type 2 instead of class-type 0 increased student performance on average by even more.
The .25-quantile results indicate that assigning students to class-type 1 instead of class-type 0 decreases the performance of lower-end students. The .25-quantile results also indicate that assigning students to class-type 2 instead of class-type 0 decreases the performance of lower-end students by even more.
In contrast, the .75-quantile results indicate that assigning students to class-type 1 instead of class-type 0 increases the performance of upper-end students. The .75-quantile results also indicate that assigning students to class-type 2 instead of class-type 0 increases the performance of upper-end students by even more.
This fictional example illustrates an important benefit to estimating quantile treatment effects in addition to mean treatment effects. Some treatments affect those at the lower end of the distribution differently than they affect those in the middle or those at the upper end. In this fictional case, implementing the policy based on the positive mean-treatment effects might have caused unintended consequences on lower-quantile individuals.
Joint Mean and Quantile effects
poparms also allows for hypothesis testing within and across treatment levels and parameters of interest. To provide some illustrative examples, consider first the following figure that depicts the estimated means and quantiles for each treatment level with their corresponding 95% confidence intervals. The do-file that produces this figure can be downloaded from the SSC, type findit poparms for a link. This figure shows that the parameters of the potential-outcome distributions have different trajectories over treatment levels. The means and medians increase almost linearly, the 25th quantiles decrease nonlinearly, and the 75th quantile increase nonlinearly. These patterns imply that the spread of the distribution is growing as the treatment level increases in this case.
Next, motivated by the figure above, we illustrate how to perform three joint hypothesis tests within and across treatment levels. First, consider a hypothesis associated with zero incremental treatment effects across means and quantiles. For example, consider the hypothesis that none of the parameters changes over treatment level:
This joint hypothesis is implemented using the test command as follows:
. test ( As indicated by the above graph, we strongly reject this hypothesis.
Now consider the hypothesis that the increments, as opposed to the levels, across consecutive treatment levels are constant. The null hypothesis takes the form
which is implemented in this case as follows:
. test ( We also strongly reject the null hypothesis of constant increments. This result is consistent with the nonlinear patterns in the figure presented above.
The above figure also suggests constant increments for the mean and medians, so we formally test these hypotheses. For means we obtain and only fail to reject the null hypothesis of constant increments at the 5% and 1% levels, but not at the 10% level.
Finally, we conduct a joint hypothesis within each treatment level. In particular, we test whether the mean and the median are equal for all three potential-outcome distributions. That is,
This test yields which shows that indeed these two parameters are different across the three distributions, as expected from the figure presented above.
Many other point estimators and hypothesis tests can be easily constructed using the output of poparms. This covers a large class of potentially interesting treatment effects estimands based on means and quantiles of the potential-outcome distributions.
Simulations
In this section, we discuss a series of Monte Carlo simulations that illustrate the finitesample performance of the implemented methods. Overall, we found that the point estimates and the estimated VCE for the mean parameter estimators performed very well. The point estimates for the quantile parameters also performed very well, but the analytic estimator of the VCE discussed in section 7.2 did not perform well because we have not yet found a bandwidth selection method that provides a sufficiently reliable estimator for the density used to estimate the VCE. A bootstrap estimator for the VCE with mean and quantile parameter estimators performed very well. As a consequence, we recommend using the bootstrap estimator for the VCE of the quantile parameter estimator.
We describe two types of Monte Carlo experiments. The first uses an analytic estimator of the VCE, while the second uses a bootstrap estimator of the VCE. They shared the same basic design. We describe next the design and analytic results, followed by the bootstrap results.
Basic simulation design
We consider 4 cases: (i) known functional form of nuisance functions p j (·), e j (·; µ j ) and e j (·; q j (τ )), (ii) known functional form of the generalized propensity score only, (iii) known functional form of the regression functions e j (·; µ j ) and e j (·; q j (τ )) only, and (iv) unknown functional form of all nuisance functions. In each case of interest, we drew 10, 000 replications from the DGP. In each replication, we performed estimation and inference for 9 parameters: means, .25-quantiles and .75-quantiles of three treatmentlevels (j = 1, 2, 3). For each parameter, repetition, and case, we recorded the EIF point estimate, the EIF standard error, a binary indicator of whether we reject the null hypothesis that the parameter equals its true value using the EIF point estimate and standard error, the IPW point estimate, the IPW standard error, and a binary indicator of whether we reject the null hypothesis that the parameter equals its true value using the IPW point estimate and standard error.
Data Generating Processes
We drew from 4 data-generating processes (DGPs). After discussing the common features of all 4 DGPs, we discuss how they differ.
In all four DGPs, the generalized propensity scores are generated from a multinomial logit and the dependent variable y comes from a Weibull distribution conditional on the treatment level w and the two covariates x 1 and x 2 . Each of the two covariates come from a Uniform distribution over (−.5, .5).
We chose a multinomial logit for the treatment levels w ∈ {1, 2, 3} because we are interested in assessing what happens when we know the distribution from which the treatments are generated but not the function of the covariates.
We chose a Weibull distribution for y conditional on x because it is unsymmetric and specifies the mean and quantiles are nonlinear functions of the parameters of the distribution. We used the Wiebull distribution with scale parameter η and shape parameter θ which has mean ηΓ [(θ + 1) /θ] and τ (th) quantile η {ln[1/(1 − τ )]}
(1/θ) . By specifying functional forms for the distribution parameters η(x, w) and θ(w) we obtained a class of models for nonsymmetric distributions with analytic conditional means and quantiles. We also note that models are conditionally heteroskedastic with variance
In DGP 1, the functional forms for both the generalized propensity score and for the conditional mean are known. In DGP 2, the functional form for the generalized propensity score is known, but the functional form the conditional mean is unknown. In DGP 3, the functional form for the generalized propensity score is unknown, but the functional form the conditional mean is known. In DGP 4, the functional forms for both the generalized propensity score and for the conditional mean are unknown.
Here we discuss the functional forms used in each case. Below we discuss how the estimation was performed.
We begin by describing how we generated the data on the treatment levels. As there are three treatment levels (w ∈ {1, 2, 3}) and the true propensity score is a multinomial logit (with treatment level 1 as base level)
where ex 2i is the functional form the covariates for treatment level 2 at observation i, ex 3i is the functional form the covariates for treatment level 3 at observation i, and q i = 1 + ex 2i + ex 3i . Given the probabilities and the (0, 1) uniform variate u wi ,
When the functional form for the generalized propensity score is assumed known, we use
Using a standard multinomial logit model, the functional form for the generalized propensity score function in the known case is a polynomial in x 1 and x 2 . Using a standard multinomial logit model, the functional form for the generalized propensity score function in the unknown case can only be approximated by a polynomial in x 1 and x 2 .
When the functional form for generalized propensity score is assumed unknown, we used
We now describe how we generated y i conditional on x i and w i . In all cases, we set θ i = w i . When the functional form for the conditional mean function is assumed known, we used η i = (w i /3)(2 + x 1i + x 2 + x 2 1i + x 2 2i + x 1i x 2i ). When the functional form for the conditional mean function is assumed unknown, we used
The functional form for the conditional mean in the known case is a polynomial in x 1i and x 2i . The functional form for the conditional mean in the unknown case can only be approximated by a polynomial in x 1i and x 2i .
Estimation procedures
In this section, we discuss how we performed the estimation and inference for each repetition over the 4 cases.
For case 1 in which the functional forms for GPS and the CM are known, we specified these functional forms to the poparms command to obtain the EIF and IPW parameter estimates. We used the poparms estimation results to perform the Wald tests against the true null hypotheses.
For case 2 in which the functional form for GPS is known and the CM is unknown, we specified the known functional form for the GPS and the functional form selected by bfit for the CM to the poparms command to obtain the EIF and IPW parameter estimates. We used the poparems estimation results to perform the Wald tests against the true null hypotheses.
For case 3 in which the functional form for GPS is unknown and the CM is known, we specified the functional form selected by bfit for the GPS and the known functional form for the CM to the poparms command to obtain the EIF and IPW parameter estimates. We used the poparems estimation results to perform the Wald tests against the true null hypotheses.
For case 4 in which the functional forms for both GPS and the CM are unknown, we specified the functional forms selected by bfit for the GPS and for the CM to the poparms command to obtain the EIF and IPW parameter estimates. We used the poparems estimation results to perform the Wald tests against the true null hypotheses.
Results with analytic estimator for VCE
The detailed results are in tables 1-9.
Each table contains the results for a specific parameter. Each number in each table is computed over 10, 000 repetitions. In each table, the first column specifies the functional-form case, the second specifies the estimator, the third column gives the true value for the parameter, the fourth column gives the mean of the point estimates over the 10, 000 repetitions, the fifth column gives the standard deviation of the point estimates over the 10, 000 repetitions, the sixth column gives the mean of the estimated standard errors over the 10, 000 repetitions, and the seventh column gives the mean of the rejection indicators over the 10, 000 repetitions.
Ideally, the mean of the point estimates should be very close to the true value, the standard deviation of the point estimates should be very close to the mean of the standard errors, and the mean of the rejection indicators should be .05. Differences from these ideal relationships indicate that the finite-sample behavior of the estimator differs from the large-sample behavior.
Both the EIF and the IPW estimators performed very well for all cases in estimating the point estimates and the standard errors for the 3 mean parameters.
Both the EIF and the IPW estimators performed very well for all cases in estimating the quantile parameters, but the analytic estimator for the VCE performed poorly.
As discussed in section 7.2, the analytic estimator for the VCE for the EIF and IPW estimators of the quantile parameters requires a density estimator of the potential-outcome variables at specific (estimated) points. We implemented an IPW-based nonparametric kernel density estimator to construct these analytic quantile standard-error estimators. These estimators require a choice of bandwidth for their implementation. Following standard methods, we experimented with an ad-hoc rule-of-thumb (ROT) bandwidth selector to construct the weighted kernel density estimator at the estimated quantiles. This ROT choice of bandwidth is ad-hoc because it is constructed based on the (asymptotic) mean-square error of a kernel-density estimator employing the potential-outcomes, rather than the observed outcomes (and employing inverseprobability weighting). See section 7.2 for further details.
Tables 4-9 present the simulation results employing the plug-in bandwidth discussed in section 7.2 to construct an analytic VCE estimator. These results show that this analytic approach performs poorly in some cases. We found in our simulations that the results are highly sensitive to the specific choice of bandwidth, but the overall performance of the procedures improves as the sample size increases. (We do not report additional simulation results for different bandwidth choices and sample sizes to conserve space.) To verify that estimating the density was the source of the poor performance of the analytic VCE estimator, we reran the simulations replacing the kernel density estimator by the population value of the density implied by the DGP, and found that the analytic VCE estimator using these infeasible densities values performs very well in all the sample sizes considered. Further research on bandwidth selection for quantile treatment effects is underway. In the meantime, we recommend using the nonparametric bootstrap VCE estimator discussed in section 7.3. We report in the next subsection some simulation results for this bootstrap estimator. 
Bootstrap VCE results
We recommend using at least 2, 000 repetitions when using the bootstrap estimator of the VCE discussed in this section. As a consequence, each repetition in our simulation study takes a significant amount of time and considering all possible designs becomes very time-consuming. To make the simulations feasible, we only report results for the EIF estimator in the case of "ps known cm known" only. (These simulations required more than 7 days to complete.) Table 10 presents the results for this case. We found that the bootstrap VCE estimator performed well, leading to confidence intervals with good empirical coverage rates in all cases. For example, for the Quantile .25 in Treatment 1 (Table 4) , a 5% nominal test exhibited an empirical rejection rate of 2.08% when using the analytic VCE estimator, but the empirical rejection rate was 5.50% when using the bootstrap VCE estimator. Given the good performance of the EIF point estimator in the other cases and the similar performance of the IPW estimator, we expect these results to be representative for the other cases discussed in the previous section.
Details on Implementation
This section discusses the details on the implementation of the IPW and EIF estimators, the associated VCE, and the pre-and post-estimation procedures discussed in the previous sections.
bfit
This section describes how bfit creates the set of candidate models for a given set of indepvars. This method is the same for all subcommands.
1. bfit partitions the indepvars into discrete variables dvarlist and continuous variables cvarlist.
2. bifts uses factor-variable notation to define the fully-interacted polynomial of the specified order of the continuous variables.
For example, for continuous variables x1 x2 and corder(3), this step produces c.(x1 x2)##c.(x1 x2)##c.(x1 x2).
3. bfit uses fvexpand to expand the factor-variable notation version of fully-interacted polynomial of the specified order of the continuous variables which we denote by fvclist.
For example, c.(x1 x2)##c.(x1 x2)##c.(x1 x2) expands to x1 x2 c.x1#c.x1 c.x1#c.x2 c.x2#c.x2 c.x1#c.x1#c.x1 c.x1#c.x1#c.x2 c.x1#c.x2#c.x2 c.x2#c.x2#c.x2.
4. bfit loops over the terms in fvclist, progressively building up the varlist clist. First time through the loop, clist contains only the first term in fvclist. Second time through the loop, clist contains the first two terms in fvclist. The k(th) time through the loop, clist contains the first k terms in fvclist.
For each step in the process of building up clist to be the same as fvclist, bfit creates the following candidate models.
a. bfit defines a candidate model with the current variables in clist b. In a process analogous to the one used for the terms in fvclist, bfit progressively builds up dlist from the list dvarlist.
For each version of dlist, bfit does the following steps.
i. bfit creates a candidate model with dlist included as additive factors. For example, for given dlist and clist, the candidate model is i.(dlist) clist . ii. bfit creates a candidate model with dlist fully interacted with clist.
For example, for given dlist and clist, the candidate model is i.(dlist)##(clist) .
poparms
In this section we discuss the implementation details underlying the poparms command.
First, we are interested in conducting joint inference on the means and on the quantiles of the (J + 1) potential-outcome distributions, so we need notation for the full parameter vector. As can be seen in the poparms output presented above, we nest treatment-levels within parameter type yielding the parameter vector β = (µ ′ , q(τ 1 ) ′ , q(τ 2 ) ′ , . . . , q(τ kτ ) ′ ) ′ , with the J + 1 means in µ = (µ 0 , µ 1 , . . . , µ J ) ′ and the J + 1 τ ℓ -quantiles in q(τ ℓ ) = (q 0 (τ ℓ ), q 1 (τ ℓ ), . . . , q J (τ ℓ ))
′ for each τ 1 , τ 2 , . . . , τ kτ with k τ ≥ 0. Note that k τ = 0 means that the quantiles are not considered. We have a total of (J + 1) × (1 + k τ ) parameters and hence β is 1 × ((J + 1)(1 + k τ )).
Second, using this notation we define the stacked version of the observation-level contributions to the moment conditions characterizing the asymptotic behavior of these estimators. As mentioned above, these definitions are not needed to construct the point estimators but are essential to characterize the joint distribution of the estimators, thus permitting joint inference within and across treatment levels. We define: ψ EIF (z i ; β, p(·), e(·; β)) =      ψ EIF (z i ; µ, p(x i ), e(x i ; µ)) ψ EIF (z i ; q(τ 1 ), p(x i ), e(x i ; q(τ 1 )))
. . . ψ EIF (z i ; q 0 (τ ℓ ), p 0 (·), e 0 (·; q 1 (τ ℓ ))) ψ EIF (z i ; q 1 (τ ℓ ), p 1 (·), e 1 (·; q 2 (τ ℓ ))) . . .
is a (J + 1) × 1 column vector, for ℓ = 1, 2, · · · , k τ , with
e(x, µ) = (e 0 (x, µ 0 ), e 1 (x, µ 1 ), · · · , e J (x, µ J )) ′ , e(x, q(τ )) = (e j (x; q 0 (τ )), e j (x; q 1 (τ )), · · · , e j (x; q J (τ )))
′ and recall that p j (x) = P[w = j|x], e j (x; µ j ) = E[y − µ j |x, w = j], e j (x; q j (τ )) = E[1(y ≤ q j (τ )) − τ |x, w = j], for each treatment level j.
Third, the semiparametric IPW and EIF estimators considered in poparms employ polynomial-regression series estimators to approximate the unknown functions p(x), e(x, µ) and e(x, q(τ )). Thus, we denote z p (x) and z e (x) as the polynomial basis in x of a given order used to approximate, respectively, the function p(x) and the two functions e(x, µ) and e(x, q(τ )). We use the same approximating basis for the latter two functions for simplicity. Observe that the variables in z p (x) are specified to poparms as gpsvars and the variables in z e (x i ) are specified to poparms as cvars in the syntax diagram in section 3.1. Thus, the poparms command allows for any basis of approximation, although our implementation based on bfit focuses on polynomial regression, the terms of which are selected in a preliminary step as discussed above.
To approximate the GPS p(x) we follow Cattaneo (2010) and employ a non-linear multinomial logit sieve estimation approach. That is, the variables specified in gpvars, denoted here by z p (x), are assumed to be a sufficiently flexible polynomial in the conditioning variables so that we can can consistently estimate (or approximate) the generalized propensity score by multinomial logit. Thus, given the z p (x), we estimate the multinomial-logit parameters by pseudo-maximum-likelihood: with the standard normalization that γ 0 = 0, the j = {1, . . . , J} vectors of multinomial-logit parameters γ j solveγ j = arg max , j = 0, 1, · · · , J.
In the case of the conditional expectations e(x, µ) and e(x, q(τ )), for each candidate value of µ and q(τ ), we approximate each component of the vector by employing a linear sieve based on the covariates provided in cvars, which we denote z e (x). If bfit is employed in a preliminary step, then the basis functions in z e (x) take the form of polynomials up to the order selected. Thus, for each treatment level, we solve the problemsγ j (µ j ) = arg max
(1(y ≤ q j (τ )) − τ − z e (x i ) ′ γ j ) 2 , which gives the estimators, respectively, e j (x; µ j ) = z e (x) ′γ j (µ j ), e j (x; q j (τ )) = z e (x) ′γ j (q j (τ )).
Once the nonparametric estimators have been constructed, the IPW and EIF procedures described above will lead to consistent, asymptotically normal and semiparametric efficient estimators of β, under appropriate regularity conditions. Because the GMM problem we consider is just-identified, each point estimator can be constructed separately, even though we will consider them all together to discuss joint semiparametric inference. Following the notation and discussion above, we denote the IPW estimators asβ IPW and the EIF estimators areβ EIF . In particular, or each j, the analytic solution forμ EIF,j isμ
whereŷ i (j) are the predicted values from regressing y i on x i for those observations with d i (j) = 1.
Under appropriate regularity conditions, it can be shown that
where V SPEB = Γ −1 V EIF Γ −1 is the semiparametric efficiency bound for regular estimators of β, and V EIF = E [ψ EIF (z i ; β, p(·), e(·; β)) ψ EIF (z i ; β, p(·), e(·; β)) ′ ] ,
