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Fakulteta za računalnǐstvo in informatiko
Matej Bolko






Mentor: izr. prof. dr. Mojca Ciglarič
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Analizirajte težave, ki se pojavljajo pri komunikaciji izvajalca in naročnika,
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GUI graphical user interface grafični uporabnǐski vmesnik
HTTP HyperText transfer protocol protokol za prenos hiperteksta
ID identifiers identifikator
IT information technology informacijska tehnologija
JSON JavaScript object notation objektna notacija za Java-
Script
JQL Jira query language Jira poizvedovalni jezik
LDAP lightweight directory access
protocol
lahki protokol za dostop do
imenikov
OS operating system operacijski sistem
REST representational state transfer reprezentativni prenos stanja
SOAP Simple Object Access Protocol protokol za izmenjavo podat-
kov med spletnimi storitvami
XML eXtensible Markup Language razširljiv označevalni jezik
/ webhook spletni kavelj
/ workflow delovni tok

Povzetek
Naslov: Povezovanje dveh sistemov za upravljanje z zahtevki
Avtor: Matej Bolko
V diplomskem delu želimo preveriti, ali je možno povezati dva sistema za
upravljanje z zahtevki in na ta način optimizirati komunikacijo v manǰsem
podjetju, ki se ukvarja z razvojem programske opreme. V prvem delu smo
naredili splošni pregled področja komunikacije v manǰsem podjetju, ki se
ukvarja z razvojem programske opreme, in izpostavili potencialne težave pri
komunikaciji z naročnikom. V drugem delu smo se osredotočili na sisteme za
upravljanje z zahtevki in naredili kratek pregled brezplačnih rešitev. Preverili
smo tudi možnost povezovanja sistemov med sabo in pripravili idejo aplika-
cije za povezavo naročnikovega in izvajalčevega sistema Jira ter to idejo v
nadaljevanju tudi realizirali. Osrednji del diplomske naloge je namenjen pred-
stavitvi načina povezovanja med dvema sistemoma za upravljanje z zahtevki
in projekti Jira, načrtovanja in implementacije aplikacije. Predstavili smo im-
plementacijo s pomočjo REST API-ja in spletnih kavljev, v zaključnem delu
pa izpostavili nekaj težav, s katerimi smo se srečali, ter možnosti izbolǰsav in
razširitev aplikacije.
Ključne besede: Jira, sinhronizacija, zahtevek, prijava zahtevkov, spletno




Title: Bi-directional communication between two issue tracking systems
Author: Matej Bolko
In the thesis we want to check whether it is possible to connect two issue-
tracking systems and thus optimize communication in a small software de-
velopment company. In the first part of the thesis, we have made a general
overview of the field of communication in a small software development com-
pany and highlighted potential communication trouble with the client. In
the second part of the thesis, we have focused on the issue-tracking systems
and provided a brief overview of free solutions. We have also examined the
possibility of connecting systems with each other and have come up with
an idea for an application which connects the Jira systems of the customer
and the contractor. The idea has been realized. The main part of the the-
sis focuses on the methods of connecting two Jira systems, the design and
implementation of the application. We have presented the implementation
using the REST API and web hooks. In the final part of the thesis, we have
pointed out some of the problems we have encountered and have presented
possible improvements and expansions of the application.
Keywords: Jira, sync, issue, issue tracking, communication, Trac, Redmine,




Za uspešno komunikacijo v računalnǐskem podjetju in s strankami je po-
trebna organizacija. V diplomski nalogi se osredotočamo na komunikacijo
med razvojno ekipo izvajalca in naročnikom ter na težave, do katerih prihaja
v organizacijah, ki nimajo namenskih programov za komunikacijo oz. so le-ti
programi preveč zastareli/okorni. Cilj je optimizacija formalne komunikacije,
delovnih procesov in posledično zmanǰsanje stroškov.
Komunikacija lahko poteka na več načinov, v manǰsih podjetjih pa je še
vedno precej pogosta neformalna komunikacija po telefonu, e-pošti ali osebno.
Robert E. Kraut [10] pǐse o tem, da večina težav, o katerih je poročala pro-
gramska industrija v zvezi z razvojem programske opreme, nastane zaradi
pomanjkanja usklajevanja. Pogosto namreč pride do tega, da je med koordi-
nacijskimi aktivnostmi preveč poudarka na formalni komunikaciji.
Načini komunikacije so od primera do primera različno primerni; ko pod-
jetje raste, hitro pridemo do spoznanja, da je treba zagotoviti, da so članom
v vsakem trenutku na voljo vse potrebne informacije. Tako izvajalec kot
naročnik morata svojim zaposlenim zagotoviti, da imajo v vsakem trenutku
na voljo vse potrebne informacije, ki jih potrebujejo za delo. Leta 2016 so
pri podjetju theEMPLOYEEapp [26] več kot 250 strokovnjakov na področju
komunikacije vprašali o uporabi komunikacijskih orodij in kar 48 % jih je od-
govorilo, da morajo premisliti o spremembah komunikacije znotraj podjetja.
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Na žalost ne obstaja ena rešitev, ki bi ustrezala vsem, zato je treba najprej
opredeliti, kaj podjetje potrebuje in kaj želimo doseči. Ker pa v sodobnem
času tehnika hitro napreduje, obstajajo mnoga orodja, s katerimi si lahko pri
tem pomagamo.
Glavna tema te diplomske naloge je optimizacija sodelovanja na pro-
jektih med podjetjem, ki se ukvarja z razvojem programskih rešitev, ter
naročnikom, kjer vsaka stran uporablja svoj sistem za upravljanje zahtev-
kov. Razvili bomo prototip spletne aplikacije, ki bo omogočala učinkoviteǰso
rabo orodja upravljanja z zahtevki Jira. Z aplikacijo želimo poenostaviti
komunikacijo in poenotiti nadzor med izvajalcem in naročnikom.
V prvem poglavju bomo predstavili, kako poteka komunikacija pri razvoju
programske opreme, katere so pomanjkljivosti in možne izbolǰsave. Ker ob-
staja mnogo orodij, ni smiselno razvijati aplikacije v ta namen, zato bomo v
drugem poglavju pogledali in predstavili nekaj obstoječih rešitev na področju
upravljanja z zahtevki in kako je potekal izbor ustrezne rešitve. V tretjem
poglavju bomo predstavili funkcionalnosti aplikacije, ki omogoča sinhroni-
zacijo dveh sistemov za upravljanje z zahtevki. Opisali bomo načrtovanje
in razvoj aplikacije, in tudi njene pomanjkljivosti. V zadnjem poglavju pa




2.1 Komunikacija pri razvoju programske
opreme
Komunikacija v podjetju je zelo odvisna od velikosti podjetja in načina ra-
zvoja. Alexander Scheerer [25] ugotavlja, da se v tradicionalnem razvoju
programske opreme uporablja formalna komunikacija, ki je toga in name-
njena večjim podjetjem. V manǰsih podjetjih pa je pogosteǰsi agilni razvoj,
kjer je več neformalne komunikacije in je razvoj osredotočen na hitre povratne
informacije ter spremembe.
Joost Visser [29] pǐse o tem, da se tudi pri agilnem načrtovanju raven for-
malnosti med organizacijami zelo razlikuje, na splošno pa poteka načrtovanje
cikla, v katerem skupina prednostno obravnava sodelovanje z zainteresiranimi
stranmi (naročnikom) in jim prilagodi raven formalnosti.
Ralf Kneuper [15] opǐse razvoj programske opreme kot kompleksno na-
logo, sestavljeno iz številnih posameznih dejavnosti, ki jih je treba uskladiti.
Tu se začnejo izvajati programski procesi in modeli življenjskega cikla, ki
zagotavljajo infrastrukturo za usklajevanje in upravljanje teh različnih de-
javnosti. Govori tudi o definiranju razvojnega procesa, kjer je bil na začetku
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glavni namen zagotoviti strukturo za razvoj programske opreme, tj. defini-
rati ogrodje za naloge in metode za razvoj programske opreme. Ugotovili so,
da je treba kompleksne naloge razbiti v manǰse in manj kompleksne podpro-
bleme, saj to pomaga pri komunikaciji med različnimi udeleženimi ljudmi in
skupinami, kar zagotavlja bolǰse rezultate.
Kraut in Streeter [10] sta ugotovila, da je formalna komunikacija koristna
za rutinsko usklajevanje, medtem ko je neformalna potrebna za spopadanje z
negotovostjo in nepričakovanimi težavami, ki so značilne za razvoj program-
ske opreme. Opazila sta, da se potreba po neformalni komunikaciji poveča
s večanjem kompleksnosti in velikostjo same programske opreme. V veliki
programski organizaciji lahko razvijalci porabijo povprečno tudi do 75 min
na dan za neformalno nenačrtovano komunikacijo.
Arthur M. Langer [16] pǐse, da ni nenavadno, da razvojni oddelek dela
z različno programsko opremo in z različnimi spletnimi mesti ter vmesniki,
kar pa lahko zahteva veliko več organizacije in komunikacije med člani ekipe,
zato je treba postaviti pravila in smernice.
Zachary Wong [32] poudarja pomembnost komunikacije znotraj ekipe, saj
je le-ta ključen del uspešnega projekta. Na primer, sestanke in komunikacij-
ske procese določijo in vodijo člani ekip. Kako bo delo opravljeno, je odvisno
od timskega dela in sodelovanja med člani skupine, torej je dobra dinamika
v ekipi ključnega pomena za uspeh projekta.
Ken Pugh [24] v svojem delu pravi, da so pri razvoju programske opreme
najbolǰsa in najbolj efektivna komunikacija sestanki iz oči v oči v kombinaciji
z belo tablo, na katero zapǐsemo svoje ideje in jih predstavimo.
Da bi izbolǰsali komunikacijo v podjetju, moramo vpeljati določena pra-
vila in zagotoviti vsem uporabnikom vpogled do relevantne vsebine, ki jo
imajo na voljo ves čas. To najlažje realiziramo s centraliziranim sistemom, do
katerega imajo dostop vsi uporabniki, s čemer poskrbimo tudi za to, da se vse-
bina ne podvaja, da izbolǰsamo iskanje in arhiviranje ter da omogočimo mo-
rebitno nadaljnjo obdelavo podatkov. Centralni sistem nam mora omogočati
tudi obveščanje uporabnikov o spremembah in o tem, kdaj mora uporab-
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nik izvesti določeno stvar oz. nalogo. Ker dejavnosti znotraj organizacij
zahtevajo usklajevanje med večjim številom posameznikov, komunikacijska
tehnologija vpliva na celotno organizacijo le v primeru, da tehnologija vpliva
na skupine posameznikov.
2.2 Komunikacija z naročnikom
V manǰsih podjetjih je ključna tudi komunikacija z naročnikom. Pri raču-
nalnǐskih podjetjih se z naročnikom praviloma sklene vzdrževalna pogodba,
ki naročniku omogoča prijavljanje napak in vzdrževanje programske rešitve.
Pri klasični komunikaciji z naročnikom se pojavljajo enake težave, kot se po-
javljajo pri komunikaciji znotraj podjetja izvajalca, zato je tudi tu smiselno,
da vpeljemo centraliziran sistem, do katerega imata dostop tako izvajalec
kot naročnik. Ključnega pomena je, da izvajalec naročniku omogoči prijavo
zahtevkov dveh različnih tipov: za reševanje hroščev, na katere je naročnik
naletel pri uporabi programske rešitve, in za implementacijo novih funkcio-
nalnosti. Takšne zahtevke se tudi različno obravnava in obračunava.
Orodja za upravljanje z zahtevki so precej podobna orodjem za upra-
vljanje odnosov s strankami (CRM). V orodjih za upravljanje z zahtevki so
zahtevki običajno povezani s kakovostjo ali funkcionalnostjo same kode (kar
je že samo po sebi definirano kot upravljanje projektov). Če pa so zahtevki
bolj povezani s storitvami oz. povezavami, že mejijo na orodja za upravljanje
odnosov s strankami [30].
Nekateri naročniki imajo svoje sisteme za upravljanje z zahtevki in želijo,
da jih uporabljajo tudi njihovi partnerji – in v primeru večjega števila takšnih
naročnikov pride hitro do tega, da je treba spremljati in uporabljati več




Ena izmed rešitev, ki se uporablja za komunikacijo pri razvoju programske
opreme, so orodja za upravljanje z zahtevki. Ker želimo optimizirati komu-
nikacijo pri razvoju programske opreme, je naš cilj razvoj programa, ki bo
povezal sistem za upravljanje zahtevkov naročnika in izvajalca. Program bo
deloval kot vmesna programska oprema, ki bo povezovala aplikacijo naročnika
in aplikacijo izvajalca programskih rešitev. Če želimo sisteme za upravlja-
nje zahtevkov uporabljati tudi za kaj več kot samo upravljanje z zahtevki,
nam Stephen Blair [8] v beli knjigi da nekaj smernic, kako ovrednotiti takšne
sisteme.
V tem poglavju bomo naredili kratek pregled obstoječih rešitev, orodij za
upravljanje z zahtevki in preverili, kakšno povezljivost omogočajo. Izbire je
ogromno, zato se bomo omejili na neplačljive rešitve, ki jih lahko vzdržujemo
na lastni infrastrukturi.
Omeniti velja, da sodobne rešitve večinoma že omogočajo najem t. i.
oblačnih različic sistema, kjer se plačuje mesečna najemnina, kot so na primer
Asana, Backlog, Zoho project, Airtable, Monday.com itn. V pregledu rešitev
pa smo se osredotočili na rešitve, ki omogočajo lokalno namestitev na lastni
infrastrukturi.
Za lažje ovrednotenje rešitve smo podali funkcije, ki jih mora sistem za
upravljanje zahtevkov omogočati. To so:
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 možnost uporabe v organizaciji;
 preprosta uporaba;
 ustvarjanje različnih projektov;
 omogočanje pisanja komentarjev in drugih vsebin;
 omogočanje priponk oz. hranjenja dokumentov;
 obveščanje uporabnikov;
 urejanje pravic (glede na uporabnika);
 beleženje ur;
 način povezljivosti: preko vmesnika API in spletnih kavljev in povezo-
vanje z drugimi sistemi;
 definicija delovnega toka (angl. workflow) in definiranje polj po meri;
 razširitve;
 podpora za agilni razvoj;
 podpora strankam;
 podpora za mobilne naprave.
Analizirali smo Jiro, ki je ena izmed najpopularneǰsih aplikacij za tovr-
stno uporabo [28], in tri brezplačne odprtokodne rešitve. Analizirali smo
aplikacijo OpenProject, ki se omenja kot največja odprtokodna konkurenca
Jiri [23], poleg tega pa smo izbrali smo še Redmine in sistem Trac, ki se na
spletni strani opensource.com [12] omenjata kot najbolǰsi odprtokodni orodji
za upravljanje z zahtevki.
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3.1 Jira
Programska rešitev Jira [4] je na trgu že skoraj dvajset let in je bila na
začetku specializirana za upravljanje z zahtevki, kot so prijave napak, na-
log . . . , kasneje pa se je razširila in sedaj omogoča tudi projektno vodenje,
agilni razvoj itd. Moramo pa že na začetku izpostaviti, da je Jira brezplačna
samo za delo na odprtokodnih projektih [6], v nasprotnem primeru podjetje
Atlassian zahteva plačilo.
Slika 3.1: Podatkovni tok (angl. workflow) v rešitvi Jira, ki je definiran za
določen projekt







nova zahteva“, možno pa je
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definirati tudi poljubne vrste zahtevkov. Ko je zahtevek ustvarjen, ga lahko
uporabnik spreminja, dopolnjuje, komentira, po uporabi pa ga lahko dodeli
drugemu uporabniku, mu spremeni status ali ga po potrebi pošlje v naslednji
korak. Koraki so osnovna enota delovnega toka (angl. workflow), ki ga












in seveda iz ustreznih prehodov med njimi.
Jira poleg tega omogoča, da se med prehodi pojavi pojavno okno, ki
ga lahko poljubno definiramo. Prikažemo lahko tudi polja, ki jih moramo
obvezno izpolniti, sicer pojavnega okna ne moremo zapreti in zahtevka poslati
v naslednji korak. Polja lahko prikazujemo le v določenih korakih.
Slika 3.2: Osnovni zaslon privzetega zahtevka v rešitvi Jira
Že osnovna postavitev nam omogoča tudi pripenjanje dokumentov in be-
leženje ur, urejanje pravic pa je urejeno za vsak projekt posebej. Prav tako
je omogočeno obveščanje po e-pošti, ki ga enako lahko definiramo za vsak
projekt posebej.
Jira omogoča še dostop do REST API-ja, spletne kavlje ter namestitev
dodatkov s posebej pripravljenim paketom oz. preko spletne trgovine [3].
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Omeniti velja, da je v spletni trgovini čez 1500 dodatkov za Jiro, od tega jih
je skoraj tretjina brezplačnih.
Jira podpira tudi metode agilnega razvoja – Scrum, Kanban in mešane
tehnologije. [5]
Zaradi svoje razširjenosti ima Jira veliko skupnost, z nakupom produkta
pa nam pripada tudi uradna podpora strankam.
Dostop z mobilnih naprav je delno podprt že zaradi odzivnega spletnega
dizajna, obstajata pa še mobilni aplikaciji za android in iOS.
Kot lahko opazimo, Jira ustreza vsem zahtevanim funkcijam, ki smo jih
definirali. Je tudi sistem, ki omogoča zelo dober nadzor in prilagodljivost
različnim potrebam. Oddajo zahtevka lahko zato naredimo preprosto tudi
za manj vešče uporabnike. Je pa zaradi vse te množice funkcionalnosti in
razširitev lahko vzdrževanje same aplikacije zahtevneǰse.
3.2 Trac
Trac [11] je odprtokodna rešitev, ki se na spletu opǐse kot
”
napreden wiki“
sistem in sistem za upravljanje zahtevkov za projekte razvoja programske
opreme.
Slika 3.3: Primer, kako dodamo v delovni tok status
”
needs work“ in akcijo
”
testing“
Trac v osnovni namestitvi ne podpira več projektov, ampak nam to
omogočajo razširitve, kot je na primer SimpleMultiProjectPlugin [27].
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loga“. Ko je zahtevek ustvarjen, ga lahko urejamo in dopolnjujemo, omo-
gočeno je tudi dodajanje priponk. Prav tako ga lahko dodelimo drugemu












prt“. Delovni tok lahko spremenimo, vendar ne preko grafičnega vmesnika,
ampak moramo za to urediti konfiguracijsko datoteko. Trac omogoča polja
po meri, ki pa so definirana na nivoju celotnega projekta.
Rešitev omogoča tako pripenjanje dokumentov kot tudi beleženje ur.
Obveščanje o spremembah po e-pošti je privzeto izklopljeno, s spremembo
konfiguracijske datoteke pa lahko obveščanje vključimo.
Trac omogoča dostop do REST API-ja. Spletni kavlji so podprti le preko
neuradnih razširitev, vendar tudi v tem primeru ne podpirajo vseh klicev,
ampak le določene.
Sistem Trac podpira metode agilnega razvoja zgolj preko razširitev.
Trac ima podporo le preko dopisnega seznama (angl. mailing list) in
uradne wiki spletne strani, podpora za mobilne naprave pa tudi ni najbolǰsa
– Android odjemalec je bil nazadnje posodobljen leta 2014.
Slika 3.4: Osnovni zaslon privzetega zahtevka v sistemu Trac
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Trac ima minimalističen izgled in ni bil zastavljen, da bi omogočal več
projektov. Posledično je eden izmed velikih minusov ta, da za celoten sis-
tem velja zgolj en delovni tok, prav tako ni mogoče urejati pravic na nivoju
projekta. Program sam po sebi sicer omogoča veliko prilagoditev, vendar se
drži minimalističnega načela in je večino sprememb treba narediti v konfigu-
racijskih datotekah. Prilaganje preko grafičnega vmesnika je zelo okrnjeno.
3.3 Redmine
Redmine [13] je na trgu že več kot deset let in se zgleduje po Tracu. Kot
osnova je tudi pri Redminu zasnovan projekt, sestavljen iz podprojektov in







zahtevek“, možno pa je definirati tudi poljubne vrste zahtevkov.
Slika 3.5: Podatkovni tok v rešitvi Redmine, ki je definiran za vse projekte
Ko je zahtevek ustvarjen, gre skozi delovni tok, ki ga lahko poljubno
definiramo preko grafičnega vmesnika. Redmine omogoča še dodatne modi-
fikacije glede na pravice, ki jih ima uporabnik, žal pa ne omogoča različnih














seveda iz ustreznih prehodov med njimi.
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Redmine omogoča polja po meri na nivoju celotnega projekta, a v na-
sprotju z Jiro ne omogoča pojavnih oken med prehodi, prav tako ne moremo
definirati obveznih polj samo pri določenih spremembah.
Tudi Redmine nam omogoča pripenjanje datotek in beleženje ur, o spre-
membah pa nas obvešča preko e-pošte. Obveščanje lahko nadgradimo z ustre-
znim dodatkom, ki nam omogoča, da spreminjamo nivo poslanih e-sporočil
glede na projekt. Urejanje pravic je urejeno na podlagi delovnega toka in
vsakega projekta posebej.
Dostop je mogoč tudi preko REST API-ja, spletni kavlji pa so omogočeni
zgolj preko razširitev. Z uradne spletne strani lahko prenesemo in namestimo
razširitve, če nam osnovna postavitev ni dovolj. Posebej izpostavljene so
razširitve podjetja Redmineup, ki pa so plačljive.
Slika 3.6: Osnovni zaslon privzetega zahtevka v sistemu Redmine
Agilne metode so podprte samo preko različnih razširitev, podprta pa sta
tako Kanban kot Scrum.
Redmine ima podporo le preko foruma in wiki spletne strani. Dostop
preko mobilnih naprav je mogoč tudi preko neuradnih aplikacij, spletna stran
pa ne podpira odzivnega dizajna.
Omeniti velja še, da Redmine nima neposredne funkcije komentiranja,
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Programski projekt OpenProject [21] je nastal leta 2011 kot razcep od pro-
gramske rešitve Redmine in je specializiran za vodenje projektov.






Kot osnova je pri OpenProjectu zasnovan projekt, sestavljen iz zahtevkov.









in zahtevek, označen kot
”
hrošč“. Ustvarimo lahko seveda tudi drugačne
tipe. Za razliko od Jire je delovni tok vezan na sam zahtevek in na pravice
uporabnika. Na primer: navaden uporabnik lahko spreminja vse statuse
razen statusa
”












lahko poljubno spremenimo, a se potem spremeni za vse projekte.
Podobno kot pri Redminu lahko poljubno definiramo polja po meri in to
na nivoju celotnega projekta.
Osnovna postavitev nam omogoča tudi pripenjanje dokumentov in bele-
ženje ur. OpenProject nas ob spremembah obvešča s pošiljanjem e-pošte in
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te nastavitve so vezane na celoten sistem, ne zgolj na en projekt.
Prav tako kot Jira OpenProject omogoča dostop do REST API-ja, spletne
kavlje in druge razširitve, ki jih najdemo preko vmesnika administratorja. [22]
Slika 3.8: Osnovni zaslon privzetega zahtevka v sistemu OpenProject
OpenProject prav tako podpira agilne metode, med njimi Scrum in Kan-
ban.
V primeru brezplačne verzije ima OpenProject podporo preko zelo urejene
dokumentacije na spletni strani in njihovega foruma. Ponujajo pa tudi t. i.
Poslovni paket, ki je plačljiv in ponuja dodatne funkcionalnosti ter uradno
podporo.
OpenProject uporablja odzivni spletni dizajn, zato ga je mogoče upora-
bljati tudi na mobilnih napravah. Namenske aplikacije nima.
3.5 Povzetek
Med izbranimi rešitvami opazimo, da vse podpirajo veliko funkcionalnosti,
vendar je implementacija drugačna. Kot primer lahko vzamemo Redmine, ki
omogoča komentiranje, vendar na povsem drugačen način kot ostale rešitve.
Našim zahtevam najbolj odgovarjata Jira in OpenProject. Pri povezavi dveh
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Kreiranje projektov da razširitev da da
Upravljanje z zahtevki da da da da
Beleženje časa da da da da






Podpora za REST API da da da da
Podpora za spletne kavlje da da da da
Razširitve da da da da
Agilne metode da razširitev razširitev da
Podpora strankam da ne ne plačljiva
Odzivni spletni dizajn da ne ne da
Aplikacija za mobilne na-
prave
da neuradna ne ne
Tabela 3.1: Povzetek nabora funkcij, ki jih omogočajo spletne rešitve za
upravljanje z zahtevki
sistemov za upravljanje z zahtevki je najpomembneǰsi dobro definiran API
in podpora za spletne kavlje.
V našem primeru naročnik uporablja Jiro, zato je najbolj smiselno, da
tudi izvajalec uporabi sistem za upravljanje z zahtevki Jira. Na ta način
lažje dosežemo, da je komunikacija usklajena. V primeru da bi delali na
projektih, ki niso odprtokodni, in bi nam bila cena ključnega pomena pri






Sistemska integracija vključuje integracijo obstoječih, pogosto ločenih sis-
temov na način,
”
ki se osredotoča na povečanje vrednosti za kupca“ (npr.
izbolǰsanje kakovosti in zmogljivosti izdelka), hkrati pa podjetju zagotavlja
dodano vrednost, zmanǰsuje stroške in izbolǰsuje odzivni čas. [31]
Če uporabimo pravilne pristope, nam lahko informacijski sistem pomaga
tudi pri evalvaciji zaposlenih. [17]
V manǰsih podjetjih se za povečanje produktivnosti uporablja različna
orodja. Na začetku se podjetja navadno odločijo za uporabo le tistega, kar
zares potrebujejo, s širjenjem se pa povečuje tudi število uporabljanih orodij.
To lahko hitro postane težava, saj ni nujno, da so orodja združljiva, in se
tako morajo uporabljati ločeno. Če nismo pazljivi, se lahko produktivnost
hitro zmanǰsa – in tu pride v poštev povezovanje informacijskih sistemov, pa
tudi sistemska integracija.
Pri sodelovanju naročnika z več strankami velikokrat pride do situacije,
ko razvijalci uporabljajo enako orodje na več različnih mestih; na primer,
če izvajalec uporablja sistem za upravljanje z zahtevki v svojem podjetju in
ta isti program še pri različnih strankah. Ker vse to zelo vpliva na sam tok
delovanja podjetja, je smiselno razmisliti o integraciji. V našem diplomskem
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delu se bomo osredotočili na povezavo med dvema sistemoma za upravljanje
z zahtevki Jira.
4.2 Način povezovanja informacijskih siste-
mov





task“, ki smo jih obravnavali v 3. poglavju, imajo več različnih
načinov povezovanja z drugimi sistemi. Ena izmed možnosti integracije je
z že vgrajeno logiko v sami spletni rešitvi, kjer vpǐsemo ustrezne podatke
(večinoma gre za spletni naslov do rešitve, port, protokol, uporabnǐsko ime
in geslo) in integracija deluje, kot je na primer integracija LDAP sistema [20].
Drugi način je komunikacija preko API-ja in dogodkov (angl. events).
Ena izmed implementacij dogodkov, ki se vedno bolj uveljavlja, so spletni
kavlji (angl. webhooks).
4.2.1 API
Razvoj API-ja se je začel zaradi potrebe po dostopu podatkov in drugih
funkcij na strežniku. Z API-jem se je doseglo, da so bili podatki izposta-
vljeni in na voljo. Tipičen primer uporabe API-ja je takšen, da aplikacija
pokliče API in izvede določeno delo (npr. preko API-ja pridobimo podatke
za obračune plač, aplikacija pa potem pošlje kup e-pošte z obračuni). Zato
je bil na začetku plan integracije vedno enak: priskrbi prave API-je in jih
priklopi skupaj [7].
Tu je treba izpostaviti, da je aplikacija vedno tista, ki prva izvede klic
oz. zahtevo, saj nam strežnǐska aplikacija ne zna sporočiti, kdaj je prǐslo do
spremembe. Zato moramo, če želimo preveriti, ali je prǐslo do sprememb,
prek API-ja dostopati do aplikacije na določen interval.
Najpogosteje uporabljena komunikacijska protokola za izmenjavo podat-




















Slika 4.1: Primer intervalnih klicev odjemalca in odgovorov strežnika preko
API-ja
valnih jezikov (angl. markup languages), kot so XML, JSON in YAML.
4.2.2 Dogodki (angl. events)
Dogodki (angl. events) so se razvili zaradi potrebe po integracijah, ki se
razvijajo, in ko nam API ne zadostuje več. Integracije morajo biti namreč
odzivne, morajo reagirati na spremembe v skoraj realnem času. Samo z API-
jem tega ne moremo več doseči. Ideja je torej ta, da ko se nekaj zgodi, se
sproži dogodek, ki ga potem naprej obdelamo s pomočjo različnih API-jev.
”
V človeški analogiji: API-ji so roke, dogodki pa oči. Življenje je veliko
lažje, ko imamo oboje. Roke brez oči nam omogočajo samo slepo delovanje –
in oči brez rok nam omogočajo, da vidimo, kaj je treba storiti in kdaj je treba
to storiti – brez da bi lahko te potrebne spremembe dejansko izvedli. Enako
velja za API-je in dogodke: API-ji brez dogodka omogočajo manipuliranje s
podatki, ne pa reakcije na spremembe.“ [7]
Poznamo več različnih implementacij dogodkov, najpogosteje pa so v
uporabi spletni kavlji, ki jim rečejo tudi
”
obratni API“; so mehanizem, ki
omogoča, da strežnǐski del aplikacije obvesti odjemalca, ko se je zgodil nov
dogodek. Namesto da torej odjemalec dela poizvedbe v določenem inter-






































































































































Slika 4.2: Primer intervalne komunikacije preko API-ja med odjemalcem in
dvema strežnikoma brez zankanja
obratno do API-ja, zato tudi ime
”
obratni API“.
Delovanje spletnih kavljev tako temelji na konceptu
”
Ne kliči nas, mi
bomo poklicali tebe“ [7].
4.3 Opis funkcionalnosti
Cilj naše diplomske naloge je integracija dveh sistemov za upravljanje z zah-
tevki Jira. Jira je program, ki organizacijam pomaga pri upravljanju njihovih
vprašanj, nalog, procesov in projektov. Lahko bi rekli, da je
”
pametna pro-
gramska oprema“, saj je veliko dolgočasnih stvari, povezanih z vprašanji,
nalogami, procesi ali projektnim upravljanjem, mogoče avtomatizirati dokaj
enostavno [14].
Osnovni gradnik v Jiri je projekt. Znotraj projekta ustvarjamo zahtevke
različnih tipov (naloge, hrošče, izbolǰsave . . . ), ki morajo iti skozi delovni








Slika 4.3: Primer delovanja spletnega kavlja
zato ima vsak zahtevek določeno osebo, ki zahtevek rešuje (angl. asignee).
Ko reševalec zahtevka zaključi z delom, lahko zahtevek preko delavnega toka
premakne v drug status, in/ali zahtevek dodeli drugi osebi, ki sodeluje na pro-
jektu. Če v procesu nastanejo dokumenti, jih lahko pripnemo na zahtevke,
prav tako pa lahko svoje ugotovitve med reševanjem zahtevka zapǐsemo v
komentar le-tega. Z dodeljevanjem zahtevka na odgovorno osebo in spre-
membami statusa tako vedno vemo, kje in v katerem stanju se zahtevek
nahaja ter kdo je odgovoren zanj.
Pomembna funkcionalnost Jire je tudi ta, da omogoča polja po meri (angl.
custom fields). Z njimi lahko izvajalec in naročnik na zahtevek dodata in-
formacije, ki so pomembne na projektu (primer: dodamo lahko padajoči
meni po imenu
”






Preveri“. Takšna informacija je ključna za izvajalca, za naročnika pa ne.).
Z našim programom, ki smo ga poimenovali JiraSync, želimo doseči, da
se bo projekt na strani izvajalca sinhroniziral s projektom pri naročniku.
Jiri sta namreč neodvisni ena od druge, vsaka je na svojem strežniku na
drugi lokaciji, aplikacija pa ju navidezno poveže med sabo. Tako se izognemo
ročnemu sinhroniziranju projekta. Sinhronizirala se bodo vsa privzeta polja
na projektu in določena polja po meri, ki jih definira naročnik/izvajalec,
ampak ne vsa. Z avtomatsko sinhronizacijo projektov pridobimo:
 razvijalcem na projektu ni treba uporabljati dveh različnih sistemov;
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 izvajalec in naročnik privarčujeta več ur z avtomatiziranim kopiranjem
nizkovrednega dela, kot je kopiranje podatkov med dvema sistemoma
za zahtevke;
 pohitrimo komunikacijo med naročnikom in izvajalcem;
 imamo kontrolo nad tem, kateri podatki se sinhronizirajo in kateri ne;
 na strani izvajalca lahko hranimo podatke, ki ne bodo vidni na strani
naročnika, in obratno – tako lahko hranimo na zahtevkih podatke, ki
nasprotni strani niso pomembni;
 dosežemo lahko, da se delovni tok pri izvajalcu razlikuje od delovnega
toka pri naročniku.
4.3.1 Primer uporabe
Naročnik želi, da se uporablja njihov sistem za upravljanje z zahtevki Jira.
V sistem se bodo beležile odkrite napake v aplikaciji (angl. bug) in nove zah-
teve (angl. new feature) ter drugi splošni zahtevki (angl. task). Naročnik se
z izvajalcem dogovori o podrobnostih, nato pa izvajalcu posreduje ustrezne
pristopne podatke in dodeli pravice na projektu. Pri le-tem sodeluje več raz-
vijalcev iz različnih podjetij. Delovni tok je definiral naročnik in je prilagojen
njegovim potrebam.
Na drugi strani bi izvajalec želel, da se na vsakem zahtevku zapisuje
porabljen čas, rad bi omogočil interno komunikacijo med razvijalci, prav
tako bi želel, da se mesečno izvažajo poročila – naročnik pa nič od tega ne
omogoča. V delovni tok bi izvajalec rad dodal še dodatne statuse, a s tem se
naročnik ne strinja. Izvajalec interno prav tako uporablja sistem Jira, zato
lahko vse te zahteve implementira na svoji strani.
S programom JiraSync poskrbimo, da se prenašajo vsa privzeta polja in
vsi komentarji iz Jire naročnika na Jiro izvajalca in obratno, istočasno pa
poskrbimo, da so iz sinhronizacije izvzeti interni komentarji, dodatna stanja
delovnega toka, posebna polja in informacije o porabljenem času na zahtevku.
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Naročnik na svoji Jiri prijavi zahtevek in doda zaslonsko sliko, ki še doda-
tno pokaže, kje je napaka. Zahtevek dodeli razvijalcu. Zahtevek se prenese
na izvajalčevo Jiro. Razvijalec potrebuje dodatno pomoč in zapǐse komen-
tar, ki se ne bo prenesel, ter ga dodeli sodelavcu. Komunikacija tako preko
zahtevka poteka nekaj časa, nato pa oblikujeta odgovor, ki bo primeren za
stranko. Razvijalec, ki mu je bil dodeljen zahtevek, zapǐse komentar na Jiro
in nastavi, da se komentar prenese. Zahtevku tudi spremeni status, ki se prav
tako prenese. Zahtevek dodeli nazaj stranki. Na koncu zabeleži še porabljen
čas, ki pa se ne prenese. Če je spreminjal programsko kodo, v posebno polje
doda informacijo, v kateri reviziji je bila ta napaka odpravljena. Tudi ta
informacija ostane pri izvajalcu.
Stranka je z odgovorom zadovoljna in zapǐse komentar, da želi, da se
popravek realizira. Ta podatek se sinhronizira. Zahtevek razvijalec pogleda
in pripravi popravek kode, ki se mora namestiti v okolje naročnika. Zato
pošlje navodila v oddelek IT, kaj, kam in kako je treba popravek namestiti.
Ta komentar se ne sinhronizira, saj je za naročnika nepomemben. Zahtevek
dodeli v IT na strani naročnika, zahtevek pa ostane na razvijalcu, saj se
ta informacija ne prenese. IT uredi namestitev in obvesti stranko, da je
nova različica rešitve uspešno nameščena. Zahtevek se zapre in dodeli nazaj
stranki. Oboje se sinhronizira.





















Spremenjen status Spremenjen status
Dodelitev naročniku Dodelitev naročniku













Zapri zahtevek Zapri zahtevek
Slika 4.4: Slika procesa. Z modro so označena polja, ki jih sinhronizira







Aplikacija JiraSync mora skrbeti za brezhibno komunikacijo med dvema
spletnima strežnikoma Jira, imenovanima Jira1 in Jira2. Pri tem mora Ji-
raSync vedeti, s katere strani smo prejeli zahtevek, da ga lahko ustrezno
usmerimo. Aplikacija mora imeti povezavo z internetom in mora biti dosto-
pna obema strežnikoma. Grafični vmesnik ni potreben, saj so vse potrebne
informacije prikazane v Jiri, JiraSync pa deluje v ozadju in skrbi za sinhro-
nizacijo podatkov. Poskrbeti moramo, da se sinhronizirajo:
 zahtevki znotraj projekta, ki je določen za sinhronizacijo;
 vsa privzeta polja;





Ob tem je na zahtevku treba beležiti, katera dva zahtevka sta povezana
med sabo. Omogočiti je treba tudi interne komentarje, tj. komentarje, ki
so izvzeti iz sinhronizacije, in omogočiti, da bodo prenašala samo določena
polja po meri.
5.2 Tehnične zahteve
5.2.1 Strežnik in orodja
Ker je Jira aplikacija, ki jo lahko namestimo tako na Linux kot na Win-
dows OS, na voljo pa je tudi oblačna storitev, sem se odločil, da bom izbral
tehnologijo, ki je neodvisna od platforme, zato sem izbral nodeJS in apli-
kacijsko ogrodje (angl. application framework) Express [19]. Aplikacijsko
ogrodje Express potrebujemo zato, ker mora biti JiraSync vedno na voljo
Jiri1 in Jiri2, da obe Jiri sporočita, ko pride do spremembe na zahtevku.
Poleg tega mora aplikacija razlikovati med zahtevki, ki pridejo iz Jire1, od
zahtevkov, ki pridejo iz Jire2. Na primer: zahtevki iz Jire1 se pošiljajo na
spletni naslov http://jirasync/jira1, zahtevki iz Jire2 pa na spletni naslov
http://jirasync/jira2. JiraSync strežnik mora poslušati na obeh naslovih in
ustrezno obdelati zahteve glede na to, na kateri spletni naslov so prǐsle. To
omogoča strežnik Express s pomočjo usmerjanja (eng. routing) [18]. Za
lažje programiranje smo uporabili API ovojnico za nodeJS, imenovano Jira-
connector [9].
5.2.2 Podatkovna baza
Po skrbnem premisleku smo se odločil, da podatkovne baze ne bomo upora-
bili, saj za trenutni projekt ni smiselna.
Plusi baze so, da bi bila z vmesno bazo sama sinhronizacija lažja, saj bi
v njej lahko hranil npr. ključe parov zahtevkov, ključe parov komentarjev,
bazo bi pa lahko uporabili še za različne druge podatke.
Minusi baze pa so, da imamo še eno dodatno bazo, ki jo je treba vzdrževati,
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varnostno kopirati in skrbeti zanjo, saj brez nje sinhronizacija ne deluje. Tudi
ob nadgradnjah je treba skrbeti za to, kateri podatki so se spremenili in kako,
ter to v bazi ustrezno popraviti. Poleg tega se ob večjem številu podatkov
tudi baza ustrezno veča, večajo pa se še minimalne sistemske zahteve, ki so
potrebne za delovanje.
Aplikacija je zasnovana tako, da obdeluje samo žive podatke, ki jih v
danem trenutku pridobimo preko HTTP zahteve in so shranjeni v obliki
JSON. Zato potrebe po podatkovni bazi ni.
5.3 Implementacija
Implementacija bi bila možna na dva načina:
1. uporaba zgolj REST API-ja. V določenih intervalih preverjamo, ali so
se na Jiri zgodile kakršnekoli spremembe. V primeru da je do sprememb
prǐslo, jih prenesemo na drugo stran.
2. kombinacija uporabe REST API-ja in spletnih kavljev. Ker spletni
kavelj pošlje informacijo, ko se zgodi sprememba, je treba na obeh Jirah
v nastavitvah nastaviti spletni naslov spletnega kavlja. Nastavimo ga
na spletni naslov, na katerem deluje JiraSync. S kombinacijo REST
API-ja in spletnih kavljev se bo ob vsaki spremembi na Jiri sprožil
spletni kavelj, ki bo podatke o spremembi poslal v JSON formatu na
spletni naslov JiraSynca. Ta bo prejel podatke, jih obdelal in poslal
HTTP zahtevo (angl. request) s podatki na drugo Jiro.
Vsaka implementacija ima svoje pluse in minuse, ki jih bomo obravnavali v
nadaljevanju in obrazložili, zakaj smo izbrali implementacijo s kombinacijo
spletnih kavljev in REST API-ja namesto zgolj z REST API-jem.
5.3.1 REST API
Pri povezovanju dveh sistemov zgolj preko REST API-ja imamo težavo, saj
strežnik ne zna sporočiti, kdaj je do spremembe prǐslo. Zato moramo v
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intervalih preverjati, ali je prǐslo do sprememb. Če je, na primer, prǐslo
do spremembe na Jiri1, ta pošlje zgolj seznam zahtevkov, kjer so se zgodile
spremembe, seznam pa ne vključuje podatka, do kakšne spremembe je prǐslo.
Zato mora JiraSync ponovno izvesti klic na Jiro1 za pridobitev informacij za
vsak zahtevek posebej. Jira1 pošlje odgovor v JSON formatu, JiraSync ta
odgovor obdela in pošlje novo HTTP zahtevo na Jiro2.
Ker pa Jira razlikuje med ustvarjenimi zahtevki in med zahtevki, ki so
bili spremenjeni, v osnovi naredimo dve poizvedbi, ki ju nato še razdelimo.
1. Najprej preverimo, ali obstajajo zahtevki, ki so bili ustvarjeni zadnjo
minuto. To naredimo s JQL klicem
project = [ime_projekta] and created > -1m
kjer je vrednost [ime projekta] ime projekta, ki ga sinhroniziramo. Če
so bili ustvarjeni novi zahtevki – preberemo ključ zahtevka in ga ustva-
rimo še na drugi strani.
2. Potem preverimo še, ali obstajajo zahtevki, ki so se v zadnji minuti
spremenili. Izkaže se, da je najbolje, da spremembe na projektu poǐs-
čemo s klicem JQL stavka
project =[ime_projekta] and updated > -1m
Ta klic nam vrne seznam vseh zahtevkov, ki so bili spremenjeni v zadnji
minuti. Vrednost 1 lahko po potrebi spremenimo na večje število. Naj-
manǰsa časovna enota pri tem klicu je minuta [1], zato tudi JiraSynca
ni smiselno poganjati vsako sekundo, saj bomo sicer v minuti prejeli 60
enakih rezultatov.
JiraSync pa moramo pognati v intervalih, saj sistem preko REST API-ja ne
more sporočiti, ko pride do spremembe na Jiri, zato mora JiraSync nare-
diti poizvedbo o tem. Vendar moramo biti pri pogostosti izvajanja programa
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Slika 5.1: Primer prikaza rezultatov znotraj Jire, ko ǐsčemo zahtevke, spre-
menjene v zadnji minuti
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JiraSync pazljivi, saj smo omejeni s hitrostjo internetne povezave, zmogljivo-
stjo strežnika in obremenjenostjo samega sistema. Zato se moramo odločiti,
kako pogosto bomo delali poizvedbe na Jiro. Poleg tega z Jira REST API-
jem nimamo možnosti, da bi z zgolj enim klicem dobili vse spremembe, ki
so se zgodile v določenem času, ampak moramo preveriti za vsak zahtevek
posebej, ali je do sprememb prǐslo ali ne. Več kot je zahtevkov, več je klicev
na Jiro, kar pomeni, da se obremenjenost sistema veča s časovno kompo-
nento. Zato lahko pride do tega, da JiraSync ne bi bil sposoben sprocesirati
vseh zahtev v 1 minuti – v tem primeru bi bilo treba ta časovni parameter
povečati.
Na podlagi seznama zahtevkov, ki so bili spremenjeni v zadnjih minuti,
za vsak zahtevek posebej izvedemo klic na Jiro1, ta pa vrne zgodovino vseh
sprememb, ki so bili narejeni na zahtevku. Klic izvedemo z ukazom:
GET /rest/api/2/issue/{issueIdOrKey}/changelog
Dobimo seznam, ki je kronološko urejen, na mestu 0 je najstareǰsa spre-
memba.
JiraSync nato te spremembe obdela in pošlje HTTP zahtevo na Jira2.
Tu ponovno nastane težava – zankanje. Če po uveljavljenih spremembah
na Jiri2 tam izvedemo JQL klic, katere spremembe so se zgodile v zadnji
minuti, vidimo, da so nekatere spremembe posledica aplikacije JiraSync, ne
moremo pa vedeti, katere spremembe je slednja naredila. To rešimo tako, da
je avtor vseh sprememb, ki jih naredi JiraSync, vnaprej definiran uporabnik
– za lažje poimenovanje ga bomo imenovali Copycat. Če je torej zadnjo
spremembo naredil uporabnik Copycat, do sprememb ni prǐslo, saj je to
posledica spremembe preko aplikacije JiraSync, če pa je v tem intervalu prǐslo
do spremembe drugega uporabnika, pa jo moramo ustrezno obdelati.
Z uporabo zgolj REST API-ja se pojavi še ena težava. V intervalu pre-
verjanja spremembe na Jiri se lahko na obeh straneh zgodijo spremembe
istočasno. V primeru da pride do teh sprememb zgolj pri komentiranju, ni
težave – komentarje prenesemo, v najslabšem primeru se kronološko ne bodo
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Slika 5.3: Grafični prikaz zankanja, do katerega pride pri API klicih, ko v
intervalih preverjamo, ali je prǐslo do sprememb
ujemali. Večja težava je če spremenimo vrednost nekega polja. Katero vre-
dnost v tem primeru uporabimo in katero zavržemo? Prav tako je težava
pri delovnem toku. Če gremo v aplikaciji Jira1 iz statusa
”
To Do“ v sta-
tus
”
In progress“, v aplikaciji Jiri2 pa se odločimo, da zahtevka ne bomo
obdelovali in ga zaključimo, torej premaknemo v status
”
Done“, pride do ne-
konsistenčnega stanja, JiraSync pa bo pa javila napako. Jira1 namreč pošlje





pa je zahtevek na Jiri2 že v statusu
”
Done“, ta korak za Jiro2 ne obstaja
in ga ne zna izvesti, zato pride do napake oz. se v primeru neoptimalnega
kodiranja program lahko tudi kritično zaustavi.
5.3.2 Spletni kavlji
Spletni kavelj je mehanizem, ki omogoča, da strežnǐski del aplikacije obvesti
odjemalca, ko se zgodi nov dogodek [7]. V tem primeru aplikacija JiraSync
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Slika 5.4: Primer izpisa, ki ga vrne Jira preko API-ja, če pokličemo omenjen
iskalni niz
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teče v ozadju in čaka, da se bo zgodila sprememba na Jiri1 ali Jiri2. Ko se
na primer zgodi sprememba na Jiri1, se sproži spletni kavelj, ki pošlje HTTP
zahtevo v JSON obliki aplikaciji JiraSync. Zahteva že vsebuje podatke o
spremembi, ki se je zgodila. Ta zahtevek obdela in nato pošlje novo HTTP
zahtevo v JSON obliki na strežnik Jira2.
Slika 5.5: Vsebina spletnega kavlja v obliki JSON, izpisanega v konzoli
Ko na strežnikih Jira1 in Jira2 ustvarjamo spletne kavlje, mora njihov
spletni naslov kazati na JiraSync. Znotraj Jire nastavimo, na katere dogodke
se bo sprožil kavelj – za potrebe tega projekta se bo spletni kavelj sprožil ob
spremembah zahtevka in komentarja, lahko pa spremembe na Jiri dodatno
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zamejimo v nastavitvah z JQL zahtevkom. Ker spletni kavlji ne vsebujejo
informacije, s katerega naslova so bili poslani, moramo to informacijo prido-
biti na drugačen način. To najlažje rešimo tako, da spremembe s strežnika
Jira1 pošljemo na drugačen naslov kot spremembe s strežnika Jira2, aplika-
cija JiraSync pa mora poslušati na obeh naslovih.
Podobno kot pri implementaciji z REST API-jem tudi tu pride do zanka-
nja in tudi tu težavo rešimo tako, da so vse spremembe, ki jih naredi JiraSync,
narejene z namenskim uporabnikom, imenovanim Copycat. Namreč vsakič,
ko se zgodi sprememba, se sproži spletni kavelj – tudi ko to spremembo na-
redi uporabnik Copycat, zato njegovih sprememb JiraSync ne obdeluje in jih
zavrže. Kot vidimo, sta implementaciji zgolj z REST API-jem ter s kombina-
cijo spletnih kavljev in REST API-jem zelo podobni, a z dvema bistvenima
razlikama:
 če uporabimo spletne kavlje, ni treba intervalno preverjati, ali je prǐslo
do sprememb, ampak samo čakamo, da nas o spremembi obvesti spletni
kavelj;
 spletni kavelj že vsebuje informacije o spremembi. Tako se izognemo
dodatnim poizvedbam na strežnik Jira.
5.4 Opis izvedbe
Naša naloga je integracija dveh sistemov za upravljanje z zahtevki Jira. Za
grafični vmesnik poskrbi že sam sistem, zato vmesnika za aplikacijo JiraSync
ni, saj ni potreben. Uporabnik prejme vse informacije preko Jire in upo-
rabnǐski vmesnik v tem primeru ne bi imel dodane vrednosti. Smiseln bi bil
le v primeru administracije in generiranja konfiguracijske datoteke.
Aplikacija JiraSync potem poskrbi, da se prenašajo vsa polja, priponke
in komentarji, ki so prikazani na projektu.
Odločili smo se, da bomo v obe smeri kopirali vsa polja, ki so privzeto
nastavljena na razvojnem projektu, ki ga izberemo na Jiri, vključno s ko-
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mentarji. Zato je treba na obeh Jirah ustvariti projekt
”
Basic software de-
velopment“, ki uporablja podprt podatkovni tok, ki je v Jiri definiran kot
”
Basic software development“ in ga prikazuje slika 5.6.
Slika 5.6: Delovni tok na privzetem razvojnem projektu v Jiri
Uporabniki med Jirama bodo različni, za kopiranje med Jirama pa bo
skrbel uporabnik, ki smo ga poimenovali Copycat. Uporabnika lahko prei-
menujemo v konfiguracijski datoteki, na ta način pa lahko nadzorujemo, kaj
JiraSync kopira in česa ne. Ta uporabnik bo skrbel za celotno sinhronizacijo,
tudi komentarjev. Da se avtor komantarja ne izgubi, bo le-ta dodan v prvo
vrstico komentarja in bo jasno označen.
Za potrebe sinhronizacije je treba na projektu ustvariti tekstovno enovr-
stično polje po imenu
”
sourceJira“, ki je dostopno in vidno na projektu in na
zaslonih, ki jih projekt uporablja. Polje bo hranilo ključa izvornega zahtevka
in se bo nastavilo ob vsakem nastanku zahtevka. S tem bomo hranili poda-
tek, katera dva zahtevka sta povezana med sabo. Jira administrator mora
pridobiti ID tega polja, saj ga je treba vpisati v konfiguracijsko datoteko.
V obeh Jirah moramo definirati spletni kavelj. Ime spletnega kavlja ni
pomembno, mora pa kazati na spletni naslov, kjer posluša JiraSync. Primer:
če je spletni naslov aplikacije JiraSync http://jirasync, potem:
 Jira1 kaže na spletni naslov http://jirasync/jira1,
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 Jira2 kaže na spletni naslov http://jirasync/jira2.
Za potrebe diplomske naloge izberemo še to, da nas zanimajo dogodki le na
zahtevkih in komentarjih.
Slika 5.7: Primer, kako ustvarimo spletni kavelj v administrativnem pogledu
na obeh strežnikih Jira
Jira razlikuje med različnimi dogodki spletnih kavljev. V grobem razlikuje
med dogodki, ki so se zgodili na zahtevkih, delovnem dnevniku, komentarjih,
priponkah, projektu, povezavah, uporabnikih ter na Jira konfiguraciji. Po-
leg tega razlikuje še med tipom dogodka, torej ali se je zgodila sprememba
ustvarjanja, spremembe ali brisanja [2]. To nam zelo olaǰsa delo, saj pomeni,
da spletni kavelj vsebuje informacijo, kje in kakšna sprememba se je zgo-
dila. Ta podatek se pošlje znotraj spletnega kavlja, zato podatek s pridom
uporabimo v JiraSync aplikaciji.
Ko se na primer ustvari zahtevek na strežniku Jira1, se sproži spletni ka-
velj tipa ustvarjanja zahtevka in se s pomočjo JiraSync aplikacije sinhronizira
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na strežnik Jira2, v polje
”
sourceJira“ pa se zapǐse ključ zahtevka z Jire1.
Ugotovimo, da je to polje na izvornem zahtevku prazno, saj kopija zahtevka















Slika 5.8: Primer pošiljanja HTTP zahtev v primeru ustvarjanja zahtevka
Ob ustvarjanju kopije zahtevka se sproži tudi spletni kavelj ustvarjanja
zahtevka, katerega avtor je uporabnik Copycat, vendar spletne kavlje upo-
rabnika Copycat ignoriramo, da se izognemo zankanju. Toda ker zna Jira
ločit različne tipe spletnih kavljev, to uporabimo tako, da ob ustvarjanju
zahtevkov spletnega kavlja ne ignoriramo. Zato podatke obdelamo in z novo
HTTP zahtevo posodobimo polje
”
sourceJira“ na izvorni Jiri. Ob tem se
sproži nov spletni kavelj, ki pa ni več tipa ustvarjanja zahtevka, ampak tipa
spremembe zahtevka, avtor pa je Copycat. To zahtevevk ignoriramo.
Konfiguracijska datoteka je tipa JSON, v njej pa so zapisani vsi podatki,
potrebni za sinhronizacijo:
 up. ime, geslo, URL naslov, port za dostop do strežnika Jira1;
 up. ime, geslo, URL naslov, port za dostop do strežnika Jira2;
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Slika 5.9: Primer konfiguracijske datoteke
 ime projekta (par), ki se bo sinhroniziral;
 ID polja
”
sourceJira“ za strežnika Jira1 in Jira2 .
Ko imamo definiranega uporabnika, ki bo skrbel za konfiguracijo, polje
po meri, imenovano
”
sourceJira“, in spletni kavelj, moramo v konfiguracijsko
datoteko vpisati samo še imeni projektov, ki se bosta sinhronizirala.
5.5 Težave pri izvedbi in njihovo odpravljanje
Ena izmed težav, s katero smo se soočili praktično takoj, je bila zankanje. Ko
namreč pošljemo zahtevek na Jira2, nam le-ta s spletnim kavljem odgovori,
da je prǐslo do spremembe, isto pa ponovno naredi prva stran in tako smo
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Slika 5.10: Ko strežnik 2 prvič pošlje Nove podatke, so le-ti enaki prvim
Novim podatkom, ki jih je poslal strežnik 2. Če jih ne zavržemo, se znajdemo
v neskončnem ciklu
uporabnikom Copycat. S spletnim kavljem se namreč pošlje tudi informacija,
kdo je naredil spremembo. Ko odjemalec dobi spletni kavelj, preveri, kdo je
avtor spremembe, in če je uporabnik Copycat, spletni kavelj zavržemo.
Na težavo smo naleteli tudi pri sinhronizaciji komentarjev – tako kot
zahtevek ima vsak komentar svoj unikaten ID, ki ga generira Jira in ga ne
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moremo določiti sami. Zato se ID-ja med Jiro1 in Jiro2 praktično nikoli ne
ujemata. Ker smo se odločili, da delamo brez baze, je bilo treba poiskati
način, kako povezati komentarje med sabo.
Slika 5.11: Prikaz dveh zahtevkov, povezanih med sabo, ki že imata nekaj
komentarjev, sinhroniziranih z aplikacijo JiraSync
Odločili smo se, da bomo v prvo vrstico komentarja zapisali poseben
tekst, ki bo vseboval ID komentarja z druge strani. ID bo zapisan med
dvema znakoma
”
#“. ID-ju bo sledil avtor komentarja in čas stvaritve. Ko se
komentar popravlja ali brǐse na eni strani, se prebere prva vrstica komentarja,
saj se iz nje izlušči ID komentarja z druge strani. S tem ID-jem potem
operiramo na drugi strani.
Naslednja težava, ki pa je s spletnimi kavlji ne morem rešiti, se zgodi
ob nedosegljivosti JiraSynca. V takšnem primeru je v oblačni verziji Jire
poskrbljeno – Jira bo poskusila ponovno poslati spletni kavelj do 5x. Vsak
nadaljnji poskus je odložen za dalǰsi čas. Prvi poskus se zgodi po 10 sec,
zadnji poskus pa med 15 in 30 min. Vsebina spletnega kavlja je na razpolago
do 72ur [2]. Če imamo Jiro nameščeno lokalno, pa zaenkrat te opcije ni,
kar je težava, saj se v primeru nedosegljivosti JiraSynca podatki, poslani s
pomočjo spletnih kavljev, izgubijo. To pomeni, da se spremembe, ki so bile
izvedene v času nedosegljivosti, ne bodo pojavile na drugi strani.
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5.6 Možnost izbolǰsav in razširitev
Možnih izbolǰsav in razširitev je veliko. Po določenem času ugotovimo, da
ima naročnik definiran preveč preprost delovni tok, ki načinu našega razvoja
ne odgovarja in ga bi želeli spremeniti. Naročnik tega ne želi narediti, saj
želi imeti poenotene delovne toke na vseh svojih projektih. JiraSync lahko
razširimo tako, da omogoča, da ima vsaka stran svoj delovni tok, JiraSync
pa poskrbi za ustrezno preslikavo med prehodi in stranji delovnega toka.
Slika 5.12: Primer preprostega podatkovnega toka
Našo rešitev lahko razširimo tako, da se bo sinhronizirala samo v eno
smer, v drugo pa ne. Možno je implementirati tudi to, da bo sinhronizacija
v eno smer sinhronizirala vse podatke, v drugo samo določene.
Možna razširitev je tudi ta, katera polja pokrijemo za sinhronizacijo, saj
Jira omogoča ustvarjanje poljubnih polj. Trenutno so pokrita le privzeta
polja, ki so že privzeta ob ustvarjanju novega projekta v Jiri. Razširitev
aplikacije pa bi lahko pokrivala tudi sinhronizacijo poljubnih polj.
Izbolǰsave pa moramo iskati predvsem v primeru, kaj se zgodi ob nedo-
segljivosti JiraSynca. Če namreč JiraSync ni dosegljiv, strežnik Jira pošlje
spletni kavelj JiraSyncu, nazaj pa prejme HTTP odgovor 502 - obvestilo o ne-
dosegljivosti rešitve. V oblačni različici Jire je to težavo podjetje Atlassian že
rešilo tako, da so v primeru nedosegljivosti podprli ponovno pošiljanje sple-
tnih kavljev. Na strežnǐski verziji Jire pa ta rešitev še ni uveljavljena, tako
da so v tem primeru vsi podatki, poslani s spletnimi kavlji izgubljeni. Ena
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Slika 5.13: Primer napredneǰsega podatkovnega toka
izmed možnih rešitev je, da uporabimo JiraSync, ki smo ga načrtovali zgolj
za REST API. Zaženemo ga v določenih intervalih in preverimo za vsemi
spremembami, ki so se zgodile znotraj intervala. Na ta način se izognemo
izgubi podatkov, ni pa to najbolǰsa rešitev, sploh če so pomembne minute




V diplomski nalogi smo obravnavali komunikacijo in sodelovanje v manǰsem
podjetju. Preverili smo, ali je možno povezati med sabo informacijske sis-
teme, in če je, na kakšen način. V ta namen smo razvili aplikacijo, ki povezuje
dva sistema za upravljanje z zahtevki Jira in ju sinhronizira med sabo. Jira-
Sync skrbi za to, da se podatki prenašajo v obe smeri, prav tako pa skrbi, da
se prenašajo tudi status podatkovnega toka in komentarji. Aplikacija je bila
razvita do te mere, da deluje s privzeto postavitvijo novega projekta in skrbi,
da so podatki sinhronizirani v obe smeri. Sama postavitev in konfiguracija je
precej preprosta, veliko informacij, ki se lahko spreminjajo, pa je zapisanih
in definiranih v konfiguracijski datoteki.
Razvita aplikacija nam pokaže, da če imata dva informacijska sistema do-
bro razvit API in dogodkovni sistem, ne potrebujemo namenske integracijske
aplikacije, ampak lahko tako aplikacijo razvijemo sami. Prav tako je zelo upo-
rabna v primerih, ko želimo imeti več nadzora nad podatki in uporabnikom
omogočiti rokovanje z enim samim sistemom. Aplikacija je uporabna tudi
v primeru vzdrževalnih projektov, ko imamo določene informacije, za katere
nočemo, da jih stranka vidi. JiraSync namreč ni omejena na dva različna
strežnika, ampak lahko znotraj istega strežnika povežemo dva različna pro-
jekta.
Največja slabost aplikacije JiraSynca se pokaže, ko pride do izpada in-
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ternetne povezave oz. nedosegljivosti enega izmed strežnikov, na katerem je
nameščena Jira. V tem primeru se namreč podatki, ki se prenašajo z sple-
tnimi kavlji, izgubijo in se tudi nikoli ne prenesejo. Zato lahko v določenih pri-
merih pride do nekonsistenčnega stanja med povezanima zahtevkoma. Druga
slabost je, da se prenašajo samo privzeta polja privzetega razvojnega pro-
jekta, ki morajo biti na obeh straneh enaka. Če niso, aplikacija ne deluje,
saj smo pri razvoju predvidevali, da so polja na obeh straneh enaka. Zaradi
tega moramo biti ob nadgradnjah Jire previdni, saj se moramo prepričati,
da se polja niso spremenila.
Tema dvema slabostima se je treba najprej posvetiti. Zato bi bil v na-
daljevanju izvajanja najbolj logičen korak, da se s pomočjo konfiguracijske
datoteke omogoči, da skrbnik aplikacije JiraSync določi, katera polja se bodo
v posameznem projektu prenašala. V primeru nadaljnega razvoja aplikacije
bi bilo smiselno razmisliti tudi o vpeljavi preproste podatkovne baze, ki bi
hranila pare zahtevkov in komentarjev, ki so med sabo povezani. Na ta način
bi lahko rešili problem izgube podatkov ob nedosegljivosti, saj bi aplikacija
v določenih časovnih intervalih preverjala, ali so se prenesle vse spremembe
z ene strani na drugo.
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