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Abstract 
This paper examines the causal relationship between Bitcoin attention (measured by the 
Google Trends search queries) and Bitcoin returns for the period from January 1, 2013, to 
December 31, 2017. For this purpose, we employ the Copula-Granger Causality in 
Distribution (CGCD) test. After implementing various robustness checks, we observe that 
there is a bi-directional causal relationship between Bitcoin attention and Bitcoin returns 
with the exception of the central distributions from 40% to 80%. To put it differently, the 
bidirectional causality mainly exists in the left tail (poor performance) and the right tail 
(superior performance) of the distribution. 
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Highlights 
 We examine the causality between the Google Trends search queries and Bitcoin 
returns 
 We run the CGCD test procedure  
 We find a bi-directional causal relationship between the related variables with the 
exception of the central distributions  
 The bi-directional causality mainly exists in the left tail and the right tail of the 
distribution 
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1. Introduction 
Bitcoin (and also other crypto-currencies) have attracted the attention of various different 
parties such as governments, investors, and the media, mainly due to dramatic price changes, 
high-profit opportunities, transparency, and the potential benefits of the technology they 
provide. This increasing interest has also been observed in the academic literature. For 
instance, Nadarajah and Chu (2017) and Yonghong et al. (2018) show that Bitcoin is an 
inefficient market; however, Bariviera (2017) and Urquhart (2016) argue that Bitcoin might 
be in the process of moving towards market efficiency. Brauneis and Mestel (2018) extend 
the efficiency analysis to consider several crypto-currencies and find a heterogeneous pattern 
of efficiency. They also show that Bitcoin is the most efficient crypto-currency, and that 
market efficiency is positively related to market liquidity.  
On the other hand, Cheah and Fry (2015), Corbet et al. (2018), and Fry and Cheah 
(2016) document the existence of significant bubbles in Bitcoin, Ethereum, and Ripple. Baur 
et al. (2018) show that Bitcoin is a speculative investment and is therefore not suitable as an 
alternative currency and medium of exchange; while according to Dyhrberg (2016a), Bitcoin 
can be used as a hedge against the stock market and the United States Dollar (USD). 
Likewise, Bouri et al. (2017b) show that Bitcoin has the hedge and safe haven properties at 
different time horizons. Dyhrberg (2016b) positions Bitcoin in between gold and the USD 
while combining some advantages of both. Finally, Bouri et al. (2017a) and Demir et al. 
(2018) show that Bitcoin has hedging capabilities against uncertainty measured by the 
volatility index (VIX) and the economic policy uncertainty (index), respectively.  
Different from these studies, our paper aims to examine the causal relationship 
between Bitcoin attention (measured by the Google Trends search queries) and Bitcoin 
returns. The existing finance literature examines whether Google search frequencies affect 
stock returns and stock market volatility (see e.g., Bijl et al., 2016; Da et al., 2011; Dimpfl 
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and Jank, 2016; Joseph et al., 2011). Previous studies analysing Bitcoin attention focus on 
Google and Wikipedia searches. For instance, Kristoufek (2013) considers the impact of the 
frequency of visits on the Wikipedia page as well as the impact of Google searches on 
Bitcoin price. The author documents a strong bi-directional relationship between the price 
of Bitcoin and Bitcoin searches. Using the same attention measures (Google and Wikipedia 
Searches), Kristoufek (2015) also finds significant co-movement between Bitcoin price and 
Bitcoin searches and that both engines are positively correlated in the long-run, and the 
relationship is most dominant at higher scales. Furthermore, Urquhart (2018) examines the 
impact of the attention of Bitcoin by employing Google Trends data on the price volatility, 
volume, and the returns of Bitcoin. The author finds that the realized volatility and the 
volume affect the next day’s attention; while attention has no significant impact on the 
realized volatility and the returns of Bitcoin. 
Our paper aims to enhance these findings by examining the causal relationship 
between Bitcoin attention (measured by Google searches for Bitcoin) and Bitcoin returns for 
the period from January 1, 2013, to December 31, 2017. For this purpose, we consider the 
Copula-Granger-causality in the Distribution (CGCD) test of Lee and Yang (2014). Doing 
so, we have two main contributions to the existing Bitcoin literature. First, we focus on the 
causal relationship in the low, the central, and the upper quantiles, since the evidence from 
different quantiles has been neglected by previous papers. Second, we consider six different 
copula functions for testing Granger-causality in both the distribution and the quantiles. 
Hence, this approach generates a superior forecasting performance compared to the 
alternative approach of quantile regression as well as avoiding quantile-crossing. Our paper 
finds that there is a bi-directional causal relationship between Bitcoin attention and Bitcoin 
returns with the exception of the central distributions from 40% to 80%. To put it differently, 
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the bidirectional relationship mainly exists in the left tail (1%, 5%, and 10%) and the right 
tail (90%, 95%, and 99%) of the distribution.  
The rest of the paper is organized as follows. Section 2 presents the data, the 
empirical model, and the econometric methodology. Section 3 documents and discusses the 
empirical findings. Section 4 concludes the paper.  
 
2. Data, Model and Methodology 
2.1. Data and Empirical Model 
This paper examines examine the causal relationship between Bitcoin attention (Google 
searches for Bitcoin) and Bitcoin returns by using weekly data for the period from January 
1, 2013, to December 31, 2017. The data on Bitcoin prices are obtained from 
http://www.investing.com. The Google search data that represent Bitcoin attention is 
downloaded from the Google Trends (https://trends.google.com/trends/). Figure 1 illustrates 
the data on Google searches for Bitcoin and Bitcoin price.  
 [Insert Figure 1 around here] 
Specifically, our paper estimates the following empirical models: 
∆ln(RBC)t = α0 + α1 ln(GSQ)t + εt1                                                                  (1a) 
∆ln(GSQ)t = β0 + β1 ln(RBC)t + εt2                                                                  (1b)                                                                         
Where ∆𝑙𝑛(𝑅𝐵𝐶)𝑡and ∆𝑙𝑛(𝐺𝑆𝑄)𝑡 represent the daily logarithmic returns of Bitcoin 
price and the logarithmic change in the Google Trends search queries (tagged “Bitcoin”), 
respectively. 𝜀𝑡 denotes the error term in the empirical models.
1  
2.2. Econometric Methodology 
Our paper applies the Copula-Granger-causality in distribution (CGCD) test that has two 
key advantages. Firstly, it enables us to uncover the causal relationship in the low, the central, 
                                                          
1 We use the logarithmic change of the related variables in order to ensure the stationarity of the variables. We 
also implement various unit root tests and their results confirm the stationarity of the variables. 
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and the upper quantiles. Secondly, it allows us to consider different copula functions for 
testing Granger-causality in both the distribution and the quantiles. Specifically, inverting 
the conditional copula function allows us to generate a superior forecasting performance 
compared to the alternative approach of quantile regression and avoids the quantile-crossing 
problem (Bouri et al., 2018; Lee and Yang, 2014; Shahzad et al., 2017). 
At this point, we employ the CGCD method to analyse the relationship between 
Bitcoin returns and the Google Trends search queries. The “forecast performance” based the 
CGCD test of Hong and Li (2005), which is used to test the null hypothesis of Xt  does not 
Granger cause Yt in distribution: H0: c(u, v) = 1, c(u, v) is the conditional copula density 
function, and with u and v the conditional probability integral transforms of Xt (i.e. TVt) and 
Yt (i.e. BRt). The forecasted conditional variance for {Xt} and {Yt}, ℎ̂𝑥,𝑡+1 and ℎ̂𝑦,𝑡+1, are 
computed by as such: 
ℎ̂𝑥,𝑡+1 = ?̂?𝑥0 + ?̂?𝑥1𝑥𝑡
2 +   ?̂?𝑥2ℎ̂𝑡,𝑥                                                                          (2a) 
ℎ̂𝑦,𝑡+1 = ?̂?𝑦0 + ?̂?𝑦1𝑦𝑡
2 +   ?̂?𝑦2ℎ̂𝑡,𝑥                                            (2b) 
We also use the empirical distribution function (EDF) to compute the cumulative 
distribution function (CDF) values of ?̂?𝑡+1 and 𝑣𝑡+1 for xt+1 and yt+1, while a nonparametric 
copula function is estimated with the EDF values {?̂?𝑡+1, 𝑣𝑡+1}𝑡=𝑅
𝑇−1 using a following Quartic 
Kernel function: 
𝑘(𝑢) =
15
16
(1 − 𝑢2)2𝐼(|𝑢| ≤ 1)                                                                           (3) 
Our empirical analysis focuses on three distributional regions: the left tail (1% 
quantile, 5% quantile, and 10% quantile), the central region (40% quantile, median, and 60% 
quantile) and the right tail (90% quantile, 95% quantile, and 99% quantile). The null 
hypothesis is that there is no copula Granger causality in the quantile. The decision as to 
whether to reject the null hypothesis is based on the forecast performance on the conditional 
quantile,𝑞𝛼(𝑌𝑡|ℱ𝑡), where α represents the left tail probability. The conditional quantile 
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𝑞𝛼(𝑌𝑡|ℱ𝑡)  is computed from the inverse function of following conditional distribution 
function (Lee and Yang, 2014): 
𝑞𝛼(𝑌𝑡|ℱ𝑡) = 𝐹𝑌
−1(𝛼|ℱ𝑡)                                                                                          (4) 
where 𝐹𝑌(𝑌𝑡|ℱ𝑡) is the predicted conditional distribution function of Yt . The inverse 
function is to compute 𝑞𝛼(𝑌𝑡|ℱ𝑡) from: 
∫ 𝑓𝛾(𝑦|
𝑞𝛼(𝑌𝑡|ℱ𝑡) 
−∞
ℱ𝑡)𝑑𝑦 = 𝛼                                                                                      (5) 
where 𝑓𝛾(𝑦|ℱ𝑡) is the predicted conditional distribution function. We then solve the 
following equation and compute the quantile forecasting models 𝑞𝛼(𝑌𝑡|ℱ𝑡):  
𝐶𝑢(𝐹𝑋(𝑥𝑡+1), 𝐹𝑌(𝑞𝛼(𝑌𝑡|ℱ𝑡)) = 𝛼                                                                             (6) 
The forecast performance of the quantile models 𝑞𝛼(𝑌𝑡|ℱ𝑡) is assessed using the six 
(I = 6) copula functions for C(u;v) based on the “check" loss function of Koenker and Bassett 
(1978).2 The expected check loss for a quantile forecast 𝑞𝛼(𝑌𝑡|ℱ𝑡) at a given 𝛼 is given by: 
𝑄(𝛼) = 𝐸[𝛼 − 𝐼(𝑌𝑡 − 𝑞𝛼(𝑌𝑡|ℱ𝑡) < 0)](𝑌𝑡 − 𝑞𝛼(𝑌𝑡|ℱ𝑡))                                    (7) 
We denote the k’th type of copula function as Ck (u; v) (k = 1,…,l = 6). For each 
copula function, we also define the corresponding quantile forecast as 𝑞𝛼,𝑘(𝑌𝑡|ℱ𝑡) and its 
expected check loss as Qk(α). To evaluate the difference between copula model 1 (i.e. the 
benchmark model of an independent copula) and model k (= 2,…,6), we consider the 
corresponding check loss-differential, which is denoted by: 
𝐷𝑘 = 𝑄1(𝛼) − 𝑄𝑘(𝛼)                                                                                               (8) 
We can also estimate 𝐷𝑘 by the following equation: 
?̂?𝑘,𝑝 = ?̂?1,𝑝(𝛼) − ?̂?𝑘,𝑝(𝛼)                                                                                       (9) 
                                                          
2 We use the Clayton, Clayton Survival, Frank, Gaussian, Gumbel, and Gumbel Survival copulas. For the 
detailed information about the copula approaches, refer to Lee and Yang (2014).  
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In here, ?̂?𝑘,𝑝(𝛼) =
1
𝑝
∑ [𝛼 − 𝐼(𝑌𝑡 − 𝑞𝛼(𝑌𝑡|ℱ𝑡) < 0)](𝑌𝑡 − 𝑞𝛼(𝑌𝑡|ℱ𝑡)), 𝑘 =
𝑇−1
𝑡=𝑅
1, … , 𝑙. The conditional quantile forecasts from using the copula distribution function Ck (k 
= 2,…) with the largest value ?̂?𝑘,𝑝 will be adopted (Lee and Yang, 2014).  
 
3. Empirical Results 
3.1. Results of the Initial Tests 
Firstly, we perform the structural break test of Bai and Perron (2003) to find multiple 
structural changes on the Bitcoin return series. The structural break date is selected in 
accordance with the greatest significance of the global minimizers of the sum of squared 
residuals (i.e. August 11, 2013).3   We consider the structural break analysis since the 
estimation results, which are based on the subsample, avoid instability over time, thus 
leading to unbiased evidence (Bai and Perron, 2003). The finding of a structural break date 
in August 2013 is in line with previous findings on structural breaks in the Bitcoin market 
(e.g. Demir et al., 2018; Kristoufek, 2015). Indeed, on August 2013, Bitcoins were accepted 
as "a currency or a form of money" in the United States. Specifically, Bitcoins were defined 
as securities, which are subject to the rules of the Federal Securities Laws. Hence, the first 
subsample covers January 1, 2013 to August 11, 2013, while the second subsample focuses 
on the period from August 12, 2013 to December 31, 2017.   
Secondly, the motivation behind the use of the Copula-Granger-causality in 
distribution (CGCD) test was supported by the Jarque-Bera test, which shows that both time-
series are non-normally distributed.4  
 
 
                                                          
3 We did not report the results of the test statistics of Bai and Perron (2003) to save space. The results can be 
reported upon request. 
4 Note that the Jarque-Bera statistics for the Bitcoin returns and the change of the Google Trends search are 
found as 63.18 and 28.98, respectively.  
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3.2. Results of the Copula-Granger-causality in Distribution (CGCD) Test 
The results of the full sample and sub-sample estimations are provided in Table 1. The results 
of the Copula-Granger-causality in distribution test also indicate the presence of 
heterogeneity in the relationship between the returns of Bitcoin and the change in the Google 
Trends search queries. Specifically, the results show that there is no significant influence 
between Bitcoin returns (RBC) and the change in the Google Trends search queries (GSQ) 
at the central distribution from 40% to 80% over the whole sample period.5 However, the p-
values reject the null hypothesis that there is no significant influence between Bitcoin returns 
and the change in the Google Trends search queries for the extreme quantile areas.6 Indeed, 
there is a bi-directional causal relationship (validity of the feedback effect) between Bitcoin 
returns and the Google Trends search queries at the extreme quantiles, i.e. both in the left 
tail (1%, 5%, and 10%) and the right tail (90%, 95%, and 99%). The results are also robust 
when we consider lagged (yesterday’s) Bitcoin returns instead of current (today’s) Bitcoin 
returns. Therefore, the findings suggest that the copula function enhances the quantile 
forecast of the relationship between Bitcoin returns and Bitcoin attention (as proxied by the 
Google Trends search queries), conditioning on the validity of the feedback effect in the full 
sample.  
[Insert Table 1 around here] 
In addition, we report the results for two sub-samples: i) January 1, 2013–August 11, 
2013, and ii) August 12, 2013–December 31, 2017. The findings for the first sub-sample 
indicate that Bitcoin returns have affected the Google Trends search queries at every quantile. 
                                                          
5 In here, we run the classical linear Granger causality test and the results indicate that there is no causal 
relationship between the Bitcoin returns and the changes in the Google Trends search. We did not report the 
results of the test statistics to save space, but the results can be reported upon request. 
6 Note that we report the bootstrapped p-values for testing the null hypothesis that none of the six copula models 
(which models Granger-causality in quantile) makes the better quantile forecast than the independent copula 
(which provides no Granger-causality in quantile). The p-values <0.05 indicate the rejection of the null 
hypothesis. 
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This evidence is robust when we consider lagged Bitcoin returns. However, Google Trends 
search queries have affected Bitcoin returns at the central quantiles (from 20% to 80%) but 
there is no influence at the extreme quantiles, i.e. both in the left tail (1%, 5%, and 10%) and 
the right tail (90%, 95%, and 99%). These findings provide evidence that Bitcoin returns 
increase Bitcoin attention and there is no extreme effect of Bitcoin attention on Bitcoin 
returns. The feedback effect between the related variables is valid in normal times (i.e. the 
central quantiles), but in extreme times, Bitcoin returns increase Bitcoin attention only over 
the period January 1, 2013–August 11, 2013. 
According to the findings for the second sub-sample of Bitcoin returns, there is a bi-
directional causal relationship (validity of the feedback effect) between Bitcoin returns and 
the Google Trends search queries at the extreme quantiles, i.e. both in the left tail (1%, 5%, 
and 10%) and the right tail (90%, 95%, and 99%). The bi-directional causal relationship also 
exists in some central quantiles, such as 20%, 30%, 40%, and 80%. These results remain 
robust when we consider the lagged Bitcoin returns. However, there is no significant causal 
relationship between the Google Trends search queries and Bitcoin returns at some central 
quantiles (50%, 60%, and 70%) over the period August 12, 2013–December 31, 2017. These 
results are generally in line with the results of the whole sample. In other words, the findings 
of the whole sample mainly originate from the second sub-sample.  
To sum up, there is a significant bi-directional causal relationship between the 
Google Trends search queries and Bitcoin returns with the exception of some central 
distributions from 40% to 80%. The bidirectional relationship mainly exists in the left tail 
(poor performance) and the right tail (superior performance) of the distribution. We interpret 
these results as evidence that extreme price changes increase the attention of investors, and 
as the attention of investors increases the Bitcoin price is affected. These findings are in line 
with the previous results of Kristoufek (2013 and 2015). With a limited supply and with no 
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underlying fundamentals, speculation and trends, which can be seen as a reflection of market 
attention, seem to significantly affect Bitcoin price changes. Therefore, investors in Bitcoin 
markets can benefit from Google data for their investment decisions. 
 
4. Conclusion 
In this paper, we examined the causal relationship between Bitcoin attention (measured by 
the Google Trends search queries) and Bitcoin returns for the period from January 1, 2013, 
to December 31, 2017. For this purpose, we employed the Copula-Granger-causality in the 
Distribution test of Lee and Yang (2014). After considering various initial tests and 
implementing robustness checks, we observe that there is a bi-directional causal relationship 
between Bitcoin attention and Bitcoin returns with the exception of some central 
distributions from 40% to 80%. The bidirectional relationship mainly exists in the left tail 
(1%, 5%, and 10%) and the right tail (90%, 95%, and 99%) of the distribution.  
 Future papers on the subject may wish to focus on other cryptocurrencies to examine 
the relationship between their returns and the Google Trends search queries. At this stage, 
not only the returns, but also the price volatility of the cryptocurrencies can be analysed. 
Because the cryptocurrency markets have grown rapidly during the last couple of years, we 
should enhance our knowledge of the returns and the price volatility dynamics of the 
cryptocurrencies. 
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Figure 1. 
Google Searches for Bitcoin (Index from 0 to 100) and Bitcoin Price (USD)  
(January 1, 2013–December 31, 2017) 
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Table 1. 
Results of the Copula-Granger-causality in Distribution (CGCD) Test 
2013/1/1-2017/12/31 1% 5% 10% 20% 30% 40% 50% 60% 70% 80% 90% 95% 99% 
(RBC  does not causes GSQ) 0.0026 0.0132 0.0264 0.0528 0.0793 0.1057 0.1321 0.1586 0.1770 0.1448 0.0367 0.0073 0.0000 
(GSQ does not causes RBC) 0.0000 0.0000 0.0000 0.0000 0.0129 0.1191 0.2461 0.6052 0.0591 0.0667 0.0000 0.0000 0.0000 
(RBC (-1) does not causes GSQ) 0.0000 0.0000 0.0000 0.0000 0.0037 0.2112 0.0579 0.1781 0.1479 0.4912 0.0018 0.0000 0.0000 
2013/1/1-2013/8/11 1% 5% 10% 20% 30% 40% 50% 60% 70% 80% 90% 95% 99% 
(RBC does not causes GSQ) 0.0000 0.0000 0.0043 0.0034 0.0000 0.0013 0.0012 0.0457 0.0000 0.0000 0.0000 0.0000 0.0000 
(GSQ does not causes RBC) 0.1183 0.1185 0.0749 0.0223 0.0356 0.0453 0.0052 0.0013 0.0000 0.0000 0.0962 0.1165 0.1163 
(RBC (-1) does not causes GSQ) 0.0000 0.0186 0.0318 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0478 0.0046 0.0127 0.0128 
2013/8/12-2017/12/31                               1% 5% 10% 20% 30% 40% 50% 60% 70% 80% 90% 95% 99% 
(RBC does not causes GSQ) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0717 0.1255 0.2738 0.0042 0.0000 0.0000 0.0000 
(GSQ causes RBC) 0.0024 0.0027 0.0031 0.0021 0.0065 0.0044 0.1115 0.5974 0.0987 0.0023 0.0000 0.0000 0.0000 
(RBC (-1) does not causes GSQ) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0716 0.1256 0.2735 0.0041 0.0000 0.0000 0.0000 
Notes: We compute the quantile forecasts by inverting the parametric conditional copula distribution. We use six copulas (Clayton, Clayton Survival, Frank, Gaussian, Gumbel, and Gumbel 
Survival copulas). The check loss functions are compared to evaluate the predictive ability of different quantile forecasting using different copula models. The benchmark quantile forecasts are 
computed using the independent copula so that there is no Granger-causality in quantile. We report the bootstrapped p-values for testing the null hypothesis that none of these six copula models 
(which models Granger-causality in quantile) makes the better quantile forecast than the independent copula (which provides no Granger-causality in quantile). The p-values of the Reality Check 
(<0.05) indicate the rejection of the null hypothesis, indicating that there exists a copula function to model Granger-causality in quantile and makes the better quantile forecast. 
 
  
 
