I. Introduction
Among these innovative alternatives, Distributed Energy Storage Systems (DESS) is nothing but the grid offer interesting features and have received considerable attention lastly. However, they still remain capitalintensive and raise cost-competitiveness issues. This paper deals with the potential of DESS to support and to optimize distribution system operation. First of all, some general information about DESS and their technical performances is given. Then, an overview of their applications in liberalized power systems is drawn (for DSO and other stakeholders). In the last part, a new approach to the combination of storage benefits is introduced and its use within the framework of this project is briefly discussed.
In any power system, the load is dynamic in nature. It is higher during the daytime and early evening when industrial loads are high; lights are on, and so for the and lower during the late evening and early morning when most of the population is asleep. The load variation is continuous and the load must be met with the available resources economically. This is done by committing (switching ON) and decommitting (switching OFF) of the units in power station. By running only the most economic units, the load can be supplied to the best efficiency of unit operators.
Thus committing the correct number and kind of units such that the load is met at least operating cost. There have been many methods that are available to solve the unit commitment problem such that the Lagrangian method, Dynamic Programming (DP), branch and bound technique, simulated annealing, Priority listing and Advanced Priority listing method. The DP method based on priority list is flexible, but it computational time suffers from dimensionality. Lagrangian relaxation for UCP is superior to DP due to its higher solution quality and faster computational time. However, numerical convergence and solution quality of LR do not give satisfactory results in case identical units exit. These methods though may give results but does not give a qualitative interpretation of the results in terms of input variables. The neural network computing enhanced by expert systems has opened up a new route for the optimization of generation scheduling. With proper and sufficient training, the information regarding the optimal operation of a system can be stored in the network as such, and the output can be obtained in a much shorter time. In the problem, multilayer feed forward network using back propagation error of learning determine variables corresponding to the operating level of generators and production cost. Load demand profile is input to the neurons in the input layer. Generation is the output to the neurons in the output layer. The fuzzy system involves the fuzzification and defuzzification process with the certain membership functions to obtain the predicted load demand.
II. Modelling Of Neural Network
Neural networks are a very popular data mining and image processing tool. Their origin stems from the attempt to model the human thought process as an algorithm which can be efficiently run on a computer. The human brain consists of neurons that send activation signals to each other (figure on the left) thereby creating intelligent thoughts. The algorithmic version of a neural network (called an ANN) also consists of neurons which send activation signals to one another (figure below). The end result is that the ANN can approximate a function of multiple inputs and outputs. As a consequence, neural networks can be used for a variety of data mining tasks, among which are classification, descriptive modeling, clustering are the various function approximation, and time series prediction. Neural networks are also commonly used for image processing.
We will first see how to compute the output of an already learned neural network which means that the entire network (topology, activation functions, weights, and biases) is known at this point. In a later section, we will see how to construct a neural network to approximate any given function, but for now just assume that the neural network is given and that it has been trained. It might be helpful to refer to the figure. 2. While reading this section. Recall that the purpose of a feed-forward neural network is to approximate a function of multiple inputs and outputs. The inputs and outputs are continuous (real values). Each input to the neural network is fed as input into a different input neuron. The input neurons are connected to hidden neurons which perform transformations on the input. At the end of the graph are the output neurons. The output of these neurons is defined to be the output of the entire network. It is also possible to connect an input neuron directly to an output neuron (without any hidden neurons in between) but that is usually not a good idea because there are no hidden neurons to perform transformations on the data and then it would not be possible to approximate a function accurately. 
III. Training Of Network Model
The steps for computing the output of a single neuron are as follows:
(1) Compute the weighted sum of inputs to the neuron.
(2) Add the bias to the sum. (3) Feed the sum as an input to the activation function of the neuron. The output of the activation function is defined to be the output of the neuron. These steps can be summarized in the following the formula: Output=A(∑w_k*I_k+bias) where A is the activation function of the neuron, w_k is the weight of the kth in-edge, I_k is the input carried across the kth in-edge, and bias is the bias of the neuron.
IV. Formation Of Weights & Biases
The algorithm for learning an instance (X_i,Y_i )=((x_1,x_2,…,x_u ),(y_1,y_2,…,y_v ) ) can be split into three phases: Calculation of Z_i, the output of the network for the training instance's input set X_i.The bias can be calculated with Y_i is the desired value for Z_i, so when they are different, there is some error. From this error, we wish to compute a bias value for each neuron. Blames will later be used to decide by how much to adjust weights and biases. The figure above illustrates this step. The calculation of bias for Output Neurons, The bias of each output neuron is calculated as y_i-z_i. Note that even though our goal is to minimize the sum squared error of the entire network, the blames are just the linear error. This linearity is due to the fact that we need the bias to be proportional to partial derivatives which are needed for the gradient descent. Calculation of bias for input and hidden neurons. The bias for an input or hidden neuron is calculated in terms of the blames of its out-neurons (the ones that it is pointing to). Because of this dependency, the blames need to be calculated in a topologically sorted order of the reverse of the network topology graph. This is similar to the order in which the output of neurons is calculated except that the topology graph must first be reversed before topologically sorting. The formula for the bias of an input or hidden neuron is ∑w_k*e_k where e_k is the bias of an outneuron and w_k is the weight of the edge that connects to the out-neuron. This step of propagating the error backwards is why the learning algorithm is called back-propagation. The adjustment of weights and biases are this last step performs the actual gradient descent by adjusting the weights with the formula: w_ij =w_ij + r * e_j * A_j'(I_j) * O_i where r is the learning rate, e_j is the bias of neuron j, A_j' is the derivative of neuron j's activation function, I_j is the input fed to neuron j during calculation of the output in the first step, and O_i is the output of neuron i during the first step. The biases are similarly adjusted using the formula: bias_i = bias_i + r*e_i.After all training instances are run, learning is complete. However, sometimes we may wish to run the training data multiple times through the learning algorithm to achieve better accuracy on the training data. When using this technique, it is important to make sure that over fitting does not occur.
V.
Formulation Of Back Propagation Algortihm STEP 1 : Read the input values(X),target values(t),learning rate coefficient ,tolerance limit of error, momentum constant, maximum number of iterations(nitr),neurons of hidden layer(n),input nodes(m),output nodes(z),maximum value of input(Xmax),maximum value of target(tmax). STEP 2: Normalise the input and target vectors STEP 3: Activate the node by input of the given set of the data. STEP 4: Generate the random weights STEP 5: Set all the elements of error matrices dW1 and dW2 equal to zero. STEP 6: Set epoch=0 STEP 7: Set serr=0 STEP 8: Calculate the output Y1 using Y1 (k) =X (1, i)*W1 (i, k) Where i=1, 2…m and k=1, 2...n STEP 9: Process the output of the hidden layer through a nonlinear activation function to produce output of hidden layers.
Where k=1, 2…n STEP 10: Calculate the final output using Y2 (j) =Y11 (1, k)*W2 (k,j) Where j=1, 2….z and k=1, 2…n STEP 11: Process again through the sigmoid function to find output of the network.
Y22 (j) =1/1+exp (-Y2 (j))) Where j=1, 2….z STEP 12: Calculate the square error as e(s,1)=t(s,1)-Y22(s,1) serr+=e(s,1)*e(s,1)^r Where s=0 STEP 13: Adjust the weight of the output layer d12 (j) =Y22 (j)*(1-Y22 (j))*e(s, 1) ^r dW2 (j) =n*d12 (j)*(Y22 (j)) +a*dW2 (j, 1) Where j=1, 2…z STEP 14: Adjust the weight of the hidden layers Sum_w=0
Check for tolerances if serr is greater than the convergence rate then goto step STEP 16: Test the stopping condition. The stopping condition may be minimization of errors, number of epochs etc.
VI. Fuzzy Logic Implementation
Fuzzy logic provides not only a meaningful and powerful representation for measurement of uncertainties but also a meaningful representation of blurred concept expressed in normally language. Fuzzy logic is a mathematical theory, which encompasses the idea of vagueness when defining a concept or a meaning. For example, there is uncertainty or fuzziness in expressions like `large` or `small`, since these expressions are imprecise and relative. Variables considered thus are termed `fuzzy` as opposed to `crisp`. Fuzziness is simply one means of describing uncertainty. Such ideas are readily applicable to the unit commitment problem.
VII. FUZZY SET ASSOCIATED WITH THE UNIT-COMMITMENT
After identifying the fuzzy variables associated with unit commitment, the fuzzy sets defining these variables are selected and normalized between 0 and 1.This normalized value can be multiplied by a selected scale factor to accommodate any desired variable. 
VIII Experimental Results And Discussions
In this case, number of units system has been tested in order to prove the applicability of the proposed method for solving the UC problem with mixed generating units system. The intermittent data of number of units system is obtained using distributed energy stored system has been proposed and given in Table1. The constraints are formulated using the distributed energy system and trained neural network and fuzzy system model has been shown. Scheduling of the proposed method for various combinations of units system is given in output of the simulation results of combination of different units in terms of the overall fuel cost are given as output. It is clear from the simulation results that the proposed approach provides better solution. Here four units are taken for case study. 
IX. Conclusion
A Neural network and fuzzy-logic-based approach has been developed for solving the unit commitment problem of a four-unit power system to provide feasible unit combinations for every period of time. The daily load demand is divided into eight periods of time and during each period the load demand remains constant. A Matlab code has also been developed to handle the problem and after running the code, the approach has been successfully implemented and feasible unit combinations are obtained for each time period that satisfies the system constraints.
