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Introduction
Throughout this article, n stands for a natural number, [n] = {1, 2, . . . , n} and 2 
[n] .
Dawson [1] introduced an interesting construction that leads to partitions of 2 [n] into intervals which, in the case of a matroid, are related to the ''internal activity'' and ''passivity'' of the elements of the bases in the sense of Tutte (cf. [2] ; see [3] for recent developments). This paper is divided into two parts related to Dawson's construction. In the first one we characterize explicitly the partitions of 2 [n] into intervals that arise from this construction. In the second one, we prove that this construction is essentially unique.
To be more precise, similarly to [1] we define the function w: 2 [n] → R For the sake of convenience, we define w(∅) = 0 and, in general, i∈∅ φ(i) = 0 for any function φ:
[n] , we define also
It is shown in [1, Lemma 1.3] that V A (w) is a partition of 2 [n] into intervals. Example 1.1. Let M be a matroid on the set E = [n] and let A = {B 1 , . . . , B k } be the collection of [4, 5] for definitions and justifications.
In Section 2, we characterize the Dawson partitions, i.e. the partitions P of 2 [n] into intervals
. This is done as follows: given such a partition [n] and let V We also generalize this result in Section 2 by proving that, for a Dawson partition V
, then also the sets in A and the sets in C maintain the same ordering when seen as integers (Theorem 2.8).
In Section 3, we define a class of functions containing w, the class of ''normal'' functions. For a normal function f , the set V A (f ) is a partition for every non-empty set A ⊆ 2 [n] . We prove
Moreover, the latter condition also implies that V
Characterization of Dawson's partitions
We start this section by stating some elementary properties of w and by recalling a lemma from [7] . 
Also, note that
Lemma 2.2 ([7, Corollary 2.14]). Let
In the rest of this section, let
[n] into intervals with w(X 1 ) < · · · < w(X k ). We ask whether P is a Dawson partition. Let X = {X 1 , . . . , X k }. By Lemma 2.2, P is a Dawson partition if and only if P = V X (w), which can be checked by constructing the latter collection. This is an algorithmic first answer to our question. Before presenting the somewhat unexpected easy explicit answer of Theorem 2.6, we first present another (rather technical) answer to the same question.
Proposition 2.3. P is a Dawson partition if and only if
P are partitions of 2
[n] , we have
. Since ∅ belongs to some interval, we have
It is easy to check that P and P (if < k) are also partitions, now of 2
Lemma 2.4. Let n ≥ 2 and = (X). (ii) Assume that P is a Dawson partition. The proof that P is a Dawson partition is as in part (i).
Hence P is a Dawson partition. Conversely, assume that P and P are Dawson partitions. To show that
we consider four cases depending on the values of i and j with respect to .
(
We have n ∈ Y j and n ∈ X i . Then n ∈ X i Y i and n ∈ Y i X j as in 2. (4) ≤ i, j. By using that P is a Dawson partition, we have
Finally, we obtain:
is a Dawson partition if and only if w(Y
Proof. The proof is by induction on n. For n = 1 there exist only two possible partitions of 2 [n] , both are Dawson partitions and both satisfy the condition.
Assume n ≥ 2, and let = (P ). If 
By Proposition 2.5(i) and the induction hypothesis, we have: 
Example 2.7 ([7, Example 2.17]).
Consider the following partition of 2 [3] into intervals, represented on the left side of Fig. 2.1 . We abbreviate the notation for sets by writing its elements in descending order (see the note after Remark 2.1), e.g. 3 for {3} and 421 for {1, 2, 4}.
By the previous theorem, this is not a Dawson partition, since we have w(31) = 5 < 6 =< w(32) but w(321) > w(32). In fact, for any permutation π : 
Proof. By (2.1) it suffices to show that if i < j then max(C i C j ) ∈ C j \ C i . Thus, assume i < j and define x = max(X i X j ) and c = max(C i C j ). We claim that c ∈ C j . As w(X i ) < w(X j ), by (2.1), we
From (2.6) and (2.7) we obtain
This implies c ≤ x, and so c = x. Then x = c ∈ X i \ X j , but x ∈ X j , a contradiction. Therefore, c ∈ X i . By (2.8), we have c ∈ C j as claimed.
Example 2.9. The converse of Theorem 2.8 is not true as shown in the following example: Take n = 3 and let A = {1, 2}. We have V A (w) = { ∅, 31 , 2, 321 }. Now, if C = {1, 32}, we have 1 ∈ ∅, 31 , 32 ∈ 2, 321 and w(1) < w(32), but V C (w) = V A (w). In Fig. 2.2 we represent the two partitions V A (w) and V C (w) by colouring with different colours the elements that belong to the two different sets of both partitions. 
Recall that the complement of
A i in X i , Y i ∈ P = V A (w) is the unique set B i ∈ X i , Y i such that A i ∩ B i = X i and A i ∪ B i = Y i . In fact, since X i Y i = Y i \ X i = A i B i , B i = X i Y i A i (and A i = X i Y i B i ). Let B = {B 1 , . . . , B k }.• w(B 1 ) < w(B 2 ) < · · · < w(B k ), • w(X 1 ) < w(X 2 ) < · · · < w(X k ), • w(Y 1 ) < w(Y 2 ) < · · · < w(Y k ).
Unicity of Dawson's construction
We have seen that the partition into intervals P of Example 2.7 is not a Dawson partition, i.e. P = V A (w) for every non-empty set A ⊆ 2 [n] . But what happens if we consider other functions instead of 
Proof. Clearly (b) implies (c). 
This leads to the following definition:
(e) f is injective. 
Let f be a normal function and take A = {A, B}. Let V A (f ) = {V A , V B }. As in the proof of Lemma 3.2,
. Therefore, f , g are equivalent normal functions if and only if
(3.10)
By using (2.1) and noting that f and w are injective, we have that: Now, in general f is not equivalent to w. For instance, take n = 4. We have w(32) = 6 < 9 = w(41), but f (32) = log 15 > log 14 = f (41). We note that the partition V(f ) = {V 1 (f ), V 2 (f )} relative to the cells A 1 = 4 and A 2 = 32 is not a partition into intervals. In fact, These cells are represented in Fig. 3.3 , V 1 (f ) in black and V 2 (f ) in gray.
Our next theorem gives the uniqueness of Dawson's construction: the unique normal functions that lead to partitions into intervals are those equivalent to w.
