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Without loss of generality, a multiobjective minimization problem is considered 1 . This involves the simultaneous minimization of all objectives J i (θ). In 70 general, there is no single solution: in fact, there is a set of solutions where 71 none is better than others. Using a definition of dominance, the Pareto set 72 Θ p is the set of every non-dominated solution. Pareto dominance is defined as 73 follows.
74
A solution θ 1 dominates another solution θ 2 , denoted by θ 1 ≺ θ 2 , if 75 ∀i ∈ {1, . . . , s}, J i (θ 1 ) ≤ J i (θ 2 ) ∧ ∃k ∈ {1, . . . , s} : J k (θ 1 ) < J k (θ 2 ) (2) 76 Therefore, the Pareto optimal set Θ P , given by
Θ P is unique, and normally includes infinite solutions. Hence, a set Θ * P , with 79 a finite number of elements from Θ P , should be obtainable 2 , and this should 80 be the goal of multiobjective algorithms. In fact, the realistic goal of a multi-81 objective algorithms is to obtain a discrete approximation of the Pareto front.
82
In the following, this discrete approximation is referenced as Θ * P .
83
At this point, the decision-maker has a set Θ * p ⊂ R l , that constitutes the 84 Pareto set discrete approximation and an associated set of objective values for 85 every point that constitutes an approximation to the Pareto front J(Θ * p ) ⊂ R s .
86
The Level Diagrams tool is based on the classification of the Pareto front 87 1 A maximization problem can be easily converted to a minimization problem, for instance for each one of the objectives that have to be maximized, the following transformation could be applied: max J i (θ) = − min(−J i (θ)) 2 Notice that Θ * P is not unique. approximation (J(Θ * p )) according to the proximity to the ideal point 3 .
88
For this classification, every objective (J i (θ), i = 1 . . . s) is normalized with re-89 spect to its minimum and maximum values on the Pareto front approximation, 90J i (θ), i = 1 . . . s: shows the most common type of representation of a 2D Pareto front 5 . Isolines of 1-norm on the the same figure are shown. 
A 1 = 0.5 sin(θ 1 ) − 2 cos(θ 1 ) + sin(θ 2 ) − 1.5 cos(θ 2 ),
A 2 = 1.5 sin(θ 1 ) − cos(θ 1 ) + 2 sin(θ 2 ) − 0.5 cos(θ 2 ), B 1 = 0.5 sin(θ 1 ) − 2 cos(θ 1 ) + sin(θ 2 ) − 1.5 cos(θ 2 ), B 2 = 1.5 sin(θ 1 ) − cos(θ 1 ) + 2 sin(θ 2 ) − 0.5 cos(θ 2 ),
For the MOP2 problem, the multiobjective evolutive algorithm -MOGA 6 170 gives 868 points as the Pareto front approximation. The graphics in figure 3 171 are obtained with the classical representation. This means there are discontinuities along the front (or at least along its 180 discrete approximation).
181
• There are points near the ideal point and so it is relatively simple for the 182 designer (or DM) to choose a unique solution.
183
• It is quite simple to maintain a low value of J 2 , but if a value of J 1 < 2 is 184 required then J 2 has to be greatly increased.
185
In a similar way, the Pareto set can be analyzed: analysis that is very difficult to achieve with other methods.
200
The MOP3 test problem is not yet a very high dimensional problem, but 201 presents some characteristics that complicate analysis in the classical way. The
202
MOP3 problem has the following characteristics: the Pareto front is a line in 203 the three-dimensional objective space, and the Pareto set is bi-dimensional 204 and discontinuous.
205
Functions to minimize are J(θ)
The approximation to the Pareto front is obtained with -MOGA and has 775 207 points. The 3D visual representation is shown in figure 5 . As can be seen, it is 208 very difficult to obtain useful conclusions about the principal characteristics 209 of the Pareto front; and it is difficult to obtain range values for each objective.
210
It is also very difficult to see the nearest zone to the ideal point, and it is not 
Design objectives (J i (θ)) have to be quantities that the designer wishes to
As can be seen, the volume of data hinders graphical analysis. Parallel coordi- 
A quick analysis of design parameters shows that parameter θ 5 easily reaches 308 its highest limit of 25. Therefore, good solutions can probably be found by the order of magnitude that the objectives can achieve.
329
An interesting remark can be made for Generally, a nonconvex Pareto front and, in particular, a Pareto front, which 336 is far from the ideal point, represents a challenging problem for the DM.
337
It is difficult to select a single solution because there is not a clear trade-338 off solution -and so the DM has to select according to his preferences and 339 experience. Therefore, ∞-norm Level diagrams offer better alternatives for 340 these problems.
341
In summary, a quick intuitive and quantitative approach to the performance 342 attainable with the solution of the Pareto front can be made with this graphical 343 representation. To extract more quantitative information, these diagrams can 344 be zoomed and coloured according to designer preferences -as shown in the 345 following sections. To conclude with a specific solution, the designer or decision-maker (DM) has 348 to establish a set of preferences. As a default, it is possible to select points 349 nearest the ideal, but it may be that this is not the preferred solution.
350
As mentioned in the motivation section, different approaches to introducing J 1 = −0.04855; J 2 = 0.449; J 3 = 21.9; J 4 = 4.57; J 5 = 0.348; J 6 = 14.9; (17) θ 1 = −4.643; θ 2 = 9.57347; θ 3 = 1.49719; θ 4 = 18.7568; θ 5 = 22.7352; θ 6 = 17.7596 Table 2 Preferences for the controller design. More sophisticated preferences can be considered, a good and intuitive way 366 to set preferences is the idea proposed by Messac [16] with the range of pref-367 erences and the type of optimization to perform (see original source for more 368 information).
369
In this problem, all objectives have to be minimized and the ranges of prefer-370 ences can be established as shown in table 2. The designer has to choose the 371 values J x i to define the ranges for each objective according to the following 372 classification:
• Highly desirable (HD): Full reduction for one criterion across a given region is preferred over full 386 reduction for all the other criteria across the next best region. 387 In other words: (U, U, U, U, U, U) is preferred over (T, T, T, T, T, HU) . A pos-388 sible scoring system follows below:
389
• A vector of scores is generated (score), and each position of the vector corresponds to the score for each range of preferences. For the example of the six ranges (HD, D, T , U, HU and UNA): score = (score HD , score D , score T , score U , score HU , score UNA ) 9 criterion is equivalent to objective • An initial value is assigned for the two first preference ranges: 390 · score(0) = score HD = 0 391 · score(1) = score D = 1 392 • The following ranges are scored as follows, for i = 2 . . . Nobj − 1 (Nobj is the number of objectives): score(i) = Nobj * score(i − 1) + 1 Then, for the example with six ranges of preferences, the score vector is: 1, 7, 43, 259, 1555) A point A with (U, U, U, U, U, U) has a total score of 6 * score U = 258 and a 393 point B with (T, T, T, T, T, HU) has a total score of 5 * score T +score HU = 294.
394
As lower scores are better, so point A has a better score than point B satisfying 395 the OVO rule. The selected point is squared. J 6 diagram has been zoomed between 11 and 40. 
