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An explicit representation of the elements of the inverses of certain
patterned matrices involving the moments of nonnegative weight
functions is derived in this paper. It is shown that a sequence
of monic orthogonal polynomials can be generated from a given
weight function in terms of Hankel-type determinants and that the
corresponding matrix inverse can be expressed in terms of their
associatedcoefﬁcientsandorthogonality factors. This result enables
one to obtain an explicit representation of a certain type of approxi-
mants which apply to awide class of positive continuous functions.
Convenient expressions for the coefﬁcients of standard classical
orthogonal polynomials such as Legendre, Jacobi, Laguerre andHer-
mite polynomials are also provided. Several examples illustrate the
results.
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1. Introduction
As pointed out in Provost [1], it is not uncommon to encounter functions that are mathematically
intractablebutwhosemomentscanbeevaluated.Asexplained inSection3,whenapproximantsof such
functions can be expressed as the product of a weight function and a linear combination of orthogonal
polynomials, the coefﬁcients of the linear combination can be determined in terms of the inverse of a
certain patterned moment matrix. As will be shown, this gives rise to an alternative representation of
the elements of the inverses of such matrices.
We will ﬁrst consider the Legendre, Laguerre, Hermite and Jacobi polynomials, as well as cer-
tain modiﬁed versions and particular cases thereof. Simpliﬁed representations of the coefﬁcients of
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these polynomials are provided in Section 2, along with the associated weight functions, normaliz-
ing constants and orthogonality factors. A formula for determining the elements of the inverses of
certain moment matrices, which is given in terms of the coefﬁcients of the orthogonal polynomials
corresponding to a given weight function is derived in Section 3; two numerical examples are also
included. It is shown in Section 4 that a sequence of orthogonal polynomials can be generated from
any nonnegative weight function whose moments exist, thus enabling one to apply the proposed
inversion formula in conjunction with non classical orthogonal polynomials.
As discussed in Burden and Faires [2], orthogonal polynomials play a significant role in the approx-
imation of functions. Incidentally, approximation theory ﬁnds a plethora of applications in the social,
mathematical, physical and biological sciences. In the way of statistical applications, for instance,
one can obtain an approximation to a given density function in terms of the inverses of the moment
matrices discussed in this paper.
2. Representations of the coefﬁcients and orthogonality factors of certain classical orthogonal
polynomials
The tables included in this section provide, in readily computable forms, the coefﬁcients, normaliz-
ing constant and orthogonality factors associatedwith several orthogonal polynomials that arewidely
used in approximation theory.
Let
Ti(x) =
i∑
k=0
δi,k x
k , i = 1, . . . ,n, (1)
be a set of orthogonal polynomialswhich are deﬁned on the interval (a, b) and satisfy the orthogonality
property,∫ b
a
w(x)Ti(x)Tj(x)dx =
{
θi for i = j
0 for i /= j, (2)
where w(x) denote their associated nonnegative weight function whose moments, given by
∫ b
a x
k
w(x)dx, k = 0, 1, . . ., are assumed to exist.
Several types of classical orthogonal polynomials including the Legendre, Laguerre, Jacobi and
Hermite polynomials, as well as some related polynomials, are being considered. For standard rep-
resentations of these polynomials, recursive relationships and some of their convergence properties,
the reader is referred to [3–8]. The main result derived in this paper, namely Theorem 2, requires that
the orthogonal polynomials be expressed in the form given in Eq. (1), that is, as a linear combination
of all the powers of x, and involves their orthogonality factors as well.
In order to relate the weight functions, w(x), to known continuous statistical distributions whose
probability density functions, deﬁned on the interval (a, b), shall be denoted by ψ1(x), we introduce
the normalizing constant c1 = 1/
∫ b
a w(x)dx so that
∫ b
a ψ1(x)dx = 1, with ψ1(x) = c1w(x). Note that,
for instance, the normalized weight functions ψ1(x) associated with the Legendre(a, b), Laguerre(ν),
modiﬁed Jacobi(α,β) and modiﬁed Hermite polynomials, respectively correspond to the uniform dis-
tribution on (a, b), the gamma distribution with parameters ν + 1 and 1, the beta distribution with
parameters α + 1 and β + 1 and the standard normal (Gaussian) distribution. Theweight functions and
the normalizing constants corresponding to several types of orthogonal polynomials are given in Table
1. The Legendre polynomial deﬁned on the interval (a, b) as well as the modiﬁed Jacobi and Hermite
polynomials can be obtained from their classical counterparts via afﬁne transformations. Referring
to Table 1, I(x) denotes the indicator function which is equal to one if x belongs to the set  and,
zero otherwise, and the beta function B(α,β) is equal to (α)(β)(α+β) ,(·) denoting the gamma function.
It should be noted that in non-statistical applications involving the approximation of a continuous
nonnegative function, f (x), c1 is replaced by c and ψ1(x), by ψ(x) = cw(x) where c satisﬁes the equality∫ b
a cw(x)dx =
∫ b
a f (x)dx. The ith degree orthogonality factors, θi, as deﬁned in Eq. (2), are listed in Table
2 in simpliﬁed forms for each type of orthogonal polynomials under consideration. Table 3 provides
representations of the coefﬁcients, δi,k , which hold irrespectively of the parity of k. On their own,
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Table 1
Weight functions and normalizing constants.
Orthogonal polynomials w(x) c1
Legendre I(−1,1)(x) 12
Legendre(a, b) I(a,b)(x)
1
b−a
Laguerre(ν) xνe−x I(0,∞)(x) 1(ν+1)
Jacobi(α,β) (1 − x)α(1 + x)βI(−1,1)(x) 12α+β+1B(α+1,β+1)
Modiﬁed Jacobi(α,β) xα(1 − x)βI(0,1)(x) 1B(α+1,β+1)
Hermite e−x2I(−∞,∞)(x) π−
1
2
Modiﬁed Hermite e−
x2
2 I(−∞,∞)(x) (2π)−
1
2
Table 2
Orthogonality factors.
Orthogonal polynomials θi
Legendre 2
2i+1
Legendre(a, b) b−a
2i+1
Laguerre(ν) (ν+i+1)(i+1)
Jacobi(α,β) 2
α+β+1(i+α+1)(i+β+1)
i!(2i+α+β+1)(i+α+β+1)
Modiﬁed Jacobi(α,β) i!(i+α+1)(i+β+1)(i+α+β+1)
(2i+α+β+1)((2i+α+β+1))2
Hermite
√
π2i i!
Modiﬁed Hermite
√
2π i!
Tables 1–3 should prove quite useful in connection with various applications involving orthogonal
polynomials.
3. Certain moment matrices and their inverses
As explained in Provost [1], the density function of a distributionwhose ﬁrst nmoments are known
can usually be approximated by means of the product of a baseline density function denoted by ψ(x)
and Pn(x), a polynomial of degree nwhose coefﬁcients are obtained bymatchingmoments. This result
can readily be extended to awide class of continuous functions. This is stated in the following theorem.
Theorem 1. Let f (x)be apositive continuous functiondeﬁned in the interval (a, b) andψ(x) ≡ cw(x)denote
an initial approximation of f (x) wherein c = ∫ ba f (x)dx/ ∫ ba w(x)dx. Assuming that ∫ ba xif (x)dx ≡ μ(i), i =
1, 2, . . . , and
∫ b
a x
jψ(x)dx ≡ m(j), j = 1, 2, . . . , exist and are uniquely deﬁned, f (x) can be approximated by
fn(x) = ψ(x)
n∑
	=0
ξ	x
	, (3)
where the coefﬁcients ξ	 satisfy the equality (ξ0, . . . , ξn)
′ =M−1(μ(0), . . . ,μ(n))′, a prime denoting the
transpose of a vector andM being an (n + 1) × (n + 1) moment matrix whose (h + 1)th row is (m(h), . . . ,
m(h + n))′,h = 0, 1, . . . ,n, that is,
M =
⎛
⎜⎜⎜⎝
m(0) m(1) · · · m(n)
m(1) m(2) · · · m(n + 1)
.
.
.
.
.
.
. . .
.
.
.
m(n) m(n + 1) · · · m(2n)
⎞
⎟⎟⎟⎠ . (4)
When ψ(x) depends on r parameters, these are ﬁrst determined by equating m(j) to μ(j) for j = 1, . . . , r,
and by solving the resulting system.
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Thecoefﬁcients ξi areobtainedbymatchingmoments, that is, byequating
∫ b
a x
hfn(x)dx to
∫ b
a x
hf (x)dx
for h = 0, 1, . . . ,n. Then, one has
∫ b
a
xhψ(x)
n∑
i=0
ξix
i dx = μ(h), for h = 0, 1, . . . ,n, (5)
that is, (m(h), . . . ,m(h + n)) · (ξ0, . . . , ξn) = μ(h),h = 0, 1, . . . ,n, or M(ξ0, . . . , ξn)′ = (μ(0), . . . ,μ(n))′,
which yields
(ξ0, . . . , ξn)
′ =MI(μ(0), . . . ,μ(n))′, (6)
whereM is as deﬁned in Eq. (4) andMI = (MI	,k) denotes the inverse ofM.
Now, letTi(x) =
∑i
k=0 δi,kxk , i = 0, 1, . . . ,n, be a set of orthogonal polynomials associated with the
weight function,w(x), deﬁned on the interval (a, b), which satisfy the orthogonality property speciﬁed
by Eq. (2). Again, we let f (x) denote the function to be approximated and c be a constant such that∫ b
a cw(x)dx =
∫ b
a f (x)dx, and denote cw(x) by ψ(x). Noting thatT0,T1, . . . ,Tn form a set of linearly
independent polynomials, one can re-express the approximant in Eq. (3) as
fn(x) = cw(x)
n∑
i=0
ηiTi(x) (7)
where the ηi’s can be explicitly determined by equating
∫ b
a Th(x)fn(x)dx to
∫ b
a Th(x)f (x)dx for h =
0, 1, . . . ,n, which is equivalent to solving the equations speciﬁed by (5). This yields the following linear
system:
c
∫ b
a
Th(x)w(x)
n∑
i=0
ηiTi(x)dx =
∫ b
a
Th(x)f (x)dx, h = 0, 1, . . . ,n, (8)
that is,
n∑
i=0
ηic
∫ b
a
w(x)Ti(x)Th(x)dx =
h∑
k=0
δh,kμ(k), h = 0, 1, . . . ,n, (9)
where δh,k is the coefﬁcient of x
k inTh(x). Thus, by virtue of the orthogonality property of theTi(·)’s,
one has
ηh =
1
cθh
h∑
k=0
δh,kμ(k), h = 0, 1, . . . ,n, (10)
and
fn(x) = ψ(x)
n∑
i=0
⎛
⎝ 1
cθi
i∑
k=0
δi,kμ(k)
⎞
⎠Ti(x). (11)
SinceTi(x) =
∑i
	=0 δi,	x	 and
∑n
i=0
∑i
	=0 ≡
∑n
	=0
∑n
i=	, one has
fn(x) = ψ(x)
n∑
	=0
⎛
⎝ n∑
i=	
δi,	
cθi
i∑
k=0
δi,k μ(k)
⎞
⎠ x	. (12)
Now, letM = (M	,k) denote the (n + 1) × (n + 1) moment matrix associated with the initial ap-
proximant ψ(x), whose (	, k)th element in given by
M	,k =
∫ b
a
x	+k−2ψ(x)dx, 	 = 1, . . . ,n + 1; k = 1, . . . ,n + 1, (13)
and letMI = (MI	,k) denote the inverse ofM. Clearly, the expression in parentheses in Eq. (12)
corresponds to ξ	 in Eq. (3). Now in light of Eq. (6), it is seen that ξ	 can also be expressed as the scalar
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Table 3
Representations of the polynomial coefﬁcients.
Orthogonal polynomials δi,k
Legendre (−1)
i+(−1)k
2i+1
(−1) 3i−k2 (i+k)!
( i−k
2
)!( i+k
2
)!k! ≡ i,k
Legendre(a, b)
∑i
h=k
2kh!(−a−b)h−k
(b−a)hk!(h−k)! i,h
Laguerre(ν) (−1)
k(i+ν+1)
(i−k)!(ν+k+1)k!
Jacobi(α,β)
∑i
h=0
∑k
	=0
(i+α+1)(i+β+1)(−1)i−h−k+	
2i(i+α−h+1)(β+h+1)	!(h−	)!(k−	)!(i−h−k+	)! ≡ Di,k(α,β)
Modiﬁed Jacobi(α,β)
∑i
j=k
j!2k(−1)j−k
(j−k)!k!
i!(i+α+β+1)
(2i+α+β+1)Di,j(β,α)
Hermite ((−1)
i+(−1)k)(−1) 3i−k+22 2
(i+k−2)
2 i!
(i−k)!k!
∏ i−k
2
j=0 (2j − 1) ≡ ∇i,k
Modiﬁed Hermite (−1)i2− i+k2 ∇i,k
product of the (	 + 1)th row ofMI denoted byMI	+1 and the vector of moments, (μ(0), . . . ,μ(n)),
that is,
MI	+1 · (μ(0), . . . ,μ(n))=
n∑
i=	
δi,	
cθi
i∑
k=0
δi,kμ(k)
=
	−1∑
k=0
n∑
i=	
δi,	δi,k
cθi
μ(k) +
n∑
k=	
n∑
i=k
δi,	δi,k
cθi
μ(k)
=
n∑
k=0
n∑
i=Max[k,	]
δi,	δi,k
cθi
μ(k). (14)
Thus,
MI	,k =
n∑
i=Max[k−1,	−1]
δi,	−1δi,k−1
cθi
, 	 = 1, . . . ,n + 1; k = 1, . . . ,n + 1. (15)
Letting c1 be such that
∫ b
a c1w(x)dx = 1, one has
∫ b
a f (x)dx = c
∫ b
a c1w(x)dx/c1, whence c = c1μ(0).
Explicit expressions for c1, θi and δi,j are respectively available from Tables 1, 2 and 3 for the various
types of classical orthogonal polynomials under consideration. Additionally, simpliﬁed expressions
for the (	, k)th element ofM∗, the moment matrix generated from the normalized weight function
ψ1(x) = c1w(x) = cw(x)/μ(0) = ψ(x)/μ(0) are available from Table 4 where they are listed in the same
order as the corresponding weight functions w(x) found in Table 1; the beta function, B(·, ·), is as
deﬁned in Section 2 and the hypergeometric function 2F1(a, b; c; z) is equal to
∑∞
n=0
(a)n(b)n
(c)n
zn
n! where
(x)n = (x+n)(x) whenever (x) exists. Clearly,M = μ(0)M∗ whereM is as deﬁned in Theorem 1 and
the (	, k)th element of the inverse ofM∗ denoted byMI∗ withMI∗ = μ(0)MI = cc1MI is given
by
MI∗	,k =
n∑
i=Max[k−1,	−1]
δi,	−1δi,k−1
c1θi
, 	 = 1, . . . ,n + 1; k = 1, . . . ,n + 1. (16)
Of course, whenever f (x) is a density function, c coincides with c1, andM withM
∗
. In each case,
it was veriﬁed that the representation of the inverse ofM∗ speciﬁed by Eq. (16) provides the same
inverse matrices as those determined from the usual inversion formula, that is, the transpose of the
matrix of signed cofactors divided by the determinant ofM∗.
If we let mj =
∫ b
a x
jw(x)dx < ∞, j = 0, 1, . . ., andW = (Wi,j) denote the (n + 1) × (n + 1) moment
matrix associated with the weight functionw(x) such thatWi,j = mi+j−2. Then the (	, k)th element of
WI, the inverse of the matrixW is given by
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Table 4
The (	, k)th element of the moment matrix generated from ψ1(x).
ψ1(x) M
∗
	,k
1
2
I(−1,1)(x) 12
1−(−1)	+k−1
	+k−1
1
b−aI(a,b)(x)
bk+	−1−ak+	−1
(b−a)(k+	−1)
xν e−x
(ν+1)I(0,∞)(x)
(	+k−1+ν)
(ν+1)
1
2α+β+1B(α+1,β+1) (1 − x)α(1 + x)βI(−1,1)(x)
(k+	+β−1)(α+β+2)2F1(2−k−	,1+α;−k−	−β+2;−1)
(β+1)(α+β+k+	)
1
B(1+α,1+β) x
α(1 − x)βI(0,1)(x) (α+β+2)(α−1+	+k)(α+1)(α+β+	+k)
1√
π
e−x2I(−∞,∞)(x)
(1+(−1)k+	−2)( k+	−1
2
)
2
√
π
1√
2π
e−
x2
2 I(−∞,∞)(x)
2
	+k−3
2 (1+(−1)	+k−2)( 	+k−1
2
)√
2π
WI	,k =
n∑
i=Max[k−1,	−1]
δi,	−1δi,k−1
θi
, 	 = 1, . . . ,n + 1; k = 1, . . . ,n + 1. (17)
This result follows directly from the relationshipM = cW.
Two numerical examples are presented in the remainder of this section. First, consider the case of a
Laguerre polynomial with parameter ν and its associated normalized weight function for whose mo-
ment matrixM the (	, k)th element isM	,k =
∫∞
0 x
	+k−2xνe−x dx/(ν + 1) = (	 + k − 1 + ν)/(ν +
1). For instance when n = 3 and ν is an integer, one has
M =
⎛
⎜⎜⎜⎝
1 (1+ν)!
ν!
(2+ν)!
ν!
(3+ν)!
ν!
(1+ν)!
ν!
(2+ν)!
ν!
(3+ν)!
ν!
(4+ν)!
ν!
(2+ν)!
ν!
(3+ν)!
ν!
(4+ν)!
ν!
(5+ν)!
ν!
(3+ν)!
ν!
(4+ν)!
ν!
(5+ν)!
ν!
(6+ν)!
ν!
⎞
⎟⎟⎟⎠ (18)
whose inverse as determined from Eq. (15) turns out to be
MI =
⎛
⎜⎜⎜⎜⎝
24+26ν+9ν2+ν3
6
− 12+7ν+ν2
2
4+ν
2
− 1
6
− 12+7ν+ν2
2
28+19ν+3ν2
2(1+ν) − 11+3ν2(1+ν) 12(1+ν)
4+ν
2
− 11+3ν
2(1+ν)
10+3ν
2(1+ν)(2+ν) − 12(1+ν)(2+ν)
− 1
6
1
2(1+ν) − 12(1+ν)(2+ν) 16(1+ν)(2+ν)(3+ν)
⎞
⎟⎟⎟⎟⎠ . (19)
In particular, when n = 6 and ν = 3,M	,k = (	 + k + 1)!/3!, 	 = 1, . . . , 7; k = 1, . . . , 7, and the last
rowofM is (60480, 604800, 6652800, 79833600, 1037836800, 14529715200, 217945728000), the last
row ofMI, as evaluated from Eq. (15) being
(
1
720
,− 1
480
, 1
960
,− 1
4320
, 1
40320
,− 1
806400
, 1
43545600
)
. It was
determined that when n = 29, the proposed formula produces an inverse matrix three times faster
than that obtained from the usual formula, the improvement being evenmore dramaticwhen n = 100,
in which case the computing time is reduced by a factor of 136.
In the case of the generalized Legendre polynomials deﬁned on the support (a, b) and its associated
normalized weight function, the (	, k)th element of the (n + 1) × (n + 1) Hilbert-type moment matrix
M is given byM	,k =
∫ b
a x
	+k−2 dx/(b − a) = (b	+k−1 − a	+k−1)/((b − a)(	 + k − 1)), which is the (	 +
k − 2)thmoment of the probability density function of a uniform distribution on the interval (a, b). For
example, lettinga = 4, b = 8andn = 5, the last rowofM is
(
10752, 5201927 , 522240,
33488896
9
, 1340866565 ,
2146435072
11
)
and the last rowof its inverse, as evaluated fromEq. (15), is
(
− 1166319
256
, 2047815
512
, − 2837835
2048
,
121275
512
,− 654885
32768
, 43659
65536
)
, which, of course, agrees with the last row of the inverse matrix determined
in the usual manner. All the calculations were carried out with the symbolic computational package,
Mathematica. Whenever possible, it is advisable to carry out the calculations with rational numbers
so as to avoid any loss of precision due to round-off errors.
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4. The case of nonclassical orthogonal polynomials
In order to make use of the representation of the elements ofMI given in Eq. (15), one has to
know the coefﬁcients of the orthogonal polynomials associated with the weight function, w(x), or a
multiple thereof. A technique for generating a sequence ofmonic orthogonal polynomials from a given
weight function is described in this section.
As explained in Gautschi [4], a set of monic orthogonal polynomials πi(x) =
∑i
k=0 di,kyk , i = 0, 1, . . .,
that is, a set of orthogonal polynomials such that the coefﬁcient of xi in πi(x) is one, can be generated
as follows from ψ(x)I(a,b)(x), a given nonnegative function whose moments exist. Let m(j) denote
the jth moment associated with ψ(x) as deﬁned in Theorem 1 and i denote its associated Hankel
determinant of order i, which is deﬁned as follows:
i =
∣∣∣∣∣∣∣∣∣
m(0) m(1) · · · m(i − 1)
m(1) m(2) · · · m(i)
.
.
.
.
.
.
. . .
.
.
.
m(i − 1) m(i) · · · m(2i − 2)
∣∣∣∣∣∣∣∣∣
, i = 1, 2, . . . , (20)
with 0 = 1. Then, letting ′0,0 = 0,′1,0 = 1 and
′i,k =
∣∣∣∣∣∣∣∣∣
m(0) m(1) · · · m(k − 1) m(k + 1) · · · m(i)
m(1) m(2) · · · m(k) m(k + 2) · · · m(i + 1)
.
.
.
.
.
.
. . .
.
.
.
.
.
.
. . .
.
.
.
m(i − 1) m(i) · · · m(i + k − 2) m(i + k) · · · m(2i − 1)
∣∣∣∣∣∣∣∣∣
, (21)
with k = 1, 2, . . . , i − 1, so that ′
i,k
is equal to i+1 with its (k + 1)th column and last row deleted, the
monic orthogonal polynomial of degree i associated with the weight function, ψ(x)I(a,b)(x), is given
by
πi(x)= 1
i
∣∣∣∣∣∣∣∣∣∣∣∣
m(0) m(1) · · · m(i − 1) m(i)
m(1) m(2) · · · m(i) m(i + 1)
.
.
.
.
.
.
. . .
.
.
.
.
.
.
m(i − 1) m(i) · · · m(2i − 2) m(2i − 1)
1 x · · · xi−1 xi
∣∣∣∣∣∣∣∣∣∣∣∣
=xi − 
′
i,i−1
i
xi−1 + 
′
i,i−2
i
xi−2 + · · · + (−1)i−1 
′
i,1
i
x + (−1)i 
′
i,0
i
≡
i∑
k=0
di,kx
k , i = 1, 2, . . . , (22)
with π0(x) = 1. On expanding the determinant along its last row, it is seen that the coefﬁcient of xk
is the (signed) cofactor of xk divided by i. It follows from Eq. (22) that the same sequence of monic
orthogonal polynomials would be generated from the moments of w(x) ≡ ψ(x)c .
In terms of monic polynomials, Eq. (2) becomes∫ b
a
w(x)πi(x)πj(x)dx =
{
ρi for i = j,
0 for i /= j. (23)
Now, noting thatTi(y) = δi,iπi(y) = δi,i
∑i
k=0 di,kyk =
∑i
k=0 δi,kyk , i = 0, 1, . . ., one has θi = δ2i,iρi, and
δi,	−1δi,k−1
θi
= di,	−1di,k−1
ρi
for 	 = 1, . . . ,n + 1 and k = 1, . . . ,n + 1, (24)
so that the matrix inverseMI speciﬁed by Eq. (15) remain unchanged when the orthogonal polyno-
mials being used are multiples of the corresponding monic polynomials for a given degree i. Thus, the
following result:
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Theorem 2. Letψ(x)I(a,b)(x) be a positive continuous functionwhosemoments
∫ b
a x
hψ(x)dx ≡ m(h) exist
for h = 0, 1, . . . , and let ψ(x) = cw(x) where c is a constant; then, the (	, k)th element of the inverse of the
(n + 1) × (n + 1) moment matrixM = (Mi,j) such thatMi,j = m(i + j − 2) is given by
MI	,k =
n∑
i=Max[k−1,	−1]
di,	−1di,k−1
cρi
, 	 = 1, . . . ,n + 1; k = 1, . . . ,n + 1, (25)
where the di,k and ρi can respectively be determined from Eqs. (22) and (23).
Remark 1. Referring toMI as deﬁned in Eq. (6) with c as speciﬁed in Theorem 1, Theorem 2 enables one
to obtain, in general, an explicit representation of the coefﬁcients ξ	 appearing in the approximant speciﬁed
by Eq. (3).
We now determine the coefﬁcients of a set of orthogonal polynomials associated with a non stan-
dard density function and then apply Theorem 1 to obtain the inverse of the corresponding moment
matrix. Consider the following log gamma density function with parameters α and β:
ψ(x) = (1 + α)
2
βα+1
xα ln(β/x)I(0,β](x). (26)
The hth moment of this distribution is given by
m(h) = β
h(1 + α)2
(h + α + 1)2 , (27)
the (	, k)th element of the (n + 1) × (n + 1)momentmatrixM beingm(	 + k − 2). The coefﬁcients di,k
and orthogonality factors ρi can be evaluated from Eqs. (22) and (23), respectively. For instance, when
n = 3, α = 1 and β = 2,
M =
⎛
⎜⎜⎜⎜⎝
1 8
9
1 32
25
8
9
1 32
25
16
9
1 32
25
16
9
128
49
32
25
16
9
128
49
4
⎞
⎟⎟⎟⎟⎠ (28)
and one has d0,0 = 1, d1,0 = − 89 , d2,0 = 279425 , d2,1 = − 792425 , d3,0 = − 25342725731775 , d3,1 = 519696229271 , d3,2 = − 654048229271 ,
ρ0 = 1, ρ1 = 1781 , ρ2 = 467995625 and ρ3 = 826790047021424375 . Its inverse, as determined from Theorem 2, is
MI =
⎛
⎜⎜⎜⎜⎜⎜⎝
623690000
20669751
− 262620000
2296639
276819375
2296639
− 776120800
20669751
− 262620000
2296639
1176069375
2296639
− 1348666200
2296639
442102500
2296639
276819375
2296639
− 1348666200
2296639
1634180625
2296639
− 556395000
2296639
− 776120800
20669751
442102500
2296639
− 556395000
2296639
7021424375
82679004
⎞
⎟⎟⎟⎟⎟⎟⎠
. (29)
5. Concluding remarks
The general methodology proposed in this paper for determining the inverses of certain moment
matrices in terms of the explicit representations obtained for the corresponding orthogonal polyno-
mial coefﬁcients, is readily programmable and enables one to compute such inverse matrices faster,
especially when large matrices are involved. This alternative representation of a matrix inverse could
conceivably lead to new algebraic identities. Provost [1] discusses a speciﬁc application where ap-
proximants to probability density functions are obtained in terms of truncated orthogonal polynomial
expansions, on the basis of the moments of the corresponding distributions. Furthermore, Tables 2
and 3 which respectively provide, in explicit and simpliﬁed forms, the polynomial coefﬁcients and
orthogonality factors for some of the main orthogonal polynomials used in approximation theory,
should prove convenient to a host of researchers working in various ﬁelds of scientiﬁc investigation.
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