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The study of thermal radiation interacting with particle-laden turbulence is of great importance in a wide range of
scientific and engineering applications. The computational study of such systems is challenging as a result of the
large number of thermo-fluid mechanisms governing the underlying physics. To build confidence and improve the
prediction accuracy of such simulations, the impact of uncertainties on the quantities of interest must be measured.
This, however, requires a computational budget that is typically a large multiple of the cost of a single calculation,
and thus may become infeasible for expensive simulation models featuring a large number of uncertain inputs and
highly non-linear behavior. In this regard, multifidelity methods have become increasingly popular in the past years
as acceleration strategies to reduce the computational cost. These methods are based on a hierarchy of generalized
numerical resolutions, or model fidelities, and attempt to leverage the correlation between high- and low-fidelity models
to obtain a more accurate statistical estimator with a relatively small number of high-fidelity calculations. In this work,
the performance of a collection of different multifidelity strategies and modeling approaches are assessed to propagate
the uncertainties encountered in the simulation of irradiated particle-laden turbulence relevant to volumetric solar
energy receivers. The results obtained indicate that multifidelity methods provide speedups in the order of 101 − 103×
with respect to straightforward Monte Carlo approaches, resulting in remarkable reductions in computational cost.
KEY WORDS: Multifidelity Monte Carlo; Particle-laden flow; Thermal radiation; Turbulence; Uncer-
tainty quantification
1. INTRODUCTION
The number of uncertainties involved in the study of multiphysics turbulent flow is typically large due to (i) the
modeling assumptions required to mathematically describe the different physics and their couplings, i.e., epistemic
uncertainty, and (ii) the aleatoric incertitude resulting, for instance, from the lack of detailed evidence regarding the
initial and boundary conditions. Therefore, numerical analyses based on a single deterministic realization for a par-
ticular set of input parameters is typically not conclusive and neither truly predictive. A solution to this problem is to
consider the system under study stochastic and analyze the relation between input and output probability distributions
by means of efficient statistical methods. In this regard, the field of uncertainty quantification (UQ) has remarkably
grown over the last decades [1], and it is now extensively accepted that the potential of estimating and minimizing
uncertainties, in combination with numerical verification and physics validation (V&V), is crucial for augmenting
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the confidence in the numerical predictions. Within this scope, the goal of the Predictive Science Academic Alliance
Program (PSAAP) II at Stanford University [2] is to perform large-scale, predictive simulations of particle-laden tur-
bulent flow in a radiation environment based on configurations and operating conditions of volumetric solar receivers.
1.1 Irradiated particle-laden turbulence
Turbulent flow laden with inertial particles exposed to thermal radiation is encountered in a wide range of natural phe-
nomena and industrial applications. For instance, it is well established that turbulence-driven particle inhomogeneities
play a fundamental role in determining the rate of droplet coalescence and evaporation in atmospheric clouds [3]. This
problem is also important in fires due to the strong interaction between turbulence, soot particles, and radiation that
result in complex heat transfer mechanisms [4]. From an industrial viewpoint, important applications include the
atomization of liquid fuels in combustors [5,6], soot formation in rocket engines [7], and, more recently, volumetric
particle-based concentrated solar power (CSP) systems [8].
Even in the most elementary configuration, i.e., homogeneous isotropic turbulence (HIT), particle-laden turbu-
lent flow is known to exhibit complex interactions between the carrier and dispersed phases in the form of preferential
concentration and turbulence modulation. Preferential concentration is the mechanism by which heavy particles tend
to avoid intense vortical motions and accumulate in regions of high strain rate. On the other hand, turbulence mod-
ulation refers to the alteration of fluid flow characteristics in the near-field region of particle clusters as a result of
two-way coupling effects, e.g., enhanced dissipation, kinetic energy transfer, or formation of wakes. The physical
complexity is further increased by the simple addition of solid walls as turbophoresis [9], i.e., tendency of particles
to migrate towards regions of decreasing turbulence levels, becomes an important mechanism for augmenting the
inhomogeneity in the spatial distribution of the dispersed phase by driving particle accumulation at the walls.
Consequently, the analysis and characterization of particle-laden turbulent flow is a challenging endeavor; many
experimental and computational research studies have been devoted to this objective over the past decades, e.g., [9–
11]. In addition to particle-flow coupling, the problem studied in this work involves an additional layer of complexity
by considering the heat transfer from the particles to the fluid through radiation absorption. The engineering applica-
tion motivating the study of these phenomena is the improvement of energy harvesting in volumetric particle-based
solar receivers. This innovative technology is expected to increase the performance of CSP plants by avoiding the
necessity of heat-exchanging stages. However, the physical mechanisms governing these systems are still not fully
comprehended. Examples of recent work focusing on this problem include the interaction between radiation, particles
and buoyancy in HIT by Zamansky et al. [12], the impact of heating on the settling of particles by Frankel et al. [13],
the effect of Stokes number and polydispersity on particle-gas heat transfer rates by Pouransari & Mani [14] and
Rahmani et al. [15], and the quantification of uncertainties and sensitivity/dimensional analysis of complex irradiated
particle-laden turbulent flow by Jofre & Fairbanks et al. [16–18].
1.2 Objectives and organization of the work
Modeling of irradiated particle-laden turbulent flow and its numerical investigation and validation against experimen-
tal data are difficult tasks that intrinsically require several model assumptions, selection of coefficient and parameter
values and characterization of initial and boundary conditions. These steps, even if performed carefully, result in
potential sources of uncertainty that can impact the quantities of interest (QoI). Some examples encompass the in-
complete description of particle diameters [15] and thermal radiative properties, variability of the incident radiation
and its complex interaction with boundaries, and model-form incertitude [19,20]. In addition, accurate representation
of the underlying physical phenomena mandates the utilization of expensive high-fidelity (HF) numerical simula-
tions. Hence, characterization of the stochastic output by means of running hundreds, or thousands, of realizations
with different input values easily exceeds the resources of the largest computing facilities available. The objective of
this work, therefore, is to investigate the utilization of multifidelity UQ strategies to efficiently characterize irradiated
particle-laden turbulent flow subject to uncertainty.
The paper is organized as follows. The accelerated sampling strategies considered are presented first in Section 2.
Next, the physics modeling and computational approach utilized to study irradiated particle-laden turbulence are
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described in Section 3, and the system of interest is detailed in terms of setup, uncertainties, QoIs, and models
designed in Section 4. Then, in Section 5, the performances of the accelerated estimators are analyzed. Finally,
conclusions and future work are discussed in Section 6.
2. MONTE CARLO-TYPE ACCELERATED SAMPLING STRATEGIES
In computational science and engineering, multiple physical/mathematical/numerical models with different features
can be constructed to characterize a system of interest. Typically, computationally expensive HF models are designed
to describe the system with the degree of accuracy required by the problem under study, while low-fidelity (LF) mod-
els are formulated as less accurate, but relatively cheaper, representations. Outer-loop problems, such as inference,
UQ and optimization, require large numbers of model evaluations for different input values, resulting in unaffordable
computational requirements in the case of large-scale, multiphysics calculations. The objective of multifidelity (MF)
methods, therefore, is to reduce the cost of the outer-loop problem by combining the accuracy of the HF models with
the speedup achieved by the LF representations. Different MF UQ strategies exist in the literature; see, for example,
the exhaustive review by Peherstorfer et al. [21]. However, due to the high-dimensional input space and the com-
plexity of the conservation equations involved, this study is restricted to a reduced subset of acceleration strategies
appertaining to surrogate-based Monte Carlo (MC) type sampling approaches.
As its name indicates, MC-type approaches are derived from the original Monte Carlo method, in which the
expectation of the QoI Q = Q(ξ), as a function of the stochastic inputs ξ, is estimated via a sample average. Let
E [Q] and V [Q] denote the mean and variance ofQ. GivenN independent realizations of the stochastic input, denoted
ξ(i), the MC estimator of E [Q] is defined as Q̂MCN = N−1
∑N
i=1 Q
(i), where Q(i) = Q(ξ(i)). Although unbiased, the
accuracy of Q̂MCN , measured by its standard deviation
√
V [Q] /N , decays slowly as a function of N . Therefore, for
a fixed computational budget (∝ N ), a viable alternative to increase the MC accuracy is to possibly replace Q with
other quantities with smaller variances.
2.1 Multilevel Monte Carlo
One of the most popular acceleration strategies is the multilevel (ML) method [22]. This technique, inspired by the
multigrid solver idea in linear algebra, is based on evaluating realizations of Q from a hierarchy of models with
different levels `, ` = 0, . . . L, with L the most accurate model, in which Q is replaced by the sum of differences
Y` = Q` −Q`−1, where by definition Y0 = Q0. As a result, the QoIs of the original and new ML problems have the
same mean E [Q]. An example of a level is the grid resolution considered for solving the system of equations, so that
a LF (or HF) model can be established by simulating Q on a coarse (or fine) grid. Then, E [Q] can be computed using














This approach is referred to as multilevel Monte Carlo (MLMC), or simply ML, and the resulting estimator has a








` V [Y`]. Consequently, if the level definition is such that Q` → Q in mean
square sense, then V [Y`]→ 0 as `→∞, and therefore fewer samples are required on the finer level L. In particular,
it is possible to show that the optimal sample allocation across levels N` is obtained in closed form given a target











where the computational cost of the individual Y` evaluations is denoted by C`, and ε2 represents the mean square
error (MSE) of the estimator. It is important to note that the variance decay can be proven to be satisfied only for
levels based on a numerical discretization (spatial/temporal meshes) and not for general hierarchies of models, such
as 2-D versus 1-D, large-eddy simulation versus Reynolds-Averaged Navier Stokes, etc.
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2.2 Control variates Monte Carlo
To accommodate LF representations that are not obtained directly from coarsening the HF models, a common ap-
proach is to utilize LF realizations as a control variate [21,23,24]. In statistics, the control variates approach replaces
a generic quantity q by q + α(E [g] − g), where g is a function chosen for its high correlation with q and for which
the value of E [g] is readily available. However, in the problem of interest here the LF correlations and expected
values are not available a priori, and consequently need to be established during the computations along with the
HF calculations. As a consequence, the expected values of the LF models are generally approximated by means of
MC estimators requiring a set of additional (independent) LF computations. In mathematical form, if N0 and Nf
are, respectively, the number of HF and LF f = 1, . . . F model evaluations, with 0 < N0 ≤ N1 ≤ · · · ≤ NF and
associated computational costs c = [C0, C1 . . . , CF ]ᵀ, then the control variates MC estimator (CV) is defined as





E [Qf ]− Q̂MCf
)
, (3)


















f , and αf =
















Nf −N0 + 1
)(
α2fV [Qf ]− 2αfρf
√
V [QHF]V [Qf ]
)
, (4)
with −1 ≤ ρf = Cov [QHF, Qf ] /
√
V [QHF]V [Qf ] ≤ 1 the Pearson correlation coefficient between the HF and LF
models, resulting from considering the optimal number of evaluations N∗0 , N
∗






and N∗f = rfN
∗
0 for f = 1, . . . F, (5)




Cf (1− ρ2f )
for f = 1, . . . F, (6)
with ρF+1 = 0. A comprehensive description of the control variates MC estimator and derivation of optimal coeffi-
cients and number of samples per fidelity is detailed in Peherstorfer et al. [21].
2.3 Multilevel multifidelity Monte Carlo
Given the flexible nature of the MC-type sampling methods, the ML and CV approaches can be hybridized in different
fashions to generate a class of estimators generally referred to as multilevel multifidelity (MLMF), e.g., [24,25]. For
example, this work considers the MLMF estimator introduced in [24], which is constructed by taking the difference
Y` to be the object of an additional control variate. Similar to the two previous estimators, the central idea is to use
the HF level to minimize the statistical error, while the LF models are exploited to speedup the process of reducing
the estimator’s variance.
Before presenting the estimator, some definitions applicable to the scope of this subsection are introduced to
simplify the subsequent exposition: (i) subscript ` refers to the different ML levels, and (ii) Y` = Q` − Q`−1 with
Y0 = Q0; (iii) at each level `, the reference fidelity is identified by superscript RF, whereas CV indicates control
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are obtained similarly to the standard control

































The Q̂MLMF estimator is unbiased since each term is obtained from an unbiased MC estimator, and its variance,





































)√(1− ρ2`) V [Y RF` ]CRF` . (10)
3. MODELING OF IRRADIATED PARTICLE-LADEN TURBULENT FLOW
The mathematical representation of dispersed multiphase flow can be separated into two main formulations based on
the strategy chosen to describe the particle and fluid phases: Eulerian-Eulerian (EE) and Lagrangian-Eulerian (LE).
The EE type is a random field approach in which both dispersed and carrier phases are represented as random fields in
the Eulerian frame, whereas the LE class is a point-based formulation in which the dispersed phase is represented as a
stochastic process in a Lagrangian setting and the carrier phase is represented as a random field in the Eulerian frame.
The scope of this work is restricted to LE schemes as some of its properties are advantageous for the application of
interest, e.g., applicability to a wide range of mass loading fractions and Stokes numbers, and ability to accurately
represent particle-particle/wall collisions. The LE approach can be further decomposed into different subcategories
(see the review by Subramaniam [26] for a detailed exposition) corresponding to: (i) direct numerical simulation
(DNS) with fully-resolved particles, (ii) point particle (PP) DNS with physical particles, (iii) PP-DNS with stochastic
(parcel) particles, (iv) large-eddy simulation (LES) with physical or stochastic particles, and (v) Reynolds-averaged
Navier-Stokes (RANS).
3.1 Point particle direct numerical simulation
Within the realm of LE formulations, DNS with fully-resolved particles is the modeling approach with highest possi-
ble fidelity as all the turbulent flow features in the bulk of the fluid, i.e., integral to Kolmogorov scales, and near the
particles, e.g., boundary layers and wakes, are resolved. This extreme level of resolution, however, comes at the cost of
exceedingly large computing resources, and therefore simulations are restricted typically to few hundreds/thousands
of particles. In the case of particle sizes being smaller than the smallest flow scales, a practical alternative is to repre-
sent them as infinitesimally small Lagrangian points, i.e., PP-DNS, with masses mp and time-dependent positions xp
and velocities vp. This mesoscopic description of particles significantly reduces the computational cost of simulating
dispersed multiphase flow, but requires assumed models to represent interphase transfer terms such as particle accel-
eration and fluid-particle heat exchange. The conservation equations describing irradiated, dispersed multiphase flow
following a PP-DNS representation are introduced in the following subsections.
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3.1.1 Eulerian description of turbulent flow
At low-pressure conditions, the carrier fluid is well approximated by the ideal-gas equation of state (EoS) Pth =
ρfRfTf , where Pth is the thermodynamic pressure, ρf is the fluid density, Rf = CP,f − Cv,f is the specific gas
constant of the fluid with CP,f and Cv,f the isobaric and isochoric specific heat capacities, respectively, and Tf is the
fluid temperature. As indicated by the EoS, density varies with temperature and pressure. However, the Mach number
of the flow, Ma = u/c with u the local flow velocity and c the speed of sound of the medium, is small for the range
of thermodynamic conditions considered, i.e., Ma 1. As a result, the low-Mach-number approximation is utilized
to separate the hydrodynamic part, p Pth, from the total pressure, P = Pth + p. This decomposition results in the
following equations of fluid motion
∂ρf
∂t
+∇ · (ρfuf ) = 0, (11)
∂ (ρfuf )
∂t








µf (∇ · uf )I
]
+ fTWC , (12)
∂ (ρfCv,fTf )
∂t
+∇ · (ρfCP,fTfuf ) = ∇ · (λf∇Tf ) + STWC , (13)
where uf is the fluid velocity, I is the identity matrix, µf and λf are the dynamic viscosity and thermal conductivity,







δ (x− xp) and STWC =
∑
p
πd2ph (Tp − Tf ) δ (x− xp) , (14)
with up the fluid velocity at the particle location, τp = ρpd2p/(18µf ) the particle relaxation time, dp and Tp the particle
diameter and temperature, respectively, and δ (x− xp) the Dirac delta function concentrated at the particle position.
In this work, particles are assumed to be isothermal as their Biot number, Bi = hdp/λp with h the fluid-particle
convection coefficient and λp the thermal conductivity of particles, is small, i.e., Bi 1.
3.1.2 Lagrangian representation of particles
The particle sizes are several orders of magnitude smaller than the smallest significant flow scale, and the density ratio
between particles and fluid is ρp/ρf  1. As a result, particles are modeled following a Lagrangian PP approach in
















εpI0 − πd2ph (Tp − Tf ) , (17)
where Cv,p and εp are the particle specific isochoric heat capacity and radiation absorption coefficient (an optically
thin medium has been assumed), and I0 is the intensity irradiating the system. In the conservation equation for particle
temperature (17), the first term on the right-hand-side accounts for the amount of radiation absorbed by a particle,
while the second term represents the heat transferred to its surrounding fluid.
3.2 Point particle parcel modeling
The MF strategies described in Section 2 rely on the construction of levels with different ratios of fidelity and compu-
tational cost to accelerate the process of reducing the variance of the estimators. Diverse approaches can be pursued
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to develop such cheaper models, with the only requirement that these lower-fidelity representations need to be orders
of magnitude faster to compute while maintaining some degree of interdependence, the higher the better, for the QoI
calculated at the different levels. In this work, the method chosen to build coarser representations of the dispersed
Lagrangian field is based on parcel particles [28], also referred to as computational particles.
The particle parcels method represents the ensemble of Np physical particles by Ns parcel particles. To reduce
the computational cost, Ns is chosen to be smaller than Np by ratios that can range several orders of magnitude. The
average number of physical particles represented by a parcel particle is denoted by the statistical weightWs, and their
summation over all the parcel particles equals the total number of physical particles, i.e.,
∑Ns
s=1 Ws = Np. Similar
to the physical particles, the Ns parcel particles are represented also in a Lagrangian frame with time-dependent
positions xs and velocities vs described by transport equations. The parcel particles do not have to evolve identically
to their physical counterparts because the equivalence of the parcel and physical systems is in a (weak) statistical
sense; viz. sample trajectories do not have to coincide, ideally only the statistical moments, e.g., mean and variance.
However, if the statistical weighting for all Ns is uniform in time and space, i.e., Ws = Np/Ns ∀s, then the evolution
of the parcel particles can be described with the same set of Lagrangian equations used for the physical particles,












ph (Tp − Tf ) δ (x− xp) . (18)
3.3 Computational approach
The equations of fluid motion (11-13) are solved following an Eulerian discretization implemented in an in-house
solver [29] that is second-order accurate in space and suitable to non-uniform Cartesian meshes. A fourth-order
Runge-Kutta scheme is used for integrating the equations in time, together with a fractional-step method for imposing
conservation of mass. Integration in time of the Lagrangian position, velocity, and temperature of particles (15-17) is
fully coupled with the advancement of the flow equations to ensure fourth-order accuracy.
4. DESCRIPTION OF THE IRRADIATED PARTICLE-LADEN TURBULENCE SYSTEM
The problem considered is inspired by the study of thermo-fluid mechanisms in volumetric particle-based solar en-
ergy receivers. As illustrated in Figure 1, the analysis of this type of systems involves the interaction of particles,
turbulent flow and radiative heat transfer. The instantaneous snapshot, extracted from a PP-DNS with physical par-
ticles, corresponds to the normalized temperature increment, ∆T/T0 = (T − T0)/T0, of fluid and particles at the
xy-plane along the streamwise direction. A complete description of the problem setup, uncertainties and QoIs, and
fidelities designed is presented in the subsections below.
Figure 1: Setup of the irradiated particle-laden turbulence problem. The forced HIT (left) domain is utilized to provide fluid-particle
inflow conditions to the radiated (right) section. The color scheme indicates normalized instantaneous temperature increment,
∆T/T0, of the dispersed (top) and carrier (bottom) phases on the streamwise xy-plane.
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4.1 Problem setup
The study of particle-laden turbulence in an irradiated environment is performed by considering the two domains
depicted in Figure 1. The cubic domain of size W is an isothermal, particle-laden HIT flow generator in which
the fluid phase (initial density ρ0,f and temperature T0,f , dynamic viscosity µf ) is volumetrically forced [30]. The
dispersed phase is initialized at the same time and temperature as the fluid with Np,0 monodisperse particles (density
ρp and diameter dp) randomly distributed in the volume. The turbulence forcing scheme is targeted to produce an
averaged turbulent kinetic energy, k∞,f , such that the ratio between domain size and Kolmogorov length scale η, is
W/η ∼ O(102), and therefore the small-scale features of the flow are not affected by the triply periodic boundaries.
This first domain is designed to provide turbulent steady-state fluid-particle inflow conditions to the (second) radiated
section.
The rectangular radiated section is of size L ×W ×W in the streamwise (x, in/outflow boundaries), spanwise
(y, periodic boundaries) and crossflow (z, periodic boundaries) directions, respectively. The turbulent fluid-particle
mixture is sampled in time from a yz-plane in the HIT volume and introduced to this second domain by adding a bulk
velocity U0 to the streamwise velocity component. To achieve similar turbulent behavior as in wall-bounded flows,
the ratio between root-mean-square (rms) velocity fluctuations, urms, in the HIT domain and U0 is selected to be
urms/U0 ∼ O(10−1), and the gravitational acceleration is not considered as its effects are negligible compared to the
inertia of the bulk flow. As the fluid-particle mixture flows through the domain, it is irradiated with uniform intensity
I0. The result is that particles (isochoric heat capacity Cv,p and absorption coefficient εp) absorb thermal radiation,
increasing their temperature, Tp, and subsequently transferring energy to the surrounding fluid (thermal conductivity
λf and isobaric heat capacity CP,f ) by thermal exchange (fluid-particle heat convection coefficient h).
The fluid-particle mixture in this problem is optically thin, allowing us to model the radiation absorption by
the particles with the algebraic model described in Section 3, viz. all particles receive the same amount of radiation
intensity. As a result of the particles heating and transferring thermal energy to the carrier fluid, the average fluid
temperature T f increases along the streamwise direction. This deposition of energy accelerates the flow by means of
thermal expansion due to a decrease in fluid density ρf .
4.2 Uncertainties and quantities of interest
The analysis of the ML, CV and MLMF strategies is carried out by considering the 16 stochastic variables listed
in Table 1, which are assumed to be uniform and independently distributed. As a theoretical research exercise, this
set of uncertainties has been characterized by assuming a ±10% variation with respect to the following nominal
values: inflow-outflow domain width W = 0.04 m and length L = 0.16 m; initial mixture temperature T0 = 300
K; fluctuating urms = 0.1 m/s and bulk U0 = 1.0 m/s velocities; initial fluid density ρf,0 = 1.2 kg/m3, dynamic
viscosity µf = 1.95 · 10−5 Pa · s, thermal conductivity λf = 2.75 · 10−2 W/(m ·K), and isobaric heat capacity
CP,f = 1000 J/(kg ·K); fluid-particle convection coefficient h = 2000 W/(m2 ·K); initial number of particles
Np,0 = 8 ·105; particles density ρp = 8900 kg/m3, diameter dp = 2.75 ·10−5 m, isochoric heat capacity Cv,p = 450
J/(kg ·K), and absorption coefficient εp = 0.4; and radiation intensity I0 = 1.0 · 106 W/m2.
The thermo-fluid response of the system is one of the principal functions to maximize in volumetric particle-based
solar receivers. Consequently, the time-averaged fluid temperature increment (normalized), i.e.,Q = (T f−T0)/T0, at
the outlet of the radiated domain is chosen as the QoI studied. Data is collected by running HF and LF calculations for
different values of the input parameters following a design of experiment (DoE) based on the KDOE approach [31],
which is an iterative method that introduces stochasticity in the sampling process by means of a variable kernel density
estimation to optimize the uniformity of the DoE. The range of values for W , L and urms are utilized to estimate the
mesh resolution required to perform the HF PP-DNS calculations such that all the significant turbulent flow scales
are captured, and as a result the contribution of the deterministic bias (i.e., discretization/approximation error) to the
MSE of the estimators is negligible. The resulting Eulerian meshes for the HIT and radiated domains correspond to
uniform Cartesian grids of sizes 128×128×128 and 512×128×128, respectively. The time-averaging is computed
by taking the ensemble average of 5 flow through times (FTT) after the transient period is surpassed (approximately
10 FTTs), defined as FTT ≈ L/U0, on yz-planes since the solution is symmetric in the transverse directions.
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Table 1: List of uncertainties with the corresponding ranges.
Uncertainty Interval Uncertainty Interval
W [0.036 : 0.044] m CP,f/Cv,f 1.4 (diatomic ideal gases)
L [0.144 : 0.176] m h [1800 : 2200] W/(m2 ·K)
T0 [270 : 330] K Np,0 [7.2 · 105 : 8.8 · 105]
urms [0.09 : 0.11] m/s ρp [8010 : 9790] kg/m3
U0 [0.9 : 1.1] m/s dp [2.48 · 10−5 : 3.03 · 10−5] m
ρf,0 [1.08 : 1.32] kg/m3 Cv,p [405 : 495] J/(kg ·K)
µf [1.76 · 10−5 : 2.15 · 10−5] Pa · s εp [0.36 : 0.44]
λf [2.45 · 10−2 : 3.03 · 10−2] W/(m ·K) I0 [9.0 · 105 : 1.1 · 106] W/m2
CP,f [900 : 1100] J/(kg ·K)
4.3 Fidelity levels/models designed
The performance of a selected set of different levels, or models, within a MF framework is assessed by considering 5
configuration parameters and their combinations. These parameters correspond to the Eulerian flow resolution in the
(1) streamwise and (2) transverse directions, the (3) weight of particle parcels and their (4) one-way coupling with the
flow, and (5) the total number of FTTs integrated in time to complete the calculations. The Hindu-Arabic numerals
(1, 2, 3, 4, 5) indicate which low-fidelity parameters are activated for each level/model with respect to the full HF
configuration. For instance, the notation LF-1 specifies that the flow resolution in the streamwise direction has been
coarsened, while the other parameters are kept at the HF resolution/configuration. The notation utilized also denotes if
a combination of LF parameters has been considered, like for example LF-12 which indicates that the flow resolution
has been coarsed in both streamwise and transverse directions. Following this notation, 31 different LF levels/models
have been constructed corresponding to LF-1, LF-2, LF-3, LF-4, LF-5, LF-12, LF-13 . . . LF-12345. The discrete set
of HF and LF values for the different parameters are: (1) 512 or 64 grid points; (2) 128 or 16 grid points; (3) Ws = 1
or Ws = 500 parcel weights; (4) one-way coupling or fixed particles; (5) a total of 5 or 1 FTTs. To estimate the cost














is utilized, where FTT = 5, 1 is the number of flow through times, ITER = 6400, 3200 is the number of time-
step iterations per FTT, Wf = 1.0 and Wp = 0.25, 0.0 are the flow and particles sub-solver relative costs (viz.
the cost of solving 4 particles is equivalent to solving 1 flow cell), and Nf,x = 512, 64, Nf,yz = 128, 16, Np =
8.0 · 105, 1.6 · 103 are the number of grid points in the streamwise and transverse directions and number of physical
particles, respectively. The cost of a HF sample following the expression above is CHF = 3.4 · 1011 time-units. To
facilitate the comparison of computational costs between levels within the ML, CV and MLMF approaches, the cost
values per sample are normalized as 1 ≥ Ck = CFL/CHF > 0, and the computational solver is assumed to scale
linearly within the number of compute nodes and problem sizes considered. The normalized costs Ck of the different
fidelity levels/models considered in this work are given in Table 2.
5. RESULTS AND DISCUSSION
This section presents and analyzes the data acquired by computing a set of 32 pilot samples per fidelity (resulting
in a total of 1024 data points) as described in Section 4, and provides a discussion of the results obtained from
the methodologies introduced in Section 2. A concise statistical characterization of the thermal-fluid QoI for the
different fidelities is performed first in Section 5.1. Next, in Section 5.2, a quasi-optimal set of fidelities for the ML
and CV estimators are selected based on balancing variance reduction / correlation and computational costs. Finally,
the performance of the ML and CV estimators proposed and their MLMF hybridization is quantitatively analyzed in
Section 5.3.
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Table 2: Normalized cost of the different fidelity levels/models. The HF cost is taken as reference.
Fidelity Ck Fidelity Ck Fidelity Ck Fidelity Ck
HF 1.00 LF-12 1.03 · 10−2 LF-123 9.77 · 10−4 LF-1234 9.57 · 10−4
LF-1 1.57 · 10−1 LF-13 1.47 · 10−1 LF-124 9.58 · 10−4 LF-1235 1.95 · 10−4
LF-2 1.57 · 10−2 LF-14 1.46 · 10−1 LF-125 2.06 · 10−3 LF-1245 1.92 · 10−4
LF-3 9.81 · 10−1 LF-15 3.13 · 10−2 LF-134 1.45 · 10−1 LF-1345 2.92 · 10−2
LF-4 9.80 · 10−1 LF-23 6.34 · 10−3 LF-135 2.94 · 10−2 LF-2345 1.25 · 10−3
LF-5 2.00 · 10−1 LF-24 6.32 · 10−3 LF-145 2.93 · 10−2 — —
— — LF-25 3.14 · 10−3 LF-234 6.31 · 10−3 — —
— — LF-34 9.79 · 10−1 LF-235 1.27 · 10−3 — —
— — LF-35 1.96 · 10−1 LF-245 1.26 · 10−3 — —
— — LF-45 1.95 · 10−1 LF-345 1.94 · 10−1 LF-12345 1.91 · 10−4
5.1 Statistical distribution of the quantity of interest
As a first step to construct efficient MF estimators, data have been collected by running the same 32 pilot samples
for the 32 fidelities designed. For example, instantaneous thermal fluid increments in the radiated domain for the first
sample generated by the HF, LF-1, LF-2, LF-3, LF-4 and LF-5 fidelities are depicted in Fig. 2. It can be inferred
from the snapshots that with respect to the HF: (i) LF-1 qualitatively captures the local deposition of thermal energy
and turbulent mixing on the carrier phase in the transverse direction, but is notably underresolved in the streamwise
direction; (ii) the coarsening of the y and z flow resolutions largely modifies the patterns of the thermal-fluid structures
in all three dimensions for LF-2, which become significantly broader and more diffused; (iii) the fluid temperature
distribution is also underresolved in LF-3, but in this case the transfer of thermal energy is located around more
concentrated and partitioned regions; (iv) the suppression of the particles one-way coupling with the flow in LF-4
results in a solution that resembles the diffusion of energy by forced convection; (v) the thermal-fluid patterns are
well captured by LF-5, but the quantitative values are considerably smaller. Conclusive arguments, however, cannot
be obtained by solely analyzing Fig. 2 as, first, the QoI targeted in this work is the normalized averaged increment
of fluid temperature, Q ≡ (T − T0)/T0, at the outlet of the radiated domain, and second the performance of the MF
estimators is not directly related (to a first-order approximation) to the accuracy of the LF data.
All the data generated for the different samples and fidelities are collected and visually summarized in Fig. 3 by
means of boxplots. The fidelities are sorted in decreasing Ck order starting from HF (Ck = 1), finishing with LF-12345
(Ck ∼ 10−4), and spanning a total of 5 decades. It can be seen that, in general, the cost of the fidelities reduces by
orders of magnitude as more LF options are combined. For example, the cost of LF-1 is within the Ck ∼ 10−1 decade,
and when combined with LF options 2, 25 and 235 it reduces to Ck ∼ 10−2, Ck ∼ 10−3 and Ck ∼ 10−4, respectively.
The cost of the fidelities has been estimated by the idealized expression given in Eq. (19). Since these values are
approximated, the cost of the fidelities within a decade is assumed to be the same in the following subsections, and
consequently the ML and CV estimators will be constructed by selecting one fidelity per Ck decade.
As emphasized in the paragraph above, the accuracy of the LF data with respect to the HF results is not the
principal component for the performance of the ML and CV estimators as they are, respectively, formulated in terms
of variance reduction and correlation. Nevertheless, it is instructive to analyze the relations between the HF and LF
data from a statistical perspective to gain insight and facilitate the effective construction of the MF estimators. The
distributions in Fig. 3 show that the data are organized in 3 main blocks across the Ck decades: (1) fidelities HF, LF-3,
LF-45, LF-345, LF-1, LF-13, LF-145, LF-1345, LF-2, LF-12, LF-23, LF-245, LF-2345, LF-1245, LF-12345 generate
data distributed around Q ≈ 0.5 and displaying moderate variances; (2) fidelities involving the fourth LF option LF-
4, LF-34, LF-14, LF-134, LF-24, LF-234, LF-124, LF-1234 overestimate Q by approximately 2× with significantly
larger variability; and (3) the outcomes of fidelities LF-5, LF-35, LF-15, LF-135, LF-25, LF-125, LF-235, LF-1235,
which consider 1 FTT only, are biased toward small Q values, but present variabilities similar to the HF data.
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(a) HF streamwise (left) and transverse (right) instantaneous visualizations of (T − T0)/T0 (center).
(b) LF-1 streamwise (left) and transverse (right) instantaneous visualizations of (T − T0)/T0 (center).
(c) LF-2 streamwise (left) and transverse (right) instantaneous visualizations of (T − T0)/T0 (center).
(d) LF-3 streamwise (left) and transverse (right) instantaneous visualizations of (T − T0)/T0 (center).
(e) LF-4 streamwise (left) and transverse (right) instantaneous visualizations of (T − T0)/T0 (center).
(f) LF-5 streamwise (left) and transverse (right) instantaneous visualizations of (T − T0)/T0 (center).
Figure 2: Snapshots of normalized instantaneous temperature increment, (T − T0)/T0, of the fluid phase on the streamwise xy-
plane and transverse outlet yz-plane for the HF (a), LF-1 (b), LF-2 (c), LF-3 (d), LF-4 (e) and LF-5 (f) fidelities.
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Figure 3: Distributions of normalized averaged temperature increment, Q ≡ (T − T0)/T0, data at the outlet of the radiated
domain for the different samples and fidelities sorted by decreasing Ck. Boxplots display the minimum (small horizontal lines at
Q1-1.5×IQR), maximum (small horizontal lines at Q3+1.5×IQR), whiskers (vertical lines), interquartile range (boxes spanning
IQR=Q3-Q1), median (large horizontal lines), outliers (diamonds), and data points (colored circles) of the distributions.
5.2 Pragmatic selection of fidelities
The pilot data analyzed previously is utilized in this subsection to propose quasi-optimal MF estimators. The method-
ologies followed to select the set of fidelities for the ML, CV and MLMF estimators are based on optimizing the
variance reduction / correlation with respect to the costs Ck, as represented in Fig. 4, and their resulting performances
are depicted in Figs. 5 and 6.
The quasi-optimal ML estimator is designed with 5 levels (one per Ck decade) and constructed by utilizing the
fidelities highlighted in Fig. 4(a) with the solid grey line. These correspond to HF, LF-1, LF-12, LF-245 and LF-
12345, which are combined to generate the levels Y0 = QLF-12345, Y1 = QLF-245 −QLF-12345, Y2 = QLF-12 −QLF-245,




is the sum of the Y` variances divided by the number of
samples per level, this set of fidelities is selected by following the minimum of V [Y`] across levels between potential
fidelity pairs starting from the most expensive HF level. These fidelities pertain to block 1, which is characterized by
boxplots presenting small biases and moderate variances, and as a result provide small V [Y`] values. As shown in
Fig. 5, the resulting ML estimator efficiently reduces its variance by computing many (cheap) samples at the coarse
level, where V [Y`] is large, and few samples at the expensive Y4 level, where V [Y`] is by construction very small.
Following a similar procedure, the quasi-optimal CV estimator is composed of the 5 fidelities (one per Ck decade)
indicated by the solid grey line in Fig. 4(b). These correspond to HF, LF-134, LF-2, LF-2345 and LF-1245, and their





is proportional to ρf divided by Nf , this set of fidelities is chosen by considering the maximum ρf path
along the 5 different Ck decades, which only decays from ρf = 1 to ρf ≈ 0.8 while achieving Ck reductions of
∼ 104×. An interesting observation is that fidelity LF-134, as well as some of the fidelities discarded (violet circles)
close to the quasi-optimal path, does not pertain to block 1, indicating that CV estimators can be constructed with
modeling approaches that present significant biases with respect to HF. This is a very important result as it exemplifies
the higher robustness of CV estimators with respect to ML strategies. However, as demonstrated in Fig. 5, if optimal
LF models can be designed, ML estimators typically outperform CV approaches.
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(a) (b)
Figure 4: Variance of Y` (a) across levels for a set of potential pairs (dashed lines) and selected combination (solid line), with color
indicating fidelity cost Ck. Pearson correlation coefficient (b) versus fidelity cost for all the HF-LF combinations and selected
maximum ρ path (solid line). The color of the circles indicates the rf optimal ratio between HF and LF samples.
5.3 Performance of the multifidelity estimators
Finally, the performance of the quasi-optimal ML and CV multifidelity estimators constructed in the previous subsec-
tion are reported in Fig. 5(a). The horizontal logarithmic-scale axis corresponds to the total cost C =
∑L
`=0 N`C` for
ML and computational budget γ for CV normalized by the cost of a HF sample. On the vertical logarithmic-scale axis,
target estimators’ standard deviations, ε, normalized by the MC value, εMC0 , are shown for MC and ML estimators

















The results show that the MF speedups with respect to a straightforward MC correspond to ∼ 103 and ∼ 101 for the
ML and CV quasi-optimal estimators, respectively. For example, to reduce ε by an order of magnitude with respect
to εMC0 , the MC approach requires computing 3200 HF runs, while the ML (composed by 8 HF, 26 LF-1, 157 LF-12,
931 LF-245 and 2324 LF-12345) and CV (composed by 444 HF, 992 LF-134, 2081 LF-2, 7772 LF-2345 and 52733
LF-1245) demand only 20 and 640 HF equivalent runs, respectively.
The results depicted in Fig. 5(a) highlight the better performance of the ML with respect to the CV estimator in
the case of LF models/levels that present small bias and moderate variances. However, in a more general problem
involving complex, non-linear flow phenomena, like for example boundary layers or shocks, in which such “good”
LF models are more challenging to design and/or discover, the CV approach may be a more robust option as shown
in Fig. 5(b), where the MF estimators have been constructed by taking the cheapest fidelity for each Ck decade cor-
responding to HF, LF-134, LF-12, LF-2345 and LF-12345. In that case, since V [Y`] of the 4th (most expensive)
level is larger than for HF, the performance of the ML estimator is significantly degraded to the point in which it
performs approximately 10× worse than the straightforward MC. Instead, the performance of the CV estimator is
barely impacted, and therefore maintains a speedup of order 10× with respect to the plain MC. This observation
indicates that hybridization strategies, like for example the bi-fidelity approximation [17,25] and the multilevel mul-
tifidelity [24,32], are promising extensions of the standard ML and CV methods for accelerating the convergence rate
of statistical estimators in challenging flow problems.
The MLMF hybridization strategy is analyzed in Fig. 6 for the case of constructing MF estimators with two
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(a) (b)
Figure 5: Extrapolated MSE of the MC, ML and CV estimators (normalized by the MC value), ε/εMC0 , for quasi-optimal (a) and
non-optimal (b) configurations as function of the overall computational cost in terms of equivalent number of HF runs.
levels. The estimators studied correspond to: (i) ML using the HF and LF-1 models, (ii) CV between fidelities LF-1
and LF-1245, and (iii) MLMF resulting from the hybridization of i and ii. The variance of the Y` levels is depicted in
Fig. 6(a), where the fine level (HF/LF-1) presents a very small value, and consequently few samples are required at this
expensive level, whereas the coarse level (LF-1) produces a large variance at a significantly high Ck cost. The panel
also provides the correlation value ρ = 0.85 between LF-1 and LF-1245, indicating that the MLMF hybrizidation
will (potentially) improve the performance of the estimator with respect to ML. The performances of the two-level
ML, CV and MLMF estimators constructed are reported in Fig. 6(b). Three main observations can be extracted from
the plot. First, the performance of the ML estimator with respect to the previous five-level design is reduced by almost
∼ 100×, which denotes that smooth V [Y`] transitions between levels is necessary to obtain large speedups. Second,
once again, the CV estimator is not significantly impacted by modifying its structure if models with “good” balances
between correlation and cost are available. Finally, the third observation is that the performance of ML can be largely
improved (an order of magnitude in this case) by easily adding a CV at the coarsest level.
6. SUMMARY, CONCLUSIONS AND FUTURE WORK
Performing uncertainty quantification studies of large-scale, multiphysics flow applications is challenging due to the
expensive high-fidelity calculations usually required and the large number of uncertainties typically encountered. For
instance, the utilization of a straightforward MC approach for the problem studied would require in the order of billion
core-hours on some of the most advanced supercomputers, while, as shown in Section 5, equivalent predictions can
be obtained at significant cost saving ratios by means of multifidelity strategies.
On the basis of the problem of interest and methods considered, the multilevel Monte Carlo performs better
than the control variates due to the small bias and moderate variability of the low-fidelity data generated. However,
it is also shown that the speedup achieved by the control variates approach is more robust to situations in which
designing, or discovering, “good” low-fidelity models is challenging as a result of complex flow phenomena. An
interesting observation is that the hybridization of these two approaches, based on the multilevel multifidelity, results
in a significant speedup improvement by simply adding a control variates at the coarse levels.
Ongoing work is focused on leveraging the speedup obtained from the acceleration strategies analyzed to char-
acterize thermal-fluid mechanisms subject to uncertainty for this problem. Future work will explore Exascale-ready
ensemble-based computational strategies to effectively perform multifidelity calculations on hybrid (CPU/GPU) com-
puting facilities [33], and the utilization of turbulence models (LES & RANS) for the design of LF levels.
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(a) (b)
Figure 6: Variance of Y` (a) across the two levels of the MLMF estimator (solid line), with color indicating fidelity cost Ck.
Extrapolated MSE (b) of the MC and two-level ML, CV and MLMF estimators (normalized by the MC value), ε/εMC0 , as function
of equivalent number of HF runs.
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