Introduction
In the last 1500 years, global temperatures varied by a few tenths of a degree, although the patterns of these temperature fluctuations remain uncertain in detail. However, considerable progress has been made in using climate "proxy" data to reconstruct large-scale trends in past centuries [1] , and in using climate models to assess the role of natural and anthropogenic forcing in those trends [1] . Several temperature climate reconstructions of the past thousand years have been published, using data from various sources including documentary evidence, tree rings, ice cores, corals, lake sediments and borehole data, and others, as proxies using statistical calibration methods (i.e. [2] - [13] ). The reconstructions of temperature indices or fields allow climate variability estimates prior to widespread availability of instrumental records, validation fields for general circulation models (GCMs), and estimates of climate sensitivity that help constrain climate projections for the 21st century [14] .
Several variables may have contributed to the observed changes, such as internal variations of the climate system itself, or external drivers such as solar and volcanic activity [15] , and more recently, human activity [16] . In particular Mann et al. [1] , use the solar forcing paleoclimatic simulations of the coupled atmosphere-ocean GISS-ER climate model of NASA Goddard Institute for Space Studies (GISS), and compare them with global climate proxy network to reconstruct surface temperature patterns over the past fifteen hundred years. They performed six GISS-ER climate model simulations are employed with 1× and 2× solar forcing. Mann et al. [1] show that the temperature anomaly reconstruction of the MCA (Medieval Climate Anomaly, defined as 1001-1350 by [17] ) and the LIA (Little Ice Age), defined as 1400-1700 by [17] , are more reliable over the Northern Hemisphere and the tropics, and less reliable over the Southern Hemisphere, particularly in the extratropics. These results could be due the oceanic characteristics of the Southern Hemisphere and the limited number of proxies available over land. For example, [1] use only three proxies for the MCA and none for the LIA in South America. Therefore the question that arises is, which would be the result of a reconstruction that considers several proxies in the South American continent. Neukom et al. [11] made a reconstruction that includes multiproxy measurements of tree rings, lake sediment, instrumental and documental for summer (DJF); tree rings, instrumental and documental, for winter (JJA); and records that serve as a surrogate for instrumental measurements, allowing climate variations to be evaluated over the past centuries up to millennia. We compare Neukom's reconstructions of surface temperature anomalies with those obtained by using a 6-member ensemble of the model GISS-ER driven by solar forcing for the period 1000-1899.
Our interest is to determine whether the solar variations can explain variations in the reconstructions or are there other forcings, such as volcanic activity, that may have more influence in this part of the world. Therefore, we analyze the consistency of the coupled atmosphere-ocean GISS-ER climate model in reproducing South American temperature anomalies over the last millennium and in particular during three well-defined periods: MCA, LIA and the pre-industrial period. These periods have been widely studied in the Northern Hemisphere, but not much is known about them in the Southern Hemisphere, where the essentially oceanic condition and the lack of proxy data make this a complex matter. By means of a reconstruction based on proxy data and the outputs of a model forced by only solar irradiance variations, the temperature of those periods is analyzed in South America.
Data and Methods
The experiments used to analyze the temperature anomalies in the last millennium are the simulations of the climate response to solar variations obtained with the NASA-GISS modelE atmospheric GCM [18] coupled to the Hybrid Coordinate Ocean Model (HYCOM) fully dynamic ocean [19] . The atmospheric model includes fully interactive atmospheric chemistry extending from the surface to the lower mesosphere [20] . The model also includes the ozone response to solar irradiance variations, which is parameterized for computational efficiency based on the results of prior GISS modeling using a full atmospheric chemistry simulation ([1] [20] ). The configuration used has a horizontal resolution of 4 × 5 degrees (latitude by longitude), with 23 vertical layers in the atmosphere, and including a gravity wave drag (GWD) parameterization in the stratosphere. The dynamic ocean model HYCOM includes 16 vertical layers with horizontal resolution of 2 × 2 degrees, and produces a reasonable magnitude of El Niño-Southern Oscillation (ENSO)-like variability [21] .
A total of six climate simulations with the coupled atmosphere-ocean climate model GISS-ER [22] were performed considering a region located between 20˚S -65˚S and 27.5˚W -82.5˚W, an area that coincides with that used in Neukom reconstruction [11] . Following a control run to establish stable initial conditions, six transient runs extending from 850 to 1900 of the Common Era were performed. Solar forcing was applied across the ultraviolet, visible and infrared spectrum based on scaling by wavelength versus total irradiance as seen in modern satellite data [23] . The total irradiance through time was based on the time series of [24] , derived from South Pole ice core 10 Be data and taking into account a small long-term geomagnetic modulation and a polar enhancement factor. The amplitude is scaled to give a top-of-the-atmosphere forcing of 1.1 W/m 2 between the Maunder Minimum and the late 20th century, with a second ensemble using twice that amplitude to test sensitivity. We name these experiments as 1× and 2× solar forcing.
Neukom et al. [11] , using climatological values of temperature anomalies and multiproxy data for the calibration, made the reconstruction with respect to (wrt) the mean value 1901-1995. This Neukom reconstruction serves as a basis for our reconstructions wrt 1001-1700 for summer and wrt 1706-1800 for winter, because it is the period when Neukom starts for these seasons. The mean value of the temperature anomalies of the period 1001-1700 is subtracted from the Neukom summer reconstruction, defining the summer reconstruction wrt 1001-1700. The mean value of the temperature anomalies of the period 1706-1800 is subtracted from Neukom reconstruction, defining the summer and winter reconstructions wrt 1706-1800. In particular for summer, the aim is to determine if there are differences between the results for both reference periods in which the pre-industrial period is included. A simple 10-year moving average is applied to the time series of annual temperature anomalies for both periods. We also calculate the standard deviation of the temperature anomalies based on the respective reference periods, as well as the percentage of years in which the model temperature anomalies are greater and smaller than those of the reconstructions. In summary, we focus on two specific reference periods for which proxy data reconstructions are available, i.e., 1001-1700 for summer and 1706-1800 for summer and winter. The first one includes the MCA and LIA while the second one includes the pre-industrial period. Anomalies with respect to these periods are named as the reconstruction wrt 1001-1700 (summer), the reconstruction wrt 1706-1800 (summer and winter), the 6-member model mean wrt 1001-1700 (summer, 1× and 2× solar forcing), and the 6-member model mean wrt 1706-1800 (summer and winter, 1× and 2× solar forcing).
Results and Discussions

Comparisons between Model and Reconstruction for the Summer Season
In the case of the anomalies wrt 1001-1700, the model with 1× forcing (Figure 1 ) generally represents in a satisfactory manner the sign of the anomalies, with opposite sign in only about 33% of the comparisons, when decadal means are considered, although for all the cases the reconstruction shows greater amplitudes than the model. The mean difference between the reconstruction and model is of approximately 0.2˚C. The standard deviation of the model is about 0.06˚C. The maximum difference between the model and the reconstruction is of around 0.65˚C, and occurs in 1083. The most important example is the period between 1647 and 1708, which is included in the "Maunder Minimum" [25] . The "Maunder Minimum" is a period between 1645 and 1715, when sunspots were very rare, which represents a minimum in the solar activity.
When decadal averages are considered, the model with 2× forcing (figure not shown) presents opposite sign in comparison to the reconstructions in about 43.8% of the cases. The mean difference between the model and the reconstruction is approximately 0.2˚C, and the maximum difference is of around 0.6˚C and occurred in 1400. There are several periods with differences never larger than 0.2˚C, for example 1004-1048, 1205-1252, 1345-1388, 1504-1547, and 1664-1712.
A similar analysis, but for the anomalies wrt 1706-1800, is made for the model with 1× forcing and the recon- structions. In this case, the sign of the anomalies is not so well represented by the model, since 46% of the comparisons show opposite sign when decadal averages are considered. Besides, the model presents 77% more cases with positive sign anomalies in comparison to the reconstruction. The mean difference between reconstruction and model is approximately 0.25˚C. The maximum difference between the model and the reconstruction occurs in 1400 and it is around 0.84˚C. Despite these major differences between the model and the reconstruction, there is a period between 1705 and 1822 when the two are very close, except in rare and isolated cases when the magnitude of the difference is greater than 0.2˚C, with few cases greater than 0.1˚C. The sign of the anomaly is not so well represented by the model with 2× forcing (figure not shown), since it is missed in almost 47% of the cases when comparing decadal averages. However, in the case of 2× forcing, the model overestimates the amount of positive anomalies in almost 78% of the comparisons. The mean difference between the model and the reconstruction is approximately 0.26˚C, with a maximum difference of around 0.81˚C that takes place in 1400. The model presents some extended periods of agreement with the reconstruction, such as 1171-1209, 1703-1778, and 1784-1827.
MCA and LIA
In the case of MCA (Figure 2) the sign of the anomalies wrt 1001-1700 reproduced by the model with 1× forcing are consistent with the reconstruction in 74% of the comparisons, although they are underestimated in magnitude in 75% of them. Notwithstanding that, the model presents some extended periods consistent with the reconstruction, with differences of only 0.2˚C. For example, between 1004 and 1048, between 1091 and 1126, and between 1205 and 1252 that in only two occasions the difference between model and reconstruction exceeded that limit. During the LIA (Figure 2) , the model also represents very well the sign of the anomalies, i.e., approximately 73% of the cases, but presents more positive anomalies than the reconstruction in about 79% of the cases. Despite this, the mean difference between the model and the reconstruction is about 0.3˚C lower than during the MCA, i.e. around 0.19˚C.
The model with 2× forcing (figure not shown) reproduces the sign of the anomalies in 65% of the cases during the MCA, although they are underestimated in 75% of the cases. Despite this, the model presents some extended periods of agreement with the reconstruction, differing in less than 0.2˚C, for example between 1004 and 1048 and between 1205 and 1252. During the LIA, the model with 2× forcing (figure not shown) represents the sign of the anomalies in approximately 66% of cases, but although their amplitude is always smaller, the model presents more positive anomalies in comparison to the reconstruction in 73% of the cases. Despite this, the mean difference between model and reconstruction is about 0.2˚C smaller than during the MCA, i.e. around 0.20˚C. 
Comparisons between Model and Reconstruction for the Winter Season
In the case of the anomalies wrt 1706-1800, the model with 1× forcing for the winter (Figure 3) shows opposite sign to the reconstruction in 54% of the comparisons. In the period 1710-1777, the difference between the model and the reconstruction is greater than 0.2˚C in only four occasions, i.e., 1750, 1751, 1765 and 1772. The average difference between the model and the reconstruction is approximately 0.2˚C, with a maximum of 0.7˚C in 1814.
The model presents opposite sign to the reconstruction in 54% of the comparisons, in the case of 2× forcing 
Conclusions
In this study, the South American temperature anomalies obtained with the GISS-ER model are compared to the temperature anomalies of Neukom reconstruction. The periods considered are 1001-1700 for summer with 1× and 2× solar forcing, that includes the MCA and LIA periods, and the period 1706-1800 for summer and winter with 1× and 2× forcing, that includes the pre-industrial period.
In general, the model 6-member mean is not very consistent with the reconstructions, since it displays very small interannual variability in contrast to what the reconstruction shows. Besides, the model often led to opposite sign anomalies in comparison to the reconstruction. The model anomalies that better reproduce the sign of the reconstruction is wrt 1001-1700 with 1× forcing for the summer season, with an error of only 33% of the comparisons.
The MCA and LIA are better reproduced by the model 6-member mean wrt 1001-1700 with 1× forcing for the summer, achieving an accuracy of the anomaly sign of almost 75% for MCA and more than 73% for LIA, when compared to the reconstructions.
From the analysis of temperature anomalies in South America, it can be concluded that the model represents better the reconstructions when the anomalies are larger. In spite of that, for the full period, the model overestimates the occurrence of positive anomalies in comparison to the reconstruction. It is also observed for summer that the 10-year moving averages worsen this problem for the shorter period (1706-1800), although it improves the accuracy in capturing the anomaly sign for the longer period (1001-1700).
It is important to emphasize that since Newkom reconstruction is based on proxy data; both internal and external forcing effects on the climate system are present. On the other hand, the model outputs employed in this study include only the solar forcing. Since the agreement obtained between model and reconstruction is only partial, it could be concluded that the solar forcing itself would not be the dominant one in the studied period. Therefore, in a future work the model response to other climate system forcings, as for example volcanic activity will be studied.
