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In this paper, the certainty equivalence principle is used to combine the
identification method with a control structure derived from the pole placement
problem, which rely on periodic multirate-input controllers. The proposed adaptive
pole placers, contain a sampling mechanism with different sampling period to each
system input and rely on a periodically varying controller which suitably modulates
the sampled outputs and reference signals of the plant under control. Such a
control strategy allows us to arbitrarily assign the poles of the sampled closed-loop
system in desired locations and does not make assumptions on the plant other than
controllability and observability of the continuous and the sampled system, and the
knowledge of a set of structural indices, namely the locally minimum controllability
indices of the continuous-time plant. An indirect adaptive control scheme is
Žderived, which estimates the unknown plant parameters and consequently the
.controller parameters on-line, from sequential data of the input and outputs of
the plant, which are recursively updated within the time limit imposed by a
fundamental sampling period T . Using the proposed algorithm, the controller0
determination is based on the transformation of the discrete analogous of the
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system under control to a phase-variable canonical form, prior to the application of
the control design procedure. The solution of the problem can, then, be obtained
by a quite simple utilization of the concept of state similarity transformation.
Known indirect adaptive pole placement schemes usually resort to the computation
of dynamic controllers through the solution of a polynomial Diophantine equation,
thus introducing high order exogenous dynamics in the control loop. Moreover, in
many cases, the solution of the Diophantine equation for a desired set of closed-loop
eigenvalues might yield an unstable controller, and the overall adaptive pole
placement scheme is unstable with unstable compensators because their outputs
are unbounded. The proposed control strategy avoids these problems, since here
gain controllers are essentially needed to be designed. Moreover, persistency of
excitation and, therefore, parameter convergence, of the continuous-time plant is
provided without making any assumption either the richness of the reference
signals or on the existence of specific convex sets in which the estimated parame-
ters belong or, finally, on the coprimeness of the polynomials describing the
ARMA model, as in known adaptive pole placement schemes. Q 1999 Academic
Press
1. INTRODUCTION
Multirate sampling schemes have long been the focus of interest by
many control designers. There are several reasons to use such a sampling
scheme in digital control systems. First of all, in complex, multivariable
control systems, often it is unrealistic, or sometimes impossible, to sample
all physical signals uniformly at one single rate. In such situations, one is
forced to use multirate sampling. Furthermore, in general, one gets better
performance if one can sample and hold faster. But faster ArD and DrA
conversions mean higher cost in implementation. For signals with different
bandwidths, better tradeoffs between performance and implementation
cost can be obtained using ArD and DrA converters at different rates.
On the other hand, multirate controllers are in general time-varying. Thus
multirate control systems can achieve what singlerate cannot; e.g., gain
improvement, simultaneous stabilization, and decentralized control. Fi-
nally, multirate controllers are normally more complex than singlerate
ones; but often they are finite-dimensional and periodic in a certain sense
and hence can be implemented on microprocessors via difference equa-
tions with finitely many coefficients. Therefore, like singlerate controllers,
multirate controllers do not violate the finite memory constraint in micro-
processors.
w x w xThe study of multirate systems has its origins in late 1950s 1 ] 3 .
w xRecent interests are focused on stability issues 4 , stabilization and pole
w x w x w x w x ‘ w x w xassignment 5 ] 8 , LQGrLQR designs 9 ] 12 , H control 13 ] 15 ,
w x w x w x w x w xdecentralized control 16 , adaptive designs 17 , 18 , etc. 19 , 20 . In
w xparticular, in their excellent work 5 , Araki and Hagiwara propose a
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Ž .digital multirate-input controller MRIC , which suitably modulates the
sampled outputs and discrete reference signals by a multirate periodically
varying matrix function, in order to solve the sampled pole placement
problem for linear time-invariant continuous-time systems. MRICs contain
a multirate sampling mechanism with different sampling period to each
system input. They can essentially be viewed as the special class of
m-input, p-output multirate sampled-data control systems, in which all
output samplers operate with multiplicities 1 and the input samplers with
 4multiplicities N , . . . , N . Note that MRICs are the dual of multirate-out-1 m
Ž . w x w xput controllers MROCs , presented in 6 , and subsequently used in 20 ,
w xin which input and output samplers have the reverse operation. In 19 , the
MRIC based approach has been extended to the solution of the model
w x w xmatching problem. A main feature of the results reported in 5 and 19 is
that the pole placement or the model matching is obtained without the
requirement of pole-zero cancellation.
The purpose of the present paper is to explore the possibility of
w xextending the MRIC based approach presented in 5 and subsequently
w xused in 19 , to the control of linear time-invariant continuous-time plants
with unknown parameters. In particular, we use the certainty equivalence
principle to combine the identification method with a control structure
derived from the pole placement problem. It is worth noticing at this point
that, although the inputs of the continuous-time plane are sampled in a
multirate fashion, our aim here is to achieve adaptive pole placement
control, only at the sampling instants kT , associated with the fundamental0
period T , on the basis of which the output samplers operate. To the best0
of the authors' knowledge, there are no results in the literature concerning
the use of this type of multirate sampled-data controllers in order to
achieve adaptive pole placement control.
Adaptive pole placement is of particular interest, since the middle of the
1970s, for obvious reasons. Several techniques based on either direct or
indirect adaptive control schemes were presented to treat the problem and
w x w xa very large number of papers were reported on the subject; see 21 ] 29 ,
and references therein. The feedback strategies proposed to solve the
adaptive pole placement problem, are hitherto based on dynamic output
feedback, thus introducing high order exogenous dynamics in the control
loop. On the other hand, a common feature of these techniques is that
they reduce the solution of the problem to the solution of a polynomial
Diophantine equation. This approach, however, does not ensure that the
compensators obtained from the solution of the Diophantine equation are
necessarily stable. In the case of unstable solutions, the control scheme
composed by feedforward and feedback compensators is not stable and
thus is not useful. The control signals are calculated from two sets of
unbounded signals that are the outputs of the compensators. In a short
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time the system becomes unstable. It is worth noticing at this point, that
unstable solutions of the Diophantine equation, can occur even though,
Ž .the system under control possesses the parity interlacing property p.i.p.
w x Ž .30 is strongly stabilizable . A plant is said that it possesses the p.i.p. if
the number of its real poles between each pair of zeros in the unstable
domain is even. In this case, it is possible to obtain a stable controller from
w xthese unstable solutions by using the approach presented in 31 , which is
based on an interpolation procedure. Unfortunately, as mentioned above,
this approach can be applied only in cases where the system under control
is strongly stabilizable. When the system under control contains unknown
Ž .parameters as in the case of adaptive pole placement control , this
information of crucial importance is not available to the designer. Thus, up
to now, the design of a stable and useful adaptive pole placement compen-
sator cannot be guaranteed.
The motivation for studying an adaptive version of the particular con-
w x w xtroller structure presented in 5 and 19 , is manifold. First, since it does
not rely on pole-zero cancellation, it may be readily applicable for solving
the adaptive pole placement problem for nonstably invertible plants.
Furthermore, the degrees of freedom in the choice of the modulating
function, provide a solution to the problem of assuring persistency of
excitation of the continuous-time plant under control, without imposing
any special assumption either on the existence of special convex sets in
which the estimated parameters belong or on the coprimeness of the
polynomials describing the ARMA model, as in known techniques, or
Ž .finally on the richness of the reference signals except boundedness , as in
known adaptive pole placement techniques. The determination of the
MRIC based adaptive pole placers sought is mainly based on the transfor-
mation of the discrete analogue of the continuous-time system under
control to a phase variable canonical phorm, prior to the application of the
control design procedure. As a consequence of this fact, the solution of the
problem can be obtained by a quite simple utilization of the concept of
state similarity transformation. No Diophantine equation is needed to be
solved here as compared to known techniques. The designed MRIC based
adaptive pole placers are always stable, since gain controllers are needed
Ž .to be designed here, as compared to possibly unstable dynamic compen-
sators obtained by known techniques. Therefore, the proposed adaptive
scheme is readily applicable to plants which do not possess the p.i.p. As a
consequence of this design philosophy, a useful globally stable indirect
adaptive control scheme is derived, which estimates the unknown plant
Ž .parameters and consequently the controller parameters on-line, from
sequential data of the inputs and the outputs of the plant, which are
recursively updated within the time limit imposed by a fundamental
sampling period T . Finally, it is remarked that the a priori knowledge0
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needed in order to implement the proposed adaptive pole placers is
controllability and observability of the continuous and the discretized plant
under control, its order, and a set of structural indices, namely the locally
minimum controllability indices of the continuous-time plant.
2. PRELIMINARIES AND DEFINITION OF THE PROBLEM
Consider the linear multi-input, multioutput system having the following
state-space representation:
x t s Ax t q Bu t , y t s Cx t 2.1Ž . Ž . Ž . Ž . Ž . Ž .Ç
Ž . n Ž . mwhere x t g R is the state vector, u t g R is the input vector, and
Ž . py t g R is the output vector and where the matrices A, B, and C have
appropriate dimensions.
Ž .With regard to system 2.1 , we make the following two assumptions:
Ž . Ž .ASSUMPTION 2.1. a System 2.1 is controllable and obser¤able and of
Ž .  4known order n. b There are known integers n , i g J , J s 1, 2, . . . , m ,i m m
which comprise a set of locally minimum controllability indices of the pair
Ž .A, B .
ASSUMPTION 2.2. Let N , i g J be positi¤e integers. Also let N si m
 4 U U4lcm N , . . . , N , where lcm , . . . , denotes the least common multiplier of1 m
the arguments quoted in the braces. Then, there is a sampling period T g Rq,0
Ž .such that the discretized systems, obtained by sampling 2.1 with periods T0
Ž .and t s T r 6n y 1 N and ha¤ing the following matrix triplets:0
T0ÄF , B, C ’ exp AT , exp A l B dl, C ,Ž . Ž .Ž . H0ž /0
t
F , B , C ’ exp At , exp A l B dl, C ,Ž . Ž . Ž .Ht t ž /0
respecti¤ely, are controllable and obser¤able.
Ž .Except for this prior information, the matrix triplet A, B, C is arbitrary
and unknown. It is mentioned that no assumption is made here on the
relative degree of the plant or its stable invertibility.
Ž . w xFor a controllable matrix pair A, B , with B s b b ??? b , its locallyÃ 1 2 m
Ž .minimum controllability indices LMCIs are a collection of m integers
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 4n ,n , . . . , n , for which the following relationships simultaneously hold:1 2 m
m
n s n andÝ i
is1
n y1 n y11 mb ??? A b ??? b ??? A brank s ni 1 m m
Note that, LMCI defined as above are also known as the ``Kronecker
Ž .invariants'' or ``Kronecker indexes'' of the pair A, B .
Ž .Consider now applying to system 2.1 , the multirate control strategy
depicted in Figure 1. With regard to the sampling mechanism, we assume
that all samplers start simultaneously at t s 0. The sampling periods Ti
have rational ratio, i.e., T s T rN , for i g J , where T is the commoni 0 i m 0
sampling period, N g Zq are the input multiplicities of the sampling. Thei
hold circuits H and H are the zero order holds with holding times T andi 0 i
T , respectively. Let0
m
UN s N , l s NrN , T s T rNÝ i i i N 0
is1
Ž . m= pThe modulating matrix function F t g R is assumed to be bounded,
integrable and T -periodic, i.e.,0
F t q T s F t for t g kT , k q 1 T 2.2Ž . Ž . Ž . Ž ..0 0 0
FIG. 1. Control strategy in the nonadaptive case.
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As it can be easily shown, the resulting closed-loop system is described by
the following state-space equations:
x k q 1 T s F y K C x kT q K w kT ,Ž . Ž . Ž .Ž .0 f 0 f 0
y kT s Cx kT , k G 0Ž . Ž .0 0
Ž . nwhere x kT g R is a discrete measurement vector obtained by sampling0
Ž . n=px t with sampling period T and where the matrix K g R is defined0 f
as
T0K s exp A T y l BF l dl 2.3Ž . Ž . Ž .Hf 0
0
The adaptive pole placement problem treated in the present paper is as
Ž . Ž .follows: Find a periodic controller F t , which when applied to system 2.1
Ždrives the poles of the resulting closed-loop system also called the
Ã Ã Ã.closed-loop monodromy eigenvalues , to new desired values l , l , . . . , l ,1 2 n
where complex poles appear in conjugate pairs.
To solve the above problem, an indirect adaptive control scheme is
exhibited in the sequel. In particular, we first solve the pole placement
problem, namely, the assignment of the poles of the sampled system to the
Ã Ã Ãprespecified values l , l , . . . , l , using period MRICs, for known systems.1 2 n
This is done in Section 3. Next, using these results, the pole placement
problem is solved for the configuration of Figure 2, wherein the periodic
Ž .controller F t is with prespecified periodic behavior and persistent excita-
tion signals are introduced in the control loop for future identification
purposes. This is done in Section 4. It is remarked that the motivation for
modifying the control strategy as in Figure 2, is that it facilitates the
derivation of the indirect adaptive control scheme sought, which is pre-
sented in Section 5. In Section 5, the global stability of the proposed
scheme is also studied.
3. SOLUTION OF THE POLE PLACEMENT PROBLEM
VIA MRICS FOR KNOWN SYSTEMS
The procedure for stabilization through pole placement using MRICs,
Ž .consists in finding a periodic controller F t , such that
det zI y F q K C ’ p z 3.1aŽ . Ž .ÃŽ .f
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FIG. 2. Structure of the adaptive control system.
where
n
n ny1Ãp z s z y l s z q a z q ??? qa z q a 3.1bŽ . Ž .Ã Ã Ã Ã ÃŽ .Ł i 1 ny1 n
is1
Ž . Ž T T T . Ž .Since, det zI y F q K C ’ det zI y F q C K , relation 3.1a isf f
equivalent to the relation
det zI y FT q CT KT s p z 3.2Ž . Ž .ÃŽ .f
Consider now the following fictitious discrete time system:
T Tx k q 1 T s F x kT q C u kT 3.3Ž . Ž . Ž . Ž .Ä Ä Ä0 0 0
Clearly, the pole placement problem via MRIC based control, defined in
Ž . Trelation 3.2 , is equivalent to the problem of choosing the matrix K inf
the state feedback control law
u kT s yKT x kT 3.4Ž . Ž . Ž .Ä Ä0 f 0
Ž .such that 3.2 is satisfied.
We start our analysis to this equivalent state feedback pole placement
Ž .problem by first transforming system 3.3 to its equivalent input Luen-
berger canonical form. To this end, let d , i s 1, 2, . . . , m be the controlla-i
Ž T T . Žbility indices of the pair F , C which obviously are the observability
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Ž .. n=nindices of the pair F, C and let P g R be the following matrix:
d y1 d y11 pT T T T T TP s c ??? F c ??? c ??? F cŽ . Ž .1 1 p p
where cT, i s 1, 2, . . . , p are the ordered columns of CT. Settingi
j
g s d , j s 1, 2, . . . , pÝj r
rs1
and defining hT as the g th row of Py1, it can be shown that under thej j
Ž . Ž . n=ntransformation z kT s Qx kT , where Q g R is the columnar stackÄ Ä0 0
Ž .of d q . . . qd s n rows, defined by1 p
Th1
...
d y11T Th FŽ .1
..Q s .
Th p
...
d y1pT Th FŽ .p
Ž .system 3.3 can be written as
U Uz k q 1 T s F z kT q C u kT 3.5Ž . Ž . Ž . Ž .Ä Ä Ä0 0 0
where
FU s QFTQy1 , CU s QCT
and where the matrices FU and CU have the following respective forms:
U U UF ??? F C11 1 p 1
.. . .U U .. . .F s , C s .. . .
UU U CF ??? F pp1 p p
where
0 Id y1 d y1i iU d =di iF s g R ,i i Tya i i
OŽd y1.=di jT d =di iF s g R i / j ,Ž .i j Tya i j
OŽd y1.=piU d =piC s g Ri Tq i
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where
T a a ??? aŽ . Ž . Ž .a s ,d y1i i i i i i0 1 ii i
T a a ??? aŽ . Ž . Ž .a s i / ji j i j i j Ž .d y10 1 ji j
T TT T c c ??? cŽ . Ž . Ž .0 1 qq s , q sÄ Ä pi i i i i iiq1 iq2iy1 ii i
Here, 0 , O , and I represent a zero r-dimensional vector, a zeror r=q r
Žr = q matrix, and an r-dimensional identity matrix, respectively empty if r
.or q is zero .
Ž .Now, let ¤ kT be the set of inputs defined as follows:Ä 0
u kT s L¤ kTŽ . Ž .Ä Ä0 0
where L is the following upper triangular nonsingular matrix:
T1 qÄ1
T0 1 qÄ2
..L s .
T0 0 ??? 0 1 qÄ py1
0 0 ??? 0 1
It is now obvious that
UÄC1
.U UT .ÄC L s QC L ’ C s .
UÄCm
where
OŽd y1.=pi
UÄC si T T0 1 0iy1 pyi
Ž .and that system 3.5 can be transformed to the following form:
U UÄz k q 1 T s F z kT q C ¤ kT 3.6Ž . Ž . Ž . Ž .Ä Ä Ä0 0 0
which is the input Luenberger canonical form corresponding to system
Ž . Ž .3.3 . In what follows, to system 3.6 , we apply the following state feedback
law:
¤ kT s FU z kT 3.7Ž . Ž . Ž .Ä Ä0 0
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Ž .in order to derive the eigenvalues of system 3.6 to desired positions
Ã Ã Ãl , l , . . . , l . Clearly, this is equivalent to the application of a state1 2 n
Ž .feedback law of the form 3.4 , with
KT s yLFU Q 3.8Ž .f
ÃŽ .to system 3.3 , in order to drive its eigenvalues to the desired positions l ,i
i s 1, 2, . . . , n.
From the above analysis, it is clear that in order to solve the pole
Ž . Ž .placement problem for system 3.3 , under the control law 3.4 , one can
Ž .equivalently solve the pole placement problem for system 3.6 , under the
Ž .control law 3.7 . The solution of this later problem can be obtained as
follows: Observe first that the solution of this problem is equivalent to the
problem of selecting FU and a nonsingular transformation matrix T such
that
U ÄU U y1F q C F s TPT 3.9Ž .
where
Ã Ãdiag l , . . . , l if the desired eigenvalues are distinctž /1 n
P s ½ blockdiag J , . . . , J if the desired eigenvalues are repeatedŽ .1 s
3.10Ž .
with
Ãl 1 0 ??? 0q
Ã0 l 1 ??? 0q
r =rq qÃJ s g R 3.11Ž .0 0 l ??? 0q q
. . . .. . . . 1. . . .
Ã0 0 0 ??? lq
and where the order r of the qth Jordan block J is the multiplicity of theq q
Ãeigenvalue l .q
Ž . U U UTo solve 3.9 for F and T, partition the matrices F and F asi i i j
UU ÃÃ FF i ji iU UF s , F s i / jŽ .i i i jT Tya yai i i j
where
U U0 IÃ ÃF s , F s O i / jŽ .d y1 d y1i ii i i j Žd y1.=d1 j
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define the matrices
T ??? T11 1 p ÃTi j. . .. . .T s , T s ,i j. . . TÄt i jT ??? Tp1 p p
Tt i jl
. T T.Ã ÄT s , t s ti j i j i j , d. i
Tt i j , d y1i
ÄUpartition C asi
qÄC iUÄC si TcÄi
where
T Tq TÄ 0 1 0C s O , c sÄ iy1 py1i Žd y1.=p ii
and define
P s blockdiag P ??? P 41 p
where each matrix T has the dimensionality of FU , and each matrix Pi j i j i
has the dimensionality of FU , and may have one of the forms given ini i
Ž . Ž .3.10 or its combination .
ÃU Äq ÄU Ä ÄNext, define F , C , F , C, and T as
U U q qÃ Ã Ä ÄF s F , C s C ,Ž .ž /i j i is1, . . . , pis1, . . . , p js1, . . . , p
3.12aŽ .
Ã ÃT s Tž /i j is1, . . . , p js1, . . . , p
U T TÄ ÄF s ya , C s c ,ÄŽ .Ž . is1, . . . , pi j iis1, . . . , p js1, . . . , p
3.12bŽ .
Ä ÄT s tŽ .i j is1, . . . , p is1, . . . , p
w xwhere parentheses define a column of blocks and brackets ? define a row
Ž .of block columns, and apply a linear transformation upon 3.9 to obtain
U qÃ Ä ÃF C TU y1q F s PT 3.13Ž .
UÄ Ä ÄF C T
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Äq Ä Ž .where it is noted that C s O and C s I . From 3.13 we obtainŽnyp.=p p
ÃU ÃF T s TP 3.14Ž .
U ÄU Ä y1F s yF q TPT 3.15Ž .
Ž . Ž . UEquations 3.14 and 3.15 show that the problem of determining F and
Ž . UT has been decoupled, i.e., one first finds T from 3.14 and then F from
Ž .3.15 .
To find T, observe that
U UÃ Ã ÃF T F T ??? F T11 11 11 12 11 1 p
U U UÃ Ã ÃF T F T ??? F T22 21 22 22 22 2 pUÃF T s . . . .. . . .. . . .
U U UÃ Ã ÃF T F T ??? F Tp p p1 p p p2 p p p p
3.16Ž .
Ã ÃT P T P ??? T P11 1 12 2 1 p p
Ã Ã ÃT P T P ??? T P21 1 22 2 2 p pÃTP s . . . .. . . .. . . .
Ã Ã ÃT P T P ??? T Pp1 1 p2 2 p p p
Ž .Hence, 3.14 reduces to
ÃU ÃF T s T P i , j s 1, . . . , p 3.17Ž . Ž .i j i j i j j
Ž .As it can be shown, the solution of 3.17 with regard to T has the formi j
Tri j
Tr Pi j j T kT s s r P 3.18Ž .Ã Ž ..i j i j j ks0, . . . , d y1i..
T d y1ir Pi j j
where rT is a d -dimensional row vector with arbitrary elements for alli j j
i, j s 1, 2, . . . , p. The general form of T will be
T k T k T kr P r P ??? r PŽ . Ž . Ž .ks0, . . . , d y1 ks0, . . . , d y111 1 12 2 1 p p ks0, . . . , d y11 1 1
T k T k T kr P r P k s 0, . . . , d y 1 ??? r PŽ . Ž . Ž .ks0, . . . , d y121 l 22 2 2 2 p p ks0, . . . , d y12 2
Ts . . . .. . . .. . . .
T k T k T kr P r P ??? r PŽ . Ž . Ž .p1 l p2 2 p p pks0, . . . , d y1 ks0, . . . , d y1 ks0, . . . , d y1p p p
3.19Ž .
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Ž .In 3.19 , all elements of the first row of each block of T are arbitrary and
hence we have a total number of arbitrary elements in T equal to n = p.
Note also that this arbitrariness is constrained by the requirement that T
must be invertible, i.e., det T / 0.
U Ž . Ž . Ž .To find F , observe that relations 3.12 , 3.18 , and 3.19 yield
T d y1 T d y1 T d y11 1 1r P r P ??? r P11 1 12 2 1 p p
T d y1 T d y1 T d y12 2 2r P r P ??? r P21 1 22 2 2 p pÄT s 3.20Ž .. . . .. . . .. . . .
T d y1 T d y1 T d y1p p pr P r P ??? r Pp1 1 p2 2 p p p
Ž . Ž .On the basis of 3.20 , relation 3.15 yields
U ÄU U y1F s yF q RP T 3.21Ž .
d1P
.UT T .R s blockdiag r , . . . , r , P s 3.22Ž . 41 p .
dpP
T w T T xwith r s r ??? r . Note that, when P is in Jordan form, T cani i1 p j i j
take the form
T T Tr r ??? rŽ . Ž . Ž .i j i j i j s1 2 j
T T Tr J r J ??? r JŽ . Ž . Ž .Ž . Ž . Ž .i j j i j j i j js s1 1 2 2 j j
T s 3.23Ž .. . . .i j . . . .. . . .
d y1 d y1 d y1i i iT T Tr J r J ??? r JŽ . Ž . Ž .Ž . Ž . Ž .i j j i j j i j js s1 1 2 2 j j
T TT r ??? rP s blockdiag J , . . . , J , r s Ž . Ž .Ž . Ž . i j i j s½ 5j j j i j 1s j1 j
Ž T . Ž .in which r is a row vector of dimensionality equal to that of J . Ini j q j q
Ã TŽ . Ž . Ž .particular if J s l , then s s d , r s r ,j q j q j j i j q i jq
r r ??? ri j1 i j2 i jd j
Ã Ã Ãr l r l ??? r lž / ž / ž /i j1 j i j2 j i jd j sj1 2 j
T s 3.24Ž .. . . .i j . . . .. . . .
d y1 d y1 d y1i i iÃ Ã Ãr l r l ??? r lž / ž / ž /i j1 j i j2 j i jd j dj1 2 j
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It is remarked that, if we choose all the arbitrary elements r , for i / ji j
Ž .equal to 0, and all elements of each r equal to 1, relation 3.21 can bei j
written as
U ÄU U y1F s yF q R P T 3.25Ž .s p s p
In this case, the open-loop poles contained in the subsystem determined by
FU , when closing the feedback, are shifted to the desired poles involved ini j
the corresponding block P .i
Ž . Ž .In order to determine the matrix K , substitute relation 3.21 in 3.8 tof
yield
T
U UT y1 TÄK s Q F y R P T L 3.26Ž .ž /f s p s p
Ž .Using the matrix K as specified by 3.26 , we can readily determine thef
Ž . Ž .controller matrix F t , by solving 2.3 . Under Assumption 2.1, on the
Ž . Ž .controllability of the pair A, B , a solution of 2.3 is the following:
T T y1F t s B exp A T y t W A, B, T K 3.27Ž . Ž . Ž . Ž .0 0 f
Ž . w xwhere W A, B, T is the controllability Grammian on 0, T of the pair0 0
Ž .A, B , which has the form
T0 T TW A, B, T s exp A T y l BB exp A T y l dlŽ . Ž . Ž .H0 0 0
0
Ž .Note that the controllability Grammian W A, B, T is nonsingular and0
Ž . Ž . Ž .hence a solution of 2.3 of the form 3.27 exists if the pair A, B is
controllable.
Ž . Ž .On the basis of 3.26 and 3.27 , a solution of the pole placement
problem using MRIC based control is given by
T
U UT T y1 T y1 TÄF t s B exp A T y t W A, B, T Q F y R P T LŽ . Ž . Ž . ž /0 0 s p s p
3.28Ž .
4. A SOLUTION OF THE POLE PLACEMENT PROBLEM
APPROPRIATE FOR THE ADAPTIVE CASE
In order to obtain a solution of the pole placement problem which will
be more appropriate for application in the case of systems with unknown
parameters, we slightly modify in the sequel the control strategy of Figure
1 as it is depicted in Figure 2. In particular, we focus our attention on the
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Ž .special class of the time-varying T -periodic functions F t , for which every0
Ž . Ž .element of F t , denoted by f t , is piecewise constant over intervals ofi j
length T , i.e.,i
f t s f , ; t g mT , m q 1 T , m s 0, 1, . . . , N y 1 4.1Ž . Ž . Ž ..i j i j , m i i i
Ž .Moreover, the persistent excitation signals ¤ t , ; i g J , are defined asi m
T T¤ t s d t v , d t s d t ??? d t 4.2aŽ . Ž . Ž . Ž . Ž . Ž . Ž . Ž .N y1i i i i i i0 i
Ž .Here, d t is the T -periodic vector function with elements having thei i
form
d t s d for t g mT , m q 1 T ,Ž . Ž . Ž . Ž . .q q , mi i i i
q s 0, 1, . . . , N y 1, m s 0, 1, . . . , N y 1 4.2bŽ .i i
Ž .where d are constant taking the following values:i q, m
1 for m s q ,
d s 4.3Ž . Ž .q , mi ½ 0 for m / q
and where v is as yet unknown. It is worth noticing that the additive termi
Ž . T Ž .¤ t s d t v , ; i g J in each one of the inputs of the continuous-timei i i m
system are used only for identification purposes and as it will be shown
later, they are selected so that they will not influence the pole placement
problem.
We are now able to establish the following Lemma.
LEMMA 4.1. Consider the controllable and obser¤able system of the form
Ž . Ž .2.1 , controlled by MRICs of the form 4.1 . Furthermore, consider that
Ž . Ž .persistent excitation signals of the forms 4.2 and 4.3 are introduced in each
input of the system. Then, the sample closed-loop system takes the form
UÃÃ ÃÃx k q 1 T s F y BFC x kT q BFw kT q B v,Ž . Ž . Ž .Ž .0 0 0 4.4Ž .
y kT s Cx kT for k G 0Ž . Ž .0 0
where
N y1 N y11 mÃ Ã Ã Ã Ã Ã ÃB s 4.5aŽ .b ??? A b ??? b ??? A bÃ 1 1 1 m m m
ÃA s exp AT ’ exp A l T ,Ž . Ž .Ãi i i N
4.5bŽ .T l Ti i NÃb s exp A l b dl ’ exp A l b dlŽ . Ž .Ã H Hi i i
0 0
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esM j1
eM s y12 jU ÃB s BM , M s , M s 4.5cŽ .. j .. .. .
M em s yN q1j j
Ã N Uand where the m = p block matrix F and the column ¤ector v g R ha¤e
the forms
Ã Ãf ??? f f11 1 p i j , N y1i
. . . .. . .Ã Ã .F s , f s 4.6aŽ .i j. . . .
fÃ Ã i j , 0f ??? fm1 m p
TT T Tv v ??? vv s 4.6bŽ .1 2 m
while s s Ý j N , where in general, the ¤ector e g RN
U
is the row vectorj ks1 k i
whose elements are zeros except for a unity appearing in the ith position.
Proof. To show that the sampled closed-loop system takes the form
Ž . Ž .4.4 , we start by discretizing system 2.1 with sampling period T . This0
operation yields
Ž .kq1 T0x k q 1 T s Fx kT q exp A k q 1 T y l Bu l dl 4Ž . Ž . Ž . Ž .H0 0 0
kT0
4.7Ž .
Ž . Ž . T Ž .Observing that u t s r t q d t v and taking into account the struc-i i i i
ture of the control system in Figure 2, we obtain
T Tu t s f t e kT q d t v for t g mT , m q 1 T 4.8aŽ . Ž . Ž . Ž . Ž . Ž ..i i 0 i i i i
T Ž . Ž . Ž .where f t is the ith row of the controller matrix F t and e kT is giveni 0
by
e kT s w kT y y kT s w kT y Cx kT 4.8bŽ . Ž . Ž . Ž . Ž . Ž .0 0 0 0 0
Ž . Ž .Combining relations 4.7 and 4.8 , we obtain the following relationship:
x k q 1 T s F y K C x kT q K w kT q Gv 4.9Ž . Ž . Ž . Ž .Ž .0 f 0 f 0
ADAPTIVE POLE POSITIONING 481
where
Ž .kq1 T0G s exp A k q 1 T y l BD l dl, 4Ž . Ž .H 0
kT0
D t s blockdiag dT tŽ . Ž . 4Ã i
igJm
Now, partition G as follows:
G G ??? GG s 1 2 m
Ž .Then, the q q 1 th column of the matrix G , for i g J , denoted byi m
Ž .G for q s 0, 1, . . . , N y 1, can be expressed asi qq1 i
T0
G s exp A T y l b d l dl for q s 0, 1, . . . , N y 1Ž . Ž . Ž . Ž .Hqq1 qi 0 i i i
0
4.10Ž .
Ž . Ž . Ž .Introducing relations 4.2a and 4.3 in 4.10 , we obtain
N y1i Ž .mq1 TiG s exp A T y l b d dlŽ . Ž . Ž .Ý Hqq1 q , mi 0 i i
mTims0
for q s 0, 1, . . . , N y 1 4.11Ž .i
Ž .Relation 4.11 may further be written as
N y1i Ti
G s d exp A N y m y 1 T exp A T y l b dlŽ . Ž . Ž . Ž .Ý Hqq1 q , mi i i i i i
0ms0
Ni
ry1Ã Ãs d A bŽ .Ý q , N yri i iiž /
rs1
Ž .Making use of relation 4.3 , we arrive at the following relationship:
ÃNiyqy1ÃG s A bŽ . qq1i i i
Clearly G ’ BU. Application of the above algorithm to the first term of
ÃÃŽ . Ž w x .4.9 yields K ’ BF see 5 for details . This completes the proof of thef
Lemma.
Thus far, we have established that the pole placement controller matrix
Ã ÃÃK is related to the matrix F via the relation K s BF. It remains tof f
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Ãdetermine F. To this end, we need the following result, whose proof is
w xgiven in 5 .
Ž .LEMMA 4.2. Let A, B be a controllable pair. Let also n , i g J be a seti m
Ž .of locally minimum controllability indices of the pair A, B . Define an
Ž .analytic function c T byN
n y1 n y11 mÃ Ã Ã Ã Ã Ãc T s detŽ . b ??? A b ??? b ??? A bN 1 1 1 m m m
Ž .Then the set of zeros of c T does not ha¤e any limiting points exceptN
Ž . Žinfinity, and therefore, c T is not equal to zero for almost all T i.e., in aN N
w 1 2 xfinite inter¤al T , T , there are at most a finite number of points such thatN N
Ž . .c T s 0 .N
ÃApplying Lemma 4.2, we can conclude that the matrix S of the form
n y1 n y11 mÃ Ã Ã Ã Ã Ã ÃS s 4.12Ž .b ??? A b ??? b ??? A b1 1 1 m m m
w 1 2 xis nonsingular for almost all T g T , T . Furthermore, if the inputN N N
multiplicities of the sampling N are chosen such that N G n , i g Ji i i m
Ã Uthen, the matrices B and B have full row rank n for almost all T gN
w 1 2 xT , T .N N
Now, let E g RN
U=N U be the nonsingular permutation matrix with the
property Ey1 ’ ET, having the form
TE EE s 1 2
where
wE s « « ??? « « « ??? « ???1 1 2 n N q1 N q2 N qn1 1 1 1 2
= U U U x« « ??? «N yN q1 N yN q2 N yN qnm m m m
and
wE s « ??? « « ??? « ???2 n q1 N N qn q1 N qN1 1 1 2 1 2
= U U x« ??? «N yN qn q1 Nm m
where, in general, « g RN
U
is the column vector whose elements are zerosj
except for a unity appearing in the jth position. Also, let
a y1ÃB s BE s Ã ÃÃ S Q
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Ã ÃŽ .where the matrix S is defined by 4.13 and the matrix Q is given by
n N y1 n N y11 1 m mÃ Ã Ã Ã Ã Ã Ã Ã ÃQ s A b ??? A b ??? A b ??? A b1 1 1 1 m m m m
Furthermore, let D g RN
U=N U be the nonsingular permutation matrix with
the property Dy1 ’ DT, having the form
T
D D DD s 1 2 3
where
wD s « ??? « « ??? « ???1 N yn q1 N N qN yn q1 N qN1 1 1 1 2 2 1 2
= U U x« ??? «N yn q1 Nm
w U xD s « « ??? «2 N yn N qN yn N yn1 1 1 2 2 m
wD s « ??? « « ??? « ???3 1 N yn y1 N q1 N qN yn y11 1 1 1 2 2
= U U x« ??? «N yN q1 N yn y1m m
Finally, let
Ua y1 U Un n1 mÄ Ã Ã Ã Ã Ã ÃB s B D ’ S A b ??? A b QÃ 1 1 m m
where
U n y1 n y11 mÃ Ã Ã Ã Ã Ã ÃS s 4.13Ž .A b ??? b ??? A b ??? b1 1 1 m m m
U N y1 n q1 N y1 n q11 1 m mÃ Ã Ã Ã Ã Ã Ã Ã ÃQ s A b ??? A b ??? A b ??? A b1 1 1 1 m m m m
ÃUsing these definitions, it is plausible to determine F by mere inspec-
tion, as
T
U Uy1 T y1 TÃ ÄS Q F y R P T LT ž /s p s pÃF s E 4.14Ž .
0
It only remains to determine the appropriate vector v which guarantees
that the pole placement problem will not be dependent on the vector v. In
other words
v g ker BU or BU v s 0
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An obvious selection of such v obtained also by inspection is the following:
Uy 1 n n1 mÃ Ã Ã Ã ÃyS A b q ??? A bž /1 1 m m
Tv s D 4.15Ž .z
U0N ynym
where z g Rm is the column vector whose elements are all equal to 1.
It is noted that the NU-dimensional column vector v, even though does
not affects the discrete pole placement problem, it provides persistent
excitation useful for the consistent identification of the system, as will be
shown in the following section.
Ž .Clearly, the multirate controller matrix F t of Figure 2 can readily be
Ž . Ž . Ž . Ž .determined by making use of relations 4.1 , 4.6a , 4.14 , and 3.28 . More
T Ž . Ž .precisely, the ith row f t of the matrix F t and the ith block row of thei
Ãmatrix F are interrelated as
T Ã Ãf t ??? f tŽ . Ž . f ??? ff t s s e ,Ž . i1 i p i1 i pi N ymi
mT m q 1 TŽ .0 0
; F t - 4.16Ž .
N Ni i
for i g J and for m s 0, 1, . . . , N y 1, where e g RNi is the rowm i N ymiT Ž .vector defined as e s « . Note that the controller matrix F t , asN ym N ymi i
Ž .specified by 4.16 , is largely affected by the multirate mechanism, while
Ž . Ž .the controller matrix F t as specified by relation 3.28 is not. Further-
Ž .more, the introduction of the excitation signals ¤ t in the control loopi
greatly facilitates the consistent estimation of the plant parameters in the
case of unknown systems. For these reasons, the control strategy of Figure
2 is more appropriate than the control strategy of Figure 1 for the
development of the indirect adaptive control scheme presented in the
following section.
5. CONTROL STRATEGY FOR THE ADAPTIVE CASE
The control scheme presented in Section 4 has a corresponding scheme
in the case where the system is unknown. For this case, the control strategy
Ãis largely based on the computation of the matrix F and of the vector v
from estimates of the plant parameters, and results in a globally stable
closed-loop system whose poles are located to the prespecified values
Ã Ã Ãl , l , . . . , l .1 2 n
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5.1. Plant Parameters Estimation Algorithm
The algorithm proposed here for estimating the unknown plant parame-
Ž .ters is as follows: System 2.1 , discretized with sampling period t s
Ž .T r 6n y 1 N, takes the form0
x n q 1 t s F x nt q B u nt , y nt s Cx nt ,Ž . Ž . Ž . Ž . Ž .t t
n G 0 5.1Ž .
where
t
F s exp At , B s exp A l B dlŽ . Ž .Ht t
0
Ž . w Ž . .Clearly, u nt takes constant values for nt g rT , r q 1 T , r G 0.N N
This can be easily shown by taking into account the action of the proposed
Ž .controller. Hence, iterating relation 5.1 6n y 1 times, we obtain
x m q 1 T s F x mT q B u mT , m G 0Ž . Ž . Ž .N T N T NN N
where
6ny2
6 ny1 rF s F , B s F B 5.2Ž . Ž .ÝT t T t tN N
rs0
Using the same argument, we can easily conclude that
l y1i
l riÃ ÃA s F , b s F B 5.3Ž .Ž .Ýi T i T TN N N i
rs0
Ž . Ž .where B is the ith column of the matrix B . Introducing relation 5.2T i TN N
Ž .in 5.3 , yields
l y1 Ž .6 ny2i
Ž . Ž .6 ny1 l 6 ny1 j riÃ ÃA s F , b s F F B 5.4Ž . Ž . Ž .Ý Ýi t i t t tž /js0 rs0 i
Moreover, the matrix F can be written as
Ž .6 ny1 NN NiÃF s A s F s F 5.5Ž . Ž .i T tN
Ã Ã ŽTherefore, F, A and b which are the only matrices involved ini i
Ã .computing F and v can be computed on the basis of F and B . For thist t
reason, in what follows our aim will be the estimation of the matrix triplet
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Ž .F , B , C . To this end, let the matrix V be defined ast t
is1, 2, . . . , n iqjy2V s V , V s CF B 5.6 4 Ž .i j i j t tjs1, 2, . . . , n
Clearly, if one establishes estimates of the matrix V, then one may
Ž .easily compute the desired matrix triplet F , B , C , using anyone of thet t
Žminimal realization algorithms reported in the literature see, e.g., those
w x w x.reported in 32 ] 34 . To estimate the matrix V, one must resort to an
Ž .input]output representation also called ARMA representation of system
Ž .5.1 . This representation is summarized in the following theorem:
THEOREM 5.1. Suppose that there is a sampling period T g Rq and0
Ž .input multiplicities of the sampling N , i g J , such that system 5.1 , ob-i m
Ž .tained by sampling the controllable and obser¤able system 2.1 , is also
Ž .controllable and obser¤able. Then, an alternati¤e representation of system 5.1
is gi¤en by
C nt s J C n y 2n t q J W nt q VW n y n tŽ . Ž . Ž . Ž .1 2
Uq V W n y 2n t 5.7Ž . Ž .
where
y n y n q 1 tŽ .
y n y n q 2 tŽ .
C nt sŽ . ...
y ntŽ .
y n y 3n q 1 tŽ .
y n y 3n q 2 tŽ .
C n y 2n t sŽ . ...
y n y 2n tŽ .
5.8aŽ .
u n y n q 1 tŽ .
u n y n q 2 tŽ .
W nt sŽ . ...
u ntŽ .
ADAPTIVE POLE POSITIONING 487
u n y 2n q 1 tŽ .
u n y 2n q 2 tŽ .
W n y n t s ,Ž . ...
u n y n tŽ .
5.8bŽ .
u n y 3n q 1 tŽ .
u n y 3n q 2 tŽ .
W n y 2n t sŽ . ...
u n y 2n tŽ .
0 ??? 0 0
CB ??? 0 0tÃUy 1 UJ 0 . . . .J s J J , J s ,1 2 . . . .0 0 . . . .
ny2CF B ??? CB 0t t t
5.8cŽ .
U U Uy1 qV s P S and V s J V 0
and where
C
CFt
U Uy1 U2 n .ÃJ s P F P , P s ,1 t 1 ..
ny1CFt
5.9aŽ .
ny1F B ??? F B BS s t t t t t
U Uy1q n nV s P F S y F P U 5.9bŽ .1 t t 1
while the nonsingular permutation matrix JU g Rn p=n p is such that
UPU U 1J P s 5.10Ž .
0
where PU g Rn=n is the nonsingular matrix whose rows are the linearly1
independent rows of the matrix PU. Finally, U g Rn=n p is the matrix1
containing the first n rows of the matrix
U s JUJ 5.11Ž .2
Ž .Proof. In order to prove relation 5.7 , we next generalize the approach
w xpresented in 35 , to the multivariable case. More precisely, from relations
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Ž .5.1 we have
y n y n q 1 t s Cx n y n q 1 tŽ . Ž .
y n y n q 2 t s CF x n y n q 1 t q CB u n y n q 1 tŽ . Ž . Ž .t t
...
ny1y nt s CF x n y n q 1 tŽ . Ž .t
ny2
rq CF B u n y r y 1 tŽ .Ý t t
rs0
or more compactly,
UC nt s P x n y n q 1 t q J W nt 5.12Ž . Ž . Ž . Ž .2
Ž . Ž . Ž . Uwhere C nt and W nt are defined by 5.8a and P and J are defined2
Ž . Ž .by 5.9a and 5.8c , respectively.
Ž . USince, by Assumption 2.2, the pair F , C is observable, the matrix Pt
has full column rank. Hence, there exists a nonsingular permutation matrix
U n p=n p Ž .J g R , such that relation 5.10 holds, where, as already mentioned,
PU g Rn=n is the nonsingular matrix whose rows are the linearly indepen-1
dent rows of the matrix PU. It is pointed out that matrix JU can be defined
Ä n p=n p Ã n p=n pas a product of two nonsingular matrices J g R and J g R
via the following chain of definitions:
e1
e2 e j1... e j2
e .nU Ä Ã Ä Ã .J s JJ , J s , J s .v1
e jnv2 q. J1..
vn pyn
where Jq g RŽn pyn.=n p is the matrix produced by the nonsingular matrix1
Jqg Rn p=n p of the form
e1
e2qJ s ...
en p
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by dropping the row vectors e , i s j , j , . . . , j , where j , j , . . . , j are thei 1 2 n 1 2 n
indices of the n linearly independent rows of PU defined as pUT, r sjr
1, 2, . . . , n, Note also that v g Rn p, k s 1, 2, . . . , np y n is the columnk
vector of the form
v s l l ??? l 0 ??? 0 y1 0 ??? 0Ž . Ž . Ž .k j j j1 2 nk k k ‘^_
Ž .n q k th
position
Ž .where l , r s 1, 2, . . . , n, k s 1, 2, . . . , np y n are the coefficients ofj kr
the following dependence relation holding for the rows of the matrix PU :
n
UT UT  4l p y p s 0, k f j , j , . . . , jŽ .Ý j j k 1 2 nr rk
rs1
UT  4 Uwhere, p , k f j , j , . . . , j is the k th row of the matrix P .k 1 2 n
Ž . UNow, multiplying 5.12 from the left by J , yields
UPU 1Z nt s x n y n q 1 t q UW ntŽ . Ž . Ž .
0
where
ZU nt s JU C nt 5.13Ž . Ž . Ž .
Ž . U Ž .and where U is defined by 5.11 . Next, decompose Z nt and U as
follows:
UZ nt UŽ .1 1UZ nt s , U s 5.14Ž . Ž .U UZ ntŽ . 22
U Ž . n U Ž . nŽ py1. n=n p nŽ py1.=n pwhere Z nt g R , Z nt g R , U g R and U g R .1 2 1 2
Clearly,
U U UZ nt s P j n y n q 1 t q U W nt and Z nt s U W ntŽ . Ž . Ž . Ž . Ž .1 1 1 2 2
5.15Ž .
Ž .From 5.15 , one may easily obtain the following relation:
Uy 1 Ux n y n q 1 s P Z nt y U W nt 5.16Ž . Ž . Ž . Ž .1 1 1
Furthermore, as it can be easily shown, the following relationship holds:
2 n nx n y n q 1 t s F x n y 3n q 1 t q F SW n y 2n tŽ . Ž . Ž .t t
q SW n y n t 5.17Ž . Ž .
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wŽ . x wŽ . x Ž .where W n y n t and W n y 2n t are given by 5.8b , and where S is
Ž . Ž .defined by 5.9a . Introducing appropriately relation 5.16 in relation
Ž .5.17 , after some algebraic manipulations, yields
U U UÃZ nt s U W nt q JZ n y 2n t q V W n y 2n tŽ . Ž . Ž . Ž .1 1 1
Uq P SW n y n t 5.18Ž . Ž .1
Ã q Ž . Ž .where J and V are defined as by 5.9a and 5.9b , respectively. Combin-
Ž . Ž . Ž . Ž . Ž .ing relations 5.11 , 5.13 ] 5.15 , and 5.18 , we readily obtain 5.7 . This
completes the proof of the Theorem.
It is remarked at this point that matrix V and matrix V are related
through the following relationship:
0 ??? 0 I
0 ??? I 0
. . . .V s VL , L s 5.19Ž .. . . .. . . .
I ??? 0 0
Ž .Relation 5.7 will be used in the sequel for the identification of the
U Ž .unknown matrices J , J , V, and V . To this end, relation 5.7 is next1 2
written in the linear regression form
C nt s Qf ntŽ . Ž .
where
UJ J V VQ s 1 2
is the true value of the plant parameter matrix, and where
T T T Tf nt s C ny2n t W nt W nyn t W ny2n tŽ . Ž . Ž . Ž . Ž .
Next, define
f kT f kT y t ??? f k y 1 TŽ . Ž . Ž .Z kT sŽ . 0 0 00
C kT C kT y t ??? C k y 1 TŽ . Ž . Ž .Y kT sŽ . 0 0 00
UÃ J kT J kT V kT V kTŽ . Ž . Ž . Ž .Q kT sŽ . 1 0 2 0 0 00
Ž . Ž . Ž . U Ž .where J kT , J kT , V kT , and V kT are the matrices J , J , V, and1 0 2 0 0 0 1 2
VU evaluated at kT , through the identification procedure. Clearly, the0
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following relation holds:
Y kT s QZ kTŽ . Ž .0 0
Ã Ž .We now choose the recursive algorithm for the estimation of Q kT as0
Ã ÃQ kT s Q k y 1 TŽ . Ž .0 0
Ãy Q k y 1 T Z k y 1 T y Y k y 1 TŽ . Ž . Ž .0 0 0
y1T T= Z k y 1 T a I q Z k y 1 T Z k y 1 TŽ . Ž . Ž .0 0 0
5.20Ž .
q Ã ÃŽ .where a g R is arbitrary, Q kT is the estimated parameter matrix Q at0
Ã Ã Ž . <time t s kT , and Q s Q kT is arbitrarily specified. It is pointedks00 0 0
Ž .out that the term a I in 5.20 is added in order to avoid numerical ill
conditioning, arising in the identification procedure based on the usual
wŽleast-squares algorithm, when the determinant of the matrix Z k y
. x T wŽ . x1 T Z k y 1 T takes small values.0 0
Ž .Commenting on the nature of the adaptive law 5.20 , we point out that,
it describes an on-line estimation procedure which deals with sequential
data in which the parameter estimates are recursively updated within the
time limit imposed by the sampling period T . It is worth noticed, at this0
point that, in the present case, it is presumed that, a complete block of
information needed for the estimation of the plant parameters, is not
available prior to analysis and control, as in several off-line estimation
procedures. Therefore, in our case, identification and control of the plant
are performed concurrently. In order to calculate the parameters of the
desired MRIC based pole placement controller, it is necessary here to
Ž .update the plant parameter estimates using 5.20 and then solve the
Žcanonical equations of Sections 3 and 4 for every time step k see the
.following subsection for details . This is in contrast, to the standard policy
followed in cases where identification and control of the plant are per-
formed separately, in which we solve equations for the plant and the
controller parameters once, after an appropriate minimum number of
observations on the basis of which, a fixed model for the controlled plant is
Ž w xavailable for further analysis see 36, 37 for a comparative study of the
.two approaches .
It is worth noticing at this point that although exact solutions to the
equation schemes of the paper are possible, the convergence of the
identification procedure is crucial for our analysis. This is due to the fact
ÃŽ . Ž .that the adaptive law 5.20 is chosen so that Q kT will satisfy the0
Ž . Ž . Ž .equation Y kT s QZ kT k G 0 asymptotically with time, i.e., for0 0
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k “ ‘, rather than at every time instant. In other words, in the early
stages of the on-line identification procedure, the estimated parameter
Ã Ž . Ž .matrix Q kT , obtained by 5.20 , is usually far from its true value Q and0
Žit is expected that the plant parameter estimates and consequently the
.controller parameter estimates converge to their true values, only as
k “ ‘. Therefore, exact determination of the desired MRIC based pole
placement controller through the procedures presented in Sections 3 and
4, is expected here, only after a certain step of the overall control
procedure. Before this step, the calculated controllers are far from being
those which guarantee the desired performance of the closed-loop system.
However, it is a standard fact in all adaptive control schemes that conver-
gence of the parameter estimates to their true values depends on the
specific properties of the particular identification procedure used and
crucially affects the adaptation since in cases where convergence of the
estimated parameters to their true values is not guaranteed, either the
calculated controllers are not the admissible ones or they cannot be
ÃŽ Ž .computed for instance, if Q kT , as obtained by the identification, is0
.unbounded . So the effectiveness of our method depends on the conver-
gence and the boundedness properties of the proposed identification
procedure. These properties are summarized in the following Proposition.
Ä Ž .PROPOSITION 5.1. Let Q kT be the parameter estimation error, defined0
as
Ä Ã T TQ kT s Q kT y Q 5.21Ž . Ž . Ž .0 0
Ž .Then, for the parameter estimation algorithm of the form 5.20 , the
following properties hold:
Ã qŽ . 5 Ž .5a Q kT F m for some finite m g R0
k T ÃŽ . Ž Ž . Ž .. Ž .b If lim Ý l Z rT Z rT s ‘ then lim Q kTk “‘ rs0 min 0 0 k “‘ 0
s Q
Ž .where l ? denotes the minimum eigen¤alue of a matrix.min
Ž . Ž .Proof. a Taking the transpose of both sides in 5.20 , introducing
Ž .5.21 in the resulting relation and taking into account the fact that
T Ž . T T Ž .Z kT Q y Y kT s 0, we readily obtain0 0
y1TÄQ kT s I y a I q Z k y 1 T Z k y 1 TŽ . Ž . Ž .½0 0 0
T Ä=Z k y 1 T Z k y 1 T Q k y 1 T 5.22Ž . Ž . Ž . Ž .50 0 0
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Ž .On the basis of the matrix inversion lemma, relation 5.22 may further be
written as
y11
TÄ ÄQ kT s I q Z k y 1 T Z k y 1 T Q k y 1 TŽ . Ž . Ž . Ž .0 0 0 0½ 5a
5.23Ž .
Therefore,
T TÄ Ä ÄQ kT Q kT s Q k y 1 TŽ . Ž . Ž .0 0 0
y21
T= I q Z k y 1 T Z k y 1 TŽ . Ž .0 0½ 5a
Ä= Q k y 1 TŽ . 0
y2Tl Z k y 1 T Z k y 1 TŽ . Ž .Ž .min 0 0F 1 qž /a
TÄ Ä= Q k y 1 T Q k y 1 T 5.24Ž . Ž . Ž .0 0
By repeatedly using the above inequality, we obtain
y2Tky1 l Z rT Z rTŽ . Ž .Ž .min 0 0T TÄ Ä Ä ÄQ kT Q kT F 1 q Q QŽ . Ž . Ł0 0 0 0ž /ars0
y2ky11
T TÄ ÄF 1 q l Z rT Z rT Q Q 5.25Ž . Ž . Ž .Ž .Ý min 0 0 0 0a rs0
Ä Ä T T Ä Ä5 Ž .5 5 5where Q s Q y Q . Hence, Q kT is uniformly bounded by Q ,0 0 0 0
Ã Ž .and since Q is finite, Q kT is also uniformly bounded by some finite0
m g Rq.
Ž . k Ž Ž . T Ž .. Ž .b If lim Ý l Z rT Z rT s ‘ then, from 5.24 , itk “‘ rs0 min 0 0
Ä ÃŽ . Ž .follows that lim Q kT s 0, and therefore, lim Q kT s Q.k “‘ 0 k “‘ 0
Clearly, Proposition 5.1 states that for the convergence of the plant
Ã Ž .parameters estimates Q kT to their true values Q it is sufficient that the0
Ž .regression vector Z kT is persistently exciting to the amount that0
k
Tlim l Z rT Z rT s ‘Ž . Ž .Ž .Ý min 0 0
k“‘ rs0
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Therefore, since adaptation and stability of the adaptive scheme depend
on the convergence of the parameter estimates to their true values, it is
Ž . Žnecessary to prove excitation of Z kT . This is done in Subsection 5.3 see0
.Theorem 5.2, therein .
Remark 5.1. It is pointed out that although controllability and observ-
Ž .ability of the sampled system 5.1 is instrumental for our analysis, no
assumption is made in the present paper on the canonical structure of the
Ž .triplet F , B , C . This is in contrast to the standard policy of many knownt t
adaptive schemes, in which controllability or observability canonical forms
are assumed for the matrix triplet involved in the estimation procedure
Ž w x w x.see, for example, 38 , 39 . The reason here for avoiding an assumption
Ž .on the canonical structure for the triplet F , B , C is mainly due to thet t
fact that canonical forms for multivariable systems are interwoven with the
knowledge of a set of controllability or observability indices of the matrix
Ž w x w xtriplet sought for example, in 38 , 39 a set of observability indices is
.needed to be known . As a consequence, when identification procedures
based on canonical structures are used, much more prior knowledge
relative to the structure of the controlled plant is necessary, as compared
to our approach.
5.2. Algorithm for the Synthesis of the Adapti¤e Controller
Ã Ž .On the basis of the estimated parameter matrix Q kT obtained by0
Ž . Ž . Ž . Ž .5.20 , as well as on the basis of the relations 5.4 ] 5.6 and 5.19 and of
anyone of the algorithms reported in the literature for the construction of
a minimal realization, one can obtain the estimates which are necessary
Ã Ã Ž . Ž .for the computation of the unknown matrices A ’ A kT , F ’ F kTi i 0 0
Ã Ã Ž .and the unknown vector b ’ b kT involved in the algorithms presentedi i 0
ÄUin the previous sections. Moreover, since the matrices Q, F , R , T , L,s p s p
Ã ÃU Ã ÃŽ . Ž . Ž .S, and S are constructed on the basis of A kT , F kT , and b kT ,i 0 0 i 0
ÃŽ Ž . Ž . Ž ..then provided that the matrix triplet F kT , B kT , C kT is control-0 0 0
Ã Ž .lable and observable for any possible value of Q kT , we can obtain the0
following results sought:
Ã Ã Ã ÃF ’ F Q kT , v ’ v Q kT 5.26Ž . Ž . Ž .Ž . Ž .0 0
whereas no update is taken otherwise.
Overall, the procedure for the synthesis of the adaptive MRIC based
adaptive pole placer, consists of the ten steps given below:
Step 1. Choose N G n and the sampling period t such thati i
Ž .t s T r 6n y 1 N.0
Ž .Step 2. Update the estimates of the matrix V using relation 5.20 .
ADAPTIVE POLE POSITIONING 495
Ž .Step 3. Find the matrix V using relation 5.19 .
ŽStep 4. Obtain a minimal realization for the matrix triplet F , B ,t t
.C using any one of the minimal realization algorithms reported in the
Ž w x w x.literature see, e.g., the algorithms in 32 ] 34 .
Ã ÃStep 5. Find the matrices A and the vectors b , as well as thei i
Ž . Ž .matrix F using relations 5.4 and 5.5 , respectively.
Step 6. Use the algorithm presented in Section 3 to compute the
Ž T T .controllability indices d of the pair F , C , as well as the values of thei
ÄUmatrices L, Q, F , R , and T .s p s p
Ž .Step 7. Use 3.26 to compute the controller matrix K .f
Ã ÃU Ž . Ž .Step 8. Find the matrices S and S using relation 4.12 and 4.13 ,
respectively.
Ã Ž .Step 9. Find the matrix F and the vector v using relations 4.14 and
Ž .4.15 , respectively.
Ž .Step 10. Find the matrix F t of the MRIC based controller sought
Ž . Ž . Ž .and the persistent excitation signals v t using relations 4.16 and 4.2a ,i
Ž . Ž .4.2b , and 4.3 , respectively.
5.3. Stability Analysis of the Adapti¤e Control Scheme
We now investigate the stability of the closed-loop system for arbitrary
initial conditions on the plant. To this end, the following fundamental
result can be established.
THEOREM 5.2. In the closed-loop adapti¤e control system the regressor
Ž .sequence f nt is persistently exciting, i.e., there is d ) 0, such that
Ž .6 ny1 N
T TZ kT Z kT s f kT y nt f kT y nt G d I 5.27Ž . Ž . Ž . Ž . Ž .Ý0 0 0 0
ns0
Ž .Proof. In order to prove relation 5.27 , we work as follows: Set
Ž . T Ž . Ž .u t s d t v . Then relation 5.7 yieldsi i i
ny1
y nt s J y n y 2n y r tŽ . Ž . Ž .Ž . Ž .Ý ny1 pqi , nyry1 pqii 1 i
rs0
p ny1
q J y n y 2n y r tŽ . Ž .Ž . Ž .Ý Ý ny1 pqi , nyry1 pqk1 k
ks1 rs0
k/i
m ny2
q J u n y r y 1 tŽ . Ž .Ž . Ž .Ý Ý ny1 pqi , nyry2 mqj2 j
js1 rs0
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m ny1
q V u n y n y r tŽ . Ž .Ž . Ž .ny1 pqi , nyry1 mqjÝ Ý j
js1 rs0
m ny1
Uq V u n y 2n y r t 5.28Ž . Ž . Ž .Ž . Ž .ny1 pqi , nyry1 mqjÝ Ý j
js1 rs0
Ž . Ž . Ž . Ž U .where in general J , J , V , and V are the r y q elements of1 r q 2 r q r q r q
the matrices J , J , V, and VU , respectively. Introducing the pseudovari-1 2
Ž . Ž . Ž .ables b nt , j g J and b nt , k s 1, 2, . . . , p, k / i, relation 5.28i, u m i, yj k
can be decomposed as follows:
ny1
b nt y J b n y 2n y r t s u ntŽ . Ž . Ž . Ž .Ž . Ž .Ý ny1 pqi , nyry1 pqii , u 1 i , u jj j
rs0
5.29aŽ .
ny2
y nt s J b n y r y 1 tŽ . Ž . Ž .Ž . Ž .Ý ny1 pqi , nyry2 mqji , u 2 i , uj j
rs0
ny1
q V b n y n y r tŽ . Ž .Ž . Ž .ny1 pqi , nyry1 mqjÝ i , u j
rs0
ny1
Uq V b n y 2n y r tŽ . Ž .Ž . Ž .ny1 pqi , nyry1 mqjÝ i , u j
rs0
for j g J 5.29bŽ .m
ny1
b nt y J b n y 2n y r t s y ntŽ . Ž . Ž . Ž .Ž . Ž .Ý ny1 pqi , nyry1 pqii , y 1 i , y kk k
rs0
5.29cŽ .
ny1
y nt s J b n y 2n y r tŽ . Ž . Ž .Ž . Ž .Ý ny1 pqi , nyry1 pqki , y 1 i , yk k
rs0
for k s 1, 2, . . . , p , k / i 5.29dŽ .
while
pm
y nt s y nt q y nt 5.29eŽ . Ž . Ž . Ž .Ý Ýi i , u i , yj k
js1 ks1
k/i
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Ž . Ž .From relations 5.29b ] 5.29e , we obtain
¡ m ny2~y nt s 1rp J b n y r y 1 tŽ . Ž . Ž . Ž .Ž . Ž .Ý Ý ny1 pqi , nyry2 mqji 2 i , u j½¢
js1 rs0
ny1
q V b n y n y r tŽ . Ž .Ž . Ž .ny1 pqi , nyry1 mqjÝ i , u j
rs0
ny1
Uq V b n y 2n y r tŽ . Ž .Ž . Ž .ny1 pqi , nyry1 mqjÝ i , u j 5
rs0
p ny1
q J b n y 2n y r tŽ . Ž .Ž . Ž .Ý Ý ny1 pqi , nyry1 pqk1 i , yk
ks1 rs0
k/i
p ny1
q b nt y JŽ . Ž . Ž . Ž .Ý Ý ny1 pqk , nyry1 pqkk , y 1i½
ks1 rs0
k/i
ƒ¥=b n y 2n y r t 5.30Ž . Ž .k , y i 5§
Ž .whereas relation 5.29a yields
p ny1
u nt s 1rp b nt y JŽ . Ž . Ž . Ž . Ž . Ž .Ý Ý ny1 pqi , nyry1 pqij i , u 1j½
is1 rs0
=b n y 2n y r t 5.31Ž . Ž .i , u j 5
Ž . Ž . Ž .On the basis of relations 5.7 , 5.30 , and 5.31 , the regressor vector
Ž .f nt can also be expressed as
Ã Ãf nt s Sb ntŽ . Ž .
where
TÃ Ä Äb nt s b nt ??? b n y 6n q 2 tŽ . Ž . Ž .
Ä Ä ÄÄ b rt ??? b rt b rt ??? b rtŽ . Ž . Ž . Ž .b rt s ,Ž . u u y y1 m 1 p
r s n y 6n q 2, . . . , n
b rt ??? b rtŽ . Ž .Äb rt s ,Ž . 1, u p , uj ju j
r s n y 6n q 2, . . . , n , j g Jm
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Ä b rt ??? b rtŽ . Ž .b rt s , r s n y 6n q 2, . . . , nŽ . 2, y p , yy 1 11
Ä b rt ??? b rtŽ . Ž .b rt s ,Ž . 1, y py1, yy k kk
r s n y 6n q 2, . . . , n , k s 2, 3, . . . , p
Ã Ž3nmqn p.=Ž6 ny1. pŽ pqmy1.and where S g R is a full row rank matrix. Clearly,
ÃŽ . Ž .the vector f nt is persistently exciting if b nt is also persistently
ÃŽ .exciting. So, in what follows, it suffices to investigate excitation of b nt .
Ž .To this end, observe that 5.31 can be written as
TÃu nt s c b nt 5.32Ž . Ž . Ž .j j
where c T g RŽ6 ny1.mŽ pqmy1. is a row vector whose elements are known.j
ÃŽ .In order to prove excitation of b nt , it suffices to prove that the
following relationship holds:
T rt0
TÃ Ãb kT q nt b kT q nt G « I 5.33Ž . Ž . Ž .Ý 0 0
ns1
Ž .for some « ) 0. To this end, observe that from relation 5.32 , we can
easily obtain
T rt T rt0 0
2 T TÃ Ãu kT q nt s c b kT q nt b kT q nt c 5.34Ž . Ž . Ž . Ž .Ý Ýj 0 j 0 0 j½ 5
ns1 ns1
Observe also that the following relation holds:
¡0 if n s 1, 2, . . . , 6n y 1 N y n y 1 l y 1Ž . Ž .j j j
~1 if n s 6n y 1 N y n y 1 l , . . . ,Ž . Ž .u kT q nt sŽ . j j jj 0 ¢ 6n y 1 N y n l y 1Ž . Ž .j j j
Ž .Hence, relation 5.34 can also be written as
T rt0
26n y 1 l q u kT q ntŽ . Ž .Ýj j 0
Ž .Ž .ns 6 ny1 N yn lj j j
T rt0
T TÃ Ãs c b kT q nt b kT q nt cŽ . Ž .Ýj 0 0 j½ 5
ns1
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We can then conclude that
T rt0
T TÃ Ãc b kT q nt b kT q nt c G 6n y 1 lŽ . Ž . Ž .Ýj 0 0 j j½ 5
ns1
and that
T rtT 0c c 6n y 1 lŽ .j j jTÃ Ãb kT q nt b kT q nt GŽ . Ž .Ý 0 0 2½ 5½ 5½ 55 5 5 5c c 5 5cj jns1 j
5 5It is now clear that the vector c r c is a vector whose norm equalsj j
unity. Hence there is a unity norm vector such that
T rt0 6n y 1 lŽ . jT TÃ Ãx b kT q nt b kT q nt x y G 0Ž . Ž .Ý 0 0 2½ 5 5 5cns1 j
ÃŽ . Ž .In conclusion, relation 5.33 holds. As a consequence, the vector b nt
Ž .is persistently exciting. Therefore, f nt is also persistently exciting and
ÃŽ .hence there is a d ) 0 which, in general, depends on the matrix S , such
Ž .that relation 5.27 holds. This completes the proof of the Theorem.
We are now able to establish the stability of the adaptive control system.
PROPOSITION 5.2. The closed-loop adapti¤e control system presented abo¤e
is globally stable, i.e., for arbitrary finite initial conditions all states are
uniformly bounded, and pole placement control is asymptotically attained.
Furthermore, the proposed adapti¤e scheme pro¤ides exponential con¤ergence
of the estimated parameters.
Proof. Since, according to Theorem 5.2, the regressor sequence is
Ã Ž .persistently exciting, then the difference Q kT y Q converges to zero.0
That is, the plant parameter estimates converge to their true values. As a
Ã Ž .consequence of this and of the fact that Q kT is uniformly bounded, the0
Ž .controller parameter estimates 5.26 also converge to their true values.
Therefore, at the sampling instants uniform boundedness of all states and
Ž .discrete pole placement follow on the basis of 4.4 . Uniform boundedness
Ž . Ž . Ž . Ž . Ž . Ž .of u t and x t then follows from 2.1 , 4.8a , 4.8b , and 4.16 and from
Ž .the fact that w kT is bounded by assumption. Finally, exponential con-0
Ž .vergence of the plant parameter estimates follows from 5.23 , which
ÃŽ . Ž .together with 5.27 ensures that Q kT “ Q exponentially as k “ ‘.0
Remark 5.2. Commenting on the assumptions needed here, in order to
implement the MRIC based adaptive pole placer presented above, we
point out the following:
Assumption 2.1a, on the controllability and observability of the continu-
ous-time plant as well as on the knowledge of its order, is a standard
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assumption in the area of adaptive control. It is worth noticing that here,
Ž .controllability of the pair A, B is also necessary for obtaining a solution of
Ž . Ž .the integral equation 3.2 , with respect to the controller matrix F t . Note
Ž . Ž .also that uncontrollability andror unobservability of the pair A, B
Ž .implies uncontrollability andror unobservability of the plants obtained
Ž .from 2.1 , by discretizing with sampling periods T , T , and t . From the0 N
previous analysis, however, it becomes clear that for the implementation of
the adaptive control scheme, these discretized plants must be controllable
and observable.
Assumption 2.1b, on the knowledge of a set of LMCI indices of the pair
Ž .A, B , is instrumental for the implementation of the proposed adaptive
scheme, since, on the one hand, the elements of the MRIC of the form
Ž . Ž . Ž . Ž .4.1 and the persistent excitation signals 4.2a , 4.2b , and 4.3 depend on
the LMCI used, and on the other hand, the control strategy in the case of
unknown systems is based on the fundamental sampling period t , which
also depends of the knowledge of a set of LMCI. Note also that, whenever
Assumption 2.1b is not fulfilled, one can readily compute a set of LMCI by
estimating the continuous-time system matrices A and B. This can be done
either using a continuous-time counterpart of the identification procedure
presented in Section 5.1, or following the structural identification ap-
w xproach proposed in 38 . For the sake of simplicity, we assume here that
Ž .the initial information about a set of LMCI of the pair A, B is available.
Assumption 2.2 on the existence of a sampling period T , for which0
ÃŽ .controllability and observability of the matrix triplets F, B, C and
Ž .F , B , C are guaranteed, is also instrumental for our analysis. In particu-t t
Ž .lar, observability of the pair F, C must be guaranteed for being able to
Ž T T .transform the pair F , C in its input Luenberger canonical form and for
obtaining a solution of the pole placement control problem, in the case of
known systems. On the other hand, controllability and observability of the
Ž .matrix triplet F , B , C is necessary for resorting to the equivalentt t
Ž .input]output representation 5.7 , for the state space system of the form
Ž .5.1 , as well as for being able to apply any one of the minimal realization
w x w xalgorithms presented in 32 ] 34 , which are needed here to obtain the
Ž .estimates of the triplet F , B , C . Note that for ensuring controllabilityt t
ÃŽ . Ž .and observability of the triplets F, B, C and F , B , C , the fundamentalt t
sampling period T must be selected such that simultaneously0
2 rp j
a ,Ž .
T0
'r s 0, 1, . . . j s y 1 is not the difference ofŽ . 5.35aŽ .
any two eigenvalues of the matrix A.
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2 6n y 1 Nrp jŽ .
b ,Ž .
T0
r s 0, 1, . . . is the difference of
5.35bŽ .
any two eigenvalues of the matrix A.
c c T / 0. 5.35cŽ . Ž . Ž .N
This implies that in the multirate adaptive case treated here, certain
sampling frequencies must be avoided, as compared to the nonadaptive
Ž . Ž .nonmultirate case. It is pointed out that conditions 5.35a and 5.35b are
standard conditions for the selection of a regular sampling period, in order
Ž w xto avoid loss of controllability and observability under sampling see 40
.for a detailed analysis of this issue .
6. CONCLUSIONS
The adaptive pole placement problem of linear time-invariant continu-
ous-time multi-input, multioutput, systems has been investigated and an
indirect adaptive control scheme based on periodic multirate-input con-
trollers has been presented for the first time. The proposed control
strategy has, as compared to known related techniques, the following main
advantages:
Ž .a It is readily applicable to nostably invertible systems having
arbitrary poles and zeros and relative degree. This is due to the fact that
the approach used here to solve the adaptive pole placement problem does
not rely on pole-zero cancellations.
Ž .b Following the proposed technique a gain controller is essentially
needed to be designed, as compared to dynamic compensators or state
observers needed by known indirect adaptive pole placement techniques.
Consequently, the present approach avoids the problems of known adap-
tive pole placement techniques, interwoven with the possibly unstable
solutions of the Diophantine equation. Moreover, no exogenous dynamics
are introduced in the control loop by our technique, whereas in many
known techniques the dynamics introduced are of high order. This fact
improves the computational aspect of the problem, since the proposed
technique does not require many on-line computations and its practical
implementation requires computer memory only for storing the modulat-
Ž .ing matrix function F t over one period of time.
Ž .c It offers a solution to the problem of ensuring persistency of
excitation of the continuous-time plant under control, without imposing
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Ž . Žany special requirement on the reference signal w kT except bounded-0
.ness and without making any assumption concerning either the existence
of specific convex sets in which the estimated parameters belong or the
coprimeness of the polynomials describing the ARMA model.
The present paper gives some new insights to the adaptive pole place-
ment problem of linear systems. The present results can be extended to
solve other adaptive control problems, as, for example, the problems of
model reference adaptive control and adaptive decoupling using
multirate-input controllers or multirate generalized sampled-data hold
functions. Adaptive control schemes based on alternative parameter esti-
Ž w x.mation algorithms as, for example, the algorithm proposed in 39 and
without the need of persistent excitation signals are currently under
investigation.
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