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Model fungsi transfer merupakan gabungan dari karakteristik analisis regresi berganda 
dengan karakteristik deret berkala ARIMA  (Autoregressive Integrated Moving Average), 
sedangkan model fungsi transfer multivariat merupakan model fungsi transfer yang variabel 
inputnya lebih dari dua deret berkala. Model ini dapat digunakan untuk mendapatkan penentuan 
ramalan ke depan secara simultan. Di dalam penulisan ini dipaparkan prosedur pembentukan 
model fungsi transfer multivariat dan aplikasinya untuk meramalkan banyak curah hujan.  
Prosedur untuk menentukan model fungsi transfer multivariat diawali dengan pembentukan 
model ARIMA pada masing-masing variabel inputnya. Berdasarkan model ARIMA yang terbentuk 
dilakukan pemutihan deret output dan input kemudian perhitungan korelasi silang antara deret 
input dan output yang telah diputihkan, yang hasilnya digunakan untuk menentukan order-order 
fungsi transfer yakni nilai r,s,b dan menghitung nilai bobot respon impuls. Bobot respon impuls 
berguna untuk menghasilkan deret noise. Setelah didapatkan deret noise maka dilakukan 
pembentukan model ARIMA pada deret tersebut. Langkah selanjutnya adalah estimasi parameter 
dan diagnostik untuk mengetahui kesesuaian model yaitu memenuhi asumsi white noise dan 
parameter layak digunakan. Oleh karena pembentukkan model fungsi transfer input tunggal telah 
didapat, tahap selanjutnya adalah melakukan korelasi silang serentak terhadap seluruh variabel 
input dengan outputnya dan mengestimasi secara serentak seluruh nilai r,s,b yang telah didapat 
sebelumnya. Apabila ada variabel input yang berkorelasi dengan variabel input lainnya maka salah 
satu variabel input pasti tidak signifikan, sehingga variabel tersebut dikeluarkan dari model. 
Terakhir, dilakukan estimasi parameter model fungsi transfer dan diagnostik model.  
Penerapan model fungsi transfer multivariat dilakukan untuk meramalkan curah hujan tahun 
2010 dan 2011 di Kota Yogyakarta. Data yang digunakan mulai dari tahun 2002 sampai 2009 
dengan variabel input kelembaban udara, tekanan udara, temperatur dan kecepatan angin. Oleh 
karena variabel kelembaban udara menghasilkan p-value kelembaban udara yang tidak signifikan 
maka kelembaban udara harus dikeluarkan dari model. Berikut merupakan model fungsi transfer 
multivariat hasil peramalan. 
1221222241212 )(229,43)(04,38)(229,4388,088,0 −−−−− +−−++−= ttttttt XXXYYYY  
       28316316343242 )(14,9)(39,10)(14,9)(39,10)(04,38 −−−−− ++−−+ ttttt XXXXX  
11364244244124 349,0)(99,11)(63,13)(99,11)(63,13 −−−−−− ++++−− tttttt aaXXXX  
Berdasarkan model fungsi transfer yang didapat hasil ramalan curah hujan menunjukan terjadinya 
penurunan curah hujan pada tahun 2010 dan peningkatan curah hujan pada tahun 2011. Curah 
hujan maksimum pada tahun 2010 adalah 218,88mm pada bulan Maret, sedangkan pada tahun 
2011 adalah 458,59mm pada bulan April, minimum untuk kedua tahun terjadi pada bulan Juli 
yaitu 0,37mm untuk tahun 2010 dan 11,69mm pada tahun 2011. Rata-rata curah hujan pada tahun 
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A. Latar Belakang Masalah 
Peramalan merupakan suatu cara untuk memprediksi apa yang akan terjadi 
di masa yang akan datang. Banyak cara yang dipelajari dalam matematika untuk 
meramalkan suatu kemungkinan salah satunya adalah dengan menggunakan 
analisis deret berkala. Analisis deret berkala adalah peramalan yang didasarkan 
pada data kuantitatif masa lalu dimana hasil ramalan yang dibuat tergantung 
dengan metode yang digunakan. Tahapan yang harus dilalui dalam perancangan 
suatu metode peramalan adalah melakukan analisis pada data masa lampau agar 
mendapatkan gambaran pola dari data yang bersangkutan dengan tujuan 
memperoleh metode yang paling sesuai, sehingga dengan adanya peramalan tentu 
saja suatu perencanaan akan lebih efektif dan efisien.  
Analisis data deret berkala pada dasarnya digunakan untuk melakukan 
analisis data yang mempertimbangkan pengaruh waktu. Data-data yang 
dikumpulkan secara periodik berdasarkan urutan waktu, bisa dalam jam, hari, 
minggu, bulan, kuartal dan tahun, dapat dilakukan analisis menggunakan metode 
analisis data deret berkala. Analisis data deret berkala tidak hanya dapat dilakukan 
untuk satu variabel (univariate) tetapi juga dapat untuk banyak variabel 
(multivariat). Selain itu pada analisis data deret berkala dapat dilakukan 
peramalan data beberapa periode ke depan yang sangat membantu dalam 
menyusun perencanaan ke depan. (Makridakis, dkk:1993) 
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Model ARIMA (Autoregressive Integrated Moving Avarage)  merupakan 
gabungan dari metode penghalusan, metode regresi, dan metode dekomposisi 
yang digunakan untuk peramalan analisis data deret berkala tunggal atau sering 
disebut model univariate. Untuk data deret berkala berganda tidak dapat dilakukan 
analisis menggunakan model ARIMA, oleh karena itu diperlukan model-model 
multivariat. Model-model yang masuk kelompok multivariat analisisnya lebih 
rumit dibandingkan dengan model-model univariate. Pada model multivariat 
sendiri bisa dalam bentuk analisis data bivariat (yaitu hanya data dua deret 
berkala) dan dalam bentuk data multivariat (yaitu data terdiri lebih dari dua deret 
berkala). Model-model multivariat diantaranya: model fungsi transfer, model 
analisis intervensi (intervention analysis), fourier analysis, analisis spectral dan 
vector time series models.  
Model fungsi transfer merupakan salah satu model peramalan kuantitatif 
yang dapat digunakan untuk peramalan data deret berkala yang multivariat. Model 
ini menggabungkan beberapa karakteristik analisis regresi berganda dengan 
karakteristik deret berkala ARIMA. Konsep fungsi transfer terdiri dari deret input, 
deret output, dan seluruh pengaruh lain yang disebut dengan gangguan. Model ini 
dapat digunakan untuk mendapatkan penentuan ramalan kedepan secara simultan 
Banyak hal di kehidupan ini yang dapat diramalkan untuk mendapatkan 
suatu perencanaan yang lebih baik. Kasus dalam bidang kesehatan, pertaniaan, 
penjualan juga bidang meteorology dapat dilakukan peramalan guna mengetahui 
langkah yang harus diambil untuk memperkecil resiko yang tidak diinginkan. 
Disini penulis mencoba mengkaji lebih dalam tentang peramalan dengan model 
  19
fungsi transfer di bidang meteorology dan geofisika khususnya untuk meramalkan 
curah hujan di Yogyakarta mulai dari Januari 2010 sampai Desember 2011.  
Curah hujan dipengaruhi oleh beberapa faktor antara lain kelembaban 
udara, temperatur, tekanan udara, intensitas sinar matahari, kecepatan angin dan 
lain-lain. Output yang akan digunakan adalah banyaknya curah hujan sedangkan 
inputnya adalah beberapa faktor yang mempengaruhi curah hujan yaitu 
kelembaban udara, temperatur, tekanan udara, dan kecepatan angin. Oleh karena 
faktor yang diambil sebagai input lebih dari dua maka peramalan ini termasuk 
dalam peramalan dengan variabel multivariat. 
Berdasarkan uraian di atas penulis ingin menguraikan cara pemodelan 
fungsi transfer multivariat untuk memprediksi banyak curah hujan yang akan 
terjadi di masa mendatang. Untuk itu penulis mengambil judul “Model Fungsi 
Transfer Multivariat dan Aplikasinya untuk Meramalkan Curah Hujan di Kota 
Yogyakarta”. 
 
B. Rumusan Masalah 
       Berdasarkan latar belakang masalah di atas, maka dirumuskan pokok  
permasalahan yang akan menjadi kajian skripsi ini adalah sebagai berikut : 
1. Bagaimana prosedur untuk menentukan model fungsi transfer multivariat? 
2. Bagaimana model peramalan banyak curah hujan di Kota Yogyakarta 
mulai dari Januari 2010 sampai Desember 2011 dengan fungsi transfer 
multivariat? 
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3. Bagaimana hasil ramalan curah hujan mulai dari bulan Januari 2010 
sampai Desember 2011 di Kota Yogyakarta? 
 
C. Tujuan Penulisan 
Adapun tujuan dari penulisan ini, yaitu: 
1. Menjelaskan prosedur untuk menentukan model fungsi transfer multivariat  
2. Mendapatkan model peramalan banyak curah hujan dengan fungsi transfer 
multivariat. 
3. Mendeskripsikan ramalan curah hujan mulai dari Januari 2010 sampai 
Desember 2011 di Kota Yogyakarta. 
 
D. Manfaat Penulisan 
Hasil dari peramalan curah hujan dapat digunakan pada bidang pertanian 
misalnya sebagai pertimbangan dalam menentukan jenis tanaman yang akan 
ditanam dan prediksi curah hujan juga dapat memperlancar aktivitas masyarakat 
dalam mempersiapkan diri menghadapi musim hujan. Selain itu dapat juga untuk 
menambah khasanah ilmu pengetahuan dalam penerapan konsep model fungsi 
transfer di bidang-bidang yang lain. Selanjutnya, diharapkan dapat memberikan 
masukan atau informasi yang bermanfaat dalam meramalkan nilai yang akan 









Curah  hujan merupakan  salah  satu  hal  penting  dalam  kehidupan  ini.  Khususnya 
dalam bidang pertanian sebab curah hujan dapat mempengaruhi hasil pertanian. Oleh 
karena itu peramalan mengenai curah hujan sangat dibutuhkan untuk membantu proses 
tanam‐menanam. Menurut Wilson(1993:7)  faktor  yang mempengaruhi  banyak  curah 
hujan adalah kelembaban udara, tekanan udara, temperatur dan kecepatan angin yang 
dapat  dicari  korelasinya  untuk  meramalkan  curah  hujan.  Model  fungsi  transfer 
multivariat merupakan  salah  satu model peramalan  yang dapat meramalkan  kejadian 




      Curah  hujan  adalah  banyaknya  air  yang  jatuh  ke  permukaan  bumi.  Derajat  curah 
hujan  dinyatakan  dengan  jumlah  curah  hujan  dalam  suatu  satuan  waktu.  Biasanya 
satuan  yang  digunakan  adalah  mm/jam.  Dalam  meteorology  butiran  hujan  dengan 
diameter  lebih dari 0.5 mm disebut hujan dan diameter antara 0.5 – 0.1 mm disebut 
gerimis.  Semakin  besar  ukuran  butiran  hujan  maka  semakin  besar  pula  kecepatan 
jatuhnya. Ketelitian alat ukur curah hujan adalah 1/10 mm. Pembacaan dilakukan satu 
  22




Kelembaban  adalah  perbandingan  antara massa  uap  dalam  suatu  satuan 
volum dengan massa uap yang  jenuh dalam  satuan volum  itu pada  suhu yang 
sama. Secara umum kelembaban menyatakan banyaknya kadar air yang ada di 
udara. Banyaknya uap yang bergerak di dalam atmosfer berpengaruh terhadap 
besarnya  hujan,  lamanya  hujan,  dan  intensitas  curah  hujan.  Kelembaban 




Umumnya  semakin  tinggi  suatu  daerah  dari  permukaan  laut    maka 
kelembaban  udaranya  semakin  tinggi.  Makin  tinggi  kelembaban  udara  akan 
dapat menyebabkan bertambah banyak uap air yang dapat diserap awan. Uap 
air  itu  akan menghasilkan  tekanan  yang  dinyatakan  dengan  satuan  tinggi  air 




udara  dalam  setiap  satuan  luas  tertentu.  Diukur  dengan  menggunakan 
barometer.  Satuan  tekanan  udara  adalah  milibar  (mb).  Garis  yang 
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menghubungkan  tempat‐tempat yang  sama  tekanan udaranya disebut  sebagai 
isobar. 
Tekanan  udara  dibatasi  oleh  ruang  dan waktu.  Artinya  pada  tempat  dan 
waktu yang berbeda, besarnya juga berbeda. Semakin tinggi suatu tempat maka 
tekanan  udaranya  semakin menurun,  sedangkan  tekanan  udara  pada  daerah 





temperatur  yang  diukur  dengan  alat  termometer.    Beberapa  faktor  yang 
mempengaruhi  suhu udara diantaranya:  tinggi  tempat, daratan/lautan,  radiasi 






dengan  arah aliran angin dari  tempat  yang memiliki  tekanan  tinggi  ke  tempat 
yang  bertekanan  rendah  atau  dari  daerah  yang memiliki  suhu  /  temperatur 
rendah ke wilayah bersuhu  tinggi. Angin memiliki hubungan yang erat dengan 
sinar matahari karena daerah yang terkena banyak paparan sinar mentari akan 
memiliki  suhu  yang  lebih  tinggi  serta  tekanan  udara  yang  lebih  rendah  dari 
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daerah  lain di sekitarnya sehingga menyebabkan terjadinya aliran udara. Angin 








perubahan  yang  akan  terjadi.  Sedangkan  ramalan  adalah  situasi/kondisi  yang 
diperkirakan akan terjadi pada masa yang akan datang. Ramalan dapat diperoleh dengan 
bermacam‐macam cara yang dikenal dengan metode peramalan. 
  Secara  ilmiah  metode  peramalan  dapat  diklasifikasikan  2  (dua)  kelompok  yaitu 
metode  kualitatif  dan  metode  kuantitatif.  Metode  peramalan  kualitatif  lebih 
mengandalkan intuisi manusia daripada penggunaan data historis yang dimiliki. Metode 
ini banyak digunakan dalam banyak pengambilan keputusan  sehari‐hari. Dalam hal  ini 
ramalan  dikatakan  baik/tidak  bergantung  dari  banyak  hal  antara  lain  pengalaman, 
perkiraan dan pengetahuan yang didapat. 
  Metode  peramalan  kuantitatif merupakan  peramalan  yang  didasarkan  pada  data‐
data variabel yang bersangkutan di masa sebelumnya. Metode ini menggunakan analisis 




1. Tersedia informasi tentang masa lalu, 
2. Informasi tersebut dapat dikuantitatifkan dalam bentuk data numerik, 





yang mengalami peningkatan waktu  (Box dan  Jenkins,1976:25).  Sedangkan data deret 
berkala  adalah  serangkaian  nilai‐nilai  variabel  yang  disusun  berdasarkan waktu.  Pada 
analisis data deret berkala ada empat  komponen  salah  satunya adalah variasi musim. 
Variasi musim merupakan  gerakan  suatu deret berkala  yang diklasifikasikan  ke dalam 




mempunyai  variasi  musim  atau  tidak  sebelum  dilakukan  perhitungan.  Metode  yang 
paling sederhana   untuk mengetahui adanya variasi musim adalah dengan melihat pola 
yang  ada  pada  plot  time  series.  Pola  variasi musim  dapat  diklasifikasikan  dalam  dua 
bentuk  yakni  spesifik  dan  tipical.  Pola  spesifik  menunjukkan  variasi  musim  dalam 





dan varian konstan Var(Xt) = E(Xt ‐µ )2 =  2σ . Kovarian antara Xt dan Xt+k adalah  











+=ρ             (2.2) 


























dimana  kr   : koefisien autokorelasi 
  tx   : nilai variabel X pada periode t 
  xt+k  : nilai variabel X pada periode t + k 
  x   : nilai rata–rata variabel X 
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Untuk  mengetahui  apakah  koefisien  autokorelasi  yang  diperoleh  signifikan  atau 
tidak perlu dilakukan pengujian dengan hipotesis  
0: =kHo ρ (koefisien autokorelasi tidak signifikan) 






















































Autocorrelation Function for temperatur





Lag     ACF      T    LBQ 
1   0.153874   1.51   2.34 
2   0.356430   3.41  15.06 
3  -0.063030  -0.54  15.46 
4  -0.103941  -0.89  16.57 
5   0.031425   0.27  16.67 


















signifikan.  Alternatif  cara  untuk  mengecek  signifikansi  suatu  autokorelasi  adalah 
menggunakan interval kepercayaan yang berpusat di nol dengan rumus sebagai berikut 
      0 ±  2/αt  x SE(rk)             (2.7) 
 





nilai‐nilai  sekarang dengan nilai‐nilai  sebelumnya dengan pengaruh nilai  variabel  time 




),...,|,( 11 −+++= ktTkttkk xXXXCorrφ                 (2.8) 
Autokorelasi parsial diperoleh melalui model regresi dimana variabel dependen Xt+k 
dari  proses  yang  stasioner  pada  lag  k,  sehingga  variable  Xt+k‐1,  Xt+k‐2,…,Xt  dapat  ditulis 
sebagai berikut: 
Xt+k =  kttkkktkktk XXX ++−+−+ ++++ εφφφ 12211 ...               (2.9) 
dimana  kiφ = parameter  regresi  ke‐i dan  kt+ε =  residual normal  yang  tidak berkorelasi 
dengan Xt+k‐j untuk j ≥ 1. Oleh karena itu fungsi autokorelasi didapatkan 
kjkkkjkj j −− ++−+= ρφρφρφρ ...2211              (2.10) 
Untuk j = 1, 2, …,k sehingga didapat persamaan berikut: 
112011 ... −+++= kkkkk ρφρφρφρ  
202112 ... −+++= kkkkk ρφρφρφρ  
M  
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02211 ... ρφρφρφρ kkkkkkk +++= −−  
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                (2.14) 
Statistik  Q  Box‐Pierce  dikembangkan  oleh  Ljung‐Box  dan  digunakan  untuk 
mengetahui apakah autokorelasi residualnya berbeda nyata dari nol. Untuk mengetahui 
apakah suatu deret memenuhi proses white noise maka dilakukan uji dengan hipotesis  
Ho :  0...1 === kρρ (tidak ada autokorelasi residual) 
H1 :  0≠∃ iρ  (ada autokorelasi residual) 
menggunakan statistik uji 
Q =  ∑ = −+ mk k knrnn 1
2






Jika  autokorelasi  dihitung  dari  proses  white  noise  maka  statistik  uji  Q  mempunyai 
distribusi 2χ dengan  derajat  bebas  m  (banyaknya  lag  yang  diuji  ),  sedangkan  untuk 
residual dari model peramalan  statistik uji Q mempunyai distribusi 2χ dengan derajat 
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bebasnya  m  dikurangi  banyaknya  parameter  yang  diestimasi  dalam  model.  Kriteria 
keputusan  untuk  menolak  Ho  adalah  jika  Q  ≥  2,dfαχ   atau  p‐value  ≤  α.  (Hanke  and 
Wichern,1992:66) 
H. Stasioneritas 
      Menurut Makridakis,dkk(1999: 351) stasioneritas mempunyai makna bahwa 
tidak terdapat pertumbuhan atau penurunan pada data. Dengan kata lain, fluktuasi 
data berada di sekitar suatu nilai rata-rata yang konstan, tidak tergantung pada 
waktu dan varians dari fluktuasi tersebut. Plot data deret berkala dapat digunakan 
untuk mengetahui suatu data telah stasioner atau belum. Demikian juga plot 
autokorelasi juga dapat memperlihatkan kestasioneritasan suatu data deret berkala. 
Data deret berkala dikatakan stasioner dalam rata-rata jika rata-ratanya tidak 
berubah dari waktu ke waktu atau data bersifat stabil. Untuk melihat apakah suatu 
data sudah stasioner dalam rata-rata dapat digunakan alat bantu plot time series 
dan ACF. Gambar 2.2 berikut menunjukkan bahwa data deret berkala stasioner 
dalam rata-rata dan gambar 2.3 memperlihatkan bahwa data deret berkala tidak 










































Partial Autocorrelation Function for kel d12





Plot  time  series  pada  gambar  2.2 memperlihatkan  tidak  adanya  perubahan  nilai 
tengah. Walaupun  ada  beberapa  nilai  yang menyimpang  jauh  akan  tetapi  bila  ditarik 
garis  tengahnya  rata‐rata nilainya berada di  sekitar  garis  tersebut.  Selain  itu plot ACF 
juga memperkuat adanya kestasioneran dalam rata‐rata. Hal itu dapat dilihat setelah lag 
pertama  mengalami  penurunan  secara  eksponensial,  setelah  lag  kedua  dan  ketiga 
terlihat bahwa nilai autokorelasi  turun  sampai nol walaupun pada  lag duabelas keluar 












































Autocorrelation Function for kelembaban udara




Pada gambar 2.3 plot time series memperlihatkan adanya perubahan nilai 
tengah. Data mengalami kenaikan dan penurunan yang menandakan data tidak 
stasioner dalam rata-rata. Plot ACF terlihat adanya pola gelombang sinus yang 
menandakan adanya perulangan setiap waktu. Oleh karena itu dapat dikatakan 
data belum stasioner dalam rata-rata. 
Apabila suatu data deret berkala tidak stasioner berdasarkan rata-rata maka 
dapat diatasi dengan melakukan pembeda (differencing). Differencing merupakan 
pengurangan data tertentu dengan data sebelumnya. Jika differencing ordo satu 
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masih belum menghasilkan data yang stasioner, maka dapat dilakukan 
differencing ordo kedua, dan seterusnya hingga diperoleh data stasioner. 
Menurut Makridakis, dkk (1999: 382) notasi yang sangat bermanfaat dalam 
metode pembedaan adalah operator shift mundur (backward shift) yang 
disimbolkan dengan B dan penggunaannya adalah sebagi berikut: 
BXt = Xt-1           (2.16) 
 Notasi B yang dipasangkan pada Xt mempunyai pengaruh menggeser data satu 
periode ke belakang, dua penerapan B untuk Xt akan menggeser data tersebut dua 
periode ke belakang sebagai berikut: 
B(BXt) = B2Xt = Xt-2          (2.17) 
Apabila sutu deret berkala tidak stasioner maka data tersebut dapat dibuat lebih 
mendekati stasioner dengan melakukan pembedaan pertama dari deret data dan 




−−= ttt XXX             (2.18) 




' −=−=          (2.19) 
Pembedaan pertama dinyatakan oleh (1 – B). Sama halnya apabila pembedaan 
orde kedua (yaitu pembedaan pertama dari pembedaan pertama sebelumnya) 
harus dihitung, maka 




        (2.20) 
 
Pembedaan orde kedua diberi notasi (1 – B)2 
Tujuan menghitung pembedaan adalah untuk mencapai stasioneritas dan secara 
umum apabila terdapat pembedaan orde ke-d untuk mencapai stasioneritas ditulis 
sebagai berikut: 
Pembedaan orde ke-d  
t
dd
t XBX )1( −=             (2.21) 
 Suatu data deret berkala dikatakan stasioner dalam varians, jika plot deret 
berkala tidak memperlihatkan adanya perubahan varians yang jelas dari waktu ke 
waktu (Makridakis, 1999:333). Begitu pula sebaliknya jika data deret berkala 
menunjukkan terdapat variasi fluktuasi data pada grafik maka data tersebut 
termasuk dalam deret berkala yang belum stasioner berdasarkan varians. Untuk 
melihat suatu data stasioner atau belum dalam varians dapat menggunakan plot 
time series dan plot ACF. Gambar 2.4 menunjukkan bahwa data deret berkala 
stasioner dalam varians dan gambar 2.5 menunjukkan bahwa data deret berkala 










































































Autocorrelation Function for Kec_angin (X4)
(with 5% significance limits for the autocorrelations)
Gambar 2.4 Plot Time series dan Autokorelasi Data Stasioner 
dalam Varians 
 
Pada gambar 2.4 plot time series memperlihatkan bahwa data stasioner dalam 
varians. Hal itu dikarenakan tidak terlihat adanya perubahan varians yang begitu 
jelas. Begitu pula dengan plot ACF pada setelah lag pertama mengalami 

























  Plot  time  series  dan  ACF  pada  gambar  2.5  memperlihatkan  bahwa  data  belum 
stasioner  dalam  varians.  Pola  musiman  terlihat  pada  kedua  plot  tersebut.  Data 
























Autocorrelation Function for curah hujan






















XT                            (2.22) 

















      ARIMA  (Autoregressive  Integrated  Moving  Average)  sering  disebut  juga  metode 
deret  berkala  Box‐Jankins.  Sedangkan  model  ARIMA  merupakan  model  yang  secara 
penuh  mengabaikan  variabel  independen  dalam  membuat  peramalan.  ARIMA 
menggunakan nilai masa  lalu dan sekarang dari variabel dependen untuk menghasilkan 
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peramalan  jangka  pendek  yang  akurat  dan  cocok  digunakan  jika  observasi  dari  deret 
berkala saling berhubungan satu sama lain.  
Model Box‐Jankins ARIMA dibagi dalam  tiga kelompok yaitu model autoregressive 
(AR),  model  moving  average  (MA)  dan  model  campuran  ARMA  yang  mempunyai 
karakteristik dari dua model pertama. 
1. Model Autoregressive (AR) 
Autoregressive  adalah  suatu  bentuk  persamaan  regresi  tetapi  bukan  yang 
menghubungkan  variabel  tak  bebas  dengan  variabel  bebas,  melainkan 
menghubungkan nilai‐nilai sebelumnya dengan diri sendiri (masing‐masing variabel) 
pada  time  lag  (selang  waktu)  yang  bermacam‐macam.  Jadi  suatu  model  AR 
dikatakan  mengikuti  proses  AR  jika  lag‐lag  pada  plot  (ACF)  menurun  secara 
eksponensial  dan  banyaknya  lag  yang  signifikan  berbeda  dengan  nol  pada  plot 
(PACF) digunakan sebagai indikasi parameter p. Bentuk umum model autoregressive 
dengan  berorde  ke‐p AR(p)  atau model ARIMA(p,0,0)  dinyatakan  sebagai  berikut:   
(Makridakis:1999:385)                                                                                                 







Dua kasus yang sering dihadapi adalah apabila p = 1 dan p = 2 yaitu 
berturut-turut untuk model AR(1) dan AR(2). Dua kasus ini dapat ditulis 
persamaannya sebagai berikut : 
i. AR(1) atau ARIMA(1,0,0) 
ttt eXX ++= −11' φµ                                                (2.24) 
Dengan menggunakan simbol operator shift mundur, B, persamaan (2.24) 


























Berikut adalah bentuk plot ACF dan PACF model AR (1)  (Wei, 1990:35). 






     kρ                                      kkφ  
 
                 a. ACF                                 b. PACF 
          Gambar 2.6 Plot ACF dan PACF Model AR (1) 
  Gambar  2.6 menunjukkan  pola  ACF  dan  PACF model  AR  (1).  Terlihat  pada 
gambar  bahwa  ACF  menurun  mendekati  nol  dan  plot  PACF  signifikan  pada  lag 
pertama. 
ii. AR(2) atau ARIMA(2,0,0) 
tttt eXXX +++= −− 2211' φφµ                                                            (2.26) 
Dengan menggunakan simbol operator shift mundur, B, persamaan (2.27) 















                           (2.28) 
 
01 1 <<− φ 01 1 <<− φ





















2. Model Moving Average (MA) 
  Moving Average atau rata‐rata bergerak berarti bahwa nilai deret berkala pada 
waktu  t   dipengaruhi  oleh  unsur  kesalahan  pada  saat  ini  dan  (mungkin)  unsur 
kesalahan pada masa  lalu. Suatu deret berkala dikatakan mengikuti proses MA, jika 
lag‐lag  pada  plot  PACF  menurun  secara  eksponensial  dan  banyaknya  lag  yang 
signifikan  berbeda  dengan  nol  pada  ACF  digunakan  sebagai  indikasi  besarnya 
21 0dan 0 φφ << 21 0dan  0 φφ <<  
21 0dan 0 φφ <> 21 0dan 0 φφ <>
0dan 0 21 <> φφ 0dan 0 21 <> φφ










Dalam praktek, dua kasus yang sering dihadapi adalah apabila q = 1 dan q 
= 2 yaitu berturut-turut untuk model MA(1), dan MA(2). Persamaan dua kasus 
tersebut dapat ditulis sebagai berikut : 
i. ARIMA(0,0,1) atau MA(1) 




















Gambar 2.8 Plot ACF dan PACF Model MA (1) 
 
Gambar 2.8 menunjukkan bahwa pola plot ACF dan PACF pada model MA 
(1), yaitu plot ACF signifikan pada di lag pertama dan PACF menurun 
mendekati nol. 
ii. ARIMA(0,0,2) atau MA(2)  
tt eBBX )1(
2





10 θ< 10 θ<




Berikut bentuk plot ACF dan PACF model MA (2), (Suhartono, 2005: 54) 





















Gambar 2.9 Plot ACF dan PACF Model MA(2) 
21 0dan  0 θθ <>  21 0dan  0 θθ <>  
0dan  0 21 <> θθ  0dan  0 21 <> θθ  
21 0dan  0 θθ <<   21 0dan  0 θθ <<  
0dan  0 21 >> θθ   0dan  0 21 >> θθ  
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3. Model Campuran Autoregressive Moving Average (ARMA) 
Suatu perluasan yang diperoleh dari model AR dan MA adalah model campuran 
ARMA.  Bentuk  umum  untuk  model  campuran  ARMA(p,q)  dapat  ditulis  sebagai 
berikut:  
     qtqttptptt eeeXXX −−−− −−−++++= θθφφµ ...... 1111'         (2.32) 





p eBBXBB )...1()...1( 1
'
1 θθµφφ −−−+=−−−  
    dengan  
  )(Bpφ =  )...1( 1 ppBB φφ −−−  
  )(Bqθ =  )...1( 1 qq BB θθ −−−  
Maka model tersebut dapat ditulis sebagai berikut:  
      tqtp eBXB )()(









ARMA (1,1) atau ARIMA (1,0,1) 
        1111
'
−− −++= tttt eeXX θφµ                  (2.34) 
     11
'
11 −− −+=− tttt eeXX θµφ  
      tt eBXB )1()1( 1
'
1 θµφ −+=−         (2.35) 
  













































0dan    0 11 <> θφ   0dan    0 11 <> θφ  
0dan    0 11 >> θφ   0dan    0 11 >> θφ  
0dan    0 11 << θφ   0dan    0 11 << θφ  
0dan    0 11 >< θφ  
0) ( 11 >−θφ   0) ( 11 >−θφ  























' θµφ +=−               (2.36) 
dengan  operator  AR(p)  dinyatakan  dalam  bentuk  polinomial 
)...1()( 221
p





qq BBBB θθθθ −−−−=                   (2.38) 
Parameter d menunjukkan bahwa proses tidak stasioner.  Jadi apabila parameter d = 0 
maka  proses  telah  stasioner.  Namun  dalam  prakteknya  jarang  diperlukan  pemakaian 
nilai  p,  d,  q  selain  0,  1  atau  2.  Persamaan  untuk  khasus  yang  paling  sederhana, 
ARIMA(1,1,1) adalah sebagai berikut: 
          tt eBXBB )1()1)(1( 1
'









1. Identifikasi Model 
    Identifikasi model berkaitan dengan penentuan order pada ARIMA. Oleh karena 
itu,  identifikasi  model  dilakukan  setelah  melakukan  analisis  deret  berkala  untuk 
mengetahui adanya autokorelasi dan kestasioneran data  sehingga dapat diketahui 
perlu  tidaknya  dilakukan  transformasi  dan  pembedaan.  Jika  data  tidak  stasioner 
dalam  hal  varians  maka  dapat  dilakukan  suatu  transformasi  dan  jika  data  tidak 
stasioner dalam hal  rata‐rata maka dilakukan pembedaan.  Langkah pertama  yang 
baik untuk menganalisis data deret berkala adalah dengan membuat plot data time 
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series  terlebih  dahulu.  Hal  ini  bermanfaat  untuk  mengetahui  adanya  trend  dan 
pengaruh musiman  pada  data  tersebut.  Langkah  selanjutnya  adalah menganalisis 
koefisien  autokorelasi  dan  koefisien  autokorelasi  parsialnya  dengan  tujuan 
mengetahui  kestasioneran data  dalam  rata‐rata  dan  dari  plot ACF,  PACF  tersebut 
dapat diidentifikasi order model ARMAnya. 
2. Estimasi Parameter Model 
Menurut Makridakis(1999:407) dalam mendapatkan penaksiran parameter 
ada 2 cara yang mendasar yaitu: 
a. Dengan cara mencoba-coba, yaitu menguji beberapa nilai yang berbeda 
dan memilih satu nilai tersebut (atau sekumpulan nilai, apabila terdapat 
lebih dari satu parameter yang akan ditaksir) yang meminimumkan jumlah 
kuadrat nilai sisa. 
b. Perbaikan secara iteratif dengan memilih taksiran awal dan kemudian 
membiarkan program komputer memperhalus penaksiran tersebut secara 
interaktif. 
Setelah dilakukan estimasi parameter maka parameter tersebut perlu diuji 
signifikansinya untuk mengetahui apakah parameter tersebut dapat 
dimasukkan dalam model dengan uji hipotesis sebagai berikut: 
AR(Autoregressive) 
Ho : 0=iφ , dimana i = 1, 2, …, k (AR tidak signifikan dalam model) 
H1 : 0≠iφ  (AR signifikan dalam model) 
MA(Moving Average) 
  51
Ho : 0=iθ , dimana i = 1, 2, …, k (MA tidak signifikan dalam model) 
H1 : 0≠iθ  (MA signifikan dalam model) 














θ=                  (2.41) 
dengan kφˆ  adalah estimator dari kφ dan kθˆ  adalah estimator dari kθ  
sedangkan SE( kφˆ ) adalah standar eror yang diestimasi dari kφ .  







3. Pemeriksaan Diagnostik pada Model 
Pemeriksaan diagnostik merupakan salah satu tahap dalam pemodelan data 
deret berkala. Tahap ini bertujuan untuk memeriksa apakah model estimasi 
sudah sesuai yaitu model sudah memenuhi syarat white noise. Biasanya dalam 
pemodelan ARIMA dibentuk lebih dari satu model kemudian dilakukan 
perbandingkan untuk mengetahui model mana yang lebih baik  
 
4. Kriteria Pemilihan Model 










AIC 2)ˆln( 2 += σ                            (2.42) 
dengan n  = banyak pengamatan residual,  
    2σˆ  = jumlah kuadrat residual dibagi banyak pengamatan. 




beberapa  periode  waktu  tertentu,  misalnya  satu  tahun,  satu  bulan,  triwulanan  dan 
seterusnya.  Oleh  karena  itu,  deret  berkala  musiman  mempunyai  karakteristik  yang 
ditunjukkan  adanya  korelasi  yang  kuat. Model  ARIMA musiman  atau model  SARIMA 






















            (2.44) 
dengan: 
)(Bpφ      =  )...1( 221 pp BBB φφφ −−−− , parameter AR nonseosonal 
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)( SP BΦ  =  )...1( 221 QSpSS BBB Φ−−Φ−Φ− , parameter AR seasonal 
)(Bqθ      =  )...1( 221 qq BBB φθθ −−−− , parameter MA nonseasonal 
)( SQ BΘ  =  )...1( 221 QSQSS BBB Θ−−Θ−Θ− , parameter MA seasonal 
µ      = konstanta 
S     = banyak periode per musim 






































Autocorrelation Function for curah hujan





Prosedur identifikasi, estimasi parameter, diagnostic checking dan 
peramalan pada model ARIMA musiman tidak berbeda dari prosedur pembentukan 
model ARIMA untuk data deret berkala tidak musiman. Berikut merupakan 
langkah-langkah pembentukan model ARIMA yang disajikan dalam bentuk 





























Tidak   Ya  
Data deret berkala 
yang berpola trend 
dan/atau varians 
i
Data stasioner  Data tidak stasioner 
Jika tidak stasioner dalam 
varians dilakukan 
transformasi dan jika tidak 
stasioner dalam rata-rata 
dilakukan pembedaan sampai 
diperoleh data stasioner 
Merumuskan kelompok model-model yang umum 
Penetapan model untuk sementara 
Penaksiran parameter pada model 
sementara
Pemeriksan diagnostik (Apakah model 
memenuhi?) Bila ada dugaan model 
lebih dari satu maka dipilih nilai AIC yang 
paling kecil







 Model  fungsi  transfer  multivariat  merupakan  gabungan  dari  model  ARIMA 
univariat  dan  analisis  regresi  berganda  sehingga  menjadi  suatu  model  yang 
mencampurkan  pendekatan  deret  berkala  dengan  pendekatan  kausal.  Beberapa  hal 
yang berkaitan dengan model  fungsi transfer antara  lain deret berkala output, disebut 
Yt, yang diperkirakan akan dipengaruhi oleh deret berkala  input, disebut Xt, dan  input‐
input  lain  yang  digabungkan  dalam  satu  kelompok  yang  disebut  gangguan  (noise) Nt. 
Seluruh  sistem  tersebut  adalah  sistem  yang  dinamis,  dengan  kata  lain  deret  input 
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jj δω= adalah  fungsi  transfer  ke‐j  untuk  deret  input  xjt  dan  ta  
diasumsikan  saling bebas dengan deret  input xjt,  j = 1, 2, …, k. Persamaan  (3.5) dapat 
pula ditulis sebagai berikut: 



























deret  output  (Yt)  adalah  dengan  cara  mengidentifikasi  deret  input  tunggal  terlebih 
dahulu  supaya mendapatkan  order model  ARIMA.  Setelah  didapatkan model  ARIMA 
untuk  deret  input  tunggal  dan  deret  output  selanjutnya  dilakukan  pemutihan  dan 
dilanjutkan dengan perhitungan korelasi silang untuk masing‐masing deret input dengan 
output  yang  berguna  untuk menentukan    nilai  r,s,b.  Sebagaimana  Liu  dan Hanssensn 
(1982) menyarankan  suatu  prosedur  identifikasi  simultan  yang menggunakan  kuadrat 
terkecil umum untuk mengestimasi bobot respons impuls. Setelah estimasi bobot‐bobot 
respons impuls diperoleh baru dapat mengidentifikasi bentuk model fungsi transfer dan 



















   Pada  tahap  ini  yang  perlu  dilakukan  adalah mengidentifikasi  kestasioneran 
deret  input  dan  output.  Untuk  menghilangkan  ketidakstasioneran  maka  perlu 
mentransformasi  atau  melakukan  pembedaan  deret‐deret  input  dan  output. 
Transformasi yang biasa diterapkan adalah dalam bentuk (Makridakis, 1999:451) 
 
              (3.7) 




dapat  diatur  dengan  menghilangkan  seluruh  pola  yang  diketahui  supaya  yang 
tertinggal hanya white noise. Pemutihan deret input xt dengan proses ARIMA(px,0,qx) 
adalah  















    Apabila  suatu  transformasi pemutihan dilakukan untuk xt maka  transformasi 











                             (3.10)   
1.4. Perhitungan  korelasi  silang dan  autokorelasi deret  input dan deret output 
yang telah diputihkan 
  Di  dalam  memodelkan  ARIMA  univariat  koefisien  autokorelasi  merupakan 
statistik yang membantu menetapkan model. Sedangkan dalam memodelkan fungsi 
transfer  autokorelasi memerankan  peranan  kedua  untuk  koefisien  korelasi  silang. 
Fungsi korelasi silang adalah ukuran kekuatan hubungan antar dua variabel. Korelasi 


























































            (3.13) 
  Rumus  kesalahan  standar  berikut  berguna  untuk  memeriksa  apakah  rxy(k) 












    Di  dalam model  fungsi  transfer multivariat perhitungan  korelasi  silang pada 
masing‐masing  input  x  terhadap  output  y  digunakan  untuk mengetahui  nilai  r,s,b 




Langkah  selanjutnya  setelah  perhitungan  korelasi  silang  adalah  penaksiran 
nilai bobot respon impuls. Bobot respon impuls ini berguna untuk menghitung deret 
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1.6. Penetapan  (r,s,b) untuk model  fungsi  transfer  yang menghubungkan deret 
input dan deret output 













)( += −                 (3.16)  
Berikut  ini beberapa aturan yang dapat digunakan untuk menduga nilai  r, s, b dari 
suatu fungsi transfer. (Wei,1994;324)  












r  =  1  bila  plot  pada  korelasi  silang  menunjukkan  suatu  pola  eksponensial 
menurun. 








v(B)xt = ωo xt-2 
v(B)xt = (ωo -  ω1B)xt-2 















































































  Bobot  respon  impuls  diukur  secara  langsung  dan  ini  memungkinkan 
dilakukannya perhitungan nilai taksiran dari deret gangguan nt dikarenakan 
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ω−=                  (3.18) 
     tt xBvy )(ˆ−=                                     (3.19)     
     gtgtttt xvxvxvxvy −−− −−−−−= ...22110           (3.20) 
1.8. Penetapan (pn,qn) untuk model ARIMA (pn,0,qn) dari deret gangguan nt 
Sesudah menggunakan  persamaan  deret  gangguan  nt  nilai‐nilai  nt  dianalisis 
dangan  cara  ARIMA  biasa  untuk menentukan model  ARIMA  yang  tepat  sehingga 
diperoleh  nilai  pn  dan  qn.  Dengan  cara  ini  fungsi  )(Bnφ   dan  θn(B)  untuk  deret 
gangguan nt dapat diperoleh untuk mendapatkan persamaan  
  tntn eBnB )()( θφ =                   (3.21) 
2. Tahap Kedua : Penaksiran Parameter‐parameter Model Fungsi Transfer  
  Langkah  kedua  setelah  mengidentifikasi  bentuk  model  adalah  penaksiaran 
parameter‐parameter  model  fungsi  transfer  input  tunggal.  Model  fungsi  transfer 
sementara yang didapatkan pada persamaan (3.16) perlu dilakukan estimasi parameter 
)',...,( 1 rδδδ = ,  )',...,,( 10 sωωωω = ,  )',...,( 1 pφφφ = ,  )',...,( 1 qθθθ =   dan 
2
aσ sehingga persamaan (3.16) dapat ditulis kembali menjadi 
tbtt aBBxBByBB )()()()()()( θδωφφδ += −              (3.22) 

































+−−−−=           (3.29) 
jadi diperoleh 
++++−−−−= −−−+−−−−−+− spbtspbtbtrptrpttt xdxdxdycycya ...... 11011  
               qrtqrt aeae −−+− ++ ....11               (3.30) 
dimana  ci, dj, dan ek adalah  fungsi  transfer dari  kji φωδ ,, dan  lθ . Metode penaksiran 
yang digunakan adalah Conditional Maximum Likelihood. Diasumsikan bahwa  ta  adalah 



























































dan membandingkan hasilnya dengan  tabel distribusi  2χ dengan  taraf  signifikansi 
α   dan  derajat  bebas m‐pn‐qn  (pn,qn merupakan  nilai  autoregressive  dan moving 
average dari deret noise). Tolak Ho jika Q ≥  2,dfαχ   
3.2. Perhitungan  korelasi  silang  antara  nilai  sisa  dengan  deret  gangguan  yang 
telah diputihkan. 
  Korelasi  silang  antar  deret  input  dan  deret  output  yang  telah  diputihkan 
menggambarkan  tingkat hubungan  antarderet. Korelasi  silang dapat dikonversi  ke 
dalam estimasi bobot  respons  impuls. Susunan dalam bobot‐bobot respons  impuls 
mengindikasikan  bentuk model  fungsi  transfer  sementara,  dengan menggunakan 
bobot‐bobot  respons  impuls  ini  dapat membangkitkan  suatu  estimasi  deret  noise 
awal dari model fungsi transfer. 
  Fungsi  respons  impuls mengukur  besarnya  korelasi  antara  x  dan  y.  Fungsi 
korelasi  silang  mirip  dengan  fungsi  autokorelasi  dan  fungsi  autokorelasi  parsial 
dalam menghitung korelasi tetapi korelasi silang mempunyai nilai tertentu untuk lag 
ke‐0 sedangkan fungsi autokorelasi sendiri adalah sebesar satu.  
  Pengujian korelasi silang antara nilai sisa dengan deret gangguan yang 
telah diputihkan menggunakan statistik uji Q dengan hipotesis  
Ho : Korelasi silang antara deret  ta dan  tα  tidak signifikan 
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−=                 (3.34) 
dengan 
m     = lag maksimum 
n*     = nilai  (s + b + px) dimana px adalah banyak parameter AR pada model ARIMA 
dengan deret input (xt) 
   




  Pemodelan  fungsi  transfer multivariat  dilakukan  dengan  cara memodelkan  secara 
serentak  seluruh  variabel  yang  sudah  diidentifikasi  sebelumnya.  Identifikasi  nilai‐nilai 
bobot  respons  impuls  dan  korelasi  silang  dijadikan  dasar  dalam  pemodelan  serentak 
yang menghasilkan fungsi transfer multivariat. Cara yang dilakukan dalam model fungsi 
transfer multivariat  sama  halnya  yang  dilakukan  pada model  input  tunggal.  Adapun 
langkah‐langkahnya sebagai berikut: 









4. Menentukan  nilai  r,s,b  pada  masing‐masing  deret  input  dan  menghitung  nilai 
gangguan (nt) sehingga model fungsi transfer input tunggal selesai terbentuk. 
  Tahapan  tersebut merupakan pembentukan model  fungsi  transfer  input  tunggal. 
Sedangkan untuk model fungsi transfer multivariate dilanjutkan dengan cara: 
5. Nilai  r,s,b  pada  masing‐masing  deret  input  yang  telah  didapat  lalu  dilakukan 
estimasi  secara  serempak  dengan  metode  penaksiran  yang  digunakan  adalah 
conditional least square estimation.  
6. Sedangkan nilai gangguan gabungannya didapat dari rumus 









  Estimasi  yang  dilakukan  dalam model  fungsi  transfer  ini menggunakan  alat  bantu 
program SAS.  

























                        (3.36) 
C. Penerapan Model Fungsi Transfer Multivariat dalam Peramalan Curah Hujan 
Di  dalam  penulisan  ini model  fungsi  transfer multivariat  akan  diaplikasikan  pada 




model  fungsi  transfer  multivariat  yang  pada  tahap  akhir  dapat  digunakan  sebagai 
peramalan. Tahap pertama untuk pembentukan model fungsi transfer multivariat adalah 
melalui  pembentukan  model  input  tunggal  atau  bivariat  yang  kemudian  dilakukan 


























































































 Hal  ini  didukung  oleh  plot  ACF    yang  menunjukkan  data  curah  hujan  tidak 
stasioner  dalam  rata‐rata.  Berdasarkan  plot  time  seris  terlihat  adanya  perubahan 
nilai pada  varians  sehingga menunjukkan bahwa  curah hujan  juga belum  stsioner 
dalam varians. Terdapat adanya pola musiman pada data curah hujan tersebut. Pada 
lag  1,  6  dan  12  berbeda  nyata  dengan  nol  hal  itu  menunjukkan  adanya  pola 



























Partial Autocorrelation Function for curah hujan






















Autocorrelation Function for curah hujan























Autocorrelation Function for cur d12

























Partial Autocorrelation Function for cur d12
















































































































Autocorrelation Function for kelembaban udara


























Partial Autocorrelation Function for kelembaban udara






hal  itu  terlihat adanya perubahan nilai  tengahnya.  Selain  itu  lag 1, 6 dan 12  yang 


























Autocorrelation Function for kel d12

























Partial Autocorrelation Function for kel d12






Setelah  dilakukan  pembeda duabelas  plot ACF memperlihatkan bahwa  data 
telah  stasioner dalam  rata‐rata,  sudah  tidak  terlihat  lagi  fluktuasi  yang  tajam dan 
tidak ada perubahan nilai  tengah. Melalui plot ACF dan PACF  tersebut dapat  telah 
dapat diidentifikasi order model ARIMA yang sesuai untuk data kelembaban udara. 
Plot  ACF  mengidentifikasikan  bentuk  MA(1)  untuk  pola  musimannya  hal  itu 
dikarenakan pada  lag 12 keluar dari garis  signifikan dan  jika dilihat dari plot PACF 
ada  pula  kemungkinan  mengandung  pola  AR(1)  untuk  musimannya.  Selain  itu 
setelah  lag  kedua  pada  plot  ACF  nampak  menurun  dan  PACF  memperlihatkan 
adanya  penurunan  setelah  lag  kedua maka  dapat  diduga  terdapat model  AR  (2) 
untuk pola non‐musiman. Menurut  identifikasi  tersebut dapat diduga order model 






































































































Autocorrelation Function for Input Tekanan udara (X2)


























Partial Autocorrelation Function for Input Tekanan udara (X2)







itu dikarenakan masih adanya  fluktuasi yang  tajam pada plot  time series, dan plot 
ACF  pun  jelas  memperlihatkan  adanya  peubahan  varians  serta  nilai  tengah  dari 
waktu ke waktu. Data tekanan udara ini juga mengandung pola musiman yang jelas 
ditunjukkan oleh plot ACF. Oleh karena data  tersebut belum stasioner dalam  rata‐
rata  dan  varians maka  dilakukan  pembeda.  Pembeda  dua  belas  dilakukan  karena 























Autocorrelation Function for tekan d12


























Partial Autocorrelation Function for tekan d12







telah stasioner dalam  rata‐rata dan sudah  tidak  terlihat  lagi adanya  fluktuasi data, 
walaupun  masih  ada  lag  yang  keluar  dari  garis  signifikan  namun  sudah  lebih 
stasioner  sehingga  dapat  diidentifikasi  order  model  ARIMA  untuk  data  tekanan 
udara.  Pada  plot  ACF  terlihat  bahwa  lag  mengalami  penurunan  dan  pada  lag 
pertama  plot  PACF  keluar  dari  garis  signifikan  yang  mengidentifikasikan  bentuk 
AR(1) untuk pola non‐musiman, namun dapat  juga diduga model ARMA(1,1) non‐
musiman sebab selain plot ACF yang menurun dari lag pertama, pada plot PACF pun 
terlihat mengalami penurunan dari  lag pertama walaupun  setelah  lag  kedua pada 
lag  ketiga  nilai  autokorelasi  parsial  turun  sampai  nol.  Selain  itu  pola  musiman 
terlihat pada plot ACF yang mengidentifikasikan bentuk MA(1). Dugaan order model 







































































































Autocorrelation Function for temperatur


























Partial Autocorrelation Function for temperatur





Deret  input  temperatur  pada  plot  time  series  dan  ACF mengidentifikasikan 
bahwa  data  belum  stasioner  dalam  rata‐rata.  Hal  itu  terlihat  masih  adanya 
peubahan nilai tengah pada plot time series akan tetapi data telah stasioner dalam 
varians  hal  itu  terlihat  bahwa  tidak  adanya  perubahan  varians  dalam  plot  time 
series. Bila dilihat dari plot ACF dan PACF gambar 3.12 pola musiman  tidak begitu 
nampak.  Lag pada plot ACF yang  signifikan pada garis putus‐putus adalah  lag 2, 9 
dan 13. Walaupun tidak begitu menampakkan pola musiman yang  jelas data dapat 
diduga  mengandung  pengaruh  musiman  tahunan.  Untuk  menstasionerkan  data 









menjadi  lebih  baik  walaupun  ada  beberapa  lag  yang  masih  keluar  dari  garis 





positif  kemudian  lag 12 pada plot PACF  turun  ke bawah dan  signifikan pada  garis 
putus‐putus  lalu  lag 13 bernilai positif maka diduga model untuk data  temperatur 
juga terdapat model AR(2) untuk musiman. Kemungkinan order model ARIMA untuk 























Autocorrelation Function for tem d12


























Partial Autocorrelation Function for tem d12















































































































Partial Autocorrelation Function for kecepatan angin





Deret  input  kecepatan  pada  plot  ACF  dan  PACF  gambar  3.15 menunjukkan 
data  telah  stasioner  dalam  rata‐rata.  Melalui  plot  ACF  dan  PACF  telah  dapat 
diidentifikasi order model ARIMA‐nya. Akan  tetapi dalam pemodelan model  fungsi 
transfer  ini  untuk  mendapatkan  nilai  estimasi  yang  sesuai  dengan  model  dan 

























Autocorrelation Function for kecepatan angin























Autocorrelation Function for kec d12

























Partial Autocorrelation Function for kec d12






disajikan  pada  gambar  3.16.  Walaupun  masih  ada  lag  yang  keluar  dari  garis 
signifikan akan tetapi dari plot data tersebut telah dapat untuk mengidentifikasikan 
order model  ARIMA  yang  sesuai  dengan  data  kecepatan  angin. Melihat  plot  ACF 
yang menurun  samapi  nol  setelah  lag  kedua  atau  ketiga  dan  plot  PACF  pada  lag 
pertama  signifikan  dengan  garis  putus‐putus  dapat  diduga  kemungkinan  model 
untuk data kecepatan angin adalah AR(1) untuk non‐musimannya. Sedangkan untuk 
pola musimannya  plot  ACF memperlihatkan  pada  lag  12  signifikan  dengan  garis 
tersebut sehingga diduga terdapat model MA(1). Kemungkinan order model ARIMA 
yang cocok untuk deret input kecepatan angin adalah (1,0,0)(0,1,1)12. Setelah proses 
















t-value p-value AIC 
(2,0,0)(0,1,1)12 
1φ = 0,25820     
2φ  =  0,25266   
1Θ = 0,90054     
 2,39 
2,33 
10,84      
0,0190 
0,0225 
< 0,0001      
474,8991 
(2,0,0)(1,1,0)12 
1φ = 0,22678 
2φ = 0,21601 
1Φ = -0,4134 
2,07 
1,93 






    Untuk mengetahui apakah estimasi parameter  signifikan dalam model maka 
dapat diuji dengan hipotesis sebagai berikut: 
1. Hipotesis 
  Ho : Estimasi parameter  1φ ,  2φ ,  1Θ ,  1Φ  tidak signifikan dalam model 



















dapat  dimasukkan  ke  dalam  model.  Pada  model  ARIMA(2,0,0)(1,1,0)12    terdapat 
parameter  yang  tidak  signifikan.  Bila  dilihat  dari  nilai  AIC  model 
ARIMA(2,0,0)(0,1,1)12  lebih kecil daripada model ARIMA(2,0,0)(1,1,0)12. Oleh karena 
itu keputusannya adalah model ARIMA(2,0,0)(0,1,1)12 merupakan model terbaik. 
    Setelah estimasi parameter  selesai  tahap  selanjutnya  adalah diagnostik model 
untuk mengetahui  kesesuaian model  yakni  residual  tα  memenuhi  asumsi  white 
noise.  Berikut    hipotesis    yang  digunakan  untuk mengetahui  apakah  autokorelasi 
residualnya berbeda nyata dari nol. 
1. Hipotesis  
Ho :  0...1 === kρρ (autokorelasi residualnya tidak signifikan) 
H1 :  0≠∃ iρ  (autokorelasi residualnya signifikan) 
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2. Taraf signifikansi α = 0,05 
3. Statistik uji Q =  ∑ = −+ mk k knrnn 1
2
)2(      
4. Kriteria keputusan tolak Ho jika Q ≥  2,dfαχ  atau p‐value ≤ α 
5. Perhitungan  




To lag Chi-Square df 2,dfαχ  p-value 
6 0,71 3 7,81 0,8716     
12 3,67 9 16,92 0,9318     
18 8,72 15 25,00 0,8919     
24 12,03 21 36,42 0,9387     
 
6.   Kesimpulan  
Berdasarkan  tabel  3.5  terlihat  bahwa  autokorelasi  residual  model 
ARIMA(2,0,0)(0,1,1)12 menunjukkan nilai p‐value yang lebih dari alpha 0,05 atau nilai 
Q untuk semua  lag kurang dari nilai  2,dfαχ . Keputusannya adalah Ho diterima yang 
artinya  autokorelasi  residual  tidak  signifikan  atau  tidak  terdapat  korelasi  antarlag. 
Oleh  sebab  itu  dapat  disimpulkan  bahwa  model  ARIMA(2,0,0)(0,1,1)12  cocok 
digunakan karena memenuhi asumsi white noise.  
  85




Model ARIMA Estimasi 
Parameter 
t-value p-value AIC 
(1,0,1)(0,1,1)12 
1φ = 0,78800 
1θ  = 0,47137 









1φ = 0,40552     
1Θ = 0,65996     
3,97 
7,05       
0,0002        
<0,0001       
221,156 
     
    Berikut  adalah  uji  hipotesis  untuk  mengetahui  signifikansi  estimasi 
parameternya: 
1. Hipotesis    
  Ho : Estimasi parameter  1φ ,  1θ ,  1Θ  tidak signifikan dalam model 












  Berdasarkan  tabel  3.6  semua  parameter  pada  model  ARIMA(1,0,1)(0,1,1)12  




parameter  dapat  dimasukkan  dalam  model.  Selain  itu  juga  karena  model 
ARIMA(1,0,1)(0,1,1)12  memiliki  nilai  AIC  yang  lebih  kecil  daripada  model 
ARIMA(1,0,0)(0,1,1)12.  Oleh  karena  itu  dapat  disimpulkan  bahwa  model 
ARIMA(1,0,1)(0,1,1)12 cocok digunakan.  




Ho :  0...1 === kρρ (autokorelasi residualnya tidak signifikan) 
H1 :  0≠∃ iρ  (autokorelasi residualnya signifikan) 
2. Taraf signifikansi α = 0,05 
3. Statistik uji Q =  ∑ = −+ mk k knrnn 1
2
)2(  
4. Kriteria keputusan tolak Ho adalah jika Q ≥  2,dfαχ  atau p‐value ≤ α 
5. Perhitungan  





To lag Chi-Square df 2,dfαχ  p-value 
6 7,51 3 7,81 0,0572 
12 11,27 9 16,92 0,2573 
18 12,92 15 25,00 0,6082 




dari  0,05  sehingga  dapat  disimpulkan  bahwa  Ho  diterima  berarti  autokorelasi 









2θ = -0,62572 
1Φ = -0,50689 









    Untuk mengetahui apakah estimasi parameter  signifikan dalam model maka 
dapat diuji dengan hipotesis sebagai berikut: 
1. Hipotesis  
  Ho : Estimasi parameter  2θ ,  1Φ ,  2Φ  tidak signifikan dalam model 
















untuk mengetahui  kesesuaian model  yakni  residual  tα  memenuhi  asumsi  white 




Ho :  0...1 === kρρ (autokorelasi residualnya tidak signifikan) 
H1 :  0≠∃ iρ  (autokorelasi residualnya signifikan) 
2. Taraf signifikansi α = 0,05 
3. Statistik uji Q =  ∑ = −+ mk k knrnn 1
2
)2(    
4. Kriteria keputusan untuk menolak Ho jika Q ≥  2,dfαχ  atau p‐value ≤ α 
5. Perhitungan  




To lag Chi-Square df 2,dfαχ  p-value 
6 4,23 3 7,81 0,2374 
12 10,45 9 16,92 0,3153 
18 18,19 15 25,00 0,2530 
24 23,68 21 32,67 0,3086 
 
6. Kesimpulan 
  Berdasarkan tabel 3.9 menunjukkan bahwa nilai p‐value untuk semua  lag  lebih 












1φ = 0,79874 








  Ho : Estimasi parameter  1φ ,  1Θ  tidak signifikan dalam model 





















Ho :  0...1 === kρρ (autokorelasi residualnya tidak signifikan) 
H1 :  0≠∃ iρ  (autokorelasi residualnya signifikan) 
2. Taraf signifikansi α = 0,05 
3. Statistik uji Q =  ∑ = −+ mk k knrnn 1
2
)2(  





To lag Chi-Square df 2,dfαχ  p-value 
6 5,57 4 9,49 0,2335 
12 10,47 10 18,31 0,4006 
18 15,92 16 26,30 0,4588 




























12 )1()1( αφφφφ Θ−=+−+−−    
12111141221213111111211 −−−−−− Θ−=+−+−− tttttttt xxxxxx ααφφφφ  
12111412212131111112111 −−−−−− Θ++−+−−= tttttttt xxxxxx αφφφφα  
dengan   1φ = 0,25820,  2φ = 0,25266,  1Θ = 0,90054 dan tetapkan  )141(1 −α = 0 
sehingga deret  t1α  menjadi sebagai berikut


















12 )1()1( αθθφφ Θ+−Θ−=+−−  
132111211221213211211222 −−−−−− Θ+−Θ−=+−− tttttttt xxxx αθαθααφφ  
132111211221132112112222 −−−−−− Θ−+Θ++−−= tttttttt xxxx αθαθαφφα  
 dengan  1φ =  0,78800,    1θ   =  0,47137,  1Θ =  0,64816  dan  tetapkan  )131(2 −α =  0 
sehingga deret  t2α menjadi sebagai berikut 






















1 )1()1( αθ−=Φ+Φ+−Φ−Φ−  
232336322431123243212313 −−−−−− −=Φ+Φ+−Φ−Φ− tttttttt xxxxxx αθα  
232363224311232432123133 −−−−−− +Φ+Φ+−Φ−Φ−= tttttttt xxxxxx αθα  
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  dengan  1Φ =  ‐0,50689,    2Φ =  ‐0,49954,  2θ =  ‐0,62572 dan tetapkan  )361(3 −α = 0 
sehingga deret  t3α menjadi sebagai berikut 
















1 )1()1( αφφ Θ−=+−−  
1241413411241414 −−−− Θ−=+−− tttttt xxxx ααφφ  
1241134112414144 −−−− Θ++−−= tttttt xxxx αφφα  
dengan  1φ = 0,79874,  1Θ = 0,94537 dan tetapkan  )131(4 −α = 0 sehingga deret 
t4α menjadi sebagai berikut 





Setelah  pada  tahap  pemutihan  deret  input  selesai maka  selanjutnya  adalah 
“pemutihan” deret output. Cara untuk melakukan “pemutihan” deret output yakni 
menggunakan persamaan yang ada pada masing‐masing deret input dan mengganti 
xit  menjadi  yit  serta  mengganti  αit  menjadi  βit.  Berikut  merupakan  proses 
“pemutihan” deret output 
















12 )1()1( βφφφφ Θ−=+−+−−    
12111141221213111111211 −−−−−− Θ−=+−+−− tttttttt yyyyyy ββφφφφ  
12111412212131111112111 −−−−−− Θ++−+−−= tttttttt yyyyyy βφφφφβ  
dengan   1φ = 0,25820,  2φ = 0,25266,  1Θ = 0,90054 dan tetapkan  )141(1 −β = 0 
sehingga deret  t1β  menjadi sebagai berikut





















12 )1()1( βθθφφ Θ+−Θ−=+−−  
132111211221213211211222 −−−−−− Θ+−Θ−=+−− tttttttt yyyy βθβθββφφ  
132111211221132112112222 −−−−−− Θ−+Θ++−−= tttttttt yyyy βθβθβφφβ  
 dengan  1φ =  0,78800,    1θ   =  0,47137,  1Θ =  0,64816  dan  tetapkan  )131(2 −β =  0 
sehingga deret  t2β menjadi sebagai berikut 























1 )1()1( βθ−=Φ+Φ+−Φ−Φ−  
232336322431123243212313 −−−−−− −=Φ+Φ+−Φ−Φ− tttttttt yyyyyy βθβ  
232363224311232432123133 −−−−−− +Φ+Φ+−Φ−Φ−= tttttttt yyyyyy βθβ  
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  dengan  1Φ =  ‐0,50689    2Φ =  ‐0,49954,  2θ =  ‐0,62572 dan  tetapkan  )361(3 −β = 0 
sehingga deret  t3β menjadi sebagai berikut 

















1 )1()1( βφφ Θ−=+−−  
1241413411241414 −−−− Θ−=+−− tttttt yyyy ββφφ  
1241134112414144 −−−− Θ++−−= tttttt yyyy βφφβ  
dengan  1φ = 0,79874,  1Θ = 0,94537 dan tetapkan  )131(4 −β = 0 sehingga deret  t4β  
menjadi sebagai berikut 
1241341241444 94537,079874,079874,0 −−−− ++−−= tttttt   yy yy ββ    
hasilnya disajikan pada lampiran 2. 
Tahap  selanjutnya  setelah  pemutihan  deret  input  dan  output  selesai  adalah 
























Autocorrelation Function for pemutihan temperatur






















Autocorrelation Function for pemutihan kec_angin







Pada  tahap  ini  perhitungan  korelasi  silang  dan  autokorelasi  dilakukan  pada 
masing‐masing deret input dan deret output yang telah diputihkan tujuannya adalah 
untuk  mengetahui  adakah  hubungan  dari  waktu  ke  waktu  yang  mempengaruhi 
deret tersebut. Sebelum dilakukan korelasi silang antarderet input dan output yang 
perlu diselidiki adalah autokorelasi dari masing‐masing deret  input. Berikut adalah 






















Autocorrelation Function for pemutihan kelembaban udara























Autocorrelation Function for pemutihantekanan udara











  Pada  gambar  3.17  memperlihatkan  autokorelasi  pada  masing‐masing  deret 
input yang  terlah diputihkan. Autokorelasi pada  input kelembaban udara,  tekanan 
udara dan kecepatan angin menunjukkan pada dasarnya telah nol. Sedangkan pada 
deret  input  temperatur  terlihat  ada beberapa  lag  yang melebihi  garis  signifikansi, 








selanjutnya  dan  sesaat  kemudian  pengaruh  tersebut  tidak  ada maka  itu  disebut 
penundaan  yang pada  langkah  selanjutnya  akan dijadikan  sebagai penentu waktu 


















































































































  Nilai  korelasi  silang  terdapat  pada  lampiran  3  yang  menjadi  dasar  dalam 












Kelembaban udara  t1α   Kelembaban udara  t1β  





tekanan udara  t2α   tekanan udara  t2β  





temperatur  t3α   temperatur  t3β  





kec_angin  t4α   kec_angin  t4β  









Pada  tahap  ini  untuk menghasilkan  bobot  respon  impuls menggunakan  hasil 
yang diperoleh dalam korelasi silang akan tetapi nilai negatif tidak digunakan dalam 
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dan output  pada  tabel  3.12 maka  dengan menggunakan  rumus persamaan  (3.15) 
didapatkan  hasil  perhitungan  bobot  respons  impuls  fungsi  transfer  untuk  input 
tunggal sebagai berikut: 
Tabel 3.13 Bobot Respon Impuls yang Mengidentifikasikan Fungsi Transfer 
k v1(k)   k v2(k)  k v3(k)  k v4(k) 
 0 0.336 0 -29.595 0 -3.392 0 -8.004
1 -1.427 1 20.906 1 -2.263 1 4.460
2 2.624 2 -15.568 2 6.755 2 2.979
3 -3.862 3 1.698 3 -3.903 3 -7.220
4 -3.417 4 13.920 4 -19.222 4 2.490
5 -0.854 5 -6.237 5 17.848 5 1.203
6 3.484 6 -10.636 6 14.505 6 -1.220
7 -0.082 7 1.608 7 8.447 7 2.152
8 0.139 8 17.709 8 -11.316 8 -8.704
9 -2.361 9 -3.522 9 5.694 9 0.011
10 -1.854 10 6.532 10 10.116 10 13.254
11 0.195 11 9.503 11 -8.927 11 -0.126
12 -2.014 12 -11.701 12 0.535 12 -17.313
13 2.937 13 2.855 13 12.207 13 15.892
14 -1.074 14 -8.158 14 -10.167 14 -7.582
15 0.742 15 6.151 15 -24.182 15 5.389
16 -4.669 16 -9.588 16 -14.700 16 -10.581
17 -0.942 17 9.900 17 -0.373 17 16.303
18 2.779 18 -15.567 18 12.019 18 -7.615




Parameter  b merupakan  nilai mutlak  penundaan  (delay)  sebelum  deret  input 
mempengaruhi  deret  output.  Penentuannya  adalah  dengan  menggunakan  grafik 
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pada  bobot  respon  implus  atau menggunakan  nilai  korelasi  silang  yaitu  pada  lag 
yang pertama kali mempengaruhi y secara signifikan. Sedangkan penentuan s adalah 
dengan memperkirakan lag waktu yang memperlihatkan suatu pola yang tidak jelas 
dan  penentuan  r  adalah  dengan memperkirakan  lag waktu  yang memperlihatkan 
suatu  pola  yang  jelas.  Berikut  merupakan  perkiraan  (r,s,b)  untuk  model  fungsi 
transfer input tunggal. 
Tabel 3.14 Estimasi penentuan (r,s,b) 
Variabel input r s b 
Kelembaban udara (X1) 0 0 3 
Tekanan udara (X2) 0 0 0 
Temperatur (X3) 0 0 4 
Kecepatan angin (X4) 0 0 12 
   
  Nilai  r dan  s pada  semua  variabel  input bernilai nol  karena pada plot  korelasi 
silang dapat dilihat bahwa lag‐lag pada korelasi silang tidak menunjukkan pola yang 
jelas sehingga diduga nilai yang sesuai adalah nol. Sedangkan untuk nilai tundanya 
dapat  dilihat  pada  masing‐masing  plot  korelasi  silang  bahwa  lag  pertama  yang 
mempengaruhi secara signifikan pada kelembaban udara adalah 3 dengan nilai lag ‐
0,14969, pada tekanan udara  lag yang pertama mempengaruhi y adalah  lag ke nol 
dengan  nilai  ‐0,24531  sehingga  dapat  dikatakan  bahwa  dari  awal  x  telah 
mempengaruhi  y.  Lag  yang  pertama mempengaruhi pada  deret  input  temperatur 
adalah lag keempat dengan nilai ‐0,19031. Terakhir kecepatan angin, keterlambatan 
terjadi  pada  lag  12  yang  menandakan  pada  waktu‐waktu  sebelumnya  x  belum 
mempengaruhi y setelah pada lag 12, baru x mempengaruhi y dengan nilai  
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‐0,22182  setelah  itu  tidak  berpengaruh  lagi.  Berdasarkan  tabel  3.14 model  fungsi 
transfer input tunggal yang terbentuk adalah sebagai berikut: 
  Model fungsi transfer untuk kelembaban udara 
  3101 )()( −= tt xxBv ω                   (3.45) 
  noisexy tt += −3101 )(ω                  (3.46) 
  Model fungsi transfer untuk tekanan udara 
  0202 )()( −= tt xxBv ω                  (3.47) 
  noisexy tt += )( 202 ω                 (3.48) 
  Model fungsi transfer untuk temperatur 
  4303 )()( −= tt xxBv ω                 (3.49) 
  noisexy tt += −4303 )(ω                  (3.50) 
  Model fungsi transfer kecepatan angin 
  12404 )()( −= tt xxBv ω                  (3.51) 






       191922110 ... −−− −−−−−= tttttt xvxvxvxvyn          (3.53) 
Masing‐masing  deret  input  dicari  deret  noisenya  yang  akan  berguna  untuk   
melengkapi model  fungsi  transfer  yang  terbentuk. Hasil deret  noise  selengkapnya 
ada pada lampiran 4  
  191922110 ... −−− −−−−−= tttttt xvxvxvxvyn          (3.54) 
  1191721811902020 ...)( xvxvxvxvyni −−−−−=  
  )1)(048.3(...)3)(426.2()3)(427.1()12)(336.0(0)( 201 −−−−−−−−=n  
                = 59,24 
 





)1.0)(12.7(...)3)(75.6()5.0)(26.2()3)(39.3(0)( 203 −−−−−−−−−=n  
      = 50,80 
 




Penetapan nilai  (pn,qn)  ini bertujuan mencari model ARIMA untuk deret  noise 
caranya sama halnya yang dilakukan pada pembentukan model ARIMA sebelumnya 























Autocorrelation Function for nt1


























Partial Autocorrelation Function for nt1
(with 5% significance limits for the partial autocorrelations)
 
Gambar 3.19 Plot ACF dan PACF pada Deret Noise Kelembaban Udara 
  Gambar  3.19 menunjukkan  plot  ACF  dan  PACF  deret  noise  pada  kelembaban 
udara.  Berdasarkan  kedua  plot  tersebut  dapat  diidentifikasi model  ARIMA  untuk 
deret noisenya. Plot ACF mengidentifikasikan bentuk MA(1) untuk musiman dan dari 






















Autocorrelation Function for nt2


























Partial Autocorrelation Function for nt2
(with 5% significance limits for the partial autocorrelations)
Gambar 3.20 Plot ACF dan PACF pada Deret Noise Tekanan Udara 
  Pada  plot  ACF  terlihat  lag  pertama  keluar  dari  garis  dan  kemudian  lag  kedua 
turun  samapi nol  sehingga dapat diduga model MA(1),  sedangkan  jika dilihat dari 
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plot ACF setelah  lag 12 nilainya turun sampai nol didukung dengan plot PACF pada 
lag  12  keluar  dari  garis  kemudian  nilainya  turun  yang mengidentifikasikan model 























Autocorrelation Function for nt3


























Partial Autocorrelation Function for nt3
(with 5% significance limits for the partial autocorrelations)
Gambar 3.21 Plot ACF dan PACF pada Deret Noise Temperatur 
  Plot  PACF  gambar  3.29  memperlihatkan  lag  pertama  keluar  dari  garis  dan 
kemudian turun membentuk pola eksponensial dan didukung dentgan  lag pertama 




plot  ACF  setelah  lag  12  nilainya  turun  sampai  nol  dan  plot  PACF  setelah  lag  12 
nilainya turun kemudian  lag 14 terpotong sehingga dapat diduga ada model MA(1) 




























Partial Autocorrelation Function for nt4






















Autocorrelation Function for nt4
(with 5% significance limits for the autocorrelations)
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Gambar 3.22 Plot ACF dan PACF pada Deret Noise Kecepatan Angin 




12  plot ACF  keluar  dari  garis  putus‐putus  kemudian  lag  berikutnya  nilainya  turun 
sampai  nol  yang  mengidentifikasikan  bentuk  AR(1)  untuk  musimannya.  Dugaan 
model untuk deret noise kecepatan angin adalah (0,0,1)(1,0,0)12. 
  Untuk mengetahui apakah model‐model ARIMA tersebut cocok digunakan maka 
dilakukan  pemeriksaan  diagnosis  pada  model  tersebut.  Berikut  adalah  estimasi 















1θ = -0,30573 






1φ = 0,2996 







1θ = -0,3050 






  Untuk  mengetahui  apakah  parameter  pada  model  ARIMA  deret  noise    yang 
digunakan signifikan atau tidak maka dilakukan uji hipotesis sebagai berikut 
1. Hipotesis  















  Berdasarkan  tabel  3.15 memperlihatkan  hasil  estimasi  parameter  dan  nilai  p‐
value masing‐masing  deret  noise.  Nilai  p‐value  untuk  semua  parameter  tersebut 
kurang dari taraf signifikansi alpha 0,05 sehingga Ho ditolak dan disimpulkan bahwa 
parameter  tersebut  signifikan  artinya  dapat  dimasukkan  ke  dalam  model. 
Selanjutnya  untuk  mengetahui  autokorelasi  residulnya  tidak  signifikan  berbeda 
nyata dari nol dapat dilakukan uji hipotesis berikut ini:  
1. Hipotesis  
Ho :  0...1 === kρρ (autokorelasi residualnya tidak signifikan) 
H1 :  0≠∃ iρ  (autokorelasi residualnya signifikan) 
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2. Taraf signifikansi α = 0,05 
3. Statistik uji Q =  ∑ = −+ mk k knrnn 1
2
)2(    
4. Kriteria keputusan tolak Ho jika Q ≥  2,dfαχ  atau p‐value ≤ α 
5. Perhitungan dilakukan dengan program  SAS dan hasilnya  seperti  yang  terlihat 
pada tabel 3.16 
Tabel 3.16 Uji Ljung‐Box Masing‐masing Deret Noise 
Model ARIMA Lag  Chi-Square df 2




6 6,82 4 9,49 0,1460 
12 10,07 10 18,31 0,4341 
18 14,67 16 26,30 0,5488 




6 8,21 4 9,49 0,0842 
12 9,90 10 18,31 0,4489 
18 13,61 16 26,30 0,6281 
24 20,28 22 33,92 0,5655 
Deret noise 
ketiga 
(1,0,0)(0,0,1)12   
6 6,40 4 9,49 0,1712 
12 9,02 10 18,31 0,5303 
18 12,85 16 26,30 0,6840 





6 8,25 4 9,49 0,0828 
12 9,96 10 18,31 0,4438 
18 13,70 16 26,30 0,6213 





dfχ   dengan  derajat  bebas  banyaknya  lag  maksimum  dikurangi  banyaknya 
parameter  atau  dapat  dilihat  dari  nilai  p‐value  yang  lebih  dari  alpha  0.05.  Oleh 
karena  semua  nilai  p‐value  lebih  dari  alpha maka  dapat  disimpulkan Ho  diterima 
yang  artinya  autokorelasi  residualnya  tidak  signifikan  atau  residual  pada  model 
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ARIMA  untuk  deret  noise memenuhi  asumsi  white  noise  yaitu  korelasi  antar  lag 
bersifat independen. 



































−+= − θω               (3.58) 
 
2. Tahap Kedua : Penaksiran Parameter‐parameter Model Fungsi Transfer 
Setelah  tahap  pertama  selesai maka  selanjutnya  adalah menaksirkan  parameter‐
parameter model  fungsi  transfer. Pada  tahap sebelumnya yakni penetapan nilai  (r,s,b) 
telah diidentifikasi model fungsi transfer input tunggal dan telah didapatkan pula model 
ARIMA  untuk  deret  noisenya maka model  fungsi  transfernya  telah  didapat  sehingga 
langkah  berikutnya  adalah  menentukan  parameter  model  fungsi  transfer  tersebut. 
Penentuan  parameter  model  fungsi  transfer  ini  didasarkan  pada  nilai  (r,s,b)  dan 




Var  Parameter  t-value p-value Lag  Shift  
X1 
1φ = 0,28935 2,62 0,0106 1 0 
1Θ = 0,64501 5,67 <0,0001 12 0 
0ω = -5,14654 -2,04 0,0446 0 3 
X2 
1θ = -0,34937 -3,30 0,0014 1 0 
1Φ = -0,72107 -6,77 <0,0001 12 0 
0ω = -34,4439 -3,62 0,0005 0 0 
X3 
1φ = 0,34422 3,19 0,0021 1 0 
1Θ = 0,68455 6,30 <0,0001 12 0 
0ω = -12,651 -2,24 0,0280 0 4 
X4 
1θ = -0,32070 -2,72 0,0083 1 0 
1Φ = -0,71050 -6,00 <0,0001 12 0 
0ω = -13,09831 -2,11 0,0387 0 12 
 
  Estimasi  parameter model  fungsi  transfer  input  tunggal  telah  didapat maka  perlu 


















  Langkah  selanjutnya  adalah  melakukan  uji  diagnostik  terhadap  model  untuk 


















2 )()( α      

















6 4,06 4 9,49 0,3976 
12 7,50 10 18,31 0,6780 
18 14,14 16 26,30 0,5885 
24 17,52 22 33,92 0,7341 










6 6,16 4 9,49 0,1873 
12 9,41 10 18,31 0,4939 
18 12,06 16 26,30 0,7401 
24 15,60 22 33,92 0,8353 










6 3,06 4 9,49 0,5472 
12 6,81 10 18,31 0,7435 
18 10,88 16 26,30 0,8170 
24 13,87 22 33,92 0,9062 










6 6,75 4 9,49 0,1498 
12 9,30 10 18,31 0,5041 
18 12,78 16 26,30 0,6886 
24 17,68 22 33,92 0,7248 
     
6. Kesimpulan 







































5 2,54 5 11,07 0,7698 
11 8,98   11 19,68 0,6241 
17 12,46 17 27,59 0,7718 
23 16,16 23 35,17 0,8483 










5 9,03 5 11,07 0,1080 
11 14,06   11 19,68 0,2298 
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17 15,56 17 27,59 0,5554 
23 27,11 23 35,17 0,2511 










5 2,92 5 11,07 0,7130 
11 10,08 11 19,68 0,5233 
17 16,45 17 27,59 0,4924 
23 18,59 23 35,17 0,7250 










5 6,73 5 11,07 0,2413 
11 10,19 11 19,68 0,5130 
17 15,07 17 27,59 0,5907 




nilai  p‐value    untuk  semua  variabel  lebih  besar  dari  α    =  0,05  atau  dengan 
membandingkan  nilai  Q  yang  kurang  dari  2,dfαχ   sehingga  dapat  disimpulkan  Ho 
diterima artinya korelasi antara model noise dengan deret input tidak signifikan atau 
deret input  itα  dengan residual  ita memenuhi asumsi white noise.  
  Setelah autokorelasi dan korelasi silang pada  residual memenuhi asumsi maka 





































































































Pemodelan  fungsi  transfer multivariat  ini  dilakukan  setelah model  fungsi  transfer 
input  tunggal  telah  terbentuk.  Kunci  dari  model  fungsi  transfer  multivariat  adalah 
dengan  cara  memodelkan  secara  serentak  seluruh  variabel  yang  telah  diidentifikasi 
sebelumnya.  Identifikasi  fungsi  transfer  input  tunggal  menghasilkan  nilai‐nilai  bobot 
respon  impuls dan model deret noise yang dijadikan dasar dalam pemodelan serentak 
yang menghasilkan model  fungsi  transfer multivariat untuk deret  curah hujan di  kota 
Yogyakarta. 
Tahap pertama adalah  identifikasi model fungsi transfer multivariat. Pada tahap  ini 
model  fungsi  transfer  multivariat  ditentukan  melalui  korelasi  silang  antara  variabel 
output  curah hujan dengan masing‐masing variabel  inputnya yang menghasilkan nilai‐
nilai  bobot  respon  impuls.  Nilai  (r,s,b)  untuk  kelembaban  udara  (0,0,3),  (r,s,b)  untuk 
tekanan udara (0,0,0), (r,s,b) untuk temperatur (0,0,4) dan (r,s,b) untuk kecepatan angin 
(0,0,12). 


































t xxxxxBv ωωωω         (3.65) 
noisexxxxy ttttt ++++= −−− 124043020310 )()()()( ωωωω         (3.66) 
 
Untuk menduga model ARIMA(pn,qn) dari noise  (nt) dapat dilihat dari plot ACF dan 










−= θ                   (3.67) 


































secara  serentak nilai  r,s,b  serta melakukan korelasi  silang  secara  serentak. Pemodelan 
secara  serentak  ini  dilakukan  dengan  program  SAS  9.1.3  dan menghasilkan  estimasi 
parameter sebagai berikut:  
         Tabel 3.20 Estimasi Parameter Fungsi Transfer Multivariat 
Conditional Least Squares Estimation 
Standard                 Approx 
Parameter Estimate t Value Pr > |t| Lag Variabel Shift 
1θ  -0,36175 -3,01 0,0037 1 y 0 
1Φ  -0,86989   -8,16 < 0,0001 12 y 0 
0ω  -2,33515   -1,19      0,2375 0 x1 3 
0ω  -41,9214   -4,57 < 0,0001 0 x2 0 
0ω  -10,3447   -2,32 0,0235 0 x3 4 
0ω  -13,3880   -2,48 0,0156 0 x4 12 
 
  Estimasi  parameter model  fungsi  transfer multivariate  yang    telah  didapat  perlu 















Berdasarkan  tabel  3.20  estimasi  hasil  pemodelan  serentak menunjukkan  adanya 
variabel  yang  tidak  signifikan  dengan  taraf  signifikansi  05.0=α   yaitu  variabel  input 






Conditional Least Squares Estimation 
Standard                      Approx
Parameter Estimate t Value Pr > |t| Lag Variabel Shift 
1θ  -0,34972 -2,95 0,0044 1 y 0 
1Φ  -0,88011 -8,50 < 0,0001 12 y 0 
0ω  -43,22914 -4,74 < 0,0001 0 x2 0 
0ω  -10,39131 -2,32 0,0233 0 x3 4 
0ω  -13,63130 -2,54 0,0135 0 x4 12 
 


















  Berdasarkan  tabel  3.21  p‐value  parameter  setelah  variabel  pertama  dikeluarkan 
dalam model maka parameter  tekanan udara,  temperatur, kecepatan angin dan deret 
















Setelah  dilakukan  estimasi  parameter  dan  nilai  parameter  telah  signifikan maka 
tahap selanjutnya adalah pemeriksaan diagnosis model multivariat. Untuk mengetahui 
kelayakan suatu model perlu dilakukan pengujian terhadap kesesuaian deret noise dan 
ada  tidaknya  autokorelasi  antara  residual  dengan  variabel  inputnya.  Berikut 
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4. Kriteria keputusan untuk menolak Ho jika Q ≥  2,dfαχ  atau p‐value ≤ α 
5. Perhitungan  










,dfαχ  Pr > ChiSq 
6 4,66 4 9,49 0,3238 
12 13,24 10 18,31 0,2108 
18 17,49 16 26,30 0,3546
24 22,42 22 33,92 0,4348
 
6. Kesimpulan  
Berdasarkan  tabel  3.22  terlihat  bahwa  p‐value  >  0,05  atau Qhit  < 
2
,dfαχ   sehingga 
keputusannya Ho diterima hal  ini berarti  autokorelasi antara  residual dengan  variabel 
inputnya  tidak  signifikan.  Residual  fungsi  transfer  multivariat  pada  semua  lag  telah 
memenuhi asumsi white noise. 
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  Selanjutnya  adalah  pemeriksaan  korelasi  silang  untuk  deret  input  dengan  nilai 
residual. Hal  ini berguna untuk mengetahui apakah korelasi antara deret  input dengan 














4. Kriteria keputusan untuk menolak Ho jika Q ≥  2,dfαχ  atau p‐value ≤ α 
5. Perhitungan  














5 6,82 5 11,07 0,2346 
11 16,75 11 19,68 0,1154 
17 17,75 17 27,59 0,4048 
23 26,84 23 35,17 0,2628 










5 9,04 5 11,07 0,1076 
11 14,09 11 19,68 0,2279 
17 22,16 17 27,59 0,1786 
23 24,68 23 35,17 0,3670 
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5 4,08 5 11,07 0,5385 
11 6,24 11 19,68 0,8571 
17 10,83 17 27,59 0,8651 




=  0.05  sehingga  dapat  disimpulkan  Ho  diterima,  korelasi  antara model  noise  dengan 





























































Pada  tahun  2011  nampak  terjadi  peningkatan  curah  hujan  khususnya  pada  bulan 
Februari, Maret  dan  April.  Pada  bulan‐bulan  selanjutnya  banyaknya  curah  hujan  juga 
mengalami peningkatan akan tetapi ada juga yang nilainya mendekati yakni pada bulan 
Januari,  Mei,  Juli  dan  Agustus.  Berdasarkan  model  fungsi  transfer  yang  terbentuk 
menunjukkan  bahwa  banyaknya  curah  hujan  selain  dipengaruhi  oleh  ketiga  variabel 
input  juga  dipengaruhi  oleh  banyak  curah  hujan  itu  sendiri  pada  tahun‐tahun 
sebelumnya. Ramalan curah hujan pada tahun 2010 mendekati banyak curah hujan pada 
tahun 2008 sedangkan  ramalan  tahun 2011 hasilnya hampir sama dengan curah hujan 
tahun  2009. Hal  itu menunjukkan  setelah  terjadi  curah  hujan  yang  tinggi  pada  tahun 
sebelumnya maka  curah  hujan  akan menjadi  turun  di  tahun  berikutnya.  Curah  hujan 
maksimum  pada  tahun  2010  adalah  218,88mm  pada  bulan  Maret,  sedangkan  pada 
tahun  2011  adalah  458,59mm  pada  bulan  April.  Curah  hujan minimum  untuk  kedua 
tahun terjadi pada bulan Juli yaitu 0,37mm untuk tahun 2010 dan 11,69mm pada tahun 
























1. Prosedur  untuk  menentukan  model  fungsi  transfer  multivariat  yakni  melalui 
beberapat tahapan antara lain: 
i. Pengidentifikasian variabel input dan output sehingga tercapailah kestasioneran 
baik  dalam  rata‐rata maupun  varians.  Setelah  variabel  yang  akan  digunakan 
telah  stasioner maka  dilakukan  penentuan  order model  ARIMA  untuk  setiap 
masing‐masing variabel input. 
ii. Setelah  model  ARIMA  yang  sesuai  didapat  kemudian  dilakukan  pemutihan 
variabel  input  dan  output.  Apapun  model  yang  didapat  pada  variabel  input 
ditransformasikan ke variabel output sehingga output dapat diputihkan. 
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iv. Penentuan  nilai  r,s,b  dengan menganalisis  plot  pada  korelasi  silang  sehingga 
telah  dapat  ditentukan  model  fungsi  transfer  tahap  awal  dengan  rumus 
umumnya  noisexBvy tt += )(  
v. Penentuan deret noise dengan menggunakan rumus 















ω += −  
vi. Penaksiran parameter untuk masing‐masing model fungsi transfer input tunggal 
lalu  dilakukan  diagnosis  untuk mengetahui  apakah  parameter  telah  signifikan 
dan residual sudah memenuhi asumsi white noise. 
vii. Hasil  dari  identifikasi  model  fungsi  transfer  input  tunggal  digunakan  untuk 
mengestimasi  parameter  model  fungsi  transfer  multivariat  dengan  cara 
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melakukan  korelasi  silang  secara  serentak  dan mengestimasi  secara  bersama 
nilai‐nilai  r,s,b yang  telah diidentifikasi sebelumnya pada model  fungsi  transfer 
input tunggal. 
viii. Diagnosis  pada model  fungsi  transfer multivariat  dilakukan  untuk mengetahui 
kelayakan  suatu  model.  Apabila  ada  variabel  input  yang  saling  berkorelasi 
dengan  variabel  input  lainnya  maka  akan  terjadi  nilai  parameter  yang  tidak 










2. Model  peramalan  banyaknya  curah  hujan  di  Kota  Yogyakarta  tahun  2010  sampai 
2011  dengan  menggunakan  model  fungsi  transfer  multivariat  yang  melibatkan 














1221222241212 )(229,43)(04,38)(229,4388,088,0 −−−−− +−−=−−+ ttttttt XXXYYYY  
 
  28316316343242 )(14,9)(39,10)(14,9)(39,10)(04,38 −−−−− ++−−+ ttttt XXXXX  
 




1221222241212 )(229,43)(04,38)(229,4388,088,0 −−−−− +−−++−= ttttttt XXXYYYY  
        
28316316343242 )(14,9)(39,10)(14,9)(39,10)(04,38 −−−−− ++−−+ ttttt XXXXX  
 
11364244244124 349,0)(99,11)(63,13)(99,11)(63,13 −−−−−− ++++−− tttttt aaXXXX
 
 
  Berdasarkan model  fungsi  transfer multivariat  di  atas  dapat  diketahui  bahwa 
ramalan curah hujan pada waktu ke‐t dipengaruhi oleh banyaknya curah hujan pada 
duabelas  bulan  sebelumnya  dan  duapuluh  empat  bulan  sebelumnya  (Yt‐12,  Yt‐24), 
kelembaban  udara  pada waktu  duabelas  bulan  sebelumnya  dan  duapuluh  empat 
bulan  sebelumnya  ((X2)t,  (X2)t‐12,  (X2)t‐24,  (X3)t‐4),  temperatur pada  enambelas bulan 
sebelumnya  dan  duapuluh  delapan  bulan  sebelumnya  ((X3)t‐16,  (X3)t‐28),  serta 
dipengaruhi  oleh  kecepatan  angin  pada  duabelas,  duapuluh  empat  dan  tigapuluh 
enam bulan  sebelumnya  ((X4)t‐12,  (X4)t‐24,  (X4)t‐36). Terjadinya pengaruh pada bulan‐
bulan  tertentu  tersebut  dikarenakan  curah  hujan merupakan  fenomena musiman 
sehingga banyaknya  curah hujan pada bulan  t hampir  sama dengan banyak  curah 
hujan pada duabelas bulan sebelumnya sampai duapuluh empat bulan sebelumnya.  
 
3. Hasil  ramalan  banyaknya  curah  hujan  pada  bulan  Januari  2010  sampai Desember 
2011 adalah sebagai berikut: 
Setelah  model  fungsi  transfer  terbentuk  maka  model  tersebut  dapat  digunakan 
untuk  meramal.  Hasil  dari  ramalan  berdasarkan  model  fungsi  transfer  multivariat 
dengan melibatkan tiga variabel input dengan variabel output dari periode Januari 2002 
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sampai  Desember  2009  adalah  ramalan  dari  tahun  2010  sampai  dengan  2011  dapat 
dilihat dari  tabel 3.24 pada pembahasan hal 103. Pada  tabel  tersebut  terlihat  adanya 
peningkatan  banyaknya  curah  hujan  pada  tahun  2011.  Peningkatan  tersebut  terjadi 
hampir pada setiap bulannya. Akan tetapi peningkatan yang signifikan terjadi pada bulan 
Februari, April dan Oktober. Curah hujan maksimum pada tahun 2010 adalah 218,88mm 
terjadi pada bulan Maret,  sedangkan pada  tahun 2011 adalah 458,59mm  terjadi pada 




Pada  model  ARIMA  apabila  data  tidak  stasioner  dalam  rata‐rata  maka  perlu 
dilakukan differencing, sedangkan untuk model  fungsi  transfer hal  itu menjadi kendala 
bila  terjadi perbedaan differencing antara variabel satu dengan variabel  lainnya. Selain 
itu pemilihan model ARIMA  yang  terbaik belum  tentu dapat memenuhi  asumsi white 
noise pada autokorelasi deret input yang telah diputihkan.  
Di  dalam  skripsi  ini  masih  ada  beberapa  kelemahan  antara  lain  deret  input 
kecepatan  angin  yang  telah  stasioner  tanpa  pembeda  akan  tetapi  tetap  dilakukan 
pembeda  duabelas  dikarenakan  variabel  output  dan  input  yang  lain  juga  dipembeda 
duabelas.    Selain  itu autokorelasi deret  input yang  telah diputihkan belum memenuhi 
asumsi  white  noise.  Hal  ini  tentu  saja  berpengaruh  terhadap  hasil  ramalan.  Oleh 
karenanya,  perlu  adanya  pendekatan  model  yang  lebih  fleksibel  agar  hasil  ramalan 
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1  Jan‐02  162  85  1009.8  26.5  2 
2  Feb‐02  207  87  1010.3  26.2  2 
3  Mar‐02  296  83 1009.6 27.1 2 
4  Apr‐02  52  83  1009.4  27.1  2 
5  May‐02  90  80  1010.4  27.2  2 
6  Jun‐02  84  78  1011.2  26.2  2 
7  Jul‐02  6  75 1010.8 25.9 2 
8  Aug‐02  2  73  1010.5  31.1  3 
9  Sep‐02  30  72  1012.8  26.2  3 
10  Oct‐02  1  73  1012.1  33.2  3 
11  Nov‐02  21  80 1010.9 27.8 3 
12  Dec‐02  70  84  1010.9  27.8  3 
13  Jan‐03  130  84  1010.8  26.6  3 
14  Feb‐03  244  84  1009.2  26.4  2 
15  Mar‐03  157  83  1010  27  2 
16  Apr‐03  50  79  1010  26.6  2 
17  May‐03  46  79  1010.4  24.1  2 
18  Jun‐03  4  82  1011.2  26.4  2 
19  Jul‐03  0  66 1013.3 23.2 2 
20  Aug‐03  0  65  1013.6  25.3  2 
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21  Sep‐03  2  72  1013.7  25.8  3 
22  Oct‐03  36  78  1012.6  25.8  2 
23  Nov‐03  101  84  1011.2  31.1  4 
24  Dec‐03  210  85  1010.7  27.8  4 
25  Jan‐04  161  85  1010.7  28.8  8 
26  Feb‐04  157  86  1010.2  26.4  10 
27  Mar‐04  147  86 1009.9 26.6 8 
28  Apr‐04  15  79  1011  28.1  4 
29  May‐04  59  82  1010.8  27.1  4 
30  Jun‐04  1  79 1011.9 25.9 4 
31  Jul‐04  20  78  1010.7  26.2  5 
32  Aug‐04  0  64  1012.6  25.4  6 
33  Sep‐04  7  73  1011.8  26.8  4 
34  Oct‐04  14  72 1011.9 27.5 5 
35  Nov‐04  101  81  1009.9  27.6  5 
36  Dec‐04  271  85  1010.2  26.7  8 
37  Jan‐05  180.4  85  1009.8  26.5  2 
38  Feb‐05  174.8 87 1010.3 26.2 2 




















40  Apr‐05  118.6  83  1009.4  27.1  2 
41  May‐05  22.2  80  1010.4  27.2  2 
42  Jun‐05  34.8  78 1011.2 26.2 2 
43  Jul‐05  77.2  75 1012.5 25.9 2 
44  Aug‐05  0.6  73  1013.1  31.1  3 
45  Sep‐05  32  72  1013.8  26.2  3 
46  Oct‐05  97.8  72 1012.1 33.2 3 
47  Nov‐05  0  80  1010.9  27.8  3 
48  Dec‐05  141.6  72  1010.9  27.8  3 
49  Jan‐06  292.8  87  1009.2  26.4  4 
50  Feb‐06  242.6 86 1009.6 26.8 3 
51  Mar‐06  387.6  90  1008.9  26.6  4 
52  Apr‐06  231.6  87  1009.6  26.5  4 
53  May‐06  191.4  85  1010.9  26.6  2 
54  Jun‐06  0  81 1011.6 25.6 3 
55  Jul‐06  0  79  1012.9  24.9  3 
56  Aug‐06  0  74  1013.1  25.1  4 
57  Sep‐06  3  73  1013.8  25.7  5 
58  Oct‐06  0.4  72 1013.7 27.5 5 
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59  Nov‐06  30.8  72  1011.2  29  5 
60  Dec‐06  278  83  1009.7  27.5  4 
61  Jan‐07  57  81 1010.8 27 5 
62  Feb‐07  377  82  1010.2  27.3  4 
63  Mar‐07  294  84  1008.9  26.6  5 
64  Apr‐07  289  86 1010 27 3 
65  May‐07  55  80 1010.5 27.5 4 
66  Jun‐07  22  79  1009.2  26.4  4 
67  Jul‐07  2  78  1011.5  25.7  4 
68  Aug‐07  3  75 1012.3 25.5 5 
69  Sep‐07  29  73  1012.4  26  6 
70  Oct‐07  64  75  1011.2  27.5  6 
71  Nov‐07  203  82  1010.2  26.8  5 
72  Dec‐07  524  80 1008.1 26.4 5 
73  Jan‐08  145.8  83  1009  26.3  6 
74  Feb‐08  210.8  84  1008  25.8  5 
75  Mar‐08  220  85  1009  25.7  4 
76  Apr‐08  70.8  79 1009 26.8 4 
77  May‐08  41.6  75  1011  26.3  3 
78  Jun‐08  3.6  73  1011  25.6  3.3 
79  Jul‐08  13.2  60  1012  24.4  3 
80  Aug‐08  20  69 1012 25.7 4 
81  Sep‐08  30  66  1012  27  5.4 



















83  Nov‐08  101.2  81 1009 26.3 4 
84  Dec‐08  143.9  81  1009  25.9  5 
85  Jan‐09  44.2  80  1009  26.2  5 
86  Feb‐09  473.9  83  1008  25.7  5 
87  Mar‐09  385.9  78 1010 26.7 4 
88  Apr‐09  519.3  77  1009  27.3  4 
89  May‐09  145.1  78  1009  26.8  4 
90  Jun‐09  100.9  73  1011  26.6  4 
91  Jul‐09  0  60 1012 25.2 4 
92  Aug‐09  15  68  1012  25.4  5 
93  Sep‐09  47.8  66  1012  26.8  6 
94  Oct‐09  88.3  77  1012.1  27.8  5 
95  Nov‐09  171.9  75 1009.5 27.9 4 




















Lampiran 2. Tabel Deret Input ( jtα ) dan Deret Output ( tβ ) yang Diputihkan 
t 
t1α  t1β   t t2α  t2β  
1 0 0 1 0 0 
2 0 0 2 0 0 
3 0 0 3 0 0 
4 0 0 4 0 0 
5 0 0 5 0 0 
6 0 0 6 0 0 
7 0 0 7 0 0 
8 0 0 8 0 0 
9 0 0 9 0 0 
10 0 0 10 0 0 
11 0 0 11 0 0 
12 0 0 12 0 0 
13 0 0 13 0 0 
14 0 0 14 -1.888 62.216 
15 1.02726 -140.468 15 0.37685 -138.829 
16 -3.24202 24.54138 16 0.46244 42.09206 
17 0.0328 -8.36386 17 -0.25482 -22.5831 
18 5.26884 -68.1339 18 -0.12011 -55.973 
19 -9.78014 25.77304 19 2.44338 30.65602 
20 -6.68684 19.762 20 2.28174 17.17833 
21 4.33954 -25.9676 21 -0.46726 -18.3267 
22 7.02128 42.73492 22 -0.42945 48.42537 
23 2.709 78.03748 23 -0.29643 75.24626 
24 -1.2961 110.5009 24 -0.57613 112.4288 
25 -0.26884 -25.3608 25 -0.21397 -26.3244 
26 1.48914 -130.377 26 -0.24578 -83.5106 
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27 3.156029 -121.866 27 -0.18281 -89.799 
28 -4.19949 11.66391 28 1.17723 0.246191 
29 2.271558 17.03161 29 -0.13953 13.19948 
30 0.970201 -58.8708 30 0.31903 -36.4025 
31 3.209213 40.69967 31 -1.38082 42.17471 
32 -9.36219 13.39045 32 1.1304 5.888785 
33 2.134209 -23.4381 33 -1.57909 -9.35079 
34 0.317403 15.1935 34 -0.08274 6.638498 
35 0.736103 74.69297 35 -0.84834 54.44286 
36 1.12337 166.069 36 -0.15835 136.5469 
37 0.515879 -19.1886 37 -0.54332 -15.7133 
38 2.34103 -120.031 38 0.45916 -50.9801 
39 -0.41607 -99.6431 39 -0.20577 -51.1485 
 
t 
t1α  t1β   t t2α  t2β  
40 0.740132 104.5458 40 -0.64171 91.63848 
41 -0.22919 -53.164 41 0.10824 -66.761 
42 -0.62054 -35.8893 42 -0.08438 3.702193 
43 0.653544 94.42241 43 1.31937 70.76762 
44 1.596236 -10.6503 44 0.85803 -20.1834 
45 -0.64388 -10.714 45 0.64161 7.153538 
46 -1.72991 90.87576 46 -0.64478 74.63144 
47 -0.08445 -61.6897 47 0.01389 -98.5958 
48 -11.7302 25.05707 48 0.07508 -24.4152 
49 6.07383 154.0496 49 -1.41999 150.9588 
50 3.876371 -36.6199 50 -0.43295 22.14339 
51 6.378192 85.36246 51 -0.62612 160.4333 
52 3.111779 132.9551 52 0.1034 89.49773 
53 1.992184 36.30922 53 0.65733 51.07518 
54 0.139543 -139.358 54 0.22809 -121.259 
55 2.550643 -25.9336 55 1.07326 -62.1978 
56 0.646695 18.53458 56 0.34378 -3.78615 
57 -0.84868 -18.9881 57 0.31578 -19.5092 
58 -2.06871 -7.92334 58 1.13492 -37.5564 
59 -8.32871 7.721822 59 -0.21985 3.142531 
60 2.502121 175.6214 60 -1.49561 127.907 
61 -1.34919 -140.073 61 0.89729 -177.687 
62 -1.73923 127.843 62 -0.08466 204.6884 
63 2.292577 8.147456 63 -0.78627 -5.80154 
64 4.362121 167.3414 64 0.28768 137.4186 
65 -1.4318 -94.8738 65 -0.18513 -111.093 
66 -0.33068 -82.7815 66 -2.22504 -17.0815 
67 3.076656 7.428222 67 0.06834 -26.6572 
68 2.345894 13.61621 68 0.23036 5.406025 
69 -0.76981 7.62051 69 -0.56136 14.69581 
70 0.884385 48.99353 70 -1.02227 31.6567 
71 1.725063 156.1631 71 -0.00109 150.5155 
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72 -4.08672 343.6229 72 -1.71474 263.1991 
73 -0.967 -144.366 73 -0.30898 -135.229 
74 0.675331 -136.155 74 -1.25624 -112.963 
75 2.042838 -46.1863 75 0.75768 -62.5744 
76 -3.83526 -6.40349 76 -0.29499 -98.5421 
77 -4.73465 -23.8016 77 0.94107 -1.89553 
78 -3.23817 -34.3577 78 0.46397 14.13305 
79 -12.4168 26.02594 79 0.02435 20.30139 
80 2.276132 31.01904 80 -0.55409 29.39159 
81 -1.59616 0.643382  81 -0.85901 9.33201 
82 0.119784 10.26721  82 -0.78081 -9.66013 
 
t1α  t1β   t t2α  t2β  
83 3.354908 46.14374 83 -1.09885 4.62194 
84 -1.41141 -36.9661 84 0.21654 -173.09 
85 -3.87636 -107.745 85 -0.28354 -51.7283 
86 0.130103 262.7564 86 -0.8535 286.872 
87 -4.14416 82.04526 87 1.47256 87.75203 
88 -3.39374 333.4232 88 -0.51655 314.3799 
89 1.021277 -75.6533 89 -1.5434 -72.8527 
90 -3.18538 -73.6822 90 0.86172 -8.85903 
91 -11.9398 -41.0358 91 0.28023 -85.2074 
92 1.049748 1.758312 92 -0.23449 -21.9142 
93 -1.17921 23.0055 93 -0.49803 8.479797 
94 6.36053 59.51338 94 0.62158 34.45848 
95 -4.52797 93.91742 95 -0.5475 50.65282 
96 -2.2378 -9.0868 96 1.22398 -89.4376 
 
t 
t3α  t3β   t t4α  t4β  
1 0 0.00 1 0.00 0 
2 0 0.00 2 0.00 0 
3 0 0.00 3 0.00 0 
4 0 0.00 4 0.00 0 
5 0 0.00 5 0.00 0 
6 0 0.00 6 0.00 0 
7 0 0.00 7 0.00 0 
8 0 0.00 8 0.00 0 
9 0 0.00 9 0.00 0 
10 0 0.00 10 0.00 0 
11 0 0.00 11 0.00 0 
12 0 0.00 12 0.00 0 
13 0 0.00 13 0.00 0 
14 0 0.00 14 -0.80 62.55968 
15 0 0.00 15 0.00 -168.553 
16 0 0.00 16 0.00 109.0249 
17 0 0.00 17 0.00 -42.4025 
18 0 0.00 18 0.00 -44.8554 
19 0 0.00 19 0.00 57.8992 
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20 0 0.00 20 -1.00 2.79244 
21 0 0.00 21 0.80 -26.4025 
22 0 0.00 22 -1.00 57.36472 
23 0 0.00 23 1.80 52.0441 
24 0 0.00 24 0.20 76.1008 
25 0 0.00 25 4.20 -80.8236 
26 0 0.00 26 3.25 -52.6189 
27 0 0.00 27 -0.39 -99.8549 
28 0 0.00 28 -2.79 76.05623 
29 0 0.00 29 0.40 0.86983 
30 0 0.00 30 0.40 -55.7886 
31 0 0.00 31 1.40 77.13239 
32 0 0.00 32 0.66 -13.3349 
33 0 0.00 33 -1.44 -19.9602 
34 0 0.00 34 1.26 28.23719 
35 0 0.00 35 0.30 66.77321 
36 0 0.00 36 3.39 132.9434 
37 -1.134888 19.13 37 -5.22 -105.731 
38 -0.100092 -7.82 38 -0.13 -47.4399 
39 0.9574121 -66.87 39 0.02 -89.0174 
 
t 
t3α  t3β   t t4α  t4β  
40 -0.426805 89.75 40 0.15 159.846 
41 -0.526976 -10.35 41 -0.02 -118.727 
42 0.4135237 -63.84 42 -0.02 10.45276 
43 0.2016514 70.81 43 -0.08 103.1212 
44 2.594607 39.55 44 0.02 -57.6944 
45 -0.419103 -30.76 45 0.04 5.651029 
46 1.2416195 65.39 46 -0.01 90.52609 
47 0.3366083 -41.79 47 -0.11 -104.809 
48 -0.234485 -69.46 48 -0.20 76.95345 
49 -0.377482 163.87 49 1.06 115.8017 
50 0.6453441 76.82 50 -0.72 -66.8266 
51 -0.210173 123.40 51 1.22 82.69102 
52 -0.761385 99.96 52 0.55 87.59205 
53 1.0808186 79.82 53 -1.62 -33.2987 
54 -0.221289 -81.71 54 0.98 -160.065 
55 -0.329737 -88.16 55 0.13 48.08387 
56 -2.922308 50.83 56 0.22 6.520218 
57 -0.098271 41.33 57 1.23 -23.1784 
58 -0.132963 -97.72 58 0.39 11.34411 
59 -0.385522 -46.26 59 0.29 9.513971 
60 -0.208718 162.43 60 -0.78 184.5483 
61 -0.358402 -140.19 61 1.20 -235.273 
62 0.8348248 76.03 62 -0.48 259.567 
63 0.2205845 115.93 63 1.36 -122.777 
64 -0.826041 118.86 64 -1.28 214.969 
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65 0.5077959 -141.56 65 1.27 -213.727 
66 1.1625981 -53.13 66 0.33 -20.3726 
67 -0.17449 80.02 67 0.32 29.88477 
68 -0.521423 36.24 68 0.41 7.566538 
69 -0.143987 -26.28 69 1.37 1.691575 
70 0.2843697 33.41 70 0.57 53.55714 
71 -1.401728 153.80 71 -0.52 130.3944 
72 -0.880509 229.59 72 0.26 282.9234 
73 0.4312695 -70.81 73 1.34 -330.11 
74 -0.395879 -207.86 74 -0.26 8.258756 
75 -1.419624 33.26 75 -0.52 -57.3191 
76 0.0014304 -2.59 76 0.59 44.13197 
77 -0.155236 -18.83 77 -0.60 -41.1663 
78 -0.695107 -23.01 78 0.41 -26.9565 
79 -1.296894 -14.57 79 -0.14 54.14898 
80 -2.159542 32.62 80 0.18 15.20729 
81 1.7137894 8.81 81 1.49 -10.9794 
82 -1.49611 -66.13 82 -0.38 20.53257 
t 
t3α  t3β   t t4α  t4β  
83 -2.088062 -4.64 83 -0.37 44.874 
84 -0.271295 -145.89 84 1.04 -31.321 
85 1.1514433 -171.48 85 0.26 -110.075 
86 -0.44081 337.28 86 0.56 352.0596 
87 -0.176682 188.93 87 -0.49 -98.4363 
88 0.9242157 155.53 88 0.55 357.7101 
89 0.4518715 -89.65 89 0.43 -293.652 
90 0.4158198 1.65 90 0.29 -10.8535 
91 0.2579299 49.57 91 0.31 -39.7266 
92 -0.258993 4.09 92 0.38 19.91988 
93 0.2953601 0.28 93 1.21 11.41409 
94 0.4620569 67.96 94 -0.44 58.79331 
95 0.0627543 104.95 95 -0.67 70.31007 








































































































































































































































nt1 nt2 nt3 nt4 
59.24  32.813  50.804  20.077 
‐16.64  ‐52.735  ‐51.341  29.701 
60.13  ‐9.714  ‐191.384  20.843 
7.94  10.232  ‐101.768  33.077 
45.18  46.233  ‐253.819  ‐35.015 
‐24.70  ‐23.083  ‐83.152  1.766 
63.82  46.624  ‐60.424  ‐1.333 
45.18  15.046  ‐34.140  71.300 
123.24  76.878  278.434  51.349 
‐1.36  16.847  ‐149.447  ‐63.903 
‐9.40  45.630  171.995  ‐11.914 
99.64  116.309  91.721  29.648 
‐67.07  45.119  87.318  0.046 
62.55  67.415  162.825  ‐19.421 
‐18.01  77.793  102.098  14.319 
‐9.05  ‐115.422  ‐25.880  ‐116.621 
‐88.14  ‐66.103  41.376  20.141 
94.16  20.402  9.892  1.408 
15.57  128.986  101.466  115.800 
126.77  156.053  ‐62.655  137.193 
92.57  123.366  5.578  229.154 
175.13  130.066  90.546  73.508 
69.47  ‐42.230  ‐49.118  53.993 
‐74.65  ‐88.747  ‐81.625  ‐48.016 
83.56  ‐56.425  ‐116.730  ‐19.871 
‐89.82  18.971  ‐72.393  8.636 
‐91.73  ‐89.440  14.081  ‐50.070 
9.41  69.785  61.163  12.448 
162.24  101.507  207.760  83.066 
‐127.27  ‐104.144  7.087  ‐130.206 
44.65  43.908  170.367  51.658 
‐63.28  ‐62.741  173.743  ‐22.948 
18.57  96.549  5.069  1.387 
‐109.60  ‐190.108  19.074  ‐49.500 
‐36.50  ‐69.441  ‐9.872  ‐7.977 
70.86  20.404  ‐28.832  ‐19.948 
‐17.80  ‐18.055  24.373  7.061 
43.79  ‐65.916  25.271  13.882 
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nt1 nt2 nt3 nt4 
35.77  126.147  28.545  89.549 
145.96  81.997  ‐45.582  177.057 
273.02  ‐154.506  ‐196.451  219.492 
‐6.27  ‐43.351  ‐167.177  117.387 
‐106.76  ‐252.020  ‐107.575  ‐153.632 
‐113.28  107.406  ‐20.944  ‐96.082 
‐175.80  17.769  9.552  ‐246.695 
‐50.06  2.924  19.512  37.499 
5.68  55.377  90.354  ‐61.394 
‐50.24  26.815  84.378  27.475 
8.08  ‐49.434  ‐10.897  ‐19.492 
0.11  ‐120.603  ‐85.247  54.031 
‐86.21  ‐308.678  ‐270.767  ‐64.645 
‐149.92  ‐147.866  ‐81.209  ‐138.851 
‐420.79  207.410  184.752  ‐352.134 
‐69.01  212.616  86.930  ‐110.992 
226.10  337.541  411.313  256.787 
222.03  58.964  102.976  139.624 
366.05  139.287  57.212  497.129 
39.17  ‐17.885  ‐17.101  72.921 
29.08  ‐38.423  ‐22.020  121.064 
‐79.80  92.187  ‐50.648  ‐50.947 
‐18.54  67.597  ‐9.674  58.593 
3.76  ‐1.939  81.305  ‐7.830 














































































































































































































































































































































































































































































































































































































































































































































































































































































































85  1009.8   26.5  2  162 
87  1010.3   26.2  2  207 
83  1009.6   27.1  2  296 
83  1009.4   27.1  2  52 
80  1010.4   27.2  2  90 
78  1011.2   26.2  2  84 
75  1010.8   25.9  2  6 
73  1010.5   31.1  3  2 
72  1012.8   26.2  3  30 
73  1012.1   33.2  3  1 
80  1010.9   27.8  3  21 
84  1010.9   27.8  3  70 
84  1010.8   26.6  3  130 
84  1009.2   26.4  2  244 
83  1010    27  2  157 
79  1010    26.6  2  50 
79  1010.4   24.1  2  46 
82  1011.2   26.4  2  4 
66  1013.3   23.2  2  0 
65  1013.6   25.3  2  0 
72  1013.7   25.8  3  2 
78  1012.6   25.8  2  36 
84  1011.2   31.1  4  101 
85  1010.7   27.8  4  210 
85  1010.7   28.8  8  161 
86  1010.2   26.4  10  157 
86  1009.9   26.6  8  147 
79  1011    28.1  4  15 
82  1010.8   27.1  4  59 
79  1011.9   25.9  4  1 
78  1010.7   26.2  5  20 
64  1012.6   25.4  6  0 
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73  1011.8   26.8  4  7 
72  1011.9   27.5  5  14 
81  1009.9   27.6  5  101 
85  1010.2   26.7  8  271 
85  1009.8   26.5  2  180.4 
87  1010.3   26.2  2  174.8 
83  1009.6   27.1  2  166.6 
83  1009.4   27.1  2  118.6 
80  1010.4   27.2  2  22.2 
78  1011.2   26.2  2  34.8 
75  1012.5   25.9  2  77.2 
73  1013.1   31.1  3  0.6 
72  1013.8   26.2  3  32 
72  1012.1   33.2  3  97.8 
80  1010.9   27.8  3  0 
72  1010.9   27.8  3  141.6 
87  1009.2   26.4  4  292.8 
86  1009.6   26.8  3  142.6 
90  1008.9   26.6  4  387.6 
87  1009.6   26.5  4  231.6 
85  1010.9   26.6  2  191.4 
81  1011.6   25.6  3  0 
79  1012.9   24.9  3  0 
74  1013.1   25.1  4  0 
73  1013.8   25.7  5  3 
72  1013.7   27.5  5  0.4 
72  1011.2   29  5  30.8 
83  1009.7   27.5  4  278 
81  1010.8   27  5  57 
82  1010.2   27.3  4  377 
84  1008.9   26.6  5  294 
86  1010    27  3  289 
80  1010.5   27.5  4  55 
79  1009.2   26.4  4  22 
78  1011.5   25.7  4  2 
75  1012.3   25.5  5  3 
73  1012.4   26  6  29 
75  1011.2   27.5  6  64 
82  1010.2   26.8  5  203 
80  1008.1   26.4  5  524 
83  1009    26.3  6  145.8 
84  1008    25.8  5  210.8 
85  1009    25.7  4  220 
79  1009    26.8  4  70.8 
75  1011    26.3  3  41.6 
73  1011    25.6  3.3  3.6 
60  1012    24.4  3  13.2 
69  1012    25.7  4  20 
66  1012    27  5.4  30 
71  1011    27.5  4.6  34.7 
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81  1009    26.3  4  101.2 
81  1009    25.9  5  143.9 
80  1009    26.2  5  44.2 
83  1008    25.7  5  473.9 
78  1010    26.7  4  385.9 
77  1009    27.3  4  519.3 
78  1009    26.8  4  145.1 
73  1011    26.6  4  100.9 
60  1012    25.2  4  0 
68  1012    25.4  5  15 
66  1012    26.8  6  47.8 
77  1012.1   27.8  5  88.3 
75  1009.5   27.9  4  171.9 
80  1010.4   27.5  4  199.9 
; 
identify var=x1(12) nlags=20; 
run; 
estimate p=(1 2) q=(12) noconstant; 
run; 
forecast out=a printall; 
run; 
identify var=x2(12) nlags=40; 
run; 
estimate p=(1) q=(1)(12) noconstant; 
run; 
forecast out=b printall; 
run; 
identify var=x3(12) nlags=40; 
run; 
estimate p=(12 24) q=(2) noconstant; 
run; 
forecast out=c printall; 
run; 
identify var=x4(12) nlags=40; 
run; 
estimate p=(1) q=(12) noconstant; 
run; 
forecast out=d printall; 
run; 
identify var=y(12) crosscorr=(x1(12) x2(12) x3(12) x4(12)) nlags=40; 
run; 
estimate p=(12) q=(1) input=(3$ (0) /(0)x1) input=(0$ (0) /(0)x2)  
input=(4$ (0) /(0)x3) input=(12$ (0) /(0)x4) noconstant plot; 
run; 
forecast out=h printall; 
run; 
proc arima data= h; 
identify var=residual; 
run; 
proc univariate data=h normal plot; 
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var residual; 
run; 
 
 
data kecepatan; 
input x4 y; 
label x4='tekanan' 
    y='hujan'; 
cards; 
 
2  162 
2  207 
2  296 
2  52 
2  90 
2  84 
2  6 
3  2 
3  30 
3  1 
3  21 
3  70 
3  130 
2  244 
2  157 
2  50 
2  46 
2  4 
2  0 
2  0 
3  2 
2  36 
4  101 
4  210 
8  161 
10  157 
8  147 
4  15 
4  59 
4  1 
5  20 
6  0 
4  7 
5  14 
5  101 
8  271 
2  180.4 
2  174.8 
2  166.6 
2  118.6 
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2  22.2 
2  34.8 
2  77.2 
3  0.6 
3  32 
3  97.8 
3  0 
3  141.6 
4  292.8 
3  242.6 
4  387.6 
4  231.6 
2  191.4 
3  0 
3  0 
4  0 
5  3 
5  0.4 
5  30.8 
4  278 
5  57 
4  377 
5  294 
3  289 
4  55 
4  22 
4  2 
5  3 
6  29 
6  64 
5  203 
5  524 
6  145.8 
5  210.8 
4  220 
4  70.8 
3  41.6 
3.3  3.6 
3  13.2 
4  20 
5.4  30 
4.6  34.7 
4  101.2 
5  143.9 
5  44.2 
5  473.9 
4  385.9 
4  519.3 
4  145.1 
4  100.9 
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4  0 
5  15 
6  47.8 
5  88.3 
4  171.9 
4  199.9 
 
; 
proc arima data = kecepatan out=out1; 
identify var=x4(12) nlags=20; 
run; 
estimate p=(1) q=(12) noconstant; 
run; 
identify var=y(12) crosscorr=(x4(12)) nlags=40; 
run; 
estimate p=(12) q=(1) input=(12$(0)/(0)x4) noconstant plot; 
run; 
forecast out=h printall; 
run; 
data error; 
set h; 
at=residual; 
at2=residual*residual; 
run; 
proc arima data=error; 
identify var=at2; 
run; 
proc autoreg data=error; 
model at=/archtest dwprob normal noint; 
run; 
 
 
data temperatur; 
input x3 y; 
label x3='temperatur' 
    y='hujan'; 
cards; 
 
26.5  162 
26.2  207 
27.1  296 
27.1  52 
27.2  90 
26.2  84 
25.9  6 
31.1  2 
26.2  30 
33.2  1 
27.8  21 
27.8  70 
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26.6  130 
26.4  244 
27  157 
26.6  50 
24.1  46 
26.4  4 
23.2  0 
25.3  0 
25.8  2 
25.8  36 
31.1  101 
27.8  210 
28.8  161 
26.4  157 
26.6  147 
28.1  15 
27.1  59 
25.9  1 
26.2  20 
25.4  0 
26.8  7 
27.5  14 
27.6  101 
26.7  271 
26.5  180.4 
26.2  174.8 
27.1  166.6 
27.1  118.6 
27.2  22.2 
26.2  34.8 
25.9  77.2 
31.1  0.6 
26.2  32 
33.2  97.8 
27.8  0 
27.8  141.6 
26.4  292.8 
26.8  242.6 
26.6  387.6 
26.5  231.6 
26.6  191.4 
25.6  0 
24.9  0 
25.1  0 
25.7  3 
27.5  0.4 
29  30.8 
27.5  278 
27  57 
27.3  377 
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26.6  294 
27  289 
27.5  55 
26.4  22 
25.7  2 
25.5  3 
26  29 
27.5  64 
26.8  203 
26.4  524 
26.3  145.8 
25.8  210.8 
25.7  220 
26.8  70.8 
26.3  41.6 
25.6  3.6 
24.4  13.2 
25.7  20 
27  30 
27.5  34.7 
26.3  101.2 
25.9  143.9 
26.2  44.2 
25.7  473.9 
26.7  385.9 
27.3  519.3 
26.8  145.1 
26.6  100.9 
25.2  0 
25.4  15 
26.8  47.8 
27.8  88.3 
27.9  171.9 
27.5  199.9 
 
; 
proc arima data = temperatur out=out1; 
identify var=x3(12) nlags=50; 
run; 
estimate p=(12)(24) q=(2) noconstant; 
run; 
identify var=y(12) crosscorr=(x3(12)) nlags=50; 
run; 
estimate p=(1) q=(12) input=(4$ (0) /(0)x3) noconstant plot; 
run; 
forecast out=h printall; 
run; 
data error; 
set h; 
at=residual; 
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at2=residual*residual; 
run; 
proc arima data=error; 
identify var=at2; 
run; 
proc autoreg data=error; 
model at=/archtest dwprob normal noint; 
run; 
 
 
data tekanan; 
input x2 y; 
label x2='tekanan' 
    y='hujan'; 
cards; 
 
1009.8 162 
1010.3 207 
1009.6 296 
1009.4 52 
1010.4 90 
1011.2 84 
1010.8 6 
1010.5 2 
1012.8 30 
1012.1 1 
1010.9 21 
1010.9 70 
1010.8 130 
1009.2 244 
1010  157 
1010  50 
1010.4 46 
1011.2 4 
1013.3 0 
1013.6 0 
1013.7 2 
1012.6 36 
1011.2 101 
1010.7 210 
1010.7 161 
1010.2 157 
1009.9 147 
1011  15 
1010.8 59 
1011.9 1 
1010.7 20 
1012.6 0 
1011.8 7 
1011.9 14 
  188
1009.9 101 
1010.2 271 
1009.8 180.4 
1010.3 174.8 
1009.6 166.6 
1009.4 118.6 
1010.4 22.2 
1011.2 34.8 
1012.5 77.2 
1013.1 0.6 
1013.8 32 
1012.1 97.8 
1010.9 0 
1010.9 141.6 
1009.2 292.8 
1009.6 242.6 
1008.9 387.6 
1009.6 231.6 
1010.9 191.4 
1011.6 0 
1012.9 0 
1013.1 0 
1013.8 3 
1013.7 0.4 
1011.2 30.8 
1009.7 278 
1010.8 57 
1010.2 377 
1008.9 294 
1010  289 
1010.5 55 
1009.2 22 
1011.5 2 
1012.3 3 
1012.4 29 
1011.2 64 
1010.2 203 
1008.1 524 
1009  145.8 
1008  210.8 
1009  220 
1009  70.8 
1011  41.6 
1011  3.6 
1012  13.2 
1012  20 
1012  30 
1011  34.7 
1009  101.2 
1009  143.9 
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1009  44.2 
1008  473.9 
1010  385.9 
1009  519.3 
1009  145.1 
1011  100.9 
1012  0 
1012  15 
1012  47.8 
1012.1 88.3 
1009.5 171.9 
1010.4 199.9 
 
; 
proc arima data = tekanan out=out1; 
identify var=x2(12) nlags=40; 
run; 
estimate p=(1) q=(1)(12) noconstant; 
run; 
identify var=y(12) crosscorr=(x2(12)) nlags=40; 
run; 
estimate p=(12) q=(1) input=(0$(0) /(0)x2) noconstant plot; 
run; 
forecast out=h printall; 
run; 
data error; 
set h; 
at=residual; 
at2=residual*residual; 
run; 
proc arima data=error; 
identify var=at2; 
run; 
proc autoreg data=error; 
model at=/archtest dwprob normal noint; 
run; 
 
data kelembaban; 
input x1 y; 
label x1='kelembaban' 
    y='hujan'; 
cards; 
85  162 
87  207 
83  296 
83  52 
80  90 
78  84 
75  6 
73  2 
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72  30 
73  1 
80  21 
84  70 
84  130 
84  244 
83  157 
79  50 
79  46 
82  4 
66  0 
65  0 
72  2 
78  36 
84  101 
85  210 
85  161 
86  157 
86  147 
79  15 
82  59 
79  1 
78  20 
64  0 
73  7 
72  14 
81  101 
85  271 
85  180.4 
87  174.8 
83  166.6 
83  118.6 
80  22.2 
78  34.8 
75  77.2 
73  0.6 
72  32 
72  97.8 
80  0 
72  141.6 
87  292.8 
86  142.6 
90  387.6 
87  231.6 
85  191.4 
81  0 
79  0 
74  0 
73  3 
72  0.4 
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72  30.8 
83  278 
81  57 
82  377 
84  294 
86  289 
80  55 
79  22 
78  2 
75  3 
73  29 
75  64 
82  203 
80  524 
83  145.8 
84  210.8 
85  220 
79  70.8 
75  41.6 
73  3.6 
60  13.2 
69  20 
66  30 
71  34.7 
81  101.2 
81  143.9 
80  44.2 
83  473.9 
78  385.9 
77  519.3 
78  145.1 
73  100.9 
60  0 
68  15 
66  47.8 
77  88.3 
75  171.9 
80  199.9 
 
; 
proc arima data = kelembaban out=out1; 
identify var=x1(12) nlags=20; 
run; 
estimate p=(1) q=(12) noconstant; 
run; 
identify var=y(12) crosscorr=(x1(12)) nlags=40; 
run; 
estimate p=(1) q=(12) input=(3$ (0) /(0)x1) noconstant plot ; 
run; 
forecast out=h printall; 
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run; 
data error; 
set h; 
at=residual; 
at2=residual*residual; 
run; 
proc arima data=error; 
identify var=at2; 
run; 
proc autoreg data=error; 
model at=/archtest dwprob normal noint; 
run; 
 
Lampiran 8. Tabel Distribusi Chi‐Square 
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