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Zusammenfassung
Verwandte Sprachen besitzen Wörter gleichen Ursprungs. Im Laufe der Ge-
schichte ändern solche Wörter ihre Gestalt und lassen sich heute in ähnlicher
Form in unterschiedlichen Sprachen wiederfinden. In dieser Arbeit wird ein
Modell zur Beschreibung dieser Änderungen basierend auf Buchstabentransfor-
mationen über lexikalischen Wortlisten entwickelt. Dieses Modell ist geeignet
die Evolution von Sprachen abzubilden. Für die Rekonstruktion einer Entwick-
lungsgeschichte wird ein Verfahren benötigt, welches neben der Sprachphylo-
genie ebenfalls die zugehörigen Proto-Sprachen und Kognatmengen berechnet.
Um verschiedene Lösungen linguistisch vergleichen zu können, wird ein Op-
timalitätskriterium festgelegt. Die Ermittlung einer optimalen Lösung wird al-
lerdings auf Grund der Vielzahl gültiger Lösungen erschwert. Es wird vorge-
schlagen eine Lösung sukzessive mit Hilfe eines Approximationsverfahrens zu
verbessern. Die Arbeit führt dabei zunächst in die Problematik ein und stellt ba-
sierend auf Definitionen der Modellstruktur das Optimalitätskriterium vor. Mit
Hilfe des Parsimonieprinzips und zusätzlich linguistischen Annahmen werden
optimale Sprachphylogenien und Proto-Sprachen postuliert. Im Speziellen wird
für die Rekonstruktion einer Lösung ein Verfahren vorgestellt, so dass mit ei-
nem weiteren Verfahren der minimalen Modifikation vorhergehender Lösungen
eine sukzessive Optimierung erreicht werden kann. In ersten Untersuchungen
werden abschließend einige Ergebnisse unter verschiedenen Gesichtspunkten
erläutert und ausgewertet.
Abstract
Related languages contain words of the same origin. Through time these words
change. Remaining similarities between these words can be detected in diffe-
rent languages. In this work, transformations across lexical wordlist are used to
model these changes. To reconstruct the possible pathways of language change
an algorithm is choosen that calculates the phylogeny, the appropriate proto-
language and the cognate sets. An evaluation function detects plausible evolu-
tions. Because of the enormous amount of possible solutions an approximative
method is proposed that continuously modifies and improves possible soluti-
ons.
v
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1. Sprachwandel und Rekonstruktion
1.1. Einleitung
Sprachen wandeln sich. Ihre Sprecher ändern aus den unterschiedlichsten Grün-
den im Laufe ihres Lebens die Formen gesprochener und geschriebener Kom-
munikation. Auf der Grundlage von Ähnlichkeiten in den heute vorgefundenen
Wörtern in Sprachen und deren regulären Veränderungen in der Geschichte ver-
sucht die historisch-vergleichende Sprachwissenschaft für eine Sprachfamilie
mit Hilfe einer Analyse der Gemeinsamkeiten, mehr über den genauen Verlauf
dieser historischen Veränderungen und Gesetzmäßigkeiten herauszufinden.
In der Sprachforschung ist es von großem Interesse die Beziehungen histori-
scher Sprachen aufzudecken und geeignete Gruppen von verwandten aktuellen
Sprachen zu bilden. Da sich Sprachen durch Weitergabe von Sprecher zu Spre-
cher selbst erhalten, sich dabei permanent verändern und sich zweckdienlich
an eine Umgebung anpassen, ist ihre Entwicklung evolutionär beschreibbar.
Sprachliche Phylogenien (Entwicklungsgeschichten) können somit analytisch
rekonstruiert werden.
Werden natürliche Sprachen vereinfacht dargestellt und damit von ihnen ab-
strahiert, ergeben sich in der sprachwissenschaftlichen Statistik mit Hilfe von
Wortlisten geeignete Untersuchungsmöglichkeiten, um unbekannte Beziehun-
gen zwischen Sprachen aufzudecken. Es können Sprachähnlichkeiten und Evo-
lutionsszenarien behauptet werden, so dass bestehende Modelle der historisch-
vergleichenden Sprachwissenschaft erweitert und unterstützt werden.
Ein weiterer wichtiger Aspekt historischer Sprachforschung ist die Identifika-
tion derjenigen Wörter, die als verwandt bezeichnet werden können. Die soge-
nannte cognate identification ist dabei einerseits Voraussetzung für das Bestim-
men historischer Verwandtschaft zwischen heutigen Sprachen und andererseits
ebenfalls Voraussetzung für die Rekonstruktion historischer Proto-Wortformen
und Proto-Sprachen. Beide Aufgaben erfordern eine weitreichende Analyse der
Wortähnlichkeiten von Wörtern als Indiz historischer Abhängigkeit. Aber wie
genau kann man wissen, ob die Ähnlichkeit groß genug ist, um historische Ver-
1
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wandtschaft plausibel zu behaupten?
In [26] werden für diese Aufgabe verschiedene Ähnlichkeitsmaße vorge-
schlagen und untersucht. Dennoch bleibt es schwierig, die strukturierten Infor-
mationen eines evolutionären Wortveränderungsprozesses in gewünschter Qua-
lität in ein Ähnlichkeitsmaß einfließen zu lassen. Ein großes Problem stellen
dabei nicht diejenigen verwandten Wörter dar, deren Gestalt sehr ähnlich ist,
sondern diejenigen mit wenig Gemeinsamkeiten in der Struktur. Herauszufin-
den, ob Ähnlichkeiten auf Grund von Entwicklungsprozessen oder rein zufällig
existieren, stellt ein großes Problem für Lösungsverfahren dar.
Stehen die Kognate1 zwischen Sprachen fest, kann nach systematischen Ge-
meinsamkeiten gesucht werden. In der komparativen Linguistik werden Proto-
Sprachen als „Träger regulärer Systematizität“ (vergleiche [35, Seite 207]) un-
ter anderem mit Hilfe von Lautkorrespondenzen zwischen den Lauten (bezie-
hungsweise den Buchstaben als Repräsentanten dieser Laute) rekonstruiert. Die
Informationen, die man aus den heute noch zur Verfügung stehenden Kognaten
gewinnen kann, liefern ein historisches Bild, wie sich die Wörter und ihre Laute
(beziehungsweise Buchstaben) entwickelt haben könnten.
Die Entwicklung verlief dabei nicht immer gleichmäßig. Obwohl von einer
relativ konstanten Rate quantitativer Veränderung natürlicher Sprachen in ei-
nem bestimmten Zeitraum ausgegangen wird, werden in der Literatur (verglei-
che [7]) Indizien für sprunghafte Sprachveränderungen aufgeführt. Eine Abbil-
dung phylogenetischer Sprachstammbäume auf eine historische Zeit ist allge-
mein von großem Interesse, weil möglicherweise auf dieser Basis Thesen über
Wanderungsbewegungen von Völker als Träger von Sprachen besser begründet
werden können2.
1.2. Sprachevolution
In der historischen Linguistik gibt es verschiedene Ansätze, um die Entwick-
lung der Sprachen der Welt zu beschreiben. Die vorherrschende und in dieser
1Kognate bezeichnen in der Regel verwandte Wörter. Eine genaue begriffliche Erklärung wird
in Abschnitt 2.2.3 gegeben.
2Beispielsweise existieren unterschiedliche Thesen darüber, aus welchem Gebiet die indoeu-
ropäische Proto-Sprache und damit vermutlich die früheren Völker stammen. Vergleiche
hierfür in [14] die Kurgan Hypothese mit der Anatolische Hypothese von Colin Renfrew.
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1.2. Sprachevolution
Arbeit vorausgesetzte ist die Betrachtung der Sprachentwicklung unter verer-
benden Gesichtspunkten.
„The evolution of related languages can be mathematically mode-
led as a rooted tree in which internal nodes represent ancestral lan-
guages at the points in time at which they began to diversify and
the leaves represent attested languages.“ [28, Seite 1]3
Eine Sprache besitzt demnach genau eine Vorgängersprache aus der sie her-
vorgegangen ist. Gleichzeitig ist es möglich, dass verschiedene Sprachen die
gleiche direkte Vorgängersprache besitzen. Sprachrekonstruktionen lassen sich
in diesen Modellen durch einen Sprachstammbaum darstellen. Eine alternative
Sicht auf die Entwicklung von Sprachen orientiert sich größtenteils an Aussagen
über die Zusammengehörigkeit von Sprachen oder Dialekten. Sprachverände-
rung jeglicher Art, zum Beispiel areale Sprachveränderungen, sind dabei nicht
nur auf den vererbenden Transfer von Informationen angewiesen. Verschiedene
Eigenschaften breiten sich der sogenannten Wellentheorie4 nach wellenförmig
über viele Sprachen aus. Es können Gruppen gleicher Merkmalsausprägung ge-
funden und analysiert werden. Für die evaluierten Sprachgruppen lassen sich
dem Modell nach vorgeschlagene Gruppeneinteilungen jeweils begründen oder
ablehnen.
Die hier verwendete evolutionäre Theorie5 der Sprachentwicklung fußt im
Gegensatz dazu und unter Ausklammerung nicht vererbender Faktoren in Ana-
logie der Biologie und Genetik auf pure Stammbaumrekonstruktionen (verglei-
che [11, Seite 1]).
Von großem Interesse ist die Einteilung der Sprachen in Gruppen, wie sich
diese Gruppen in einem historischen Entwicklungsprozess verändern und in
welchem regulärem Maße Sprachveränderung festgestellt werden kann. In jün-
gerer Forschung ([28]) finden sich Erweiterungen der einfachen Stammbaum-
theorie. Sprachveränderungen werden darin zusätzlich durch horizontalen
3Übersetzung des Verfasser: „Die Evolution von verwandten Sprachen kann mathematisch als
gewurzelter Baum modelliert werden, bei dem die inneren Knoten Vorfahrensprachen ab
einem Verzweigungspunkt darstellen und bei dem die Blätter die nachgewiesenen Sprachen
repräsentieren.“
4Die Wellenheorie wurde erstmals in [39] auf Grundlage sprachfamilien-übergreifender Phä-
nomene linguistisch wahrscheinlicher Sprachentwicklung vorgeschlagen.
5Die evolutionäre Erklärbarkeit von Sprachgeschichte wurde anhand Darwinscher Grundideen
bereits 1873 in [38] erläutert.
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Sprachkontakt.6 begründet. Dominierend bleibt allerdings der Vererbungspro-
zess. In Erweiterung zu den biologisch evolutionären Speziesmodellen spielt
horizontaler Informationsaustausch zwischen Sprachen in der Linguistik eine
sehr wichtige Rolle. Einerseits können Sprachen generell miteinander in Be-
ziehung treten, wenn entsprechende geografische, soziokulturelle, gesellschaft-
liche oder andere Einflussfaktoren vorhanden sind und andererseits verbleiben
sie nach Diversifikationen oft über einen längeren Zeitraum in engem Kontakt.
Besonders wenn sie entwicklungstheoretisch noch sehr nah verwandt oder so-
gar nur dialektale Ausprägungen voneinander sind, kann zwischen ihnen ein
hohes Maß an Interaktion vermutet werden. Der relativ häufige Sprachkontakt
macht es nötig, bestehende mathematisch biologische Speziesmodelle und Re-
konstruktionstechniken für die Linguistik zu adaptieren und zu erweitern.
Wegen ihres kommunikativen Charakters kann im Allgemeinen eine Sprache
verschwinden, langsam verschleißen, sich kreativ erweitern, rapide Entwick-
lungssprünge vollziehen, andere Sprachen integrieren oder sich anderweitig ef-
fektiv anpassen.
„Language is a communicational system, and is thereby much more
open to changes than any biological species, . . . .“ [16, Seite 170]7
Veränderungen einer phonologisch/morphologischen Eigenschaft, einer seman-
tischen Zuordnung, der syntaktischen Struktur, einer Lautentsprechung oder der
Lexik vollziehen sich dabei für den Sprecher fast unmerklich und über einen
großen Zeitraum und eine Gruppe von vielen Sprechern hinweg.
Für ein hinreichendes Modell zur Beschreibung von Wandel soll es genü-
gen, Sprache und Wörter auf der Symbolebene zu beschreiben. Zum Einen
liegen historische Sprachen im Allgemeinen in einer eigenen Schrift vor und
zum Anderen gibt es für viele heute gesprochenen Sprachen orthografische Be-
schreibungen. Mit Hilfe solcher orthografischer Transkriptionssysteme können
in Vereinfachung zu lautähnlicheren Systemen, wie zum Beispiel dem IPA[5],
bereits linguistische Aussagen getroffen werden. Im Allgemeinen werden Wör-
ter mündlich überliefert oder mit Hilfe von verketteten Lautentsprechungen
(Symbolen) niedergeschrieben. Über einen längeren geschichtlichen Zeitraum
6Horizontale, oder auch laterale, Kanten verbinden in einer Phylogenie innere Sprachen. Sie
repräsentieren Bedingungen, die auf Grund von angenommenem Kontakt zweier Sprachen
bestehen.
7Übersetzung des Verfasser: „Sprache ist ein kommunikatives System und deshalb viel anfäl-
liger für Veränderung als jede biologische Spezies.“
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hinweg werden die Symbole wiederholt den Lauten angepasst und beeinflussen
die bestehenden Transkriptionssysteme. Die Symbole als Repräsentanten der
Laute vollziehen den Wandel mehr oder weniger zeitlich verzögert und geben
hinreichend Aufschluss über die Entwicklung der Laute einer Sprache8.
1.3. Parsimonie
Bei der Bewertung verschiedener Hypothesen über den Verlauf von Sprach-
veränderungen wird in dieser Arbeit vom Sparsamkeitsprinzip ausgegangen.
Grundsätzlich soll nur das Notwendigste zur Bildung einer Theorie verhelfen,
was dem Prinzip von Ockhams Rasiermesser entspricht.
„. . . , in the senses in which it can be found in Ockham himself, ne-
ver allows us to deny putative entities; at best it allows us to refrain
from positing them in the absence of known compelling reasons for
doing so. In part, this is because human beings can never be sure
they know what is and what is not ’beyond necessity’; the neces-
sities are not always clear to us.“ Onlinequelle: Ockham’s Razor
[40]9
Es wird im Weiteren davon ausgegangen, dass diejenige Hypothese (in diesem
Fall zum Beispiel über den Verlauf der Symbolveränderungen entlang eines
evolutionären Rekonstruktionsbaumes) ausgewählt wird, welche im Vergleich
zu anderen Hypothesen einfacher und sparsamer unter einer Kostenbewertung
ist. Eine einfachere Hypothese sei hierbei ein Verlauf, der als linguistisch plau-
sibler angenommen wird. Die Annahme ist hierbei, dass im Allgemeinen eine
komplexe und im Sinne der Kostenbewertung teure Hypothese leichter wider-
legt werden kann, als eine sparsamere. Bei der Auswahl mehrerer plausibler
8Es gibt neben der Beschreibung einer Sprache über ihr Lexikon weitere komplexere Sprach-
merkmale (zum Beispiel die Grammatik oder phonologische Aspekte einer Sprache).
9Freie Übersetzung des Verfassers: „In dem Sinne wie Ockham es selbst schreibt, erlaubt es
uns nicht mutmaßliche Entitäten (Hypothesen) zurückzuweisen, sondern höchstens erlaubt
es uns, bei Ausbleiben von zwingenden Gründen entsprechende Annahmen zu unterlassen.
Das ist teilweise so, weil Menschen außerhalb des Notwendigen niemals sicher sein können,
zu wissen was ist oder was nicht ist. Diese Notwendigkeiten sind uns niemals vollständig
klar.“
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Rekonstruktionen werden somit diejenigen bevorzugt, die mit großer Sicher-
heit unter dem aktuellen Kenntnissstand eine gute Erklärung für sprachlichen
Wandel liefern.
Sprache verhält sich jedoch nicht notwendigerweise im quantitativen Sinne
ökonomisch. Wandel tritt aus den vielfältigsten persönlichen, kulturellen und
anderen gesellschaftlichen Gründen auf. In diesem Rahmen versteht man unter
sparsamen Wandel die bestmöglichste ökonomische Anpassung an die sprach-
lichen Notwendigkeiten. Diesen Rahmen gilt es entsprechend zu modellieren,
so dass mit Hilfe der Sparsamkeitsannahme, beziehungsweise dem Parsimonie-
prinzip, die verschiedenen gültigen möglichen Hypothesen ausgewertet werden
können.
1.4. Aktuelle Ansätze
Die in der Literatur10 vorgeschlagenen Methoden der Phylogeniebestimmung
können vereinfachend in zwei Typen aufgeteilt werden, den charakterbasierten
und den entfernungsbasierten Methoden.
1.4.1. Charakterbasierte Techniken
Charakterbasierte Techniken modellieren Sprachen als eine Menge sie identi-
fizierender Merkmale, sogenannten Charakteren11. In aktuellen Untersuchun-
gen (zum Beispiel [28]) werden verschiedene grammatikalische, phonologische
oder semantische Charaktere von Sprachen für die Sprachbeschreibung verwen-
det.
„Character-based techniques for building phylogenetic trees model
species as sets of features. Features common to all the species being
compared are called characters, and the species-specific manifesta-
tion of these characters are called character states.“ [11, Seite 6]12
10Ausführliche vergleichende methodologische Studien werden in [11] und [44] vorgestellt.
11Im Text wird des Weiteren der Begriff „Charakter“ synonym mit den Begriffen „Merkmal“,
„Feature“ und „Eigenschaft“ verwendet. Der Term „Zustände von Charakteren“ wird syn-
onym mit dem Begriff „Ausprägung“ verwendet.
12Übersetzung des Verfasser: „Charakterbasierte Techniken der Rekonstruktion phylogeneti-
scher Bäume modellieren Spezies als eine Menge von Merkmalen. Speziesübergreifende
Merkmale werden Charaktere und die speziesspezifische Ausprägung solcher Charaktere
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Mit Hilfe von derartigen Sprachmerkmalen werden entweder eine beste Phy-
logenie als Beschreibung der Entwicklung der Ausprägungen oder ein soge-
nannter Consensus Tree als übereinstimmende Beschreibung mehrerer plausi-
bler Phylogenien behauptet. In [28] werden zudem die anfänglich einfachen
Phylogeniemodelle um lateralen Sprachkontakt erweitert.
Neben grammatikalischen und phonologischen Merkmalen werden sehr häu-
fig die Kognatmengenzugehörigkeiten eines Wortes als lexikalische Merkma-
le verwendet (vergleiche exemplarisch hierfür [6]). Wörter derselben Wort-
bedeutung von verschiedenen Sprachen werden dabei in disjunkte Gruppen
aufgeteilt, wobei die Wörter einer Gruppe miteinander linguistisch verwandt
sind. Die bedeutungsinvarianten Wörter ’ka’(Hethitisch), ’edo’(Griechisch),
’qui’(Italienisch), ’ici’(Französisch), ’hier’(Deutsch) und ’here’(Englisch) sei-
en beispielsweise verwandtschaftlich wie folgt gruppiert13: (’qui’, ’ici’),
(’hier’,’here’), . . . . Mit Hilfe der Kognatmengenzugehörigkeiten können dar-
aufhin lexikalische Merkmale einer Zugehörigkeit zu einer speziellen Gruppe
binär konstruiert werden. Ob ein Wort der Kognatmenge (’hier’,’here’) ange-
hört oder nicht, kann durch die jeweilige Ausprägung 0 oder 1 angezeigt wer-
den: 0,0,0,0,1,1 (Hethitisch, Griechisch, Italienisch, Französisch, Deutsch, Eng-
lisch)14. Mit den vier Gruppen existieren zusammen vier Merkmale, die für die
Berechnung der verwandtschaftlichen Beziehungen verwendet werden können.
Im Allgemeinen werden für die Analyse einer wahrscheinlichen Phylogenie
die Zustandsüberführungen der Ausprägungen untersucht. In der Regel sind
charakterbasierte Methoden sehr rechenaufwendig, denn für eine Menge von
Merkmalen gibt es entlang einer vorgeschlagenen Phylogenie jeweils enorm
viele mögliche Zustandsüberführungsmöglichkeiten. Dieser technische Nach-
teil wird durch den theoretischen Vorteil gegenüber den im folgenden Abschnitt
1.4.2 vorgestellten entfernungsbasierten Ansätzen ausgeglichen. Die bessere In-
formationsausnutzung der Daten macht die Ergebnisse vertrauenswürdiger.
„Phylogenetic methods for building trees have other advantages
over the distance-based methods . . . . By operating directly on dis-
crete data, phylogenetic methods avoid the loss of information that
ihr Zustand genannt.“ (In der Linguistik entsprechen die Spezies den Sprachen).
13Es werden nur Gruppen mit mehr als einem Element genannt.
14Des Weiteren gibt es lexikalische Merkmalskonstruktionen, die die bedeutungsgleichen Wör-
ter mit komplexeren Ausprägungen in einem Merkmal untersuchen. Für das genannte Bei-
spiel gäbe es dann beispielsweise folgende kodierte Ausprägungen: 0,1,2,2,3,3 (Hethitisch,
Griechisch, Italienisch, Französisch, Deutsch, Englisch).
7
Sprachwandel und Rekonstruktion
is inherent in calculating an average distance between pairs of ta-
xa.“ [25, Seite 117]15
Bevor die entfernungsbasierten Ansätze vorgestellt werden, seien zuvor zwei
interessante charakterbasierte Ansätze kurz erläutert, die perfekten Phylogenien
und die datierten Phylogenien.
Perfekte Phylogenien
In einem von Warnow, Ringe und Nakhleh entwickelten Ansatz ([28; 36; 29; 12;
45]) werden verschiedene unabhängige Merkmale für Sprachen parsimonisch
analysiert, so dass eine maximale Kompatibilität der Merkmalsveränderungen
erreicht wird.
„So the goal of these methods is to construct phylogenies with the
fewest possible character state changes.“ [11, Seite 9]16
Die Autoren untersuchen Phylogenien hinsichtlich ihrer topologischen Struktur.
Phylogenien mit validen Zustandsüberführungen werden linguistisch plausibler,
wenn sie möglichst wenige solcher Überführungen besitzen. Dabei geht ihr An-
satz explizit davon aus, dass ein Zustand nicht wieder in einen ursprünglichen
Zustand wechseln kann, was ihrer Meinung nach für eine gehaltvolle linguisti-
sche Interpretation der Ergebnisse vertretbar ist.
„The relative absence of backmutation in linguistic data is partly
the result of known properties of linguistic systems and language
change and partly the result of probabilistic factors.“ [28, Seite 2]17
Ein anderes Problem für die Ergebnisauswertung stellt sich den Autoren aller-
dings mit der parallelen Entwicklung von Zuständen eines Charakters. So müs-
15Übersetzung des Verfasser: „Phylogenetische Methoden haben andere Vorteile über entfer-
nungsbasierten Methoden . . . . Wegen der direkten Nutzung von diskreten Daten vermeiden
sie Informationsverlust, welcher durch die Berechnung von durchschnittlichen Entfernun-
gen zwischen Paaren von Taxa gegeben ist.“
16Übersetzung des Verfasser: “Das Ziel solcher Methoden ist eine Phylogenie mit der gerings-
ten Menge möglicher Zustandsänderungen von Charakteren zu erzeugen.“
17Übersetzung des Verfasser: “Das relative Fehlen von Rückmutationen in linguistischen Daten
ist teilweise das Resultat von bekannten Eigenschaften linguistischer Systeme und Sprach-
veränderungen und teilweise das Resultat wahrscheinlichkeitstheoretischer Faktoren.“
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sen sie für ihren Ansatz explizit voraussetzen, dass zwei Zustände eines Merk-
males nicht in verschiedenen rekonstruierten Sprachen unabhängig voneinander
entstehen können.
„Fortunately the collective experience of historical linguists seems
to show that most parallel development in lexical datasets can be
detected.“ [28, Seite 3]18
Allerdings erzielen die Autoren durch die Filterung ihrer Datenbasis hinrei-
chend gesicherte Ergebnisse. Die Datenbasis wird dabei mit Hilfe spezieller lin-
guistischer Fachkenntnisse über phonologisch gewöhnliche Lautverschiebun-
gen und durch die Identifikation semantischer Parallelverschiebungen aufberei-
tet. Zudem versuchen die Autoren notwendiger Weise den Einfluss von Sprach-
kontakt in erweiterten Baumnetz-Modellen abzubilden.
„. . . it is necessary to extend the model to address the problem of
how characters evolve when diverging language communities re-
main in significant contact.“ [28, Seite 1]19
Datierte Phylogenien
Ein weiterer charakterbasierter Ansatz modelliert Zustände und vor allem die
Zustandsüberführungen in Abhängigkeit von der Zeit. Für jeden Zustand wird
eine Wahrscheinlichkeit angegeben, in Abhängigkeit eines festgelegten Zeit-
fensters in einen anderen Zustand zu wechseln. Rückmutationen und parallele
Entwicklungen sind generell möglich, jedoch in den natürlichen Daten nicht
häufig anzutreffen. Behauptete Phylogenien werden mit Hilfe der Wahrschein-
lichkeit ihrer Zustandsveränderungen bewertet. Unter anderen benutzen und
entwickeln Atkinson, Pagel, Gray und Greenhill ([32; 34; 33; 7; 7; 15]) mathe-
matisch statistische Monte-Carlo Modelle20 mit deren Hilfe sich für verschie-
18Übersetzung des Verfasser: “Glücklicherweise scheint die gesammelte Erfahrung von histori-
schen Linguisten zu zeigen, dass die meisten Parallelentwicklungen in lexikalischen Daten
erkannt werden können.“
19Übersetzung des Verfasser: “Es ist notwendig das einfache Baummodell zu erweitern, um
das Problem sich entwickelnder Charaktere zu lösen, wenn auseinander driftende Sprach-
gemeinschaften in signifikantem Sprachkontakt bleiben.“
20Monte-Carlo Modelle enthalten zufällige Komponenten. Es werden Annäherungsverfahren
(Hill-climbing-Verfahren) benutzt, um aus einer Vielzahl hinsichtlich der Maximierung der
Datenplausibilisierung zu bewertenden zeitlich gewichteten Phylogenien eine beste (oder
entsprechend einen Consenus Tree) zu ermitteln.
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dene Merkmale und ihre Ausprägungen eine plausible evolutionäre Geschichte
postulieren lässt. Diese Geschichte kann auf Grund der Annahme der zeitli-
chen Entwicklung von Zuständen auf eine reale historische Zeitachse abgebildet
werden. In [7] verweisen die Autoren zudem auf die ungleichmäßige Verände-
rungsrate von Sprachmerkmalen. Ein großer Vorteil bei annähernd bekannter
Verteilung aller Phylogenien ist die Signifikanzbestimmung der inneren Kno-
ten der Phylogenie. Um der klassischen Kritik der Vernachlässigung möglichen
Sprachkontaktes zu begegnen, führen auch sie weitere Untersuchungen durch.
„The central issue is . . . how robust phylogenetic inferences are to
horizontal transmission.“ [15] (Kapitel „Introduction“)21
Sie zeigen zudem in [15], dass ihre stochastischen Modelle robust gegen nicht-
systematischen Sprachkontakt sind.
1.4.2. Entfernungsbasierte Techniken
Entfernungsbasierte Ansätze nutzen im Gegensatz zu den charakterbasierten zu-
sätzlich die lexikalische Information der inneren Struktur von verwandten Wör-
tern. Es wird nicht nur untersucht ob und mit welcher Wahrscheinlichkeit sich
ein Zustand ändern kann, sondern es wird ein verwandtschaftlicher Abstand
zwischen verschiedenen Zuständen behauptet. Ein Nachteil dieser Methode ist
die Annahme konstanter Veränderungsraten von Wörtern, was historisch nicht
begründbar ist.
„Character-based models . . . may not be the best method of de-
scribing languages and generating phylogenetic trees that accura-
tely describe their interrelationships and evolutionary histories. . . .
(They) have been shown to produce incorrect results if the species
being studied evolve at different rates, as languages often do.“ [11,
Seite 13]22
21Übersetzung des Verfasser: “Die zentrale Frage ist, wie robust phylogenetische Schlussfol-
gerungen gegenüber horizontalen Übertragungen sind.“
22Übersetzung des Verfasser: „Charakterbasierte Modelle sind nicht die beste Methode Spra-
chen zu beschreiben und Phylogeniebäume zu erzeugen, welche exakt ihre inneren Be-
ziehungen und die evolutionäre Geschichte widerspiegeln. . . . Es zeigt sich, dass falsche
Ergebnisse entstehen, wenn die untersuchten Spezies unterschiedliche Entwicklungsraten
besitzen, was Sprachen häufig auszeichnet.
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Weiterhin verlieren entfernungsbasierte Methoden wichtige Informationen
durch die Konstruktion eines einzigen Wertes, welcher zur Beschreibung der
verwandtschaftlichen Beziehung herangezogen wird.
„Computer simulation studies show that character-based approa-
ches . . . methods tend to give high accuracy (in contrast to distance-
based approaches)“ [44, Seite 36]23
Eine Entfernung zweier Sprachen wird beispielsweise aus dem Mittel aller Ähn-
lichkeiten der verwandten Wörter dieser Sprachen gebildet. Für eine Menge von
Sprachen wird zusammenfassend eine Entfernungsmatrix konstruiert.
„The basis of the reconstruction process is a matrix with distances
between . . . languages.“ [8, Seite 1]24
Jede Sprache besitzt eine postulierte Entfernung zu jeder anderen Sprache. Die
einzelnen Entfernungen werden als Elemente in der Matrix abgetragen. In der
Hauptdiagonalen sind die Eigenentfernungen mit 0.0 ausgegeben. Auf Grund
der symmetrischen Sprachentfernung (Entfernung der Sprache A zu B, ent-
spricht der Entfernung von B zu A) ergibt sich eine quadratische Matrix, de-
ren obere Halbmatrix der unteren Halbmatrix entspricht. Mit Hilfe einer sol-
chen Entfernungshalbmatrix wird mit verschiedenen Erzeugungsmethoden eine
Phylogenie postuliert. Kurz genannt seien die Methode der kleinsten Quadrate,
minimal-evolutionäre Methoden, wie zum Beispiel dem Neighbor Joining Al-
gorithmus und Clustermethoden (siehe [44, Seite 38]).
Entfernungsbasierte Methoden schätzen für die Konstruktion einer Matrix
die Verwandtschaft mit Hilfe eines gemittelten Wertes ohne evolutionäre Zu-
sammenhänge und Entwicklungsverläufe zu erhalten. Anschließend wird ver-
sucht mit Hilfe der gemittelten verwandtschaftlichen Entfernung von Sprachen
gerade diese evolutionäre Entwicklung wiederum zu rekonstruieren. Wie oben
bereits erwähnt, setzt eine solche Rekonstruktion voraus, dass die berechne-
ten verwandtschaftlichen Abstände (oder entsprechend die Ähnlichkeiten) einer
zeitlichen Entfernung entsprechen. Die zeitliche Veränderungsrate wird dabei
als konstant angenommen.
23Übersetzung des Verfasser: „Computersimulationen zeigen, dass charakterbasierte Methoden
generell eine höhere Präzision (als entfernungsbasierte) aufweisen.
24Übersetzung des Verfasser: „Die Basis des Rekonstruktionsprozesses ist eine Matrix mit Ent-
fernungen zwischen Sprachen.“
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Im Folgenden seien kurz zwei aktuelle Ansätze erwähnt, welche verbesserte
Abstandsmetriken verwenden - zum einen der Ansatz von Kondrak und zum
anderen das ASJP-Projekt:
Verbesserte Alignments
Grundlage für die Erstellung einer Entfernungsmatrix ist die plausible Messung
einer verwandtschaftlichen Ähnlichkeit zwischen einzelnen Wörtern. Kondrak
konstruiert dafür in ([21]) mit Hilfe phonologischer Merkmalstabellen25 eine
spezielle Kostenfunktion für Grundersetzungsoperationen zwischen alignierten
Wörtern, und stellt zudem einen Algorithmus zur Bestimmung der besten Pho-
nemzuordnung für zwei Wörter vor.
Eine Verbesserung der verwandtschaftlichen Ähnlichkeitsbehauptungen zwi-
schen Sprachen wird von Kondrak jedoch nicht vorrangig in der korrekten Kon-
struktion von Phylogenien gesehen, sondern soll dazu dienen verwandte Wörter
aufzuspüren und historische Protoformen der Wörter zu begründen.
“A computer system able to perform a fully automatic reconstruc-
tion of an unrecorded proto-language given wordlists representing
two or more daughter languages would certainly be of great assi-
stance to historical linguists.“ [21, Seite 2]26
Ein großer Vorteil seines Ansatzes ist es zudem, mit Hilfe der phonetisch ali-
gnierten Wörter historische Lautkorrespondenzen untersuchen zu können. Re-
guläre Lautentsprechungen werden für die Rekonstruktion einer Protoform be-
nötigt.
Typologische Erweiterungen
Im ASJP-Projekt (The Automated Similarity Judgment Program) [8], welches
ebenfalls einen entfernungsbasierten Ansatz verfolgt, wird gleichfalls versucht,
25Er benutzt Feature-based-Metriken, welche die phonologischen Merkmale und die entspre-
chende Ausprägung jedes Phonems verwenden, um einen speziellen Kostenwert für eine
Überführung von einem Phonem in ein anderes behaupten zu können.
26Übersetzung des Verfasser: „Ein Verfahren, welches vollautomatisch (im Vergleich zur ma-
nuellen komparativen Vorgehensweise) für eine gegebene Wortliste eine Proto-Sprache re-
konstruiert, wäre eine große Hilfe in der historischen Linguistik.“
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mit Hilfe zusätzlicher linguistischer Information eine Verbesserung verwandt-
schaftlicher Entfernungsbehauptungen zu erzielen.
Die Autoren verwenden dabei einerseits lexikalische Informationen, welche
mit Hilfe eines Editierabstandsmaßes zwischen Wörtern für eine Auswahl von
Bedeutungen gewonnen werden27 und andererseits nutzen sie allgemeine merk-
malsbasierte Informationen. Diese werden mit Hilfe einer Merkmalsmenge und
einem Maß überlappender Ausprägungsübereinstimmung für eine Auswahl an
Merkmalen gewonnen28.
Der lexikalische Sprachvergleich wird technisch verbessert, in dem die Auto-
ren eine linguistische Transkodierung der Wörter der Wortlisten in eine kleine
Anzahl von linguistisch relevanten Buchstabenäquivalenzklassen29 vornehmen.
1.5. Motivation
In der historischen Linguistik ist die komparative Methode zur Rekonstruktion
von Proto-Sprachen und Protoformen von besonderer Wichtigkeit.
“The identification of cognates is a component of two principal
tasks of historical linguistics: establishing the relatedness of lan-
guages and reconstructing the histories of language families.“ [21,
Seite 67]30
Kondraks Idee ([21]) ist es, die wesentlichen Teile der Standard-Rekonstrukti-
onsmethode zu automatisieren. Dazu zählen als erster Schritt einer jeden Analy-
27Die Auswahl gilt nach ihren Untersuchungen als besonders immun gegen Veränderung. Sie
verwenden dabei wahlweise 40 oder 100 Bedeutungen der Swadesh-100 Liste nach [42].
Die Wortliste enthält nach Swadesh eine Auswahl von Wortbedeutungen, die gegenüber
kulturellen Eigenheiten der Sprachen und Entlehnungen besonders stabil sind. Eine direkte
Folge einer solchen Auswahl ist jedoch die Selektion von Bedeutungen mit wenig gene-
tischen Veränderungen, was eine Interpretation der Sprachabstände als verwandtschaftli-
che Entfernung von Sprachen erschwert. Die Stabilität gegenüber Entlehnung ist für nicht
kontaktmodellierende phylogeniegestützte Interpretationen allerdings notwendige Voraus-
setzung.
28Ihre Auswahl gilt wiederum als besonders stabil gegenüber Veränderungen. Die Stabilität
berechnen die Autoren mit einem eigens konstruierten Verfahren.
29Die Autoren nutzen 34 Konsonanten- und 7 Vokalklassen.
30Übersetzung des Verfasser: „Kognatidentifikation besteht prinzipiell aus zwei Aufgaben his-
torischer Linguisten: Nachweisen von Sprachverwandtschaft und Rekonstruktion der Ge-
schichte der Sprachfamilie.“
13
Sprachwandel und Rekonstruktion
se die automatische Bestimmung der Kognate. Dafür allerdings nutzt Kondrak
Information, welche nicht vom evolutionären Prozess losgelöst ist. Die postu-
lierten Lautentsprechungen, die in einer Wertematrix berechnet wurden, gehen
implizit in die Identifizierung von Kognaten ein. Das ist insofern wichtig31, als
dass es dadurch möglich wird, nicht offensichtliche Kognate32 zu begründen.
Ein zweiter Schritt ist üblicherweise die Ermittlung von konkreten Lautent-
sprechungen zwischen den Wörtern, so dass für mehrere Sprachen einer Phy-
logenie iterativ Protoformen rekonstruiert werden können. Für diese Rekon-
struktion ist es wichtig, wie die aktuellen Wortformen historisch gruppiert sind
und wie die Lautentsprechungen innerhalb der aktuellen Formen verteilt sind.
Mit der Idee der automatisierten Ermittlung von Lautkorrespondenzen in einem
evolutionärem Umfeld ergibt sich weiterführend die Möglichkeit Symboltran-
sitionen konkret evolutionär und innerhalb von festgelegten oder berechneten
Kognatmengen zu rekonstruieren.
In entfernungsbasierten Ansätzen wird im Allgemeinen sehr häufig ein Ab-
standsmaß verwendet, welches mit Hilfe von Editieroperationen den Abstand
zwischen zwei Wörtern bestimmt. Der Kritik an solchen Ansätzen folgend,
dass auf Grund der Mittelung der einzelnen Wortabstände wichtige Informa-
tionen verloren gehen, kam die Idee auf, Editieroperationen im evolutionären
Kontext anzuwenden. Es ist möglich eine komplette evolutionäre Sprachge-
schichte in einer Phylogenie, ähnlich wie bei dem Editierabstand zweier Wör-
ter, strukturiert nachzuzeichnen. Weiterhin sind viele Lautveränderungen nicht
nur typisierbar, wie Kondrak und viele andere mit vorgeschlagenen Lautkorre-
spondenzmatrizen zeigen, sondern auch regulär33.
Es sollte folglich möglich sein, Lautentsprechungen, wie in der kompara-
tiven Linguistik behauptet, mit Hilfe von wortübergreifenden Editieroperatio-
nen identifizieren zu können. Reguläre Symbolkorrespondenzen in Kognaten
sollten ferner in einem historischen Entwicklungsprozess und nicht nur allein
durch akkumulierte Ähnlichkeitswerte innerhalb einer Kognatmenge begründet
31Beispielsweise ist eine Korrespondenz von /a/ und /i/ wahrscheinlicher als eine Korrespon-
denz von /a/ und /s/.
32Nicht offensichtliche Kognate seien verwandte Wörter, die nur wenige Buchstaben, respekti-
ve Laute, überein haben.
33
“The regularity principle states that a change in pronunciation applies to sounds in a gi-
ven phonological context across all words in a language.“ [21, Seite 8], Übersetzung des
Verfasser: „Das Regularitätsprinzip besagt, dass ein Aussprachewandel für Laute in einem
gegebenen phonologischen Kontext über allen Wörtern einer Sprache stattfindet.“
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sein34,35.
In der aktuellen Forschung (siehe beispielsweise [28]) werden jeweils beste-
hende Ansätze um die Möglichkeit des Sprachkontaktes erweitert. Dem folgend
soll in dieser Arbeit zusätzlich zu den üblichen Editieroperationen36 wie Erset-
zung, Einfügung oder Auslöschung eines Buchstabens eine neue Operation für
die Entlehnung eines Wortes bei Kontakt zweier Sprachen eingeführt werden.
Zusammenfassend kann gesagt werden, dass mit der folgenden Arbeit der
Versuch unternommen wird, alle Ereignisse einer historischen Sprachentwick-
lung für einige linguistisch relevante Ereignistypen auf Symbolebene nachzu-
bilden. Lexikalischen Wortlisten37 beschreiben dabei strukturiert die aktuel-
len Sprachen. Mit der Rekonstruktion der Sprachentwicklung wird letztlich ei-
ne wahrscheinliche Proto-Sprache behauptet. Der Fokus der sprachhistorischen
Untersuchung liegt jedoch auf der Ermittlung verwandtschaftlicher Wortbezie-
hungen und der Rekonstruktion einer plausiblen sprachlichen Phylogenie. Die
folgende Arbeit besteht im Wesentlichen aus zwei Hauptteilen:
• Das Kapitel 2 befasst sich mit der Beschreibung des entwickelten Model-
les einer wahrscheinlichen Sprachevolution.
• Darauf folgend wird in Kapitel 3 ein technisches Verfahren zur Annähe-
rung an die beste Lösung vorgeschlagen.
Anschließend werden in Kapitel 4 erste Ergebnisse diskutiert und in Kapitel 5
zukünftige Erweiterungsmöglichkeiten angesprochen.
34
„Regular sound changes tend to produce regular correspondences of phonemes in correspon-
ding cognates.“ [21, Seite 10], Übersetzung des Verfasser: „Reguläre Lautverschiebungen
tendieren dazu reguläre Phonemkorrespondenzen in Kognaten zu produzieren.“
35Reguläre Symbolkorrespondenzen sind in der historischen Linguistik oft kontextbedingt, das
heißt ein bestimmter Wandel findet nur in einem bestimmten Kontext statt. Dies kann pro-
blemlos in Form regulärer Ausdrücke modelliert werden. Ein allgemeines Verfahren ohne
weitere linguistische Beschränkungen bezüglich plausibler Kontextbedingungen ist im All-
gemeinen sehr komplex und rechenaufwendig. In dieser Arbeit wird deswegen ein Verfah-
ren eines Modelles ohne Berücksichtigung eines solchen Kontextes regulärer Sprachverän-
derungen angestrebt.
36Übliche Editieroperationen orientieren sich an den Operationen der Berechnung des einfa-
chen Editierabstandes zwischen zwei Wörtern (Levenshteinalgorithmus)
37Wortlisten sind Tabellen mit Sprachen als Spalten und Zeilen als spezielle Wortbedeutungen.
15

2. Evolutionsmodell
2.1. Ansatz
Die natürliche Sprachentwicklung (Evolution) wird in dieser Arbeit mit Hilfe
eines linguistischen Modells rekonstruiert. Dieses stützt sich auf zwei wesentli-
che Vereinfachungen natürlicher Sprache und ihrer Veränderungen.
Sprachen werden dabei erstens als eine Ansammlung lexikalischer Daten
beschrieben. Sie bestehen aus einem Lexikon, welches mit Hilfe von Wort-
bedeutungen1 mit anderen Lexika verknüpft ist. Die Veränderungen der Spra-
chen werden zweitens als Veränderungen von Buchstabenvorkommen (Token)
der Wörter in den Sprachen beschrieben. Ziel ist es, das Lexikon einer Proto-
Sprache mit Hilfe dieser Tokenveränderungen zu rekonstruieren.
Natürliche Sprache kann im Allgemeinen mit Hilfe von Schriftsystemen fest-
gehalten werden. Laute (Token) stehen kodierten Symbolen (Token) gegenüber.
Jeder Laut eines Sprechers kann dabei notiert werden und es existiert eine ein-
eindeutige Zuordnung der Laut-Token zu den Symbol-Token. Die natürliche
Sprache zeichnet sich weiterhin dadurch aus, dass sich Laute und Symbole sys-
tematisch in Äquivalenzklassen einteilen lassen. Man ordnet die Laute zum
Beispiel Phonemklassen zu, mit dem Ziel Bedeutungsunterschiede der Laute
korrekt abzubilden. Symbole werden in Buchstabenklassen zusammengefasst,
um diesen Bedeutungsunterschieden gerecht zu werden. Jedem Phonem (Type)
wird ein Buchstabe (Type) zugeordnet, so dass eine möglichst große Überein-
stimmung der internen Tokenzuordnungen (Laut-Symbol) erreicht wird. Diese
systematische Zuordnung wird durch das Buchstabenalphabet (Schrift) mehr
oder weniger eineindeutig erreicht. Es kommt in Schriften jedoch häufig vor,
dass vom Typ her verschiedene Buchstabenvorkommen (Token) Lauten eines
einzelnen Phonems (Type) zugeordnet sind und umgekehrt. Auch kann es durch
den konkatenierenden Aufbau von Sprache und Schrift Transkriptionssysteme
geben, wo mehrere adjazente Buchstaben einem Phonem zugeordnet sind. Die-
1Im Weiteren werden die Begriffe „Wortbedeutung“, „Bedeutung“, “Konzept“ und „semanti-
sches Konzept“ synonym verwendet.
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se Uneineindeutigkeiten können als Maß dienen, wie genau eine Schrift na-
türliche Sprache abbildet. In der Linguistik werden in der Regel häufig solche
Schriften verwendet, die Mehrdeutigkeiten zum Großteil vermeiden, zum Bei-
spiel das IPA [5] anstelle beispielsweise der lateinischen Schrift.
Betrachtet man lexikalische Daten im Vergleich, so betrachtet man Buchsta-
benvorkommen einer oder sogar mehrerer Schriften als Stellvertreter von Lau-
ten und Phonemen. In diesem Ansatz wird als Untersuchungsgrundlage ein Mo-
dell verwendet, welches auf der Abbildungsebene der Buchstaben und nicht der
Laute definiert ist. Setzt man außerhalb des Modelles eine linguistische Stell-
vertreterfunktion der Buchstaben voraus, dann können die Ergebnisse auch auf
Lautebene interpretiert werden. Natürlicher linguistischer Sprachwandel wird
in dem vorgestellten Ansatz nicht nur mit Hilfe der Buchstaben und deren Vor-
kommen in den gegebenen Daten analysiert, sondern es fließen weitere Mo-
dellanpassungen bezüglich des linguistischen Umfeldes, wie beispielsweise die
Modellierung sprachlichen Kontaktes, mit ein. Die einzeln modellierten Buch-
stabenveränderungen können dabei nicht nur benutzt werden, um wahrschein-
liche Sprachentwicklungen beziehungsweise Sprachstammbäume und Proto-
Sprachen auf Buchstabenebene zu rekonstruieren. Mit Hilfe weiterführender
Lautentsprechungen der Buchstaben können Behauptungen über Lautverschie-
bungen und andere Sprachregularien verifiziert werden.
Im Speziellen stellt sich für den Ansatz die Frage, wie Sprachentwicklung
mit den Veränderungen einzelner Buchstabenvorkommen (Token) beschrieben
werden kann. Mit der vergleichende Sicht charakterbasierter Ansätze wird in
diesem Ansatz ein einzelnes Token als eigenständiges Sprachmerkmal aufge-
fasst. Eine bestimmte Menge von Buchstabenvorkommen von Ausgangsspra-
chen und rekonstruierten Ursprachen repräsentieren dabei jeweils eine mögli-
che Ausprägungen eines sprachspezifischen Merkmales. Ein solches Merkmal
kann gleichbedeutend als ein Tokenveränderungsbaum angesehen werden. Im
vorgestellten Ansatz ist dabei relevant, wie sich die Token einer Ursprache im
Laufe der Sprachentwicklung in den jeweils neu entstandenen Sprachen verän-
dert haben könnten. Zu den in der Literatur vorgeschlagenen charakterbasierten
Verfahren bestehen hier allerdings einige nicht unerhebliche Unterschiede:
• Im Allgemeinen müssen für diese Verfahren die Zuordnungen zwischen
den Merkmalen und den beobachteten Ausprägungen bekannt sein (ver-
gleiche [11; 32]). In einem herkömmlichen Sprachlexikon ist jedoch nicht
bekannt, welche Buchstabenvorkommen die Ausprägung welches Token-
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veränderungsbaumes (Merkmales) sind2.
• Ein zweiter Unterschied gegenüber bisherigen Verfahren besteht darin,
dass parallele Entwicklungen und Umkehrungen von Charakterausprä-
gungen in diesem Ansatz nicht ausgeschlossen werden3. Dabei spricht
man von parallelen Entwicklungen bei unabhängiger Entstehung ähnli-
cher Buchstabenvorkommen in den verschiedenen Sprachen. Von Um-
kehrung ist die Rede, wenn innerhalb eines Tokenveränderungsbaumes
(Merkmales) ein Buchstabenvorkommen die Ausprägung eines zeitge-
schichtlich früheren Zustandes erneut annimmt. In natürlichen Sprachen
kommt dies nicht übermäßig häufig vor (vergleiche [28]). Im Ansatz die-
ser Arbeit werden sie dennoch implizit und plausibel begründbar berück-
sichtigt.
• Ein dritter Unterschied besteht darin, dass Merkmale, beziehungsweise
ihre Ausprägungen, in diesem Ansatz nicht unabhängig voneinander be-
trachtet werden können. Die Tokenausprägungen sind Teil einer geordne-
ten Folge4. Zwei adjazente Tokenausprägungen bleiben in ihren Token-
veränderungesbäumen immer adjazent zueinander. Auch müssen die To-
kenveränderungsbäume topologisch isomorph sein. Einzelne Merkmale
können damit nicht isoliert interpretiert werden.
• Der wohl wichtigste Unterschied ist die Modellierung systematischer
Tokenänderungen. Solche Typeänderungen können dabei für Token ei-
ner ganzen Sprache und über viele Wörter hinweg analysiert werden und
erlauben linguistische Behauptungen sprachspezifischer Veränderungen
im Gegensatz zu Veränderungen innerhalb einzelner Wörter.
Alternativ zu den charakterbasierter Ansätze ist es möglich, die Buchstaben-
veränderungen nicht nur als eigenständige Merkmale aufzufassen, sondern es
2Es sei weiterhin angemerkt, dass weder die Protoformen einer Ursprache noch Wortver-
wandtschaften, noch Tokenverwandtschaften bei bekannter Wortverwandtschaft (z.B. Buch-
stabenalignments) als bekannt vorausgesetzt werden können. Andere Ansätze in der Litera-
tur, zum Beispiel [14] verwenden größtenteils gerade Wortverwandtschaft als eigenständi-
ges lexikalisches Merkmal.
3Es wird keine Homoplasiefreiheit wie zum Beispiel in der Arbeit von [28] gefordert (oh-
ne Umkehrungen, im Englischen „backmutations“, und ohne parallele Entwicklungen, im
Englischen „parallel-developments“).
4Die Buchstabenvorkommenfolgen repräsentieren die Wörter einer Sprache.
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lassen sich entsprechend den entfernungsbasierten Ansätze Wortähnlichkeits-
behauptungen aufstellen. Je nach Struktur und Ähnlichkeit der Wörter wird die
entsprechende evolutionäre Entwicklung bewertet. In entfernungsbasierten An-
sätzen wird üblicherweise eine Trennung zwischen der Ermittlung von Wort-
und Sprachähnlichkeiten und der Rekonstruktion evolutionärer Stammbäume
vorgenommen. Eine erzeugte Entfernungsmatrix zwischen Sprachen wird da-
bei unter Zuhilfenahme von Baumerzeugungsverfahren unter Informationsver-
lust ausgewertet. In dieser Arbeit werden dagegen Wortähnlichkeiten einerseits
implizit bei der Rekonstruktion der Sprachentwicklung verwendet und ande-
rerseits werden mit ihrer Hilfe notwendige Bewertungen von Kognatmengen
vorgenommen5.
Die Einordnung des Ansatzes dieser Arbeit als entweder entfernungsbasiertes
oder als charakterbasiertes Verfahren ist damit nicht eindeutig möglich. Grund-
sätzlich konzentriert sich der vorgestellte Ansatz auf die Rekonstruktion vieler
einzelner gleichgewichtiger Sprachereignisse für eine wahrscheinliche Sprach-
entwicklung. Es wird versucht, Ereignisse des sprachlichen Wandels abzubilden
und mit Hilfe eines Maximum-Parsimony-Ansatzes wahrscheinliche Entwick-
lungen auszuwählen. Die entstehenden Evolutionsszenarien geben Aufschluss
über die Struktur der Phylogenie, inklusive Sprachkontakt. Zusätzlich werden
die jeweilig aufgetretenen Ereignisse der Phylogenie rekonstruiert.
Im Gegensatz zu vielen heute üblichen Modellen genügt es dem vorgestellten
Ansatz somit nicht, die verwandtschaftlichen Beziehungen zwischen Wörtern
als einfache Sprachmerkmale aufzufassen. Auch beschränkt sich das Verfahren
nicht auf die Rekonstruktion einer Phylogenie nur anhand der Ähnlichkeiten
zwischen Wörtern. Es wird vielmehr versucht, die Veränderungen aller Buch-
stabenvorkommen in einer Entwicklungsgeschichte nachzuzeichnen. Ein nicht
unerheblicher Nachteil des Ansatzes ist allerdings die hohe Komplexität des
Problems. Aus diesem Grund müssen, wie später ausführlich gezeigt, sowohl
modelltheoretische als auch verfahrenstechnische Einschränkungen vorgenom-
men werden.
Im folgenden Teil werden zunächst die gegebenen Daten (2.2) beschrieben.
Anschließend werden die Struktur und die Transformationen einer Evolution
definiert (2.3). Als wichtigster Teil der Arbeit wird daraufhin der Bewertungs-
ansatz optimaler Evolutionen vorgestellt (2.4). Zusätzlich werden die Ereignisse
einer optimalen Evolution analysiert (2.5).
5Siehe Abschnitt 2.4.4 dieses Kapitels.
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2.2. Datengrundlage
Grundlage für die Rekonstruktion von Sprachwandel bilden verknüpfte lexika-
lische Wortlisten. Eine solche Sammlung von Sprachen und Wörtern mit glei-
cher Bedeutung ermöglicht eine evolutionäre Analyse. Die Beschreibung der
Sprache mit Hilfe von lexikalischen Einheiten (Buchstabenvorkommen) ist hin-
reichend gut für linguistische Problemstellungen geeignet.
Im Weiteren wird der Aufbau einer Sprache, samt ihrer Konzepte, Wörter und
Buchstaben definiert. Anschließend werden einige Anmerkungen zu Kognaten
und Synonymen gemacht, weil, anders als bei bereits erwähnten Untersuchun-
gen, diese im vorgeschlagenen Modell der Rekonstruktion einer optimalen Lö-
sung Beachtung finden.
2.2.1. Sprachdefinition
Eine Sprache l ∈ L wird über ihre Konzepte C definiert. Sie sei eine geordnete
Folge von n Konzepten mit:
l := 〈c0, . . . , cn〉(2.1)
mit c0, . . . , cn ∈ C
Über die festen Indizes der Konzepte lassen sich zwischen beliebigen Spra-
chen Konzeptverknüpfungen ableiten. Wörter von Konzepten mit der gleichen
Indizierung seien bedeutungsinvariant. Ein Konzept muss dabei nicht notwen-
digerweise nur ein einziges Wort enthalten. Vielmehr sei ein endliches Konzept
c ∈ C als Menge von alternativen Wörtern aus W definiert6:
c ⊂ {w|w ∈ W} ∪ ∅(2.2)
Alle Konzepte sind miteinander über ihre Indizes verbunden und es gilt:
∀l, l′ ∈ L : size(l) = size(l′)
6Es ist möglich, dass Konzepte keine Wörter enthalten. Für solche leeren Konzepte wird an-
genommen, dass kein entsprechendes Wort in der Sprache existiert. Generell werden die
Daten als vollständig und korrekt vorausgesetzt.
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Ein Wort w ∈ W wiederum sei als reine konkatenierbare Sequenz verstanden
und als Folge von Buchstaben eines Alphabetes A definiert7,8:
w := 〈a0, . . . , an〉(2.3)
mit a0, . . . , an ∈ A
Buchstaben eines gemeinsamen endlichen Alphabetes A aller Sprachen umfas-
sen alle aufzählbaren Buchstaben der verwendeten Sprachen ohne den leeren
Buchstaben ǫ9:
A = {’a’, ’þ’, ’[U+0203]’, . . .}10(2.4)
2.2.2. Sprachdaten
Das Alphabet ist als Menge von Buchstaben aufzufassen. Für die Bildung eines
solchen Alphabetes ist die Zuordnung aller einzelnen Buchstabenvorkommen11
der Eingabedaten in Äquivalenzklassen nötig. Die Klassen selbst werden durch
jeweils einen eindeutigen Buchstaben (Type) des Alphabetes dargestellt12.
7Wortphrasen werden wie ein einzelnes Wort interpretiert. Sie berücksichtigen damit aus-
drücklich weder syntaktische Beziehungen noch Beziehungen der Bedeutung innerhalb der
Phrase. Worttrennzeichen werden zudem als gehaltvolle Buchstaben behandelt.
8Es werden in diesem Ansatz keine komplexen Buchstaben, wie zum Beispiel im deutschen
Wort (Sch)(uh), sondern nur einzelne Buchstabenvorkommen: (S)(c)(h)(u)(h) verglichen. Es
wird angenommen, dass alle Token einer Sequenz Träger einer bedeutungsunterscheiden-
den Einheit sind (eineindeutige Zuordnung Buchstabe-Phonem). Für Analysen unter Be-
rücksichtigung komplexer Buchstaben für linguistisch ungeeignete Schriften ist es ratsam,
diese mit Hilfe entsprechender Datenvorverarbeitungen zu identifizieren und als zusammen-
gesetzte Buchstaben zu transkodieren: (’sch’ ’uh’).
9Der Ausschluß des leeren Buchstabens aus dem Alphabet erleichtert später die Unterschei-
dung in den Definitionen von „Ersetzung“, „Auslöschung“ und „Einfügung“ von Buchsta-
benvorkommen.
10In der Definition des Alphabetes ist mit der Unicodeidentifikation ′[U + 0203]′ (vergleiche
[1]) kenntlich gemacht, dass Eingabesymbole unabhängig von ihrer Darstellung in ein ent-
sprechendes Alphabet übernommen werden.
11Im weiteren Text werden die Buchstabenvorkommen abkürzend teilweise auch als Buchsta-
ben bezeichnet.
12Damit ist es möglich verschieden granulare Alphabete zu betrachten. Zum Beispiel könnte
die Menge aller {(a),(a),(ä),(â),(à),(â)} als eine Äquivalenzklasse (a) aufgefasst werden.
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Die Buchstabenvorkommen der Eingabedaten müssen für eine Rekonstrukti-
on vorverarbeitend homogen kodiert und anschließend normiert werden13. Wei-
terhin ist es ratsam, überprüfte und bearbeitete Wortlisten, wie zum Beispiel
diejenige in Tabelle 2.1 aus [18] zu verwenden. Alle Lexikoneinträge werden
als gültige, fehlerfreie Beschreibung eines semantischen Konzeptes aller Spra-
chen vorausgesetzt. Wegen des hohen, erwarteten Rechenaufwandes sollte eine
geeignete Auswahl an Konzepten verwendet werden.
Nr. Aché Aguaruna Albanian
1 [cˇ][ã][k][ã] [h][i][i] [c][U+0337][u][p][i][a][m][u] [d][r][u][ ][z][y][a][r][i]
2 [k][r][e˜][b][o] [y][u][k][u] [h][i]
3 [w][a][cˇ][u][p][u][r][ã] [u][w][i][g] ([d][e][l][y][e]),([ð][e][n])
Tabelle 2.1.: Auszug bearbeiteter Daten einer Wortliste. Alle Buchstaben sind normiert
und in eckigen Klammer dargestellt. Alternative Wörter sind durch ein Komma
und in entsprechender Klammerung voneinander getrennt. Datenvorverarbeitung
zur Identifikation komplexer Grapheme wie beispielsweise [zy] oder [l][y] wurde
nicht durchgeführt.
2.2.3. Alternative Wörter
Mit der Verwendung mehrerer Synonyme, allgemeiner oder dialektaler Vari-
anten innerhalb desselben Konzeptes, ist es möglich, die verwandtschaftlichen
Beziehungen zwischen Wörtern genauer zu analysieren. Es werden dabei die
Beziehungen zwischen Bedeutungen von Sprachen nicht nur mit Hilfe von re-
präsentativen Wörtern untersucht. Bereits in [28] wurde darauf hingewiesen,
dass in natürlichen Sprachen für jedes semantische Konzept mehrere lexalische
Einträge vorhanden sein können.
„In choosing lexical characters we try to work with basic meanings
(semantic slots), choosing from each language the word that most
usually expresses each basic meaning. Languages typically have
one word for each basic semantic slot, but instances of two (or even
13In vielen linguistischen Datenbanken werden unterschiedliche Schriften und Kodierungen
verwendet. Buchstabenvergleiche machen es nötig, ein einheitliches Alphabet oder zumin-
dest transkriptionsfähige Alphabete der einzelnen Sprachen zu verwenden. Siehe weiterfüh-
rend dazu Anhang 4.9.
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more) words apparently filling the same basic slot are not rare.“
[10]14
In [28] betrachten die Autoren beispielsweise ein semantisches Konzept als
einen lexikalischen Charakter, dessen Zustände die kodierten Kognatmengen-
zugehörigkeiten15 darstellen. Enthält ein semantisches Konzept einer Sprache
zwei konkurrierende Wörter, kann es vorkommen, dass beide Wörter zu jeweils
zwei verschiedenen Kognatmengen gehören. Eine solche Charakterausprägung
nennen die Autoren polymorph. In ihrer Analyse müssen sie einige dieser po-
lymorphen Charaktere in monomorphe Paare umwandeln und die Restlichen
eliminieren.
Generell ist es allerdings möglich, mit Hilfe polymorphiefreier Merkmalsty-
pen, die entstehenden Probleme zu umgehen. In [7] werden demnach nicht die
Bedeutungen als Merkmale verwendet, sondern die Kognatmengen selbst. Po-
lymorphie wird damit automatisch vermieden, weil ein Wort einer Sprache nur
zu genau einer Kognatmenge gehören kann. Befinden sich zwei Synonyme in
einem Eintrag für eine Wortbedeutung, so handelt es sich um zwei verschiedene
Charaktere. In [7] werden allerdings mehrere verwandte Wörter innerhalb eines
Konzeptes nicht unterschieden.
In dieser Arbeit werden im Gegensatz dazu lexikalische Sprachmerkmale
nicht über Wörtern definiert, sondern über einzelnen Buchstaben. Diese sind
nicht polymorph und stellen somit kein methodisches Problem dar. Dadurch ist
es auf der höheren Ebene der Wörter möglich, sowohl konkurrierende Synony-
me als auch verschiedene Varianten verwenden zu können.
Aus Komplexitätsgründen werden auch in dieser Arbeit keine verwandten
Wörter unterschiedlicher Wortbedeutungen untersucht, obwohl polyseme Wör-
ter häufig in Sprachen vorzufinden sind. Ebenfalls wird auf eine mögliche Ge-
wichtung oder Ordnung mehrerer alternativer Wörter verzichtet.
14Übersetzung des Verfasser: „Durch die Verwendung lexikalischer Merkmale versuchen wir
elementare Bedeutungen (’semantic slots’) abzubilden und wählen dabei dasjenige Wort
einer Sprache, welches die Bedeutung am besten auszudrücken vermag. Sprachen haben
für gewöhnlich genau ein Wort für eine Bedeutung. Es existieren jedoch nicht selten Fälle
mit zwei (oder auch mehr) Wörtern, welche derselben Wortbedeutung entsprechen.“
15Im Allgemeinen sind Kognatmengen Mengen von verwandten Wörtern. Jedes einzelne Wort
ist dabei Element genau einer Kognatmenge. In der Literatur, wie zum Beispiel in [7] und
[28], wird häufig vorgeschlagen, dass die verwandten Wörter zudem einem bedeutungs-
gleichen, semantischen Konzept angehören müssen. In diesem Fall kann man Wörtern der
gleichen Kognatmenge eine identische Codenummer (Ausprägung des Charakters) zuwei-
sen, so dass dadurch die Zugehörigkeit eines Wortes eindeutig festgelegt ist.
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Kognate und Lehnwörter
Wie im Weiteren gezeigt wird, werden in diesem Ansatz Buchstabenvorkom-
men transformiert. Damit Transformationen linguistisch interpretierbar sind,
wird gefordert, dass sprachliche Ereignisse nur zwischen Kognaten stattfinden.
In der Literatur wird der Begriff Kognat recht unterschiedlich gebraucht. Es soll
deshalb die genaue Verwendung des Begriffes erläutert werden:
Die allgemeinste und hier verwendete Interpretation des Begriffes „Kognat“,
bezieht sich auf sogenannte „blutsverwandte“ Wörter. Wörter, die ethymolo-
gisch auseinander hervorgegangen sind und ein gemeinsames Urwort besitzen,
bilden die Voraussetzung für Buchstabenvergleiche. Wörter, die nicht verwandt
sind, besitzen nur zufällig ähnliche Wortelemente - „accidental resemblances“,
wie Kondrak in [22] formuliert16.
Dubletten - verwandte Wörter innerhalb einer Sprache - werden in dieser
Arbeit ebenfalls als Kognate bezeichnet. Das schließt mit ein, dass verwandte
alternative Wörter ebenfalls als Kognate betrachtet werden und nicht wie in [22]
gefordert, Kognate in unterschiedlichen Sprachen auftreten müssen.
Lehnwörter, die durch Kontakt einer Sprache mit einer andern auftreten, sind
blutsverwandt und besitzen strukturell ebenfalls einen gemeinsamen Vorfah-
ren17. Die Sprachen der Lehnwörter müssen dabei nicht notwendigerweise mit-
einander verwandt sein. In diesem Modell wird der Begriff „Lehnwort“ vom Be-
griff „Kognat“ demnach nicht unterschieden. In der Literatur ([2; 28]) werden
im Allgemeinen „Lehnwörter“ nicht als „Kognate“ bezeichnet. Im Gegensatz
dazu dient in dieser Arbeit der Begriff „Kognat“ der allgemeinen Beschreibung
der Fähigkeit zweier Wörter gehaltvoll ineinander überführt werden zu können.
In diesem Sinne sind Lehnwörter zwei identische Kognate zweier verschiedener
Sprachen, die zur selben historischen Zeit existierten und, wie später ausführ-
lich gezeigt wird, durch eine spezielle Abbildung modelliert werden können.
16Zusätzlich sei erwähnt, dass Wörter, welche nur zum Teil mit anderen Wörtern verwandt
sind, in dieser Arbeit nicht betrachtet werden. Entweder das gesamte Wort ist verwandt
oder nicht.
17Der jüngste gemeinsame Vorfahre ist das entlehnte Wort der Lehnsprache.
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Nachdem gezeigt wurde, wie Sprachdaten beschaffen sein müssen, werden evo-
lutionäre Veränderungen mit Hilfe von verwandtschaftlichen Beziehungen in
einem Transformationsmodell definiert. Sprachwandel wird in diesem Modell
durch sukzessive lexikalische Veränderungen erklärt.
Ausgehend von verknüpften Sprachen der Wortlisten soll unter einer rekon-
struierten Sprachgeschichte eine Folge von Entwicklungsschritten verstanden
werden. Zu Beginn der Analyse befinden sich alle Sprachen der Datenbasis in
einer Sprachmenge L0 eines ersten Entwicklungszeitpunktes. In jedem weite-
ren Schritt wird genau eine Sprache in eine rekonstruierte Vorsprache mit Hilfe
von modellierten Ereignissen transformiert. Sind zwei Sprachen der Wortlis-
te identisch, verschmelzen sie unter bestimmten Bedingungen zu einer Proto-
Sprache. Nach einer genügend großen Anzahl von Entwicklungsschritten und
Verschmelzungen entsteht eine Phylogenie mit genau einer verbleibenden Spra-
che.
Eine Besonderheit dieses Ansatzes stellt die spezielle Modellierung der ver-
schiedenen linguistischen Ereignisse dar. Zusätzlich zu den einfachen Buchsta-
benersetzungen werden Mehrfachersetzungen und Sprachkontakt ermöglicht.
Letzterer wird durch lateral verzweigende Kontaktkanten zweier Sprachen des
gleichen Entwicklungsschrittes beschrieben. Es entsteht somit eine evolutio-
näre Struktur, welche zwar im Kern weiterhin einem Sprachbaum ähnelt, jedoch
strukturell einem kreisfreien gerichteten Graphen entspricht, so dass diesbezüg-
lich von einer Netzphylogenie gesprochen wird.
Eine rekonstruierte Netzphylogenie bildet in jeder ihrer Entwicklungsschrit-
te sprachliche Entwicklung ab. Historische Sprachereignisse werden dabei mit
Hilfe von Transformationen modelliert und können linguistisch interpertiert
werden. Zielsetzung der Arbeit ist es, einerseits eine Menge von sehr gut be-
werteten Evolutionen zu ermitteln und andererseits Informationen über die kon-
kreten Ereignisse entlang der Phylogeniekanten zu erhalten.
Im Weiteren wird für die Konstruktion einer gültigen Evolution und als
Grundlage des Bewertungsansatzes wie folgt vorgegangen:
• Definition der Graphenstruktur einer Evolution
• Definition einer kompletten Evolution und ihrer Entwicklungsschritte
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• Definition gültiger Sprachtransformationen18 als Kanten des Graphen
• Definition einer Kostenfunktion
2.3.1. Definition Netzphylogenie (N )
Die verwendete Phylogenie sei ein spezieller baumähnlicher Graph mit beson-
deren Erweiterungen und Restriktionen. In der Graphentheorie wird ein Baum
als schlichter, gerichteter, minimal zusammenhängender, azyklischer Graph be-
schrieben. In Erweiterung sei eine Netzphylogenie ein beliebig zusammenhän-
gender „In-tree“-Graph19 mit speziellen Knoteneigenschaften. Weiterhin wer-
den für eine Netzphylogenie spezielle Informationen für jede Graphenkante er-
wartet. Um ein genaues Verständnis der Struktur zu erhalten, folgt zunächst eine
algemeine Graphendefinition.
Es wird von der allgemeinen Beschreibung von Graphen ausgegangen, in
der ein gerichteter Graph als ein Tupel einer Menge von Knoten (V) und einer
Menge von Relationen (E) zwischen diesen Knoten beschrieben wird.
Definition 2.3.1: Ein gerichteter Graph sei ein Tupel (V,E), wobei V
eine Menge von Knoten und E ⊆ {(u, v)|u, v ∈ V } eine Menge von gerichteten
Kanten zwischen den Knoten ist.
Für die im Weiteren entwickelte Beschreibung von evolutionären Vorgän-
gen genügt eine Graphenstruktur, in welcher zwischen zwei Knoten nur maxi-
mal eine gleichgerichtete Kante erlaubt ist. Der verwendete Graph ist damit ein
schlichter Graph.
Definition 2.3.2: Ein schlichter gerichteter Graph sei ein gerichteter
Graph mit folgender Einschränkung: Seien x1, x2, x3, x4 ∈ V und (x1, x2),
(x3, x4) ∈ E, dann gilt (x1 = x3) ∧ (x2 = x4) → (x1, x2) = (x3, x4) und
(x1 = x4) ∧ (x2 = x3)→ (x1, x2) = (x3, x4).
Sprachphylogenien können im Allgemeinen als Bäume beschrieben werden.
Ein Baum wird dabei als minimal zusammenhängender Graph beschrieben:
18Sprachtransformationen modellieren Buchstabentransformationen zwischen Sprachen.
19In einem „In-tree“-Graphen verlaufen die gerichteten Kanten von den Blättern zur Wurzel.
Ein solcher Baum entspricht damit der Rekonstruktionsrichtung einer Evolution.
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Definition 2.3.3: Ein schlichter gerichteter minimal zusammenhängen-
der Graph sei ein gerichteter schlichter Graph mit folgender Einschränkung:
Zwischen allen zwei Knoten v0, vn der Knotenmenge V existiert genau ein Weg
der Form (v0, v1, . . . , vn) und ∀0 ≤ i < n : (vi, vi+1) ∈ E ∨ (vi+1, vi) ∈ E.
Im Speziellen wird für die Struktur einer Netzphylogenie die allgemeine
Baumdefinition erweitert und verallgemeinernd gefordert, dass der Graph belie-
big zusammenhängend ist, so dass mehrere Wege von einem Knoten zu anderen
Knoten existieren können.
Definition 2.3.4: Ein schlichter gerichteter zusammenhängender Graph
sei ein schlichter gerichteter Graph, in dem für zwei beliebige Knoten mindes-
tens ein Weg existiert.
Für Netzphylogenien wird analog zur Kreisfreiheit bei Bäumen (im Gegen-
satz zur Eigenschaft des Minimal-Zusammenhängens) ebenfalls Kreisfreiheit
gefordert.
Definition 2.3.5: Ein schlichter gerichteter zusammenhängender azy-
klischer Graph sei ein schlichter gerichteter zusammenhängender Graph, für
den kein Weg der Form (v0, v1, . . . , vn) und ∀0 ≤ i < n : (vi, vi+1) ∈ E mit
v0 = vn existiert.
Für die Auszeichnung der Struktur einer Netzphylogenie als einfacher Baum
ist es nötig, einen Knoten explizit als Wurzel anzugeben. Da die Graphenstruk-
tur für die Beschreibung einer Sprachrekonstruktion verwendet wird, sei eine
„In-tree“-Baumstruktur definiert, in der alle Knoten einen gerichteten Weg in
Richtung eines Wurzelknotens besitzen. Dies ermöglicht es, später jeder Kante
ein Rekonstruktionsereignis zuzuweisen, und symbolisiert gleichzeitig die Re-
konstruktionsrichtung des später vorgestellten Verfahrens.
Definition 2.3.6: Ein schlichter gerichteter zusammenhängender azy-
klischer gewurzelter Graph sei ein schlichter gerichteter zusammenhängen-
der azyklischer Graph, für den genau eine Wurzel vroot mit ∀v ∈ V : (vroot, v) /∈
E existiert.
Definition 2.3.7: Ein schlichter gerichteter zusammenhängender azy-
klischer gewurzelter „In-tree“-Graph sei ein schlichter gerichteter zusam-
menhängender azyklischer gewurzelter Graph, in welchem für jeden Knoten v0
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ein Weg der Form (v0, v1, . . . , vn) zur Wurzel vroot = vn mit ∀0 ≤ i < n :
(vi, vi+1) ∈ E existiert.
Einhergehend mit dieser Definition einer speziellen Baumstruktur lässt sich
die Knotenmenge eines Graphen als innere Knoten und Blätter unterscheiden.
Definition 2.3.8: Die Menge aller Blätter ist durch Vleaf := {v∈V |∄x∈V :
(x, v) ∈ E} gegeben und alle inneren Knoten sind mit Vinner := {v∈V |∃x∈V :
(x, v) ∈ E} ausreichend beschrieben.
Um mit Hilfe dieser definierten Graphenstruktur eine benötigte Netzphyloge-
nie vollständig beschreiben zu können, wird der beliebig zusammenhängende
Graph in zwei Kantenmengen aufgeteilt. Wie die später vorgestellten sprachge-
schichtlichen Ereignisse zeigen werden, benötigt man die Unterscheidung in
Erbkanten (Phylogeniekanten) und Kontaktkanten (laterale, beziehungsweise
horizontale, Kanten). Die Erbkanten repräsentieren alle evolutionären Sprach-
relationen in einem „In-tree“-Baum und die lateralen Kontaktkanten repräsen-
tieren Sprachrelationen in Situationen des Sprachkontaktes. Für den „In-tree“-
Baum gilt, dass für jeden Knoten maximal zwei Quellknoten20 existieren. Kon-
taktkanten entsprechen genau einer Wortentlehnung. Auf einen Knoten zeigt
daher maximal eine Kontaktkante.
Definition 2.3.9: Eine kontakt-erb Netzphylogenie, abkürzend nur Netz-
phylogenie genannt, sei ein schlichter gerichteter zusammenhängender azykli-
scher gewurzelter „In-tree“-Graph mit folgenden zusätzlichen Einschränkun-
gen: Die Menge der Kanten E lässt sich in die Menge der Erbkanten Eh und
die der Kontaktkanten Ec aufteilen: E := Eh ∪ Ec mit |E| = |Eh|+ |Ec|.
Für Erbkanten gilt allgemein: Jeder Knoten außer der Wurzel verweist auf
genau einen anderen Zielknoten: ∀v∈V : |{x|(v, x) ∈ Eh}| ≤ 1. Dieser Ziel-
knoten repräsentiert aus evolutionärer Sicht die Quellsprache.
Jeder innere Knoten besitzt genau ein oder zwei Quellknoten über Erbkanten:
∀v∈Vinner : 1 ≤ |{x|(x, v) ∈ Eh}| ≤ 2.
Für Kontaktkanten gilt allgemein: Jeder Zielknoten einer Kontaktkante be-
sitzt genau einen Quellknoten: (∀v∈V : |{c|(c, v) ∈ Ec}| = 1). Der Zielknoten
repräsentiert eine der möglichen Lehnsprachen.
20Quellknoten sind in einem „In-tree“-Baum die Kindsknoten. Es sei weiterhin angemerkt, dass
eine solche Graphenstruktur damit Knoten besitzen kann, für welche nur ein Quellknoten
existiert.
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Knoten die zwei Erbquellknoten besitzen, können keinen Kontaktquellknoten
besitzen: (∃v∈V : (c, v) ∈ Ec)→ (∀v∈V : |{x|(x, v) ∈ Eh}| ≤ 1).
Für jeden Knoten kann eine Menge von Vorfahrenknoten angegeben werden,
für die jeweils ein Weg zu einem dieser Vorfahren existiert.
Definition 2.3.10:
ancestors(l∈V ) := {l
′|l′ ∈ V \{l} ∧ ∃v0, v1, . . . , vn∈V : (l, v0), (v0, v1), . . . ,
(vn, l
′) ∈ Eh}.
Die Kontaktkanten werden für die Modellierung sprachlichen Kontaktes be-
nötigt. Die definierte Baumstruktur mit lateralen Querverbindungen muss je-
doch mit zusätzlichen Bedingungen hinsichtlich ihrer Verwendung für die Re-
konstruktion sprachlicher Ereignisse angepasst werden. Alle Kontaktkanten un-
terliegen der Forderung einer Erhaltung der Chronologie. Kein Knoten darf
einen Kontaktweg zu einem anderen Knoten haben, dessen Vorfahren wieder-
um einen Kontaktweg mit Nachfahren des ursprünglichen Knotens teilen. In
anschaulicher Weise wird hier gefordert, dass sich Kontaktkanten eines zweidi-
mensional dargestellten Graphen nicht überschneiden dürfen. Auf diese Weise
kann später sichergestellt werden, dass rekonstruierte Sprachen in eine zeitliche
Ordnung zu bringen sind.
Definition 2.3.11: Zwei Knoten l, lk ∈ V besitzen einen Kontaktweg l
path
→
lk), wenn sie über mehrere Kontaktkanten (l, l1), (l2, l3), . . . (lk−3, lk−2), (lk−1, lk)
und verbindende Erbkanten mit l2 ∈ ancestors(l1), . . . , lk−2 ∈ ancestors(lk−1)
miteinander verbunden sind.
Definition 2.3.12: Eine chronologie-erhaltende Netzphylogenie, abkür-
zend nur Netzphylogenie genannt, sei eine kontakt-erb Netzphylogenie mit fol-
genden zusätzlichen Einschränkungen: ∀l1, l2, l3, l4∈V : ¬((l1
path
→ l4)∧ ((l2
path
→
l3) ∨ (l3
path
→ l2)) ∧ l1 ∈ ancestors(l3) ∧ l2 ∈ ancestors(l4))).
In Abbildung 2.1 wird ein Schema einer Netzphylogenie gezeigt. Die defi-
nierte Struktur ist Grundlage der Konstruktion einer linguistisch interpretierba-
ren Evolution, welche im folgenden Abschnitt genauer erläutert wird.
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root
Abbildung 2.1.: Strukturschema einer
gültigen Netzphylogenie.
2.3.2. Definition Evolution (evo)
Eine vollständig rekonstruierte Evolution ist in ihrer Struktur eine Netzphy-
logenie. Die Sprachen der gegebenen Wortliste entsprechen den Blättern und
die rekonstruierten Sprachen entsprechen den inneren Knoten des Netzes. Je-
de Kante repräsentiert ein sprachgeschichtliches Ereignis, welches mit Hilfe
einer Sprachtransformation abgebildet wird. Alle Transformationen werden in
Typen eingeteilt, so dass jeder Kante (E) ein Transformationstyp aus einer Ty-
penmenge T (Abschnitt 2.3.5) mit Hilfe der τ -Zuordnung (Abschnitt 2.3.6)
zugewiesen werden kann. In einem Kostenmodell verursachen die verschiede-
nen Typen unterschiedliche Kosten. Die reelwertigen ν-Kostenzuweisungen
(Abschnitt 2.3.7) der Transformationstypen sind dabei feste Parameter des Mo-
dells.
Mit Hilfe der gegebenen Blätter und Transformationstypen, besonders des
Typs der Verschmelzung zweier Sprachen, wird eine vollständige Evolutionsre-
konstruktion als eine Folge von Entwicklungsschritten nachempfunden. In je-
dem Schritt wird dabei genau eine Sprache transformiert oder zwei Sprachen
miteinander verschmolzen.
In jedem Schritt existiert eine aktuelle Menge von zu untersuchenden Spra-
chen. Eine ausgewählte Sprache wird für den nächsten Schritt transformiert. Al-
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le parallel existierenden Sprachen werden unverändert übernommen. Weil nicht
betroffene Sprachen eines Schrittes untransformiert für den nächsten Schritt
übernommen werden, gilt für diese Sprachen, dass sie Teil mehrerer aufeinan-
derfolgender Schritte sind. Der Gültigkeitsbereich einer Sprache innerhalb der
gesamten Entwicklungsfolge wird allgemein mit Hilfe der γ-Zuordnung (Ab-
schnitt 2.3.3) zu einem entsprechenden Start- und Endindex der Folge definiert.
Zwei verschmelzbare Sprachen müssen im vorgestellten Ansatz identische
Kognate besitzen. Zu jeder Evolution gehört deswegen eine κ-Zuordnung (Ab-
schnitt 2.3.4) aller verknüpften Wortpaare der Wortliste (und im Weiteren zwi-
schen allen verknüpften Wortpaaren des aktuellen Schrittes). Es ist damit in
jedem Schritt bekannt, ob zwei Wörter Kognate sind und ob zwei Sprachen
miteinander verschmelzen dürfen. Die κ-Zuordnung wird zu Beginn für die
Blattsprachen einer Phylogenie festgelegt. Eine Evolution kann damit wie folgt
hinreichend beschrieben werden:
Definition 2.3.13: Eine Evolution evo sei eine erweiterte Netzphylogenie,
welche durch das Tupel evo := (N, γ, κ, T, τ, ν) beschrieben wird. Die Menge
gegebener verknüpfter Sprachen L0 entspricht den Blättern der Netzphylogenie
Vleaf := L0 und die inneren Knoten Vinner entsprechen den rekonstruierten in-
neren Sprachen. Weiterhin sei γ : L→ N×N eine Zuordnung der Sprachen auf
den Bereich der Entwicklungsschrittfolge, in denen sie existieren. Die Kognat-
belegungsfunktion κ : W ×W → {0, 1} ordnet jedem Wortpaar der Evolution
eine 1 zu, falls die zwei Wörter Kognate sind, andernfalls eine 0. Die Zuordnung
τ : Eh → T weist jeder Erbkante einen Transformationstyp t ∈ T zu. Jeder
Typ verursacht Kosten, welche durch eine invariante Zuordnung ν : T → R
festgelegt sind.
Eine Evolution des vorgestellten Modells unterliegt einer weiteren Einschrän-
kung. Für die Erzeugung endlicher Rekonstruktionsverfahren wird zusätzlich
zum endlichen Alphabet der Ausgangssprachen gefordert, dass Sprachen im
Laufe der gesamten Rekonstruktion nicht mehrfach identisch rekonstruiert vor-
kommen. Zwischen einer inneren Sprache und einer ihrer Vorfahren darf es
damit keine isomorphe Abbildung zwischen den Konzepten, den Wörtern und
den Buchstaben geben. Verschmelzungssprachen seien von dieser Forderung
allerdings ausgenommen.
Definition 2.3.14: Eine schleifenfreie Evolution sei eine Evolution (im
Weiteren nur als Evolution bezeichnet) für die zusätzlich gilt: ∀l, l′ ∈ V : l ∼=
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l′ → (l = l′) ∨ (∃l′′ ∈ V \{l, l′} : {(l, l′), (l′′, l′)} ⊆ Eh).
2.3.3. Definition Entwicklungsschrittfolge
(γ-Zuordnung)
Für die formale Definition einer Entwicklungsschrittfolge, insbesondere der γ-
Zuordnung, sollen weitere vereinfachende Annahmen gelten. Ziel dabei ist es,
eine leicht lesbare Zuordnung zu konstruieren, so dass die Gültigkeitsbereiche
natürlichen, aneinandergrenzenden Zahlenbereichen entsprechen:
• Die Bereiche von nachfolgenden Erbkanten grenzen ohne Überlappung
und nahtlos aneinander und es gilt: ∀l′ ∈ V : (∃l, l′′∈V : (l, l′), (l′, l′′) ∈
Eh) ↔ (γ(l
′) = (γ(l)(1) + 1, γ(l′′)(0) − 1)), dabei bezeichnet γ(l)(0)
den Startindex und γ(l)(1) den größten Index in der Entwicklungsfolge,
in der die Sprache l in der Menge der aktuellen Sprachen existiert.
• Der Startindex beginnt für alle Blattkanten bei 0: ∀l ∈ Vleaf , l′∈Vinner :
∃(l, l′) ∈ Eh)↔ (γ(l) = (0, γ(l
′)(0)− 1)).
• Die Wurzel besitzt die γ-Zuordnung (k, k) mit k gleich der Anzahl der
inneren Knoten. Mit dieser Einschränkung ist gewährleistet, dass es eine
fortlaufende Nummerierung aller Transformationen gibt und es gilt: ∀l ∈
V : (∄l′∈V : (l, l′) ∈ Eh)→ (γ(l) = (|Vinner|, |Vinner|)).
Eine weitere formale Bedingung regelt die Zuordnungsbeschränkungen bei
Sprachkontakt:
• Es gibt keine Kontaktkante (l, l′) ∈ Ec dessen Quellknoten l einen Start-
wert γ(l)(0) besitzt, der größer als - oder deren Quellknoten einen End-
wert γ(l)(1) besitzt, welcher kleiner als der Startwert γ(l′)(0) des Ziel-
knotens l′ ist. Bei einem Kontakt wird damit sichergestellt, dass eine
Transformation unter Sprachkontakt nur dann gültig ist, wenn die kon-
taktierte Sprache in der Menge der Sprachen des gleichen Entwicklungs-
schrittes ist und es gilt: ∀l′∈V : ∄l∈V : (l, l′) ∈ Ec ∧ (γ(l′)(1) < γ(l)(0) ∨
γ(l′)(0) > γ(l)(1)).
Mit Hilfe dieser Bedingungen können die aktuellen Sprachen eines Entwick-
lungsschrittes ermittelt und die ganze Folge ES(evo) mit fortlaufender Num-
merierung wie folgt definiert werden:
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Definition 2.3.15: Eine Entwicklungsschrittfolge ES(evo) sei für n, k ∈
N mit:
ES(evo) := (es(evo)(0), . . . , es(evo)(n)) und jeder k-te Entwicklungsschritt
mit:
es(evo)(k) :=
{
{l∈V , γ(l)(0) ≥ k ≥ γ(l)(1)}
∅, sonst
mit 0 ≥ k ≥ n hinreichend
bestimmt.
Der Index einer neu transformierten Sprache in einer Entwicklungsschritt-
folge kann durch es(evo)(l∈Vinner) := k : l ∈ es(evo)(k)∧γ(l)(0) = k ermittelt
werden.
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Abbildung 2.2.: Eine mögliche Entwicklungsschrittreihenfolge. Jeder Sprache ist ein
Gültigkeitsbereich zugewiesen. Der erste Klammerwert des Wertepaares gibt an, ab
welchem Schritt die Sprache in der Menge aktueller Sprachen eines Schrittes vor-
handen ist. Der zweite gibt an, bis zu welchem Schritt die Sprache in der aktuellen
Sprachmenge vorhanden ist. Alle Sprachen, die in der aktuellen Sprachmenge ei-
nes Entwicklungsschrittes vorkommen, beschreiben einen Entwicklungszustand in
der Vergangenheit. Zum Beispiel existieren alle drei Sprachen (3,4),(4,4),(1,5) zum
gleichen Zeitpunkt (4).
34
2.3. Evolutionsdefinitionen
Die Abbildung 2.2 verdeutlicht die Aufteilung der Rekonstruktionsgeschich-
te in eine Folge von Entwicklungsschritten.
2.3.4. Definition Kognatbelegung (κ-Zuordnung)
Zu jeder Evolution gehört eine beliebig wählbare invariante κ-Zuordnung. Die-
se ordnet jedem verknüpftem Wortpaar der Ausgangsdaten die Eigenschaft, ent-
weder ein Kognat oder kein Kognat zu sein, zu. Für interpretierbare Evolutionen
gelten zusätzliche Bedingungen:
• Eine valide κ-Zuordnung erzeugt Mengen. Ist beispielsweise ein Wort
ein Kognat mit einem zweitem und einem dritten Wort, so müssen diese
beiden Wörter untereinander ebenfalls Kognate sein und es gilt:
∀w,w′, w′′∈W : κ(w,w
′′) = 1↔ κ(w′, w′′) = 1 ∧ κ(w,w′) = 1
• Für das vorgestellte Modell werden nur Zuordnungen zwischen Wörtern
gleicher Konzepte betrachtet und auf Grund der allgemeinen Definition
gilt für alle konzeptübergreifenden Beziehungen automatisch die Kognat-
fremdheit: ∀w,w′∈W , ci, cj∈C : (∃l∈V : l = 〈. . . , ci∋w, . . .〉) ∧ (∃l′∈V :
l′ = 〈. . . , cj 6=i∋w′, . . .〉)→ κ(w,w
′) = 0.
Die Auswahl einer möglichst problemorientierten κ-Zuordnung wird in Ab-
schnitt 2.4.4 näher erläutert. Die Abbildung 2.3 zeigt schematisch mögliche,
valide Zuweisungen von Kognaten zu Wortpaaren zweier Sprachen und die dar-
aufhin gebildeten Kognatmengen.
Mit Hilfe der Information, welche Wörter in Blattsprachen vergleichbar sind,
lässt sich von einem Startzustand eine Folge von Entwicklungsschritten durch
sukzessive Rekonstruktion neuer innerer Sprachen erzeugen. Dabei sind trans-
formierte Wörter ebenfalls Kognate. Die Kognatmengen bleiben somit in jedem
Folgenschritt erhalten.
Für die sukzessive Rekonstruktion werden verschiedene Transformationsty-
pen in den nachfolgenden Abschnitten eingeführt.
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(3,4) (4,4)
language
concept
word
4
6
5
3
2
1
4
6
5
3
2
1
w4
w1
w2
w3
w5
w7
w8
w6
w9
w10
w11
w13
w12
w15
w14
w17
w16
w19
w18
Abbildung 2.3.: Das Beispielschema zeigt eine mögliche valide Zuordnung von Wör-
tern (words) und von Konzepten (concepts) einer Sprache (language) (3,4) auf
verknüpfte Wörter einer zweiten Sprache (4,4). Dabei erzeugt die κ-Zuordnung
Mengen von Kognaten. In diesem Fall die Menge {{w1, w11}, {w5, w13},
{w7, w14, w15, w16}, {w8, w17, w18}, {w2}, {w3},{w4}, {w6}, {w9}, {w10},
{w12}, {w19}}. Die Linien entsprechen κ(w,w′) = 1.
2.3.5. Definition Transformationen (T )
Eine Sprache kann in eine Vorgängersprache mit Hilfe von verschiedenen
Transformationen überführt werden. In dieser Arbeit werden Transformations-
typen vorgeschlagen, die in genau einem Schritt ein einzelnes Vorkommen eines
Buchstabens oder eine ausgewählte Menge mehrerer Vorkommen des gleichen
Buchstabens verändern. Jedem Transformationstyp und damit auch automatisch
jeder einzelnen Transformation werden positive Kostenwerte mit Hilfe der un-
veränderlichen ν-Zuordnung zugeteilt. Damit wird implizit behauptet, wie auf-
wendig bestimmte Arten von Veränderungen der natürlichen Sprachentwick-
lung im Allgemeinen sind.
In diesem Abschnitt wird gezeigt, welche Sprachtransformationen des Evo-
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lutionsmodells gültig sind und in welche Typen sie sich einteilen lassen. Zuerst
werden die minimal nötigen Transformationen vorgestellt, mit deren Hilfe sich
Evolutionen rekonstruieren lassen:
Substitution
Eine Substitution sei eine Sprachtransformation, bei der genau ein nicht leerer
Buchstabe eines Wortes einer Sprache mit genau einem anderen nicht leeren
Buchstaben ausgetauscht wird. Eine Sprache und ihre transformierte Sprache
stehen diesbezüglich in einer Substitutionsrelation. Sämtliche Kognatbeziehun-
gen der Sprache mit anderen Sprachen vererben sich dabei auf die der transfor-
mierten Sprache. Eine Transformation von einem Buchstabenvorkommen „a“
zu einem „e“ wird historisch als eine Substitution eines Buchstabenvorkom-
mens „e“ durch ein „a“ interpretiert. Die Abbildung 2.4 verdeutlicht die folgen-
de Definition:
Definition 2.3.16: Eine Substitution Tsub sei die Menge aller Erbkanten
(l, l′)∈Eh für die gilt:
Es existiert genau ein Wort w∈W des i-ten Konzeptes c∈C der Sprache l = 〈. . . ,
ci∋w, . . .〉∈V , für welches genau ein Wortw′∈W des i-ten Konzeptes c′∈C der Spra-
che l′ = 〈. . . , c′i∋w′, . . .〉∈V existiert, und für beide gilt:
Die Wörter w und w′ sind Kognate mit κ(w,w′) = 1 und Elemente der Wortre-
lation, welche eine Menge von Wortpaaren (w,w′)∈W×W mit w = wpre · 〈as〉 ·
wsuf und w′ = wpre · 〈at〉 · wsuf für zwei Teilwörter wpre und wsuf von w und
zwei nicht leere Buchstaben as, at 6= as ∈ A definiert. Es gilt weiterhin:
Für alle anderen Wörter wx 6= w der Sprache l gibt es genau ein identisches
Wort w′x = wx der Sprache l′ in dem verknüpften Konzept und umgekehrt.
Auslöschung
Eine Auslöschung transformiert ein Wort einer Sprache durch das Entfernen
genau eines Buchstabens in eine transformierte Sprache. Beide Sprachen ste-
hen damit in einer Auslöschungsrelation. Da keine leeren Wörter innerhalb von
Sprachen rekonstruiert werden sollen, werden Sprachen, deren zu transformie-
rendes Wort aus einem Buchstaben besteht, nicht zur Relation gezählt21. Eine
21Leere Wörter werden nicht erlaubt, weil bei der Rekonstruktion nur diejenigen Beachtung
finden, die mit mindestens einem anderen Wort ein Kognat bilden. Generell werden bei der
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Auslöschungstransformation von einem Buchstabenvorkommen „x“ wird histo-
risch als eine Einfügung dieses Buchstabens gewertet. Die Abbildung 2.5 zeigt
ein entsprechendes Schema.
Definition 2.3.17: Eine Auslöschung Tdel sei die Menge aller Erbkanten
(l, l′)∈Eh , für die gilt:
Es existiert genau ein Wort w∈W des i-ten Konzeptes c∈C der Sprache l = 〈. . . ,
ci∋w, . . .〉∈V , für welches genau ein Wortw′∈W des i-ten Konzeptes c′∈C der Spra-
che l′ = 〈. . . , c′i∋w′, . . .〉∈V existiert, und für beide gilt:
Die Wörter w und w′ sind Kognate mit κ(w,w′) = 1 und Elemente der Wortre-
lation, welche eine Menge von Wortpaaren (w,w′)∈W×W mit w = wpre · 〈a〉 ·
wsuf und w′ = wpre · wsuf für zwei Teilwörter wpre und wsuf von w und einen
nicht leeren Buchstaben a ∈ Amit der zusätzlichen Forderung |wpre+wsuf | > 0
definiert. Es gilt weiterhin:
Für alle anderen Wörter wx 6= w der Sprache l gibt es genau ein identisches
Wort w′x = wx der Sprache l′ in dem verknüpften Konzept und umgekehrt.
Rekonstruktion einer Evolution Kognate schrittweise ineinander transformiert. Im späteren
Abschnitt 2.3.8 wird dies genauer deutlich. Wörter, die ihre gesamte Form verlieren, um
anschließend eine neue Form anzunehmen, können nicht verwandt sein.
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l
l'
(w,w')=1Tsub a ta s
...
...
ci
...
.wpre wsuf.w  = as
...
...
c'i
...
.wpre wsuf.w'  = at
Abbildung 2.4.:
Schema von Tsub. Bei einer Sub-
stitution wird genau ein Buchstabe
as einer Sprache mit einem anderen
Buchstaben at innerhalb des glei-
chen Wortes ausgetauscht.
l
l'
...
...
ci
...
.wpre wsuf.w  = a
...
...
c'i
...
.wpre wsufw'  =
(w,w')=1Tdel a
Abbildung 2.5.: Schema von Tdel. Ein
einzelner Buchstabe eines Wortes
wird ausgelöscht. Das entstandene
Wort darf jedoch nicht leer sein!
Einfügung
Eine Einfügung fügt genau einen nicht leeren Buchstaben in ein Wort einer
Sprache ein. Das transformierte Wort darf eine konstante Länge dabei nicht
überschreiten22. Eine Einfügetransformation von einem Buchstabenvorkommen
22Wie bereits erwähnt wurde und im Abschnitt 2.3.7 genauer erläutert wird, verursachen alle
Transformationen positive Kosten. Betrachtet man alle Möglichkeiten, um von einem Wort
einer Blattsprache mit mehreren aneinandergereihten Transformationen zu einem anderen
Kognat einer anderen Blattsprache zu gelangen, kann für jedes Teilwort dieser Transfor-
mationskette ohne Einschränkung der Allgemeinheit gefordert werden, dass es eine feste
Länge nicht überschreiten darf.
Die maximale Obergrenze der Wortlänge wird durch die Länge des längsten Wortes aller
Blattsprachen festgelegt. Generell gilt: Gibt es eine Transformationskette, die ein transfor-
miertes Wort enthält, welches länger als das Start- oder Endwort der jeweiligen Blattsprache
ist, so gibt es eine bessere Transformationskette mit kleineren Gesamtkosten, die wieder-
um Teil einer kostengünstigeren Evolution wäre. Dies gilt, da alle Transformationen, wie
in Abschnitt 2.3.7 gefordert wird, positive Kosten verursachen und sie nur auf einzelnen
Buchstaben und nicht beispielsweise auf Buchstabenverbindungen erfolgen.
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„z“ wird historisch als eine Auslöschung interpretiert. Die Abbildung 2.6 zeigt
eine schematische Einfügung.
Definition 2.3.18: Eine Einfügung Tins sei die Menge aller Erbkanten
(l, l′)∈Eh , für die gilt:
Es existiert genau ein Wort w∈W des i-ten Konzeptes c∈C der Sprache l = 〈. . . ,
ci∋w, . . .〉∈V für welches genau ein Wort w′∈W des i-ten Konzeptes c′∈C der Spra-
che l′ = 〈. . . , c′i∋w′, . . .〉∈V existiert und für beide gilt:
Die Wörter w und w′ sind Kognate mit κ(w,w′) = 1 und Elemente der Wortre-
lation, welche eine Menge von Wortpaaren (w,w′)∈W×W mit w = wpre · wsuf
und w′ = wpre · 〈a〉 · wsuf für zwei Teilwörter wpre und wsuf von w und einen
nicht leeren Buchstaben a ∈ A mit der zusätzlichen Forderung |wpre + wsuf +
1| ≤ maxWord, für eine maximale Wortlänge maxWord := max({|x| :
∃l∈Vleaf : l = 〈. . . , ci, . . .〉 ∧ x ∈ ci}), definiert. Es gilt weiterhin:
Für alle anderen Wörter wx 6= w der Sprache l gibt es genau ein identisches
Wort w′x = wx der Sprache l′ in dem verknüpften Konzept und umgekehrt.
Verschmelzung
Eine Verschmelzung transformiert zwei Sprachen in eine gemeinsame Sprache.
Dabei müssen mindestens alle Kognate identisch sein. Die transformierte Spra-
che enthält sowohl alle Wörter der einen als auch der anderen Sprache. Es sei
hier zusätzlich angemerkt, dass Wörter genau dann identisch sind, wenn ihre
Buchstabenfolge aus identischen Buchstaben besteht.
Historisch wird eine Verschmelzung als singuläres Sprachdiversifikationser-
eignis betrachtet. Ab diesem Zeitpunkt werden zwei lexikalische Wortlisten be-
nötigt, um zwei verschiedene Sprachen zu beschreiben. Die Abbildung 2.7 zeigt
schematisch eine Sprachverschmelzung.
Definition 2.3.19: Eine Verschmelzung Tmerge sei eine Relation dreier
Sprachen (l, l′, l′′)∈V×V×V , für die gilt:
Sprachen l und l′ besitzen eine Erbkante (l, l′)∈Eh , Sprachen l
′′ und l′ besitzen
ebenfalls eine Erbkante (l′′, l′)∈Eh und für alle Wortpaare w,w′′∈W×W des i-ten
Konzeptes c, c′′∈C×C der beiden Sprachen l = 〈. . . , ci∋w, . . .〉∈V und l′′ = 〈. . .
, c′′i ∋w′′, . . .〉∈V gilt: Wenn beide Wörter Kognate sind, dann sind sie auch iden-
tisch: w′′ = w′ ↔ κ(w,w′′) = 1. Es gilt weiterhin:
Für alle Wörter w beziehungsweise w′′ des i-ten Konzeptes der Sprache l re-
spektive l′′ gibt es genau ein identisches Wort w′ des i-ten Konzeptes der Spra-
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che l′ = 〈. . . , c′i∋w′, . . .〉∈V .
l
l'
(w,w')=1Tins a
...
...
ci
...
.wpre wsufw  =
...
...
c'i
...
.wpre wsuf.w'  = a
Abbildung 2.6.: Schema von Tins. Ein
einzelner Buchstabe wird in genau
ein Wort eingefügt. Dieses darf eine
maximale Länge nicht überschrei-
ten.
l
l'
l''
Tmerge (w2,w3)=1
(w1,w4)=1
w2=w3
w1=w4
...
ci
...
w 1 w 2 w 5
...
c''i
...
w 3 w 4 w 6
...
c'i
...
w 2 w 1 w 5 w 6
Abbildung 2.7.: Schema von Tmerge.
Verschmelzung zweier kognatiden-
tischer Sprachen l und l′′. Die Ko-
gnate (w1, w4) und (w2, w3) wer-
den jeweils in Sprache l′ zu einem
identischen Wort w1 und w2 zu-
sammengefasst. Die Wörter w5, w6
werden in die neue Sprache über-
nommen. Diese haben möglicher-
weise Kognatbeziehungen zu wei-
teren Sprachen und können deshalb
nicht weggelassen werden.
Erweiterte Transformationen
Mit Hilfe der Grundtransformationstypen Tbasic := {Tsub, Tdel, Tins, Tmerge} ist
es möglich, für beliebige Sprachdaten eine gültige Evolution zu erzeugen. Jedes
Wort kann in ein beliebiges anderes Wort überführt werden. Sind alle relevanten
Wörter zweier Sprachen gleich, können diese Sprachen zusammengefasst wer-
den. Sukzessive entsteht auf diese Weise eine rekonstruierte Netzphylogenie.
Das Modell definiert weitere Transformationstypen. Sie bilden mehr lin-
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guistisch relevante Information historischer Ereignisse ab. Ein solches spezi-
elles Ereignis ist der Sprachkontakt, welcher in einfacher Weise durch eine
Kontakt-Transformation Tcontact modelliert wird. Zusätzlich werden mit Hilfe
von Multi-Transformationen Tmultisub, Tmultidel und Tmultiins dem linguistische
Prozess von Lautverschiebungen beziehungsweise Buchstabenverschiebungen
erweiternd Rechnung getragen. Die gesamte Menge der Transformationstypen
ergibt sich mit T = Tbasic ∪ {Tcontact, Tmultisub, Tmultidel, Tmultiins}23.
Kontakt-Transformation
Der Kontakt beziehungsweise lateraler Informationsaustausch zwischen Spra-
chen wird in dieser Arbeit mit Hilfe eines simplen Transformationstyps mo-
delliert. Anders als bei den Buchstaben-Transformationen, bei denen nur ein
einzelner Buchstabe beliebig verändert wird, verwendet Tmerge ein komplettes
Wort, welches in zwei Sprachen gleichzeitig vorkommen muss. Dies bedeutet
für die historisch linguistische Interpretation, dass ein Wort einer anderen Spra-
che übernommen wird und dabei bestehende Wörter eines Konzeptes entweder
verschwinden, ihre Bedeutung verändern oder als alternative Wörter innerhalb
des Konzeptes verbleiben. Bedeutungsveränderungen werden in diesem Modell
nicht untersucht, wogegen alternative Wörter innerhalb von Konzepten Beach-
tung finden. Ein einzelner rekonstruierter Sprachkontakt wird durch das Ent-
fernen eines einzelnen Wortes einer Sprache genau dann erlaubt, wenn dieses
Wort ein identisches Kognat in einer beliebigen anderen Sprache besitzt. Von
diesem entlehnten Kognat stammt das historisch neue beziehungsweise in Re-
konstruktionsrichtung ausgelöschte Wort ab. Es ist nicht ausgeschlossen, dass
mehrere Wörter aus verschiedenen Sprachen als Ursprungswort für eine Ent-
lehnung in Frage kommen. Welche Sprachen in Kontakt stehen, wird in diesem
Modell nicht untersucht. Die Abbildung 2.8 illustriert einen Sprachkontakt mit
einer möglichen Kontaktsprache.
Definition 2.3.20: Eine Kontakt-Transformation Tcontact sei die Menge
aller Erbkanten (l, l′)∈Eh , für die gilt:
Es existiert genau ein Wort w∈W des i-ten Konzeptes c∈C der Sprache l = 〈. . . ,
ci∋w, . . .〉, für welches kein Wort w′∈W des i-ten Konzeptes c′∈C der Sprache l′ =
〈. . . , c′i∋w′, . . .〉 existiert, und für das weiterhin gilt:
23Alle Kanten der Netzphylogenie müssen mit Hilfe der τ -Funktion genau einem Typen zuge-
ordnet sein.
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Es existiert ein Wort w′′∈W des i-ten Konzeptes c′′∈C einer dritten Sprache l′′ =
〈. . . , c′′i ∋w′′, . . .〉∈V , welches mit w = w′′ ∧ κ(w′′, w) = 1 kognatidentisch ist,
wobei die Sprachen l′′ und l eine Kontaktkante (l′′, l) ∈ Ec verbindet und für
die weiterhin gilt:
Für alle anderen Wörter wx 6= w der Sprache l gibt es genau ein identisches
Wort w′x = wx der Sprache l′ in dem verknüpften Konzept und umgekehrt.
Multi-Substitution
Multi-Substitutionen stellen eine erweiterte Sprachtransformation dar. Zwi-
schen Sprachen können oftmals gleichartige Substitutionen stattfinden. Ein
mehrfaches Vorkommen eines Buchstabens und dessen Umwandlung kann
mit Hilfe der Grundtransformationen vieler einzelner Substitutionen erfolgen.
Multi-Transformationen substituieren dagegen eine Auswahl aller Vorkommen
eines Buchstabens mit einem anderen Buchstaben in einem einzigen Schritt.
Eine gemeinsame Umwandlung soll systematische Sprachveränderungen, wie
zum Beispiel reguläre Buchstabenverschiebungen, erklären. In Abbildung 2.9
wird ein Schema gezeigt, welches mehrere Buchstaben eines Wortes gleichzei-
tig umwandelt.
Definition 2.3.21: Eine Multi-Substitution Tmultisub sei die Menge aller
Erbkanten (l, l′)∈Eh für die gilt:
Es existiert eine nicht leere, mehrelementige geordnete Liste von unterschiedli-
chen Wörtern 〈w0, . . . , wn〉 der Sprache l, für welche genau eine entsprechende
geordnete Wortliste 〈w′0, . . . , w′n〉 einer Sprache l′ existiert und es gilt:
Die i-ten Wörter der Wortlisten wi und w′i sind Kognate mit κ(wi, w′i) = 1 und
Element der Wortrelation, welche eine Menge von Wortpaaren (wi, w′i)∈W×W
mit wi = wip0 · 〈as〉 · wip1 · 〈as〉 · . . . · 〈as〉 · wipm und w′i = wip0 · 〈at〉 · wip1 ·
〈at〉 · . . . · 〈at〉 ·wipm für mehrere Teilwörter wip0, . . . wipm von wi und zwei nicht
leeren Buchstaben as, at 6= as ∈ A definiert. Es gilt weiterhin:
Für alle anderen Wörter wx 6= wi der Sprache l gibt es genau ein identisches
Wort w′x = wx der Sprache l′ in dem verknüpften Konzept und umgekehrt.
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l
l'
l''
...
...
ci
...
w
...
...
c'i
...
(w,w'')=1Tcontact w = w''
...
...
c''i
...
w''
Abbildung 2.8.:
Schema von Tcontact. Ein Kontakt
und eine entsprechende Entlehnung
des Wortes w′′ aus Sprache l′′ als
kognatidentisches Wort w in die
Sprache l wird durch Löschung des
Wortes w′ = w in der Sprache l′ re-
konstruiert.
l
l'
(w4,w4')=1
(w3,w3')=1
(w1,w1')=1
Tmultisub a*ta*s
...
...
c'j ...
w3p0 .w' =3 at w3p1.
w4p0 .w' =4 at w      =(           )4p1. as... ...
w2
...c'i w1p0 .w' =1 at w1p1. . at w1p2.
...
...
c'j ...
w3p0 .w  =3 as w3p1.
w4p0 .w  =4 as w      =(           )4p1. as... ...
w2
...c'i w1p0 .w  =1 as w1p1. . as w1p2.
Abbildung 2.9.:
Schema von Tmultisub. Eine mehr-
elementige Teilmenge (hervorgeho-
ben) aller Vorkommen des Buchsta-
bens as einer Sprache l werden in
Vorkommen des Buchstabens at der
Sprache l′ umgewandelt. Alle ande-
ren Wörter verbleiben identisch.
Multi-Auslöschung
Multi-Auslöschungen stellen wie die Multi-Substitutionen eine zusammenge-
fasste Transformation dar. Viele Auslöschungen werden dabei gleichzeitig als
eine Transformation interpretiert und bewertet. Für die Multi-Auslöschungen
gelten die gleichen Bedingungen wie für jede einzelne Auslöschung. Wörter
dürfen nicht komplett verschwinden. Die Abbildung 2.10 zeigt ein entsprechen-
des Schema.
Definition 2.3.22: Eine Multi-Auslöschung Tmultidel sei die Menge aller
Erbkanten (l, l′)∈Eh für die gilt:
Es existiert eine nicht leere, mehrelementige geordnete Liste von unterschiedli-
chen Wörtern 〈w0, . . . , wn〉 der Sprache l für welche genau eine entsprechende
geordnete Wortliste 〈w′0, . . . , w′n〉 einer Sprache l′ existiert und es gilt:
Die i-ten Wörter der Wortlisten wi und w′i sind Kognate mit κ(wi, w′i) = 1 und
Element der Wortrelation, welche eine Menge von Wortpaaren (wi, w′i)∈W×W
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mit wi = wip0 · 〈a〉 ·wip1 · 〈a〉 · . . . · 〈a〉 ·wipm und w′i = wip0 ·wip1 · . . . ·wipm und
|w′i| > 0 für mehrere Teilwörter wip0 , . . . wipm von wi und einen nicht leeren
Buchstaben a ∈ A definiert. Es gilt weiterhin:
Für alle anderen Wörter wx 6= wi der Sprache l gibt es genau ein identisches
Wort w′x = wx der Sprache l′ in dem verknüpften Konzept und umgekehrt.
Multi-Einfügung
Multi-Einfügungen stellen wie die Multi-Substitutionen und die Multi-
Auslöschung eine zusammengefasste Transformation dar. An vielen möglichen
Einfügepositionen wird dabei gleichzeitig ein Buchstabe eingefügt, was wie-
derum als einzelnes Ereignis interpretiert und bewertet wird. Für die Multi-
Einfügungen gelten die gleichen Bedingungen wie für jede einzelne Einfügung.
Wörter dürfen eine maximale Länge nicht überschreiten. Die Abbildung 2.11
zeigt ein entsprechendes Schema.
Definition 2.3.23: Eine Multi-Einfügung Tmultiins sei die Menge aller
Erbkanten (l, l′)∈Eh für die gilt:
Es existiert eine nicht leere, mehrelementige geordnete Liste von unterschiedli-
chen Wörtern 〈w0, . . . , wn〉 der Sprache l für welche genau eine entsprechende
geordnete Wortliste 〈w′0, . . . , w′n〉 einer Sprache l′ existiert und es gilt:
Die i-ten Wörter der Wortlisten wi und w′i sind Kognate mit κ(wi, w′i) = 1 und
Element der Wortrelation, welche eine Menge von Wortpaaren (wi, w′i)∈W×W
mit wi = wip0 · wip1 · . . . · wipm und w′i = wip0 · 〈a〉 · wip1 · 〈a〉 · . . . · 〈a〉 · wipm
und |w′i| < maxWord für mehrere Teilwörter wip0, . . . wipm von wi und einen
nicht leeren Buchstaben a ∈ A definiert. Es gilt weiterhin:
Für alle anderen Wörter wx 6= wi der Sprache l gibt es genau ein identisches
Wort w′x = wx der Sprache l′ in dem verknüpften Konzept und umgekehrt.
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l
l'
w'2 ...
...
...
c'i w1p1 w1p2.
c'j
...
w3p1 w4p1 w4p2. ...
w' =1
w' =4w' =3 a .
(w4,w4')=1
(w3,w3')=1
(w1,w1')=1
Tmultidel a*
...
...
c'j ...
w3p0 .w  =3 a w3p1.
w4p0 .w  =4 a w      =(           )4p1. a... ...
w 2
...c'i w1p0 .w  =1 a w1p1. . a w1p2.
...
c'j ...3p0
.w' =3 w3p1
w4p0 .w' =4 w      =(           )4p1 a... ...
w2
...c'i w1p0 .' =1 w1p1 . w1p2
Abbildung 2.10.:
Schema von Tmultidel. Eine mehr-
elementige Teilmenge (hervorgeho-
ben) aller Vorkommen des Buchsta-
bens a einer Sprache l wird in der
Sprache l′ ausgelöscht. Alle ande-
ren Wörter verbleiben identisch.
l
l'
a*Tmultiins (w4,w4')=1(w3,w3')=1
(w1,w1')=1
...
...
c'j ...
w3p0 .w' =3 a w3p1.
w4p0 .w' =4 a w      =(           )4p1. a... ...
w2
...c'i w1p0 .w' =1 a w1p1. . a w1p2.
...
...
c'j ...
w3p0 .w  =3 w3p1
w4p0 .w  =4 w      =(           )4p1 a... ...
w 2
...c'i w1p0 .w  =1 w1p1 . w1p2
Abbildung 2.11.:
Schema von Tmultiins. In eine
beliebige mehrelementigen Menge
möglicher Einfügepositionen wer-
den Vorkommen (hervorgehoben)
des Buchstabens a in Sprache l′ ein-
gefügt. Alle anderen Wörter ver-
bleiben identisch.
2.3.6. Definition Transformationszuordnung
(τ -Zuordnung)
Alle Erbkanten eine Netzphylogenie werden einem speziellen Transformati-
onstyp zugeordnet. Abgesehen von Verschmelzungen (Tmerge) entspricht eine
Erbkante immer genau einer Transformation. Somit kann eine solche Trans-
formation als Relation zwischen zwei Sprachen angesehen werden. Weiterhin
können Verschmelzungstransformationen als Relation zwischen drei Sprachen
verstanden werden. Eine gültige Evolution verfügt zudem über eine vollständi-
ge Kantenzuordnung zu den jeweiligen Transformationen.
Sei {Eh1, Eh2} eine Bipartition der Kantenmenge Eh, wobei Eh1 diejenigen
Kanten bezeichnet, welche zu echten Buchstabentransformationen gehören. Es
gilt: Eh1 := (l, l′)∈Eh : ∄(l′′, l′)∈Eh . Entsprechend bezeichnet Eh2 diejenigen
Kanten, welche zu Verschmelzungstransformationen gehören. Es gilt: Eh2 :=
Eh \ Eh1. Für beide Kantenmengen werden folgende Bedingungen gefordert:
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• Jede Buchstabentransformationskante aus Eh1 steht in genau einer bi-
nären Transformationsrelation. Es gilt:
∀(l, l′)∈Eh1 : ∃t ∈ T \ Tmerge ∧ (l, l
′) ∈ t und weiterhin
∀(l, l′)∈Eh1, t1, t2 ∈ T \ Tmerge : ((l, l
′) ∈ t1 ∧ (l, l
′) ∈ t2 → t1 = t2)
• Jedes Verschmelzungskantenpaar aus Eh2 steht in genau einer trinären
Transformationsrelation. Es gilt:
∀(l, l′)∈Eh2, (l
′′, l′)∈Eh2 : ∃t ∈ Tmerge ∧ (l, l
′, l′′) ∈ t und weiterhin
∀(l, l′)∈Eh2, (l
′′, l′)∈Eh2 , t1, t2 ∈ Tmerge : ((l, l
′, l′′) ∈ t1 ∧ (l, l
′, l′′) ∈ t2 →
t1 = t2)
Mit diesen Bedingungen lässt sich für jede Evolution eine eindeutige τ -
Zuordnung aller Kanten in die Menge der Transformationstypen wie folgt kon-
struieren:
• τ((l, l′)∈Eh1) := t∈T\Tmerge |((l, l
′) ∈ t) beziehungsweise
• τ((l, l′)∈Eh2) := t∈Tmerge |∃(l
′′, l′)∈Eh2 ∧ ((l, l
′, l′′) ∈ t)
2.3.7. Definition Kostenfunktion (ν-Zuordnung)
Für die linguistische Bewertung gültiger Evolutionen werden im vorgestellten
Modell die Transformationstypen aller Kanten und deren Auftretenshäufigkeit
genutzt, um eine Bewertungsfunktion für eine Evolution zu konstruieren. Je
höher eine Evolution bewertet wird, um so wahrscheinlicher entspricht sie der
tatsächlichen, historischen Sprachentwicklung24.
Evolutionskosten
Die Kosten einer Evolution der Gestalt evo = (N, γ, κ, τ, ν) setzen sich im
Wesentlichen aus den Kosten der einzelnen Transformationen zusammen. Jede
Sprachtransformation entspricht einer Kante25 und ist jeweils einem Transfor-
mationstyp zugeordnet. Das Modell legt für jeden Typ einen Kostenwert fest.
24Es sei angemerkt, dass in diesem Modell viele Vereinfachungen einzelner linguistischer Pro-
zesse verwendet werden. Eine gesamte, kostengünstigste Evolution und deren linguistische
Relevanz wird nur unter den bestehenden vereinfachenden Annahmen behauptet. Die natür-
liche Sprachentwicklung ist in der Regel viel komplexer.
25Die Verschmelzung entspricht zwei Kanten der Netzphylogenie.
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Diese modellabhängige und feste ν-Kostenzuordnung gewährleistet, dass ver-
schiedene Evolutionen der gleichen Datenbasis mit Hilfe einer Bewertungs-
funktion miteinander in Beziehung gesetzt werden können.
Die Kosten einer Evolution setzen sich aus den Einzelkosten aller Erbkanten
des Baumnetzes zusammen. Die Kosten einer Kante (l, l′) werden wie folgt
berechnet:
costs((l, l′)∈Eh) := ν(τ((l, l
′)))(2.5)
Die Kosten der gesamten Evolution evo berechnen sich mit26:
costs(evo) :=
∑
l′∈Vinner(evo)
costs(l′)(evo) mit(2.6)
costs(l′)(evo) :=
∑
l∈V (evo)(costs((l, l
′)∈Eh(evo)))
Modellabhängige Kostenzuordnung
Bei der „willkürlichen“ Festlegung der modellabhängigen Kostenparameter der
ν-Zuordnung ist für eine linguistisch und theoretisch sinnvolle Anwendung fol-
gendes zu beachten:
• Kosten müssen stets positiv sein. Veränderungen in der Sprachgeschichte
benötigten Zeit und Aufwand, welcher sich in Kosten größer 0 widerspie-
geln muss.
• Symmetrische Transformationen27, die äquivalente Entfernungen zwi-
schen Sprachen widerspiegeln, müssen gleich hohe Kosten verursachen28.
• Kosten von Transformationen, die als Folge anderer Transformationen
dargestellt werden können, müssen größer sein als die Kosten der alter-
nativen Folge29.
26Eine Verschmelzung besteht zwar aus zwei Kanten, sie ist jedoch nur eine einzige Transfor-
mation. Deshalb ist es bei der Kostenberechnung methodisch einfacher, die inneren Knoten
als Repräsentanten der Transformationen zu betrachten.
27Zwei Transformationen t1, t2 ∈ T sind symmetrisch, wenn gilt: (l, l′) ∈ t1 ↔ (l′, l) ∈ t2,
wie zum Beispiel Tins und Tdel.
28Für ein gutes Entfernungsmaß gelten weitere Eigenschaften, wie zum Beispiel die Nullei-
genschaft und die Dreiecksungleichheit, wie sie Kondrak in [20, Seite 4] als notwendig
erachtet.
29Zum Beispiel sollte eine Substitution kleinere Kosten verursachen als eine Einfügung und
eine Auslöschung zusammen. Anderenfalls könnte die Substitution immer kostengünstiger
durch diese ersetzt werden.
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• Der Kosteneinfluss von Verschmelzungen über einer Wortliste ist konstant
und damit für das Modell irrelevant30.
2.3.8. Optimale Transformationsbäume
Nachdem die einzelnen Transformationen und die entsprechende Kostenzuord-
nung definiert wurden, können ganze Transformationsketten und -bäume be-
wertet beziehungsweise optimiert werden. Bevor die Optimierung einer kom-
pletten Evolution beschrieben wird, seien exemplarisch einige Beispiele vor-
gestellt, ausgehend von einer einfachen Worttransformationskette bis hin zu
gruppierten Worttransformationsbäumen. Es wird dabei in den folgenden drei
Abschnitten gezeigt, wie eine einfache „Wort-zu-Wort“-Transformationskette
optimal überführt werden kann. Daraufhin wird die Optimierung eines Trans-
formationsnetzes einer Kognatmenge und anschließend die eines Transformati-
onsnetzes zweier Kognatmengen vorgestellt.
Beispiel „Wort-zu-Wort“-Transformationskette
Eine „Wort-zu-Wort“-Überführung T ∗(w,w′), im Weiteren auch Transforma-
tionskette oder Ersetzungskette genannt, stellt eine Folge von einzelnen Wort-
transformation mit nicht leeren Zwischenwörtern dar31:
T ∗(w,w′) := 〈(w,w0)∈T , (w0, w1)∈T , . . . , (wn, w
′)∈T 〉.
Die Kosten einer Transformationskette zweier Wörter ergeben sich aus den
einzelnen typabhängigen Kosten der einzelnen Transformationen. Für zwei be-
liebige Wörter gibt es trivialerweise immer eine Überführung und mit Hilfe der
Kostenfunktion lässt sich mindestens eine kostengünstigste Lösung finden.
Eine solche Lösung wird oft für die Berechnung des Abstandsmaßes zweier
Wörter verwendet. Die Anzahl der minimalen Transformationen oder die mi-
nimalen Kosten aller Transformationen eines Kostenmodells bestimmen eine
sprachliche oder sogar zeitliche Entfernung der beiden Wörter. Diese sprach-
liche Entwicklungsentfernung wird durch die minimale Editierdistanz abgebil-
30Bei n Blattsprachen treten immer n− 1 binäre Verschmelzungen auf.
31Für die Überlegungen seien in Anlehnung der drei Grundtransformationen auf Sprachen drei
ähnliche Transformationen T := Tins ∪ Tdel ∪ Tsub für jeweils zwei Wörter (w,w′) ∈ T
vorausgesetzt. Alle anderen Transformationstypen sind für die Erläuterung von „Wort-zu-
Wort“-Vergleichen nicht nötig.
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det32. Die Abbildung 2.12 zeigt ein Beispiel der optimalen Überführung zweier
Wörter „ziya“ und „zie“.
delT1.0
insT subT
subT zieziyziya 1.0 1.01.0
Abbildung 2.12.: Eine optimale Ersetzungskette zwischen zwei Wörtern mit ν(Tsub) =
ν(Tdel) = ν(Tins) := 1.0 mit Gesamtkosten von 2.0.
Beispiel Einfacher Ersetzungsbaum
In Erweiterung der optimalen Überführung zweier Wörter, können mehrere
Wörter optimal ineinander transformiert werden. Es entsteht dabei ein Transfor-
mationsnetz mit vielen Zwischensprachen. Aus diesem Netz können verschie-
dene ungewurzelte Bäume unterschiedlicher Topologie extrahiert werden. Wie
bei „Wort-zu-Wort“-Überführungen kann immer mindestens ein optimaler kos-
tengünstigster Baum gefunden werden. Die zwei Abbildungen 2.13 und 2.14
zeigen jeweils für eine „zufällige“ Kognatmenge einen optimalen und einen
nicht optimalen Ersetzungsbaum, mit jeweils unterschiedlicher Baumtopologie.
Beispiel Kombinierter Ersetzungsbaum
Betrachtet man separate Gruppen von Kognaten, wie sie zum Beispiel die bei-
den Abbildungen 2.13 und 2.14 bilden, kann ein kombiniertes optimales Er-
setzungsnetz extrahiert werden. Als Optimalitätskriterium gelten wiederum die
akkumulierten minimalen Kosten aller Transformationen. Die Abbildung 2.15
zeigt vier Sprachen mit den zwei Gruppen der Abbildungen 2.13 und 2.14. Zwei
extrahierte Bäume, von denen einer eine nicht optimale Lösung darstellt, ver-
deutlichen einerseits die große Vielfalt an möglichen Ersetzungsbäumen und
zeigen andererseits, wie verschiedene Bäume in einer Gesamtkostenrechnung
bewertet werden müssen.
Die Abbildungen zeigen ferner, dass es bei kombinierten Optimierungen vor-
kommen kann, dass mehrere Wortmengen unterschiedliche Topologien als Mi-
nimallösung besitzen können. Auf Grund der Möglichkeit topologisch unter-
32Im Anhang A.2.1 wird dieser Ansatz und die algorithmische Umsetzung beispielhaft erläu-
tert.
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tree 1
A BC D
is not minimal
A CB D
tree 2 is minimal
1.0
1.0
1.0 1.0
1.0
1.0
1.01.0
0.00.0
ziyi ziy
ziezihi
ziei
ziya
ziyaziya
C D
BA
mergeT
1.0 1.0
1.0 1.0 1.0 1.0
1.0
0.0
1.0
1.0
1.0
1.0
Abbildung 2.13.:
Ein Ersetzungsnetz zwischen vier
Kognaten. Aus dem Netz lassen
sich ein minimaler (tree 2) und ein
nicht minimaler (tree 1) ungewur-
zelter Ersetzungsbaum extrahieren.
Es gilt ν(Tsub) = ν(Tdel) =
ν(Tins) := 1.0, ν(Tmerge) = 0.0.
Die Abbildung zeigt einen Aus-
schnitt aller möglichen Zwischen-
sprachen und Kanten des Netzes.
Die Verschmelzungen sind nur aus-
zugsweise dargestellt.
tree 1
A BC D
is minimal
A CB D
tree 2 is not minimal
1.0
1.0 1.0
0.0
1.01.0
1.0
raqpu
raqpu
C D
BA
0.0
0.0
1.0
0.0 0.0
1.0
1.0
0.0
1.0
0.0
1.0
mergeT mergeT
0.0
0.0
1.0
0.0
1.0
1.0
1.0 1.0
pu pa raqra
Abbildung 2.14.:
Ein zweites Ersetzungsnetz zwi-
schen vier anderen Kognaten und
gleicher ν-Kostenzuordnung. Es
lässt sich wiederum ein minimaler
(tree1) und ein nicht minimaler
(tree 2) ungewurzelter Ersetzungs-
baum extrahieren.
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schiedliche, minimale Einzellösungen zu besitzen, sind die Kosten der kombi-
nierten Lösung immer größer oder gleich der Summe der Kosten der optimalen
Einzellösungen.
pu
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A
raq
ziya
B
pu
zihi
C
raq
zie
D
tree 1
A BC D
is not minimal
A CB D
tree 2is minimal
pu
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raq
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ziha
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ziea
pa
ziea pa
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1.0
1.0
1.0
1.0
1.0
1.0
1.01.0
1.0
9.08.0
Abbildung 2.15.: Ersetzungsnetz und Beispiel eines minimalen (tree1) und eines nicht
minimalen (tree2) ungewurzelten Ersetzungsbaumes für vier Sprachen A,B,C,D mit
jeweils zwei zu transformierenden Kognatmengen als kombinierte Lösung der Bei-
spiele 2.13 und 2.14. Die Abbildung zeigt einen Ausschnitt aller möglichen Zwi-
schensprachen und Kanten des Netzes. Die Verschmelzungen sind nur auszugsweise
dargestellt.
2.4. Optimalitätskriterium
2.4.1. Überblick
Mit der im vorherigen Abschnitt verdeutlichten Vielfalt an möglichen Evolutio-
nen wird es nötig, eine geeignete Menge guter Lösungen extrahieren zu können.
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Bei einem Vergleich von verschiedenen Evolutionen gleicher Ausgangsspra-
chen L0 und gleicher modellabhängiger Kostenparameter ν soll dabei die beste
Evolution oder eine Menge sehr guter Evolutionen herausgefiltert werden. Für
die besten Lösungen wird anschließend behauptet, dass sie die modellierten lin-
guistischen Sprachveränderungsereignisse in einer rekonstruierten Geschichte
am wahrscheinlichsten abbilden.
Die Bewertung einer Evolution mit Hilfe der Kosten ihrer einzelnen Trans-
formationen ist dabei nur ein möglicher optimierender Aspekt. Weitere Kriteri-
en ergeben sich einerseits aus Problemen der Modellierung der Rekonstruktion
der Netzphylogenie und andererseits aus der Freiheit der Zuweisung und Iden-
tifikation der Kognate in der Datenbasis. Es stellen sich hierbei zwei Fragen:
Ist die Optimierung des Transformationsbaumes durch die Ausklammerung so
genannter Nicht-Kognate beeinflusst und ist zweitens eine spezielle Kognat-
Zuweisung einer Evolution überhaupt sinnvoll?
In den folgenden Abschnitten werden drei Gütefaktoren für das Modell ein-
geführt, welche in Kombination eine beste Lösung und gleichzeitig eine plau-
sible Rekonstruktion ermitteln. Es wird jeweils auf spezielle Eigenheiten der
Gütefaktoren eingegangen.
2.4.2. Parsimoniegüte
Parsimonieprinzip
Die grundlegendste Annahme der Evolutionsbewertung ist die Einhaltung des
Sparsamkeits-Prinzips. Es werden historische Ereignisse einer gesamten Evo-
lution postuliert, welche eine Spur in den Daten hinterlassen haben und gleich-
zeitig, je nach Bewertung aller Einzelereignisse, durch kleinste Kosten auch am
wahrscheinlichsten sind.
Wenn zum Beispiel in den heutigen Daten jeweils ein „a“ und ein „i“ in zwei
Kognaten vorkommen, dann ist die wahrscheinlichste Annahme, dass das „a“
in ein „i“ oder umgekehrt transformiert wurde. Eine theoretisch mögliche zwi-
schenzeitliche Umwandlung des Buchstabens „a“ in ein „e“ und anschließend in
ein „i“ ist nur dann plausibel, wenn es einen bekannten Grund dafür gibt. In die-
sem Fall könnte zum Beispiel bekannt sein, dass eine Buchstabenverschiebung
in früheren Sprachen von „a“ nach „e“ für viele Wörter der Sprache sehr wahr-
scheinlich gewesen ist. Dann ist es durchaus sinnvoll davon auszugehen, dass
der Buchstabe „a“ ein Teil dieser Multi-Substitution war und später an Stelle
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des „a“s das ersetzte „e“ in einer Einzelsubstitution zu „i“ transformiert wurde.
Definition
Auf Grundlage dieser Parsimonieannahme ist diejenige Evolution mit den ge-
ringsten Gesamtkosten auch die wahrscheinlichste.
Das Modell fordert für jede Evolution einen Gütewert. Die Parsimoniegüte
qp(evo) aller Evolutionen EV O(L0, ν)33 sei mit 0 ≤ qp(evo) ≤ 1 mit Hilfe
einer Normierung wie folgt definiert:
qp(evo) := 1−
costs(evo)
maxcosts(evo)
(2.7)
mit maximalen Kosten maxcosts(evo)≥costs(evo)34
Die Güte qp(evo) gibt damit an, um wie viel sich evolutionär behauptete
Kosten gegenüber Maximalkosten (maxcosts) verbessern. Mit Hilfe der Gü-
tewerte aller gültigen Evolutionen berechnet sich für eine Datenbasis L0 und
den entsprechenden Kostenparametern ν die Wahrscheinlichkeit einer Evoluti-
33Die Menge EV O(L0, ν) sei die Menge aller gültigen Evolution aus Definition 2.3.13, gege-
bener Blattsprachen L0 und gegebener Kostenparameter ν der Transformationstypen.
34Die benötigten maximalen Kosten maxcosts(evo) ergeben sich dabei für
die Summe aller Kognatpaare der Blattsprachen mit: maxcosts(evo) :=∑
(w,w′)∈COG(evo)maxcosts(w,w
′). Dabei sei maxcosts(evo) > 0 und das Mo-
dell für äquivalente Blattsprachen nicht definiert. Die maximalen Kosten zweier Wörter w
und w′ ergeben sich mit: maxcosts(w,w′) := min(|w|, |w′|) · ν(Tsub) + abs(|w| − |w′|) ·
min(ν(Tins), ν(Tdel)). Die Kognate der Blattsprachen seien definiert mit:
COG(evo) := {(w,w′)|∃i ∈ N : ∃l = 〈. . . , ci∋w, . . .〉, l
′ = 〈. . . , c′i∋w′ , . . .〉 : l, l
′ ∈
L0(evo) ∧ κevo(w,w′) = 1}.
Die maximalen Kostenmaxcosts spiegeln annähernd wider, wie kostspielig eine sinnvol-
le Evolution höchstens werden kann. Die akkumulierten maximalen Kosten aller einzelnen
„Wort-zu-Wort“-Transformationsketten werden in der Regel durch die Baumstruktur einer
Evolution und durch die Mehrfachtransformationen wesentlich verringert.
Die erweiterten Transformationstypen sind für die Berechnung der maximalen Kosten
nicht relevant. Diese werden akkumulierend nur für Wortpaare der Ausgangssprachen er-
mittelt und drücken aus, wie viele Transformationen maximal nötig sind, um ein Wortpaar
ineinander zu überführen.
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on evo ∈ EV O(L0, ν) mit35:
(2.8) Pp(evo) := qp(evo)∑
evoi∈EVO(L0,ν)
qp(evoi)
2.4.3. Verschmelzungsgüte
Verschmelzungsproblem
In Abschnitt 2.3.8 wurde anschaulich gezeigt, wie gruppierte Mengen von Wör-
tern ineinander überführt werden können. In diesem Sinne beruhen die Evo-
lutionen des Modells auf gruppierten Mengen von Kognaten. Existieren zwei
Sprachen, deren Wörter in den jeweiligen Kognat-Mengen identisch sind, wer-
den beide Sprachen als identisch angesehen. Mit Hilfe der Verschmelzung wird
in dem vorgestellten Modell sofort eine neue Sprache rekonstruiert, indem iden-
tische Kognate zusammengefasst werden. Alle Wörter, die keiner gemeinsamen
Kognat-Menge angehören, werden als alternative Wörter in die neue Sprache
übernommen. Diejenigen Wörter, die kein Kognat in der identischen Sprache
besitzen, können entweder isolierte Wörter sein, die auch mit keiner anderen
Sprache ein Kognat-Paar bilden, oder Kognate anderer Sprachen.
Das einfache Modell ist so gestaltet, dass identische Sprachen während des
Rekonstruktionsprozesses immer sofort miteinander verschmelzen. Weil für
dieses Modell die Identität zwischen Sprachen über ihre Kognate festgestellt
wird, entstehen methodische Probleme: Wenn zwei Sprachen identisch sind, be-
deutet dies nicht automatisch, dass sie auch sofort verschmelzen müssen. Viel-
mehr ist es der Fall, dass sie auch später in Rekonstruktionsrichtung (respek-
tive früher in der Vergangenheit) miteinander verschmelzen dürfen. In einem
erweiterten Modell sollte es damit Fälle geben dürfen, bei denen zwei kognat-
identische aber vergleichsweise unähnliche Sprachen separat in der Rekonstruk-
tion verbleiben, ehe eine von beiden mit einer dritten kognat-identischen ähnli-
cheren Sprache verschmilzt. Es stellt sich im Weiteren die Frage, wann und un-
ter welchen Bedingungen zwei kognat-identische Sprachen verschmelzen soll-
ten.
35Für ein entsprechendes Verfahren gilt: Sollte es nicht möglich sein, in technisch berechen-
barer Zeit alle Evolutionen zu untersuchen und eine Wahrscheinlichkeitsverteilung zu er-
mitteln, ist die Wahrscheinlichkeit einer Evolution immerhin noch proportional zu der Güte
qp(evo) und es gilt: Pparsimony(evo) ∝ qp(evo). Es ist somit garantiert, eine beste Lösung
ermitteln zu können.
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Lösungsansatz
Wird eine Evolution linguistisch danach beurteilt, ob sie eine kostengünstige
Ersetzungssequenz der Kognate vorweisen kann, wird bei der bisher konstru-
ierten Parsimoniegüte Informationen über das Verhältnis von verwandten und
nicht verwandten Wörtern zwischen Sprachen vernachlässigt. In vielen ande-
ren Untersuchungen36 werden, basierend auf diesem Verhältnis, Abstände zwi-
schen Sprachen behauptet. Es ist folglich sehr wichtig, einen zusätzlichen Be-
wertungsfaktor des Anteiles von Nicht-Kognaten an der gesamten Wortmenge
in das Modell einzuarbeiten.
Eine Trennung in Kognate und Nicht-Kognate ist notwendig, wenn man eine
Transformationsgeschichte einzelner Wörter und ihrer Buchstaben rekonstru-
ieren will. Nicht-Kognate sind nicht durch eine Folge von Buchstabentransfor-
mationen interpretierbar. Sie könnten beispielsweise mit Hilfe von Worttrans-
formationen modelliert werden. Im Laufe vieler geschichtlicher sprachlicher
Prozesse veränderte sich nicht nur die Gestalt der Worte durch zufällige Ero-
sionen oder systematische Verschiebungen (Buchstabentransformationen), sie
fielen auch gänzlichen aus dem Wortschatz einer Sprache heraus oder kamen
neu hinzu (Worttransformationen). Durch Innovationen, Bedeutungsverschie-
bungen und sprachlichen Kontakt gab es damit für eine Wortbedeutung immer
wieder neue Wortalternativen. Diese standen in Konkurrenz zu etablierten Le-
xemen und verdrängten nach und nach die alten Wendungen aus vielerlei hier
nicht näher untersuchten Gründen.
„In general, the longer the time that has passed since the linguistic
split, the smaller the number of cognates that remain as a proof of
a genetic relationship.“ [21, Seite 9]37
Mögliche Worttransformationen bezüglich alternativer Wörter sind nicht Teil
dieses Modelles. Aus diesem Grund muss eine Hilfsbewertung des Einflusses
der Nicht-Kognate und zur Lösung des Verschmelzungsproblems konstruiert
36Beispielsweise in den im Einleitungskapitel aufgeführten charakterbasierten Ansätzen und
einigen einfachen entfernungsbasierten Ansätzen. „In its original conception these distances
were based exclusively on the number of cognates for pairs of languages that may be found
in basic word lists such as the one proposed by Swadesh“ [8, Seite 1].
37Übersetzung des Verfasser: „ Generell gilt, je mehr Zeit einer linguistischen Aufteilung (von
Sprachen) vergangen ist, desto kleiner ist die Anzahl verbleibender Kognate als Beweis für
genetische Verwandtschaft.“
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werden. Neben der Parsimoniegüte wird die zweite Einflussgröße, Verschmel-
zungsgüte, mit Hilfe einer Proportionalitätsannahme eingeführt. Ausgehend von
dieser Annahme werden erwartete Verschmelzungspositionen für alle Sprach-
paare ermittelt. Mit Hilfe der Übereinstimmung zwischen diesen Positionen
und den vorgefundenen Verschmelzungspositionen einer rekonstruierten gül-
tigen Evolution kann diese zusätzlich bewertet werden38.
Proportionalitätsannahme
Die Ursachen der Veränderung natürlicher Wörter sind generell vielschichtig
und komplex. Für die weiteren Überlegungen wird eine Vermutung über das
Verhältnis zwischen dem evolutionären Verlust von Kognaten und den Buchsta-
benveränderungen innerhalb der verbliebenen Kognat aufgestellt. Ohne Kennt-
niss der Ursachen von Veränderung wird in dieser Arbeit verallgemeinernd da-
von ausgegangen, dass ein proportionaler Zusammenhang zwischen Kognat-
verlust und Buchstabenveränderung besteht. Diese Proportionalität ist eine sehr
strenge Annahme und wird in dieser Arbeit empirisch weder bestätigt noch wi-
derlegt. Ausgehend von der Vorstellung, dass der einzelne Sprecher einer Spra-
che die gesamte Sprachstruktur gleichermaßen verändert, kann vermutet wer-
den, dass sich auch evolutionär ganze Wörter und einzelne Buchstaben gleich-
mäßig stark verändern. Weiterführend wird implizit vermutet, dass obwohl der
historische Verlauf von Veränderung im Allgemeinen nicht linear ist39, zumin-
dest die Veränderung in jeweils beiden Fällen gleich strark ist.
Der Vermutung einer Proportionalität stehen möglicherweise einige Sprach-
ähnlichkeiten entgegen. Beispielsweise gibt es nah verwandte Sprachen mit
vielen Kognaten, die sich stark unterscheiden. Das holländische Wort für das
deutsche Wort „Fuß“ ist „voet“ und damit buchstabenverschieden. Auch kann
es umgekehrt sein, dass nicht verwandte Wörter von Sprachen, deren Sprecher
sich gegenseitig stark beeinflussen, linguistischen Anpassungen unterliegen und
zu falschen Ähnlichkeiten führen. Für Sprachen mit einer Vielzahl solcher Fälle
wäre die obiger Vermutung damit nicht mehr tragbar.
Auf Grund der speziellen Notwendigkeit einer alternativen Modellierung ei-
ner Worttransfortmation und als anfängliche Untersuchungsgrundlage wird für
die Entwicklung von Sprachen folgendes angenommen:
38Im Angang C werden anhand eines Beispieles die Unterschiede zwischen der einfachen Par-
simoniegüte und der um die Verschmelzungsüte erweiterten Güte erläutert.
39Vegleiche dazu die Studie zu punktuellen Bursts von [7]
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Annahme 2.4.1: Das Verhältnis zwischen relativem Kognatverlust und
Buchstabenersetzungen ist zwischen zwei Sprachen für beliebige Entwicklungs-
spannen konstant.
Der relative Kognatverlust zwischen Sprachen wird im Modell durch die An-
zahl der Nicht-Kognaten im Vergleich zu allen Wortpaaren dieser Sprachen be-
schrieben. Weiterhin entspricht jede einzelne Buchstabentransfortmation genau
einer Sprache der Entwicklungsschrittfolge einer Evolution. Allen rekonstru-
ierten Sprachen kann ein Kostenwert der rekonstruierten Transformationsge-
schichte bis zur Position in der Folge zugewiesen werden. Für die Position einer
Verschmelzungsprache zweier Sprachen wird erweiternd folgende Behauptung
aufgestellt.
Annahme 2.4.2: Die relative Anzahl der Nicht-Kognate zweier Blattspra-
chen im Vergleich zu allen Blattsprachen ist proportional zum Verhältnis zwi-
schen den Entwicklungskosten an der Verschmelzungsposition beider Sprachen
und den Gesamtkosten der Evolution.
Mit Hilfe dieser Annahme sollen erwartete Verschmelzungspositionen und
tatsächliche Verschmelzungspositionen jeweiliger Sprachpaare einer Evolution
bewertet werden. Sind die Unterschiede zwischen den erwarteten und den vor-
gefundenen Kosten an diesen Positionen klein, ist die gesamte Evolution plau-
sibler.
Vorgefundene Verschmelzungspositionen
Die Kosten einer tatsächlichen Verschmelzungsposition zweier Blattsprachen
seien die bereits angefallenen Kosten der gesamten Evolution bis zum jewei-
ligen Schritt der Entwicklungsfolge, an dem die beiden Sprachen (oder ihre
transformierten Derivate) miteinander verschmelzen. Die Kosten aller Trans-
formationen anderer Blattsprachen fließen damit bis zu diesem Punkt in der
Entwicklungsschrittfolge ebenfalls mit ein.
Die benötigte Kostenposition costsES(evo, l) einer Sprache l∈V (evo) inner-
halb der Entwicklungsschrittfolge gibt die akkumulierten Kosten aller Sprachen
mit kleinerem oder gleichem Folgenindex wieder:
costsES(evo, l) :=
∑
li∈Lbefore(evo,l)
costs(li)(2.9)
mit allen früheren Sprachen Lbefore(evo, l)40
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Erwartete Verschmelzungspositionen
Für die Berechnung erwarteter Verschmelzungspositionen zweier Sprachen mit
Hilfe der Propotionalitätsannahme 2.4.2 wird als anfängliche Untersuchungs-
grundlage zunächst für jede Evolution ein konstanter Schrittwert snc eingeführt:
snc =
costs(evo)
amountnoncog(evo)
(2.10)
mit der Anzahl amountnoncog der Wörter aller
verknüpften Nicht-Kognate der gesamten Evolution.41
Es wird mit Hilfe dieses konstanten Wertes angenommen, dass im Mittel alle
snc Kostenschritte der Entwicklungsfolge ein Kognat aus dem Lexikon der ge-
samten Evolution verschwindet. Für jeweils zwei Blattsprachen einer Evolution
kann eine erwartete Verschmelzungsposition berechnet werden.
Um diese Kostenposition zu ermitteln, muss die mittlere Kostenschrittwei-
te snc der gesamten Evolution und aller Blattsprachen auf die Auswahl zweier
Blattsprachen angepasst werden. Es wird angenommen, dass alle snc Schritte
ein Kognat im Mittel aus einer gesamten Evolution verschwindet. Das dieses
eine Kognat jedoch genau zu zwei Sprachen gehört, ist im Mittel 1/(|L0|
2
)
wahr-
scheinlich. Die mittlere Schrittweite des Kognatverlustes zweier Sprachen ist
somit:
s′nc := snc ·
(|L0|
2
)(2.11)
Die erwartete Kostenposition einer Sprachverschmelzung zweier Blattspra-
chen l und l′ ergibt sich mit:
expcostsES((l, l
′)∈L0(evo)2) := s
′
nc · amountnoncog(l, l
′)(2.12)
mit der Anzahl amountnoncog(l, l′) aller Wörter der
verknüpften Nicht-Kognate zweier Blattsprachen42
40Die Menge aller Sprachen mit kleinerem Index in einer Entwicklungsschrittfolge sei definiert
mit: Lbefore(evo, l) := {li|li ∈ Vevo ∧ γ(li)(0) ≤ γ(l)(0)}.
41Die Anzahl aller Nicht-Kognate der gesamten Evolution sei: amountnoncog(evo) :=
|flatten({(w,w′) : ∃i ∈ N ∃l = 〈. . . , ci∋w, . . .〉, l
′ = 〈. . . , c′i∋w′ , . . .〉 : l, l
′ ∈
Vevo ∧ κevo(w,w
′) = 0 ∧ (w = w′ ↔ l 6= l′)})|,
mit flatten(M) := {x|(x, y) ∈M ∨ (y, x) ∈M}.
42Die Anzahl aller Nicht-Kognate zweier verschiedener Blattsprachen einer Evolution sei:
amountnoncog(evo, (l, l
′)
∈L0(evo)
2) := |flatten({(w,w′) : ∃i ∈ N : l =
〈. . . , ci∋w, . . .〉, l
′ = 〈. . . , c′i∋w′ , . . .〉 : κevo(w,w
′) = 0 ∧ l 6= l′)})|.
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Definition
Eine Verschmelzungsgüte qm einer Evolution wird daraufhin mit 0 ≤
qm(evo) ≤ 1 für alle Paare von Blattsprachen mit Hilfe einer Normierung
gegenüber schlechtesten Differenzen zwischen erwarteten und vorgefundenen
Verschmelzungspositionen, wie folgt definiert:
qm(evo) := 1−
∑
(l,l′)∈LP (evo) |(expcostsES((l, l
′))− costsES(protoL(l, l
′))|
|LP (evo)| · costs(evo)
(2.13)
mit allen Paaren von Blattsprachen LP (evo)
und mit den jeweiligen Proto-Sprachen protoL(l, l′)43
Die Verschmelzungsgüte qm gewichtet Evolutionen nach der Übereinstim-
mung mit ihrer erwarteten Verschmelzungsposition. Die Erwartung ergibt sich,
wie bereits beschrieben, aus dem Verhältnis von Nicht-Kognaten mit allen Wort-
paaren. Die Wahrscheinlichkeit einer Evolution erweitert sich durch eine vorerst
gleichgewichtige Kombination mit dem bereits bestehenden Gütewert qp:
(2.14) Ppm(evo) = qp(evo) · qm(evo)∑
evoi∈EVO(L0,ν)
qp(evoi) · qm(evoi)
Eine weitere bereits angesprochene Verbesserungsmöglichkeit der Beurteilung
von Evolutionen ergibt sich mit der Auswahl der Kognate in den Kognatmen-
gen. Wenn zwei Wörter als Kognate eingestuft werden, soll eine zusätzliche
Bewertung erfolgen, wie linguistisch wahrscheinlich diese Einstufung ist.
2.4.4. Kognatbelegungsgüte
Belegungsproblem
Alle Buchstabenersetzungen einer Evolution finden immer zwischen Kognaten
statt. Die Optimierung einer Evolution ist deswegen in hohem Maße von der
43Die Menge aller Paare von Blattsprachen LP sei definiert mit: LP (evo) := {(l, l′)|l 6=
l′ ∧ l, l′ ∈ L0(evo)}.
Die Verschmelzungssprache oder auch Protosprache zweier Blattsprachen ist diejenige
Sprache aller Vorfahrensprachen mit dem kleinsten Index in der Entwicklungsschrittfol-
ge für die gilt: protoL(l, l′) := Elem({lm|lm ∈ ancestors(l) ∩ ancestors(l′) ∧ ∀lm′ ∈
(ancestors(l) ∩ ancestors(l′)) : γ(lm)(0) ≤ γ(lm′)(0)}). Wobei Elem(x) das Element
der ein-elementigen Menge x liefert und anderenfalls undefiniert bleibt. Wegen der Struktur
einer Evolution existiert immer genau eine ein-elementige Menge für jedes Paar (l, l′).
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κ-Zuordnung abhängig. Diese Zuordnung ist ein freier Parameter des Systems,
welcher bisher noch nicht in der Gesamtbewertung berücksichtigt wird. Zur
Verdeutlichung des Einflusses sei folgende extreme Situation für eine beliebige
Ausgangsmenge von Sprachen beispielhaft beschrieben:
Für eine κ-Zuordnung, welche alle Wortpaare als nicht verwandt einordnet,
kann eine Evolution gebildet werden, die unter der bisherigen Gütebewertung
keine Kosten verursacht. Alle Ausgangssprachen der Evolution können ohne
Kognate sofort miteinander verschmelzen, da sie nach dem entwickelten Modell
keine vergleichbaren Unterschiede aufweisen. Für beliebige Ausgangssprachen
exsitiert folglich immer eine optimale kostenfreie Evolution. Diese optimale
Evolution ohne Kognate ist für verwandte Sprache linguistisch nicht plausibel.
Ohne zusätzliche Bewertung der Kognatmengen werden immer sehr wenige,
sehr gute Kognatmengen für eine optimale Evolution herangezogen, unabhän-
gig von den natürlichsprachigen Gegebenheiten.
Für die Berücksichtigung einer plausibleren Auswahl an Kognatmengen ei-
ner Evolution werden im Weiteren drei Lösungsansätze vorgestellt.
Erster Lösungsansatz
Es wird eine Kognatbelegungsgüte 0 ≤ qa(evo) ≤ 1 eingeführt, welche
die κ-Zuordnung einer Evolution evo zusätzlich mit einer speziellen Funktion
cognicity(w,w′)→ [0, 1] bewertet:
qa(evo) := 1−
∑
(w,w′)∈WP
|δ((w,w′))|
|WP |
(2.15)
mit δ(w,w′) := κ(w,w′)− cognicity(w,w′)
und allen Wortpaaren WP der Blattsprachen44
Die aufsummierten Betragsdifferenzen aller verknüpften Wortpaare der Blatt-
sprachen zwischen einer behaupteten Kognatbeziehung κ und einer zu wäh-
lenden Cognicity-Funktion beurteilen die gesamte Belegung von Kognaten. Je
besser die Übereinstimmung zwischen κ- und Cognicity-Funktionswerten ist,
44Seien alle verknüpften Blattwortpaare WP := {(w,w′)|∃i ∈ N ∃l, l′ ∈ L0(evo) : l =
〈. . . , ci∋w, . . .〉 ∧ l
′ = 〈. . . , c′i∋w′ , . . .〉 ∧ w 6= w
′}.
Mit dieser Definition sind alternative Wörter eines Konzeptes derselben Sprache ebenfalls
in WP enthalten und untereinander bezüglich ihrer Verwandtschaft vergleichbar.
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desto höher ist die Kognatgüte qa. Für die linguistische Bewertung der Kognat-
mengen wird empfohlen eine geeignete Cognicity-Funktionen zu verwenden.
In Kapitel 4.2 wird die Konstruktion einer solchen speziellen Funktion ausführ-
lich erläutert. Dabei soll die Cognicity-Funktion die Wahrscheinlichkeit der
Verwandtschaft eines Wortpaares abschätzen. Diese Abschätzung erfolgt nur
mit Hilfe der Kognat / Nicht-Kognat-Belegung einer Evolution und unabhängig
von einer rekonstruierten Transformationsgeschichte.
Kritik
Die Bewertung qa einer Kognatbelegung mit Hilfe einer Cognicity-Funktion ist
kritisch zu hinterfragen. Einerseits ist es für das vorgestellte Modell zwingend
notwendig die Kognate zu bestimmen und diese Auswahl auch zu bewerten,
andererseits stehen mit den vorgeschlagenen Cognicity-Funktionen aus Kapi-
tel 4.2, welche aus einfachen, ähnlichkeitsbasierten Vergleichsfunktionen ab-
geleitet sind, nur phylogenieunabhängige Bewertungen zur Verfügungen. Die
vorgeschlagenen Funktionen vermuten verwandtschaftliche Beziehungen zwi-
chen Wörtern nur auf Grund der aktuellen Form dieser Wörter, jedoch nicht
auf Grund möglicher Entstehungsszenarien gegebener Buchstabengemeinsam-
keiten.
Zweiter Lösungsansatz
Eine alternative Modellierung der Kognatbelegungsgüte besteht darin, mit Hilfe
einer Umformulierung der Proportionalitätsannahme 2.4.1 für den Kognatver-
lustanteil und die Evolutionskosten einer Evolution folgendes anzunehmen:
Annahme 2.4.3: Die relative Anzahl der Nicht-Kognate zu allen Wortpaa-
ren aller Blattsprachen einer Evolution (Kognatverlustanteil) ist proportional
zu den normierten Buchstabentransformationskosten dieser Evolution.
Unter Verwendung dieser Annahme kann für eine Evolution berechnet wer-
den, in wie weit die Anzahl der Kognatverluste mit der Anzahl der Buchstaben-
transformationen übereinstimmt. Die gleiche Annahme wird im Modell bereits
für die Berechnung wahrscheinlicher Verschmelzungspositionen innerhalb der
Phylogenie verwendet. Eine Kognatbelegung κ einer Evolution kann mit Hilfe
dieser Annahme ebenfalls bewertet werden.
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Wenn beispielsweise die Anzahl aller Kognate einer Evolution sehr klein ist,
wird viel Sprachwandel (hoher Kognatverlustanteil) vermutet. Die wenigen ver-
bliebenen Kognate dieser Evolution sollten dann optimaler Weise sehr unähn-
lich sein (hohe normierte Evolutionskosten). Eine alternative Kognatbelegungs-
güte q′a einer Evolution kann somit wie folgt beschrieben werden:
(2.16)
q′a(evo) := 1−
∣∣∣∣∣
|WP | −
∑
(w,w′)∈WP
κ(w,w′)
|WP |
− c ·
costs(evo)
maxcosts(evo)
∣∣∣∣∣
mit konstantem Faktor c ∈ R
Sowohl die Anzahl der Nicht-Kognate als auch die Evolutionskosten
(costs(evo)) sind für jede gültige Evolution gegeben. Für die Normierung der
Kosten werden die aufsummierten maximalen Einzelersetzungskosten aller Ko-
gnate (maxcosts(evo)) verwendet.
Für die linguistische Relevanz dieser Berechnungsmethode müssen zudem
zwei Voraussetzungen erfüllt sein: Die Ausgangsdaten sollten allumfassend
oder repräsentativ zufällig sein, damit der relative Anteil der Nicht-Kognate re-
präsentativ ist. Weiterhin sollte der konstante Faktor c empirisch abgeschätzt
sein.
Kritik
Ein Nachteil dieser Kognatbewertung ist, dass q′a unter anderem solche Bele-
gungen bevorzugt, die nur genügend kognatfrei und unähnlich sind. Linguis-
tisch ist eine solche Belegung jedoch sehr unplausibel. Als anfängliche Unter-
suchungsgrundlage sei deswegen vermutet, dass die alternative Bewertung nur
in der kombinierten Gesamtbewertung der drei Einzelgüten eine linguistische
Relevanz besitzt. Unähnliche Kognate besitzen eine schlechte parsimonische
Güte. Damit werden Lösungen mit wenigen aber unähnlichen Kognaten in ei-
ner Gesamtbewertung nicht grundsätzlich bevorzugt.
Der Vorteil dieses alternativen Lösungsansatzes gegenüber dem ersten Lö-
sungsansatz ist der Verzicht einer externen Cognicity-Funktion, die ihrerseits
möglicherweise Ungenauigkeiten herbeiführen oder zumindest den evolutio-
nären Vergleich durch zusätzliche, akkumulierende Ähnlichkeitsmethoden qua-
litativ verschlechtern könnte. Nachteilig sind allerdings fehlende genauere Un-
tersuchungen bezüglich der Annahme 2.4.3 und die Abhängigkeit der Auswahl
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der Konzepte als Datenbasis und die Unkenntnis der genauen Proportionalitäts-
verhältnisse (Faktor c).
Dritter Lösungsansatz
Ein modelkonformerer Ansatz bestände darin, zusätzliche Worttransformatio-
nen einzuführen. Diese müssten den sprachlichen Verlauf linguistisch noch ge-
nauer abbilden. Die Wörter könnten im Laufe einer evolutionären Entwicklung
als Ganzes in einer einzelnen Worttransformation aus dem Lexikon verschwin-
den oder neu hinzukommen. Am Ende des evolutionären Prozesses gäbe es eine
implizite Einteilung der Wörter in Kognate oder Nicht-Kognate. Für ein denkba-
res Rekonstruktionsverfahren eines solchen erweiterten Modelles entstünden al-
lerdings zusätzliche Probleme. Bei jeder Verschmelzungstransformation müsste
„geraten“ werden, welche Wörter verwandt sind, so dass es eine Vielzahl unter-
schiedlicher Kognatbehauptungen gäbe, welche für eine komplette Evolution
zu bewerten wären. Die Komplexität gegenüber dem Standardmodell45 stiege
damit um ein Vielfaches. Aus diesem Grund wird in dieser Arbeit dieser Lö-
sungsansatz nicht weiter untersucht.
2.4.5. Kombinierte Güte
Definition
Mit Hilfe der Parsimoniegüte qp, der Verschmelzungsgüte qm und der Kognatbe-
legungsgüte qa respektive q′a kann eine kombinierte Evolutionsbewertung vor-
genommen werden. Dabei wird die priore Wahrscheinlichkeit Ppm(evo) einer
Evolution als generelle Wahrscheinlichkeit verstanden, wie plausibel eine Netz-
phylogenie auf Grund ihrer Größe und der Güte ihrer Verschmelzungsposi-
tionen ist. Die notwendige aposteriore Bewertung der Kognatbelegung, wird
anhand der gegebenen Daten nachträglich vorgenommen. Eine entsprechende
bedingte Wahrscheinlichkeit Pposterior(evo|(L0, ν)) gibt an, wie wahrscheinlich
eine Evolution bei vorgegebenen BlattsprachenL0 und Kostenparameter ν einen
historischen Sprachveränderungsprozess korrekt beschreibt.
Nach dem Bayes’schen Theorem gilt für das Rechnen mit bedingten Wahr-
45Siehe Abschnitt 2.6
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scheinlichkeiten:
P (hyphothesis|data) = P (data|hypothesis)·P (hypothesis))
P (data)
= L(hypothesis,data)·P (hypothesis)
P (data)
= L(hypothesis,data)·P (hypothesis)∑
i L(hypothesisi,data)·P (hypothesisi)
In Definition 2.14 wurde bereits die priore Wahrscheinlichkeit Pprior(evo) =̂
P (hypothesis) der erweitert parsimonischen Wahrscheinlichkeit für eine Evo-
lution definiert. Die likelihood-Funktion L bewertet nachträglich eine rekon-
struierte Evolution hinsichtlich der Daten, auf denen sie beruht:
P ((L0, ν)|evo) = L(evo, (L0, ν))
= qa(evo)∑
evoi∈EVO(L0,ν)
qa(evoi)
Mit der eingeführten Kognatgüte qa fließt zusätzliche Information über die Qua-
lität der gegebenen Daten bei approximierter Evolution in das Modell ein. Mit
dem Bayes’schen Theorem wird die nachträgliche Wahrscheinlichkeit zu fol-
gender Kernformel des Modelles zusammengefasst:
Pposterior(evo|(L0, ν)) =
q(evo)∑
evoi∈EVO(L0,ν)
q(evoi)
mit(2.17)
q(evo) := qa(evo) · qp(evo) · qm(evo)
Anmerkungen
Allgemein Im vorgeschlagenen Modell ist es erlaubt, identische Sprachen
durch verschiedene Entwicklungsschrittfolgen zu erzeugen. Es ist wei-
terhin möglich die Reihenfolge unabhängiger Transformationsereignis-
se in der Entwicklungsschrittfolge zu vertauschen, solange die Struk-
tur der inneren Verschmelzungssprachen nicht verändert wird und die
durch Sprachkontakt entstehenden chronologischen Zwänge berücksich-
tigt werden.
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Zeitlicher Bezug In diesem Modell kann eine Entwicklungsschrittfolge nicht
einer historischen Zeit zugeordnet werden. Es wird allerdings postuliert,
dass die aktuellen Sprachen des Folgenschrittes zum gleichen histori-
schen Zeitpunkt existieren. Was einschließt, dass alle Blattsprachen der
Wortliste derselben historischen Zeit zugeordnet werden. Die Untersu-
chung von nicht synchronen Sprachdaten ist folglich nicht möglich.
Verschmelzungsproblem Es ist möglich, dass eine unabhängige Verwen-
dung der Verschmelzungsgüte qm in der kombinierten Güteberechnung
zu systematischen Fehler führen kann. Häufig ist der Effekt zu beobach-
ten, dass „absichtlich“ sehr ähnliche Wörter nicht als Kognate oder we-
niger ähnliche Wörter als Kognate belegt werden, damit qm möglichst
hoch ist. Welchen genauen Anteil dieses Bewertungskriterium an der ge-
samten Bewertung einer Evolution hat, muss weiterführend noch näher
untersucht werden46.
2.5. Ereignisse optimaler Evolutionen
Für eine linguistische Auswertung ist häufig das Vorkommen und die Vertrau-
enswürdigkeit konkreter, sprachlich relevanter Transformationen Tspec47 von be-
sonderem Interesse. Demgegenüber ist der linguistische Nutzen einer optimalen
Lösung unter der Annahme eines stark abstrahierten Modelles geringer. Jedoch
können durch die Summe vieler guter Lösungen Ereignisse gleichen Typs und
gleicher Buchstabensubstituenten klassifiziert werden. In einer erweiterten Evo-
lution evo ∈ EV O(L0, ν) wird deswegen zusätzlich zu jeder Erbkante eine
46Die Bewertung der Verschmelzungspositionen ist für dieses Modell dringend notwendig und
stellt im Speziellen nur eine Hilfskonstruktion dar.
47Spezifizierte Ereignistypen bestimmen die bereits eingeführten Ereignistypen noch näher.
Sie lassen sich in Typen aufteilen, welche gleiche Buchstaben ersetzen, einfügen oder aus-
löschen. Dabei wird weiterhin nicht unterschieden, welche konkreten Transformationen mit
ihren konkreten Buchstabenvorkommen in bestimmten Wortpositionen auftreten. Ein spe-
zifiziertes Ereignis ist beispielsweise die Ersetzung eines „a“s durch ein „e“ unabhängig
von der Position in einem Wort. Aus einem Typ: „Ersetzung“ wird der spezifizierte Typ:
„Ersetzung eines Buchstabens“.
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kodierte Information der konkreten Transformation zugewiesen48:
Tspec((l, l
′)∈Eh(evo)) :=(2.18) 

(a1, a2, 0), für
(
∃l = 〈. . . , ci∋w, . . .〉, l
′ = 〈. . . , c′i∋w′ , . . .〉 : (l, l
′) ∈ Tmultisub∧
w = wpre · 〈a1〉 · wsuf ∧ w
′ = wpre · 〈a2〉 · wsuf
)
(a, ǫ,1), für
(
∃l = 〈. . . , ci∋w, . . .〉, l
′ = 〈. . . , c′i∋w′ , . . .〉 : (l, l
′) ∈ Tmultidel∧
w = wpre · 〈a〉 · wsuf ∧w
′ = wpre · wsuf
)
(ǫ, a, 2), für
(
∃l = 〈. . . , ci∋w, . . .〉, l
′ = 〈. . . , c′i∋w′ , . . .〉 : (l, l
′) ∈ Tmultiins∧
w = wpre · wsuf ∧ w
′ = wpre · 〈a〉 · wsuf
)
(ǫ, ǫ,−1), sonst
und Tspec(evo) := {Tspec((l, l′))|∃l, l′ : (l, l′) ∈ Eh(evo)}(2.19)
mit Eh(evo) := {h|h ∈ Ehevo}
Aus einer Lösung können damit einige relevanten Ereignisse extrahiert werden.
Wie in der Definitionsgleichung 2.18 ersichtlich ist, liegt der Fokus speziell
auf den Multi-Transformationen (vergleiche regulärer Lautwandel in der tradi-
tionellen Sprachwissenschaft). Besonders diese sind gehaltvoll interpretierbar.
Weder die Grund-Transformationen noch die Kontakt-Transformation sind lin-
guistisch ausreichend „unterfüttert“ und können nur einer allgemeinen Sprach-
abstandsbehauptung dienen.
In allen Lösungen können die wichtigsten Ereignisse kenntlich gemacht wer-
den, so dass die behaupteten Ereignisse in weiteren linguistischen Analysen und
Vergleichen verwendet werden können. Möchte man jedoch zusätzlich mehr
über die Vertrauenswürdigkeit der besonderen Ereignisse einer Lösung erfah-
ren, so muss die Verteilung aller Lösungen bekannt sein.
Mit der Verteilung kann festgestellt werden, in wie vielen Lösungen eine spe-
zifizierte Transformation vorkommt und wie gut die Lösungen jeweils bewertet
werden49. Interessant ist dabei nicht nur das Vorkommen einer Multi-Transfor-
mation, sondern auch zwischen welchen Sprachen dieser Typ auftritt. Bei der
Betrachtung mehrerer rekonstruierter Evolutionen muss zudem unterschieden
werden, welche Sprachtopologie (binäre Phylogenie über den Verschmelzungs-
sprachen) von der jeweiligen Lösung erzeugt wird. Lösungen mit gleicher Topo-
logie werden in Klassen eingeteilt. In allen Lösungen der selben Klasse werden
die Multi-Transformationen für eine Kante der Sprachtopologie ermittelt.
48Eine 0 in (a1, a2, 0) steht kodiert für eine Multi-Substitution, eine 1 für eine Multi-
Auslöschung und eine 2 für eine Multi-Einfügung.
49Zusätzlich ist es möglich, die Multi-Transformationen in Abhängigkeit zu beurteilen, wie
viele Einzelvorkommen einer Ersetzung diese Transformation beinhaltet.
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Die spezifizierten Transformationen Tspec lassen sich für dieses Modell als
reguläre lexikalische Buchstabenaustauschungen und möglicherweise sogar als
tatsächliche Lautverschiebungen interpretieren. Im Allgemeinen ist die Plausi-
bilität einer spezifizierten Multi-Transformation genau dann hoch, wenn eine
Vielzahl von sehr guten Lösungen mit gleicher Sprachtopologie diese Transfor-
mation entlang der gleichen Kante enthält.
Für jede Sprachtopologie kann eine Wahrscheinlichkeit für das Vorkommen
einer Transformation entlang einer bestimmten Kante angegeben werden. Die-
se ergibt sich aus der relativen Anzahl der Lösungen mit gleicher Topologie,
welche diese Transformation an der entsprechenden Kannte besitzen50.
P (transedge) :=
∑
evoi∈{evo|transedge∈EV O(L0,ν)
P (evoi)∑
evoj∈EVO(L0,ν)
P (evoj)
(2.20)
=
∑
evoi∈{evo|transedge∈EVO(L0,ν)
P (evoi)
Für jede Wahrscheinlichkeitsbestimmung einer Transformation wird ermittelt,
in welchen Lösungen sie an der entsprechenden Stelle im Baum vorkommt. Mit
Hilfe der Verteilung aller Lösungen ist es möglich einen Verbundbaum (bezie-
hungsweise einen Consensus Tree) zu konstruieren.
Ein kleiner Anteil sehr guter Lösungen innerhalb eines Vertrauensintervalles
wird auf einen binären Verbundbaum reduziert51. Alle relevanten Transforma-
tionen werden mit Angabe ihrer Vertrauenswürdigkeit einer Kante dieses Ver-
bundbaumes zugeordnet.
Die linguistische Interpretierbarkeit der Transformationen erhöht sich im All-
gemeinen mit der Konstruktion des Verbundbaumes. Würde man sich im Ge-
gensatz dazu einzig auf die Ergebnisse einer besten Lösung stützen, kann nicht
50Die korrekte Formel lautet: P ((a1, a2, x)∈Tspec(e1∈E(Topo(EVO(L0 ,ν)))) :=∑
evoi∈EVO(L0 ,ν)
|∃e2∈E(Topo(evoi))
:(a1,a2,x)∈Tspec(e2)∧e1=e2
P (evoi)∑
evoj∈EVO(L0 ,ν)
P (evoj)
Es sei weiterhin Topo(evoi) := (Vmerge, E) der binäre Baum, welcher sich mit Hil-
fe der Verschmelzungssprachen bilden lässt: Vmerge := {v|v ∈ V (evoi) ∧ ∃v, v′′ :
(v, v′), (v′′, v′) ∈ E(evoi)} ∪ Vleaf (evoi). E(Topo(evoi)) sei die Menge aller Kanten
dieses Baumes. Topo(EV O(l, ν)) liefert entsprechend alle binären Bäume aller gültigen
Evolutionen und E(Topo(EV O(L0, ν))) die enthaltenen Kanten.
51Ein binärer Verbundbaum repräsentiert die Topologie einer Lösung, welche selbst nicht not-
wendiger Weise eine binäre Struktur besitzt. Befinden sich mehrere topologisch verschie-
dene Bäume in der Menge bester Lösungen, so muss diesbezüglich eine Unterscheidung
getroffen werden.
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ausreichend bestimmt werden, wie robust die behaupteten Transformationen
gegenüber leichten Veränderungen der Ausgangsdaten sind.
2.6. Komplexität
In dieser Arbeit wurde bereits darauf hingewiesen, dass es eine Vielzahl mögli-
cher gültiger Evolutionen gibt. Aus diesem Grund sind bereits einige Einschrän-
kungen und Vereinfachungen im Modell getroffen worden.
„The reconstruction of phylogenetic trees for large data sets is a
challenging problem in phylogenetic analysis due to the exponenti-
ally increasing number of possible trees and available genetic data.
Searching the best phylogenies based on the maximum parsimony
criterion or the minimum evolution criterion is known to be NP-
complete.“ [44]52
Im Folgenden soll gezeigt werden, wie die Anzahl an gültigen Evolutionen
ohne die eingeführten Filter abgeschätzt werden kann. Für eine solche Abschät-
zung der Anzahl gültiger Evolutionen wird das vorgestellte Modell vereinfa-
chend ohne die Kontakt-Transformation, ohne Multi-Transformationen und oh-
ne alternative Wörter innerhalb eines Konzeptes ausgewertet:
Die Anzahl der möglichen binärverzweigenden verschiedenen Bäume wächst
für nl Blattsprachen exponentiell [44]:
trees(nl) =
nl∏
i=3
(2i− 3) für nl > 3
trees(nl) ∈ θ(2
nl)
Die Anzahl möglicher Kognatmengeneinteilungen gegebener Wörter genau
eines Konzeptes für nl Blattsprachen entspricht der Aufteilung in Partitionen.
52Übersetzung des Verfasser: „Die Rekonstruktion phylogenetischer Bäume großer Datenmen-
gen ist ein herausragendes Problem der phylogenetischen Analyse, welches der großen Zahl
möglicher Bäume und genetischer Daten geschuldet ist. Die Suche nach einer besten Lö-
sung mit Hilfe des maximum-parsimony Kriteriums oder des Kriteriums der minimalen
Evolution ist bekannt als NP-vollständig.“
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Diese Anzahl wird durch die Bell-Zahl Bnl berechnet und lässt sich, wie in [9,
Seite 18] gezeigt, folgendermaßen abschätzen:
2nl ≤ Bnl ≤ n!
cognateSetsPerConcept(nl) = Bnl ∈ Ω(2
nl)
Die Anzahl möglicher Kognatmengeneinteilungen für nl Blattsprachen und k
Konzepte wächst somit ebenfalls mindestens exponentiell:
cognateSets(nl, k) = cognateSetsPerConcept(nl)
k
cognateSets(nl, k) ∈ Ω(2
nl·k)
Ausgehend von den Wörtern der Blattsprachen genau eines Konzeptes kann
die Anzahl verschiedener, rekonstruierbarer Wörter einer Proto-Sprache über
einem Alphabet A und der maximalen Länge maxLength eines Wortes53 wie
folgt ermittelt werden:
protoWords(A,maxLength) = |A|maxLength
Die Anzahl verschiedener Proto-Sprachen aller k Konzepte kann wie folgt ap-
proximiert werden:
protoLanguages(A,maxLength, k) = |A|maxLength·k
protoLanguages(A,maxLength, k) ∈ θ(|A|maxLength·k)
Zusammenfassend wird abgeschätzt, dass die Anzahl der möglichen Erset-
zungsgeschichten einer festen Phylogenie, einer festgelegten Kognatmengen-
einteilung und einer festen Proto-Sprache für nl Blattsprachen über k Konzep-
ten exponentiell wächst.
evol(nl, A,maxLength, k) ∈ Ω(2
nl · 2nl·k · |A|maxLength·k)
evol(nl, A, k) ∈ Ω(2
nl·k)
53In den Definitionen der Transformationen wurden Längenbegrenzungen rekonstruierbarer
Wörter eingeführt.
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Wegen der großen Anzahl gültiger Evolutionen bei bereits kurzen Wortlis-
ten ist es für entsprechende Lösungsverfahren von Vorteil, Heuristiken zu ver-
wenden und viele hinreichend gute Lösungen zu erzeugen. Zudem gibt es kein
Verfahren, welches eine beste Lösung effizient berechnet.
Satz 2.6.1: Die Suche nach der besten Lösung hinsichtlich der Bewer-
tungsfunktion q(evo) ist NP-vollständig.
Beweis. Es genügt für das Teilproblem der Suche nach der maximalen Parsi-
moniegüte qp die NP-Vollständigkeit zu zeigen. Ohne Beschränkung der Allge-
meinheit wird als ein Spezialfall ein reduziertes Modell konstruiert, so dass
für jede Sprache nur genau ein Konzept mit genau einem Wort fester Län-
ge existiert. Das Alphabet soll zudem nur aus zwei Buchstaben bestehen. Al-
le Wörter seien untereinander Kognate. Weiterhin sei die Substitution einzige
Sprachtransformationen des reduzierten Modells mit jeweiligen Kosten von 1.54
Ohne Beschränkung der Allgemeinheit kann eine binäre Sprachtopologie kon-
struiert werden, in welcher alle inneren Knoten den Verschmelzungssprachen
der Evolution entsprechen. Die Kantengewichte zwischen diesen Knoten erge-
ben sich aus den summierten Kosten aller stattgefundenen Substitutionen. Der
reduzierte Editierabstand zweier gleich langer Wörter entspricht dem Hammin-
gabstand beider Wörter. Die Metrik des reduzierten Modelles entspricht damit
der Metrik des Steiner Problems für Phylogenien (SPP) aus [13]. Weiterhin
entspricht die Phylogenie des reduzierten Modelles dem Steiner Baum55 aus
SPP. Die Suche des kostenminimalen Baumes des reduzierten Modelles ent-
spricht dem SPP. Dieses ist NP-vollständig, was bereits L. Foulds and R. Gra-
ham in [13] gezeigt haben. In ihrem Beweis reduzieren sie das bekannte NP-
vollständige exact cover by 3- sets (X3C) Problem auf das Problem der Suche
nach einem kostenminimalen Baum.
54Wenn man die frei wählbaren Kosten aller anderen Transformationen genügend groß an-
nimmt, entspricht dies der Reduzierung auf die Substitution. Da alle Wörter gleich lang sein
müssen, besteht zudem kein weiterer Bedarf an notwendigen Einfügungen oder Auslöschun-
gen.
55Ein Steiner Baum ist ein minimaler Spannbaum mit festgelegten Blattknoten.
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3. Rekonstruktionsverfahren
Das vorgestellte Modell definiert gültige Evolutionen und legt das Optimali-
tätskriterium fest. Eine linguistische Interpretation der besten Evolutionen kann
bezüglich dieser Optimalität vorgenommen werden. Die Konstruktion und Se-
lektion von Evolutionen erfolgt mit Hilfe eines Rekonstruktionsverfahrens.
Auf Grund der Modellierung jeder einzelnen Buchstabenveränderungen wäh-
rend des Sprachwandels und dem damit verbundenen hohen Rechenaufwand
eines Verfahrens ist es nötig, modell-spezifische Einschränkungen einzuführen
und spezielle Rekonstruktionstechniken zu entwickeln.
In diesem Kapitel wird im Abschnitt 3.1 die Rekonstruktion einer einzelnen
Evolution1 erläutert. Jede Evolution kann, wie im darauf folgenden Abschnitt
3.2 gezeigt, modifiziert werden. In einem Annäherungsverfahren, welches im
Abschnitt 3.3 vorgestellt wird, werden die einzelnen Evolutionen so abgeän-
dert, dass bezüglich der vorgestellten Bewertungsfunktion eine Menge von sehr
guten Evolutionen ermittelt werden kann. Diese stehen für weitere Analysen
und linguistische Interpretationen zur Verfügung.
3.1. Startevolution
Eine Startevolution ist eine innerhalb der Modelles gültige Evolution. Sie wird
durch wahrscheinliche Transformationen „zufällig“ erzeugt und mit Hilfe des
in den folgenden Abschnitten vorgestellten Verfahrens rekonstruiert.
In 3.1.1 werden die Verfahrensschritte kurz aufgelistet. Anschließend wer-
den die relevanten Teile genauer vorgestellt. Hervorzuheben sind die Abschät-
zung einer guten Kognatmengeneinteilung in 3.1.2 und die Auswahl geeigne-
ter Transformationen in 3.1.3. Daraufhin werden kurz einige Besonderheiten in
3.1.4 erwähnt, die Terminiertheit in 3.1.5 und die Laufzeit in 3.1.6 erläutert.
1Im Weiteren auch Startevolution genannt.
73
Rekonstruktionsverfahren
3.1.1. Verfahrensschritte
Ausgehend von einer vorhandenen Wortliste wird in einem ersten Schritt zur
Beschleunigung des Verfahrens eine Startevolution mit hoher Güte rekonstru-
iert. In dieser Arbeit wird dafür folgende simple Vorgehensweise vorgeschla-
gen:
0. Vorbereitung:
0.1 Festlegen der Modellparameter.
0.2 Konstruktion der Blattsprachen für den ersten Entwicklungsschritt (ES).
0.3 Bildung der Kognatmengen mit Hilfe der Kognatmengenschätzung.
1. Iterative Rekonstruktion für den jeweilig aktuellen ES:
1.1 Wenn genau eine Sprache im ES, dann: Abschließender Sprung nach 2.
1.2 Bildung vorselektierter Transformationen 2 der aktuellen ES- Sprachen.
1.3 Wenn eine Verschmelzung in den Transformationen existiert und die ak-
tuelle Schrittposition einer Verschmelzungsgüte qm gerecht wird, dann:
Verschmelzung zweier Sprachen l und l′′ zu einer Nachfolgersprache l′,
Bildung des nächsten ES und Sprung nach 1.13.
1.4 Zufällige Vorselektion4 und Abschätzung der restlichen Transformati-
onskosten.
1.5 Transformation von l in eine Nachfolgersprache l′ mit Hilfe der besten
Transformation, Bildung des nächsten ES und Sprung nach 1.15.
2. Bewertung:
2.1 Berechnung der Evolutions-Güte q(evo) der entstandenen Startevolution.
2Siehe Abschnitt 3.1.3: Levenshteinfilter und Multi-Transformationsfilter.
3Es ist garantiert, dass eine Verschmelzung existiert, auch für den Fall dass es keine alternativen
Transformationen gibt, welche die abgeschätzten Kosten des weiteren Verfahrens verringern
können.
4Siehe Abschnitt 3.1.3: Randomfilter.
5Es ist durch das Modell garantiert, dass immer mindestens eine Transformation zur Auswahl
steht, welche die abgeschätzten Kosten des weiteren Verfahrens verringert. Gibt es mehrere
gleichbewertete Transformationen wird eine davon zufällig gewählt.
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3.1.2. Kognatmengenschätzung
Das Modell definiert Transformationen zwischen Sprachen nur über Wortpaa-
ren, welche in der Evolution als Kognate existieren. Jede Evolution des Modells
besitzt eine κ-Zuordnung aller Wortpaare. Für die Wahl einer bereits im Vorfeld
geeigneten Startevolution ist es von Vorteil eine Kognatmengenbelegung mit
hoher Kognatbelegungsgüte qa zu wählen.
Damit im Verfahrensschritt 2.1 die κ-Funktion der Evolution möglichst gut
mit der Cognicity-Funktion übereinstimmt6, wird in dieser Arbeit folgende
Neighbor-joining-Schätzmethode mit dem Ziel der Einteilung eines Konzeptes
in eine Menge von Kognatmengen vorgeschlagen:
Ausgehend von k ein-elementigen Kognatmengen, welche jeweils genau ein
Wort einer Sprache enthalten, können zwei existierende Mengen immer genau
dann miteinander verschmelzen, wenn sie die Güte qa verbessern. Die Kognat-
mengen werden demnach ohne Rekonstruktionsverfahren nur für die Güte qa
optimiert7. Auf diese Weise lassen sich hinreichend gute, jedoch nicht zwin-
gend qa-optimierende Kognatmengen bilden8.
3.1.3. Transformationsauswahl
Die Rekonstruktion der gesamten Evolution erfolgt Schritt für Schritt. In jedem
Durchgang wird ein guter Transformationskandidat ausgewählt und anschlie-
ßend rekonstruiert. Es gibt eine Vielzahl möglicher Transformationskandidaten.
Im aktuellen Entwicklungsschritt ist es nicht möglich, direkt zu entscheiden,
welcher Kandidat zu einer optimalen Lösung führt9. In dieser Arbeit werden
deswegen einige Vorschläge für die Auswahl eines geeigneten Kandidaten vor-
gestellt:
In einem ersten Schritt wird die Menge der möglichen Transformationen ge-
filtert. Als erstes wird dafür der „Levenshteinfilter“10 verwendet. Dieser erkennt
und verwirft eine große Anzahl nicht-optimaler Kandidaten11. Zur Begrenzung
6Wie bereits in Abschnitt 2.4.4 erläutert.
7Dies entspricht einer einfachen Greedy-Heuristik für das finden geeigneter Startkognatmen-
gen.
8Die Qualität der Schätzung wirkt sich nur auf die Laufzeit des im Weiteren vorgestellten
Annäherungsverfahren aus.
9Wie im Abschnitt 2.6 gezeigt, liegt dieses Problem in NP-vollständig.
10Im folgenden Text näher erklärt.
11Es konnte nicht gezeigt werden, dass der Filter immer nicht-optimale Transformationskan-
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des Rechenaufwandes wird in einem zweiten Schritt ein Großteil der Kandi-
daten mit einem „Multi-Transformationsfilter“ und einem „Randomfilter“ aus-
sortiert. Alle verbleibenden Kandidaten werden anschließend jeweils mit Hilfe
einer Abschätzung der zu erwartenden Evolutionskosten bewertet:
Eine Evolution ist in einem aktuellen Schritt nicht komplett rekonstruiert.
Die Kosten der folgenden Transformationen müssen mit einem weiteren Ver-
fahren abgeschätzt werden. Anschließend wird derjenige Kandidat ausgewählt,
welcher das Produkt aus Parsimoniegüte qp und Verschmelzungsgüte qm ma-
ximiert. In den folgenden Abschnitten werden die Filter und Abschätzungen
näher erläutert.
Die Abbildung 3.1 zeigt schematisch die Transformationsauswahl.
Levenshteinfilter
Um die Anzahl geeigneter Kandidaten so gering wie möglich zu halten, wird
folgende ergänzende Vermutung getroffen:
Satz 3.1.1: Für eine optimale Evolution und jede Sprachtransformation
ihrer Entwicklungsschrittfolge existiert mindestens ein sich veränderndes Wort-
paar, welches sich in seiner wortinternen Editierdistanz echt verkleinert.
Es wird zusätzlich vermutet, dass es nicht nur zu einer echten Verkleinerung
der Editierdistanz zwischen zwei Wörter kommt, sondern diese Veränderung
auch Teil der internen optimalen „Wort-zu-Wort“-Transformationskette ist12.
Mit Hilfe dieser zusätzlichen Vermutung müssen nur diejenigen Transfor-
mationen eines Entwicklungsschrittes untersucht werden, die in einer direkten
„Wort-zu-Wort“-Transformationskette auftauchen. Alle anderen können ausge-
lassen werden. Im Anhang A.2.1 wird neben der dynamischen Berechnung der
Levenshteindistanz gezeigt, wie eine Liste mit möglichen optimalen Transfor-
mationen zweier Wörter für den Kandidatenfilter bereitgestellt werden kann.
didaten verwirft. Für natürlichsprachliche Kontexte sind bisher keine kritischen Szenarien
bekannt.
12Es sei angemerkt, dass beide Vermutungen in dieser Arbeit nicht bewiesen werden. Gegenbei-
spiele sind nicht bekannt und werden in Wortlisten natürlicher Sprachdaten nicht erwartet.
Die Auswirkungen des Filters auf das Verfahren erweisen sich als enorm effizient.
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Abbildung 3.1.: Schema der Transformationsauswahl. Für die Sprachen des aktuellen
Entwicklungsschrittes (current state) werden jeweils alle gültigen Transformationen
gebildet. Diese werden mehrfach gefiltert (levenshtein, multi-transformation, ran-
dom filter). Für alle verbleibenden Kandidaten wird die Güte qp · qm abgeschätzt
und der beste Kandidat ausgewählt. Die Schätzung der Güte erfolgt mit Hilfe der
prognostizierten Kosten der restlichen Phylogenie (tree costs prediction) und den
prognostizierten Kosten aller Verschmelzungspositionen (merge prediction).
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Multi-Transformationsfilter
Für eine schnelle Rekonstruktion ist es notwendig, Multi-Transformationen ein-
zuschränken13. Eine Multi-Transformation erlaubt es zum Beispiel, eine Teil-
menge aller Vorkommen eines Buchstabens „a“ zu transformieren. Allgemein
gibt es (2n−1) Möglichkeiten diese Teilmenge beliebig aus n einzelnen Trans-
formationen zusammenzusetzen. Die n Vorkommen eines Buchstabens einer
genügend großen Sprache würden eine nicht mehr realisierbare Anzahl mögli-
cher Kandidaten erzeugen. Eine starke Einschränkung der Anzahl der verblei-
bender Kandidaten wird erreicht, in dem nur Multi-Transformationen erlaubt
werden, welche alle Vorkommen eines Buchstabens transformieren14.
Randomfilter
Um die Menge möglicher Kandidaten noch weiter einzuschränken wird eine
konstant große Menge zufälliger Transformationen ausgewählt. Diese Kandi-
daten werden hinsichtlich ihrer prognostizierter Restkosten bewertet und ab-
schließend ein bester Transformationskandidat ausgewählt. Die folgenden zwei
Abschnitte beschreiben die Bestimmung dieser erwarteten Restkosten näher.
Erwartete Restkostenschätzung
Es stellt sich die Frage, wie die zu erwarteten Kosten und damit die Parsimo-
niegüte qp der noch zu rekonstruierenden Restphylogenie für jeden möglichen
Transformationskandidaten abgeschätzt werden kann. In dieser Arbeit wird vor-
geschlagen, mit Hilfe einer Distance-based-Methode und einem anschließen-
den Tree-buildung-Algorithmus die Abschätzung der Kosten vorzunehmen. Zu
diesem Zweck werden zwischen allen Sprachen die sprachlichen Abstände in
Form von Kosten gemessen. Die Levenshtein-Methode wird dabei für jedes
Kognat zweier Sprachen des aktuellen Entwicklungsschrittes angewendet und
13Der Filter wirkt sich nur auf die Laufzeit des im Weiteren vorgestellten Annäherungsver-
fahrens aus. Er wird ausschließlich bei der Erzeugung einer Startevolutionverwendet. Im
Verfahren der Modifikation einer Evolutionen (Abschnitt 3.2) werden alle möglichen Mul-
ti-Transformationen in Betracht gezogen.
14Für die Verbesserung der Laufzeit eines Annäherungsverfahrens können zusätzlich einige
Multi-Transformation gebildet werden, die sich aus ausgewählten Transformationen zusam-
mensetzen.
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die Editierkosten für alle Kognate der Sprachen akkumuliert. Die Kosten ei-
ner Editierentfernung zweier Wörter werden mit Hilfe der drei Grundtransfor-
mationen Substitution, Einfügung und Auslöschung berechnet15. Für alle Spra-
chen entsteht damit eine Matrix, die angibt, welche Kosten nötig sind, um eine
Sprache in die jeweils andere Sprache zu überführen. Anschließend wird mit
dem Neighbor-joining-Verfahren unter Zuhilfenahme dieser Kostenmatrix ei-
ne gewichtete binärverzweigende Restphylogenie rekonstruiert. Die summier-
ten Kosten aller Kanten und damit die Größe der Restphylogenie wird für die
Abschätzung der zu erwartenden Kosten einer weiteren Rekonstruktion verwen-
det16. In der vorliegenden Arbeit wird diese Vorgehensweise als akkumulierend
bezeichnet.
Verschmelzungsschätzung
Das Evolutionsmodell erlaubt, dass zwei Sprachen miteinander verschmelzen
können, wenn ihre Kognate identisch sind. Für die Rekonstruktion einer Start-
evolution gibt es die Möglichkeit Sprachen sofort, wenn diese kognatidentisch
sind, zu verschmelzen. In Abschnitt 2.4.3 wurde bereits gezeigt, dass dieses
Vorgehen unter Umständen zu einer schlechten Bewertung qm führen kann. Aus
diesem Grund wird für die Auswahl eines qm-optimierenden Kandidatens vor-
geschlagen, eine Verschmelzung zweier Sprachen solange zu „verzögern“, bis
eine geschätzte hypothetische Verschmelzungsgüte höher ist, als die geschätzte
Güte ohne die Verschmelzung.
Für die Berechnung der Verschmelzungsgüte werden die Verschmelzungs-
positionen aller Sprachpaare benötigt. Die Kosten einer Verschmelzung an ei-
ner bestimmten Position wird für einen Schritt k wie folgt geschätzt: Sind zwei
Sprachen bereits verschmolzen, gelten die Kosten ihres Verschmelzungssschrit-
tes km ≤ k. Sind sie noch nicht verschmolzen, wird hypothetisch angenommen,
dass die Verschmelzung im letzten Schritt der Entwicklungsschrittfolge17 statt-
15Die Transformationen zwischen Wörtern seien dabei ähnlich den eingeführten Transforma-
tionen zwischen Sprachen definiert. In der Arbeit werden die Kosten jedes Transformati-
onstyps der Schätzfunktion von den Kosten der entsprechenden Typen des Modelles über-
nommen.
16Auf Grund der Vernachlässigung aller komplexeren Modelltransformationen, wie z.B. den
Multi-Transformationen oder der Kontakt-Transformation ist der Schätzwert nur als grober
aber hinreichender Richtwert zu betrachten.
17Im letzten Schritt der Entwicklungsschrittfolge sind alle Sprachen in einer Wurzelsprache
vereint.
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finden wird und somit die vorhergesagten gesamten Evolutionskosten anfallen.
Es werden alle Sprachpaare des Entwicklungsschrittes k miteinander verglichen
und eine gesamte Verschmelzungsgüte mit Hilfe der Anzahl der Nicht-Kognate,
wie in Abschnitt 2.4.3 gezeigt, abgeschätzt.
Werden mehrere verschiedene Verschmelzungen mit gleichbester Güte qm
geschätzt, so wird auf Grund der modell-spezifischen binären Gestalt der Phy-
logenie eine beliebige Verschmelzung ausgewählt18.
3.1.4. Transformationsbesonderheiten
Eine Transformation wird modellkonform auf einer Sprache l der aktuellen Ent-
wicklungsschrittsprachen ausgeführt. Unter Umständen kann es vorkommen,
dass nach einer Transformation zwei alternative Kognate innerhalb desselben
Konzeptes derselben Sprache identisch sind. Im vorgestellten Modell existiert
eine derartige Sprache in gültigen Evolutionen nicht:
Innere Verschmelzungen Aus modelltheoretischen Gründen müssen Ver-
schmelzungen von identischen Wörtern eingeführt werden, die innerhalb
desselben Konzeptes als Varianten vorkommen. Diese Verschmelzungen
sind keine Transformationen im eigentliche Sinne und sie verursachen
keine Kosten. Für jede Sprachtransformation wird demnach zusätzlich
überprüft, ob eine innere Verschmelzung stattfinden kann und gegebe-
nenfalls die jeweilige Kognatmenge angepasst.
Kontakt-Transformation Bei einer Kontakt-Transformation gilt im Beson-
deren, dass nur überprüft wird, ob es zwei identische Kognate in zwei
verschiedenen Sprachen gibt. Ist dies der Fall, wird ein Wort des Kognat-
paares ausgelöscht und in seiner Vorgängersprache als entlehnt markiert.
3.1.5. Terminiertheit
Satz 3.1.2: Eine Rekonstruktion der Startevolution terminiert in endlich
vielen Schritten.
18Eine mögliche Mehrfachauswahl wird jedoch markiert, so dass für eine spätere Analyse der
Ergebnisse bekannt ist, ob eine Verschmelzung aus technischen Gründen oder aus modell-
optimierenden Gründen behauptet wird.
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Beweis. Die Annahme 3.1.1, der sich pro Entwicklungsschritt echt verkleinern-
den Editierdistanz wird für das Verfahren vorausgesetzt. Aus diesem Grund
terminiert trivialerweise das Verfahren der Rekonstruktion einer vollständigen
Evolution in endlich vielen Schritten.
3.1.6. Laufzeit
Das Verfahren erzeugt gültige Evolution. Mit den vorgeschlagen Filtern, insbe-
sondere des Randomfilters, ist es sehr effizient. Dies wird allerdings zu Lasten
der Robustheit erreicht, so dass für verschiedene Rekonstruktionen auf Grund-
lage ein und derselben Wortliste im Regelfall unterschiedliche Startevolutionen
generiert werden. Mehrere parallele Läufe garantieren, dass alle Lösungen in
kurzer Zeit zur Verfügung stehen.
Zeit- und Speicheraufwand
Für die Abschätzung der Laufzeit sei n die Anzahl der Kognate pro Sprache
und s die Anzahl der Sprachen. Es sei weiterhin die Anzahl gefilterter Transfor-
mationskandidaten pro Sprache und Entwicklungsschritt nach der Randomfilte-
rung19 konstant. Die mittlere Anzahl der Kandidaten eines Entwicklungsschrit-
tes für durchschnittlich s/2 Sprachen pro Schritt20 liegt damit in O(s).
Für die Bewertung der verbleibenden Kandidaten und die Bestimmung des
Besten wird jeweils eine quadratische Distanzmatrix mit O(s)21 Sprachverglei-
chen und eine logarithmisch zeitaufwendige Baumvorhersage in O(log(s)) be-
nötigt. Der zeitliche Aufwand eines Entwicklungsschrittes befindet sich dann in
O(s+ log(s)) und damit in O(s).
Die Gesamtanzahl der Entwicklungsschritte einer Rekonstruktion wird mit
O(w · n) und w der mittleren Wortdistanz aller Kognate der Wortliste abge-
schätzt. Für den gesamten Zeitaufwand der Rekonstruktion einer Evolution gilt
dann:
19Es wird hierbei geschätzt, dass nach der Randomfilterung immer genau so viele Kandidaten
verbleiben, wie die konstante Begrenzung des Filters vorgibt.
20Es wird hierbei abgeschätzt, dass die Verschmelzungen der Sprachen gleichmäßig über der
Entwicklungsschrittfolge verteilt sind und damit im Durchschnitt genau s/2 Sprachen pro
Schritt existieren.
21Da sich in jedem Schritt genau eine Sprache verändert, kann mit Hilfe dynamischer Program-
mierung der Aufwand von ursprünglich s2 Sprachvergleichen auf genau s Neuberechnun-
gen reduziert werden.
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TIMErec(n, s, w) ∈ O(s · n · w)
Für die Abschätzung des Speicheraufwandes genügt die Abschätzung der
Anzahl der rekonstruierten Sprachen. Pro Schritt wird genau eine Sprache re-
konstruiert, so dass gilt:
SPACErec(n, w) ∈ O(n · w)
3.2. Evolutionsmodifikation
Nachdem gezeigt wurde, wie eine vorteilhafte Startevolution rekonstruiert wird,
soll mit Hinblick auf das im nächsten Abschnitt vorgestellte Annäherungsver-
fahren die Modifikation einer bestehenden Evolution erläutert werden. Eine
solche Modifikation ändert die Struktur einer kompletten Evolution möglichst
geringfügig, damit mit Hilfe eines zufälligen Modifikationsprozesses und der
bewerteten Auswahl geeigneter Kandidaten für einen fortschreitenden Anpas-
sungsprozess eine gefundene Lösung sukzessive verbessert werden kann.
Die Struktur einer Evolution wird durch die unveränderlichen Blattsprachen,
die freie Kognatmengenbelegung, die rekonstruierten Sprachtransformationen
der Phylogenie und die veränderlichen Verschmelzungspositionen beschrieben.
Die Veränderung einer Startevolution oder bei fortschreitenden Modifikationen
jeder weiteren Evolution wird auf genau einem dieser Teile ausgeführt.
Es ist relativ einfach die Kognatmenge einer Evolution abzuändern. Ebenso
kann die Position einer gegebenen Verschmelzung „verzögert“ werden. Bei der
Veränderung von Transformationsereignissen kommt es allerdings auf Grund
der Abhängigkeiten der Ereignisse untereinander zu verfahrenstechnischen Pro-
blemen. Jede punktuelle Veränderung der Evolutionsgeschichte kann potentiell
eine entfernte Buchstaben-, Wort- oder Sprachveränderung verursachen.
Die in dieser Arbeit vorgeschlagene Strategie sieht vor, punktuell ein einzel-
nes Transformationsereignis in der Entwicklungsschrittfolge zu verändern und
die restliche Evolution geleitet zu rekonstruieren. Eine solche geleitete Rekon-
struktion orientiert sich dabei im Wesentlichen an einer bestehenden Evolution,
im Weiteren auch Leitevolution genannt22.
22Eine alternative Möglichkeit bestände darin, ohne die Informationen einer Leitevolution, das
im vorangegangen Abschnitt vorgestellte Rekonstruktionsverfahren nach der punktuellen
Änderung für die fehlenden Schritte anzuwenden. Dies genügt jedoch nicht der Anforde-
rung eines Annäherungsverfahrensmit minimalen Annäherungsschritten und damit notwen-
digerweise größtmöglich ähnlichen Evolutionen pro Schritt zu arbeiten.
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Eine Leitevolution besteht aus einer Menge von Transformationen. Jede die-
ser Transformationen ändert in genau einem Schritt einen oder mehrere Vor-
kommen von Buchstaben23 der Wörtern einer Sprache. Für jeden Buchstaben
ist immer bekannt, welchen Veränderungen er im Laufe der Leitevolution un-
terworfen ist. Dies ist insofern wichtig, als dass sich eine an einer Leitevolution
orientierte Rekonstruktion konkret auf Buchstabenvorkommen und deren Ver-
änderungen bezieht. Wird beispielsweise eine einzelne Transformation entlang
einer Entwicklungsgeschichte punktuell durch eine alternative Transformation
ausgetauscht, verändern sich alle original rekonstruierten Buchstabenvorkom-
men der entsprechenden Buchstabenposition im Wort. Jedoch bleiben viele ori-
ginale Transformationen besonders der Buchstabenvorkommen anderer Buch-
stabenpositionen in Bezug zu einer Leitevolution erhalten. Diese nicht betrof-
fenen Buchstabenvorkommen sollen in ihrer Ersetzungsgeschichte so weit wie
möglich erhalten bleiben, um eine modifizierte Evolution gegenüber einer Lei-
tevolution so ähnlich wie möglich zu machen.
Bevor die geleitete Rekonstruktion in 3.2.3 im einzelnen vorgestellt wird, sol-
len zunächst die allgemeine Beschreibung des Modifikationsverfahrens in 3.2.1
und die punktuellen Modifikationen in 3.2.2 beschrieben werden. Abschließend
werden daraufhin die Terminiertheit in 3.2.4 und Laufzeit in 3.2.5 erläutert.
3.2.1. Modifikationsverfahren
Eine geleitete Evolution wird im Gegensatz zur normalen vollständigen Rekon-
struktion einer Startevolution mit Hilfe einer gegebenen Leitevolution gebildet.
Es wird dabei wie folgt vorgegangen:
1. Zufällige Auswahl eines Schrittes k in der Entwicklungsschrittfolge einer
Leitevolution.
2. Erstellung einer identischen unvollständigen Evolution bis zum Schritt k.
3. Punktuelle Modifikation im k-ten Schritt der unvollständigen Evolution.
4. Geleitete Rekonstruktion ab Schritt k + 1 mit Hilfe der Leitevolution.
5. Bewertung der vollständigen Evolution.
23Im Weiteren wird vereinfachend teilweise nur von Buchstaben gesprochen, wenn Vorkom-
men von Buchstaben gemeint sind.
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Die Abbildung 3.2 zeigt zur Demonstration dieser Vorgehensweise ein schema-
tisches Beispiel.
‘e’ sub ‘a’
‘w’ sub ‘v’
‘ö’ sub ‘o’
contact
ins ‘e’
‘d’ sub ‘k’
 ’n’ sub ‘e’
‘s’ sub ‘c’
ins ‘e’
ins ‘e’
ins ‘e’
‘r’ sub ‘m’
punctual change
‘e’ sub ‘a’  ‘k’ sub ‘t’
ins ‘n’
ins ‘g’
‘i’ sub ‘a’
‘u’ sub ‘ø’
‘e’ sub ‘a’
‘e’ sub ‘g’
ins ‘n’
‘u’ sub ‘o’
contact
ins ‘i’
‘e’ sub ‘a’
‘t’ sub ‘k’
ins ‘e’
guide
ins ‘e’
ins ‘g’
‘i’ sub ‘a’
‘ø’ sub ‘u’  
‘e’ sub ‘g’
ins ‘n’
‘u’ sub ‘o’
contact
ins ‘i’
‘e’ sub ‘a’
del ‘n’
guided reconstruction
‘k’ sub ‘t’
Abbildung 3.2.: Schema des Modifikationsverfahrens. Eine punktuelle Modifikati-
on (punctual change) einer bestehenden Evolution (guide) führt zu einer erneu-
ten Rekonstruktion der restlichen Entwicklungsschritte (guided reconstruction). Die
Transformationen der Leitevolution werden so weit wie möglich übernommen.
3.2.2. Punktuelle Modifikation
Für eine Modifikation gelten im Speziellen einige Besonderheiten und Bedin-
gungen. Zu beachten ist, dass mit Hinblick eines noch zu konstruierenden An-
näherungsverfahrens die Notwendigkeit besteht, jede gültige Evolution des Mo-
delles mit Hilfe sukzessiver Änderungen von Transformationen bilden zu kön-
nen. Es muss garantiert sein, dass alle modell-gültigen Evolutionen durch mehr-
faches Anwenden erzeugt werden können24.
24Beachtet werden muss beispielsweise, dass für eine anfängliche Rekonstruktion einer Start-
evolution die Verwendung von Multi-Transformationen aus Komplexitätsgründen nur ein-
geschränkt erlaubt sind (alle Vorkommen eines Buchstabens werden gleichzeitig transfor-
miert) und somit eine spezielle Modifikation nötig wird, um alle gültigen Evolutionen mit
dem Annäherungsverfahren erzeugen zu können.
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Modifikationsmöglichkeiten
Nachdem eine identische unvollständige Evolution bis zum Schritt k erstellt
wurde, wird eine der folgenden vier möglichen Modifikationen angewendet:
Veränderung einer Sprachtransformation
Die Evolution wird durch das Löschen einer Sprache (jeder Knoten ei-
ner Phylogenie ist als komplette Sprache definiert) des k-ten Entwick-
lungsschrittes vorbereitet. Anstelle der gelöschten Sprache und der damit
verbundenen Transformation wird eine neu transformierte Sprache durch
eine andere, gültige Transformation des (k−1)-ten Entwicklungsschrittes
gebildet.
Veränderung der Vorkommen einer Sprachtransformation25
Eine Evolution wird modifiziert, in dem für den k-ten Entwicklungs-
schritt die vorgefundenen Vorkommen einer Transformation zufällig er-
weitert oder verkleinert werden. Eine Erweiterung erzeugt eine Multi-
Transformation, in welcher alle Buchstabenvorkommen der zu erweitern-
den Transformation enthalten sind, zusätzlich eines weiteren Vorkom-
mens26. Bei Verkleinerung einer Multi-Transformation wird entsprechend
ein Buchstabenvorkommen ausgelassen. Es kann dabei vorkommen, dass
eine einfache Transformation mit genau einem Vorkommen einer Buch-
stabenersetzung entsteht. Ist eine Veränderung der k-ten Entwicklungs-
schrittposition nicht möglich (keine gültige Transformationserweiterung
möglich), wird im Umfeld der Folgenposition gleichmäßig nach einer
Veränderungsmöglichkeit gesucht und diese alternativ ausgeführt27.
Veränderung einer Verschmelzungsposition
Wenn im k-ten Schritt eine Verschmelzung stattfindet, wird diese ge-
löscht und eine andere gültige Transformation angewendet. Es ist zu be-
achten, dass Verschmelzungen dadurch in Rekonstruktionsrichtung nur
„verzögert“ werden können. Findet im k-ten Schritt keine Verschmelzung
25Ausgenommen sind die Verschmelzung und die Kontakt-Transformation.
26Es sei weiterhin möglich, mehr als nur ein Vorkommen einer Buchstabenersetzung gleichzei-
tig zu verändern. Dadurch können vorteilhafte Gruppen von Ersetzungsvorkommen verän-
dert werden.
27Allgemein wird durch die Suche nach nahen gültigen Veränderungsmöglichkeiten sicherge-
stellt, dass die Art der Veränderung auch wirklich „stattfindet“. Dies ist später relevant für
eine gewichtete Auswahl von Veränderungsmöglichkeiten.
85
Rekonstruktionsverfahren
statt, so wird eine ursprünglich spätere Verschmelzung „vorgezogen“.
Diese Vorverlegung kann nur stattfinden, wenn eine Verschmelzung gül-
tig zur Anwendung kommen kann und die qm-optimierenden Filter einge-
schränkt werden. Ohne die Filter können alle gültigen Verschmelzungs-
positionen entlang einer Entwicklungsschrittfolge unabhängig von Güte-
bewertungen erreicht werden. Bei der Auswahl der Veränderungsmög-
lichkeit kann eine gleichgewichtete Behandlung der Verzögerung und der
Vorverlegung einer bestehenden Verschmelzung vorgenommen werden.
Veränderung der Kognatbelegung
Die Menge der Kognatmengen wird beliebig verändert. Für diese Ände-
rung wird dabei entweder genau ein Kognat oder eine größere Menge
valide verändert28. Es ist anschließend zwingend erforderlich, dass die
komplette Entwicklungsschrittfolge neu und geleitet rekonstruiert wird.
Mit Hilfe dieser vier Modifikationen können alle dem Modell nach gültigen
Evolutionen gebildet werden. In dieser Arbeit wird zusätzlich eine Verbesse-
rung der Modifikation der Kontakt-Transformation vorgeschlagen.
Verbesserung der Kontaktmodifikation
Im Modell wird definiert, welche Evolutionen höhere Güten als andere Evolu-
tionen besitzen. Für invariante Güten wird dabei keine explizite Aussage be-
züglich einer linguistisch motivierten Auswahl getroffen. Wird bei einer Mo-
difikation eine Kontakt-Transformation ausgewählt, so kann überprüft werden,
ob diese Transformation zeitgeschichtlich früher und güte-invariant stattfand.
Für Sprachkontakt kann zusätzlich plausibel angenommen werden, dass je wei-
ter Sprachen evolutionär auseinander liegen, desto unwahrscheinlicher ist ein
Kontaktereignis. In dieser Arbeit wird dafür die Bedingung des plausibleren
Sprachkontaktes vorausgesetzt:
Annahme 3.2.1: Existieren zwei Evolutionen gleicher Güte, die bis zu ei-
nem Entwicklungsschritt k−1 identisch sind und deren eine Evolution im k-ten
Schritt eine Kontakt-Transformation besitzt und deren andere Evolution im glei-
28Die Unterscheidung in ein- und mehr-elementige Veränderungen dient der Verbesserung der
Leistungsfähigkeit des Verfahrens. Eine sukzessive Annäherung an die optimale Lösung ist
sehr häufig mit ein-elementigen Kognatveränderungen möglich, jedoch nicht immer.
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chen Schritt keine Kontakt-Transformation besitzt, so sei die zweite der beiden
linguistisch plausibler.
Sprachkontakt wird mit dieser Annahme so früh wie möglich in der Vergan-
genheit behauptet. Seien dazu zwei evolutionäre Szenarien A und B aus der
Abbildung 3.3 angenommen.
A B
Abbildung 3.3.: Gegenüberstellung zweier gleichbewerteter Phylogenien mit angenom-
menem Sprachkontakt. Szenario B, eines frühen Sprachkontaktes, wird Szenario A
eines späteren Sprachkontaktes vorgezogen.
Zwei Sprachen entwickeln sich aus einer gemeinsamen Ursprache ausein-
ander und besitzen zum heutigen Zeitpunkt ein identisches Kognat. Für dieses
Kognat könnte man ohne geschichtliches Wissen annehmen, dass eine der bei-
den Sprachen dieses Kognat durch Kontakt gerade erst erworben hat (Szenario
A). Es kann alternativ ebenso angenommen werden, dass der Kontakt früher in
der Vergangenheit stattfand (Szenario B). Existieren für zwei Evolutionen mit
identischer Güte q(evo) zwei solche Szenarien, wird vom zeitgeschichtlich frü-
hesten Zeitpunkt eines möglichen Kontaktes ausgegangen (Szenario B). Wird
späterer Sprachkontakt postuliert, so soll sich dies immer in einer verbesserten
Evolutions-Güte q(evo) widerspiegeln.
3.2.3. Geleitete Rekonstruktion
Eine geleitete Rekonstruktion entspricht im Wesentlichen der Rekonstruktion
einer Startevolution ab einer bestimmten Entwicklungsschrittposition. Der Un-
terschied besteht darin, die gegebenen Buchstaben-, Kontakt- und Verschmel-
zungsereignisse so weit wie möglich von einer gegebenen Leitevolution zu über-
nehmen. Die Rekonstruktion gestaltet sich damit für einen Entwicklungsschritt
in Anlehnung an die Beschreibung der Verfahrensschritte aus Abschnitt 3.1.1
wie folgt:
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. . .
1. Iterative Rekonstruktion für den jeweilig aktuellen Entwicklungs-
schritt ES:
1.1 Wenn genau eine Sprache im (ES), dann: Abschließender Sprung
nach 2.
1.2 Bildung aller validen Transformationen der ES- Sprachen und
geordnete Selektion derjenigen Transformationen, deren Buch-
stabenersetzungen geleitet sind.
1.3 Geleitete Transformation:
1.3.1 Wenn die Selektion leer ist, dann: Sprung nach 1.4.
1.3.2 Wenn eine entsprechende Verschmelzung in der Selektion
existiert, dann: Verschmelzung zweier Sprachen l und l′′ zu einer
Nachfolgesprache l′, Bildung des nächsten ES und Sprung nach
1.1.
1.3.3 Bewertung der selektierten Transformationen.
1.3.4 Transformation von l in eine Nachfolgersprache l′ mit Hilfe
der besten Transformation der Selektion, Bildung des nächsten
ES und Sprung nach 1.1.
1.4 Normale Transformation:
1.4.1 Wenn eine Verschmelzung in den Transformationen existiert
und die aktuelle Schrittposition einer Verschmelzungsgüte qm ge-
recht wird, dann: Verschmelzung zweier Sprachen l und l′′ zu ei-
ner Nachfolgesprache l′, Bildung des nächsten ES und Sprung
nach 1.1.
1.4.2 Zufällige Vorselektion und Bewertung der restlichen Trans-
formationen.
1.4.3 Transformation von l in eine Nachfolgersprache l′ mit Hilfe
der besten Transformation, Bildung des nächsten ES und Sprung
nach 1.1.
. . .
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Mit diesem Vorgehen wird in jedem Schritt zuerst untersucht, ob es mindes-
tens eine gültige geleitete Transformation einer Leitevolution gibt. Falls dies
der Fall ist, wird die früheste angewendet29. Ist dies nicht der Fall, wird eine
Sprachtransformation der normalen Rekonstruktion verwendet.
Die genaue Methode der Selektion der geleiteten Sprachtransformationen ist
im Anhang B näher erläutert. Im Prinzip werden in jeder Evolution für jeden
Buchstaben eines Wortes alle ihn betreffenden Ersetzungen gemerkt. Diese Er-
setzungsgeschichte wird ab einem Modifizierungspunkt k für jeden Buchstaben
versucht, geordnet zu erhalten.
3.2.4. Terminiertheit
Satz 3.2.1: Eine geleitete Rekonstruktion terminiert in endlich vielen
Schritten.
Beweis. Es gibt endlich viele mögliche geleitete Transformationen in einer Lei-
tevolution, da jede Evolution endlich viele Transformationen und jede Transfor-
mation endlich viele Buchstabenvorkommen besitzt. In einer geleiteten Rekon-
struktion werden im schlimmsten Fall zuerst alle geleiteten Sprachtransforma-
tionen angewendet. Anschließend wird wie bei der Rekonstruktion der Start-
evolutionverfahren. Da diese, wie in Satz 3.1.2 gezeigt, terminiert, terminiert
auch die geleitete Reconstruktion.
3.2.5. Laufzeit
Das Verfahren der Modifikation einer Evolution ermittelt gültige Evolutionen
vergleichbar mit der normalen Rekonstruktion aus Abschnitt 3.1:
Der Zeit- und Speicheraufwand des modifizierenden Verfahrens ist bis auf
einen konstanten Faktor so groß wie der, der Rekonstruktion einer Startevolu-
tion. Einige Verbesserungen der Laufzeit ergeben sich durch die Wiederverwen-
dung der Ausgangsevolution bis zum Schritt k−1. Ein konstanter Mehraufwand
ergibt sich mit der Überprüfung jedes Kandidatens, ob dieser geleitet in einer
Leitevolution vorhanden ist oder nicht. Es gilt:
TIMEmod(n, s, w) = TIMErec(n, s, w) ∈ O(s · n · w) und
SPACEmod(n, w) = SPACErec(n, w) ∈ O(n · w)
29Die Reihenfolge der Transformationen auf einer Topologiekante der Leitevolution wird so
weit wie möglich übernommen.
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3.3. Annäherungsverfahren
Für ein gutes Annäherungsverfahren ist eine schrittweise Annäherung der ak-
tuell besten Lösung an eine optimale Lösung mit möglichst kleinen Schritten
nötig. Nachdem die Rekonstruktion im vorangegangenen Abschnitt vorgestellt
wurden, soll nun der Annäherungsprozess genauer erläutert werden. Für die
Ermittlung einer optimalen Lösung einer Evolution wird als anfängliche Unter-
suchungsgrundlage in dieser Arbeit ein MCMC-Verfahren30 vorgestellt. Ausge-
hend von einer Startevolution werden durch sukzessive Modifikationen weitere
Evolutionen konstruiert und bewertet. Die Modifikation einer bestehenden Evo-
lution erfolgt dabei zufällig. Durch eine geeignete Auswahl modifizierter Evo-
lutionen nähert sich die Güte einer aktuell besten Lösung im Laufe mehrerer
iterativer Durchläufe der Güte einer optimalen Lösung an.
Vorrangiges Ziel der Methode ist die Überwindung lokaler Maxima. In der
Regel gibt es mit den hochdimensionalen Parametern sehr viele relativ gute
lokale Maxima31. In dieser Arbeit wird deswegen ein eigener spezieller Hill-
climbing-Algorithmus32 als anfängliche Methode vorgeschlagen. Nach endli-
chen Modifikationsschritten33 steht eine beste Lösung des Annäherungsverfah-
ren zur weiteren Auswertung zur Verfügung. Allerdings kann nicht berechnet
werden, wie weit diese beste gefundene Lösung von der optimalen Lösung ent-
fernt ist.
Im Folgenden wird das Verfahren kurz vorgestellt:
30Monte-Carlo-Markow-Chain-Verfahren. Dabei entsprechen die rekonstruierten Sprachen den
Zuständen eines Markov-Systems und die Transformationskosten, um eine Sprache in eine
andere zu transformieren, den Übergangswahrscheinlichkeiten. Die Zustände werden wäh-
rend des Verfahrens zufällig leicht verändert und damit neue Rekonstruktionen gebildet.
Über einen Auswahlprozess und eine Bewertungsfunktion wird versucht eine Menge von
Lösungen zu erzeugen, deren Verteilung der Verteilung der Grundgesamtheit entspricht.
Vergleiche allgemein MCMCM Methoden in [3] und speziell zu ähnlichen Vorgehenswei-
sen linguistischer Untersuchungen in [31] und [34].
31Beispielsweise rufen die freie Wahl der Kognatmengen und die möglichen Abhängigkeiten
der Ersetzungen eine inhomogene Wertelandschaft hervor.
32
„Hill-climbing is an intuitive heuristic search strategy to find the best solution with respect
to an optimality criterion by improving the current solution in a step-by-step manner.“ [44,
Seite 41]
33Dies ist garantiert, wenn identische Evolutionen nicht erneut erzeugt werden. Aus diesem
Grund werden für einen Annäherungslauf alle Lösungen gemerkt.
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3.3.1. Bestimmung der optimalen Evolution
Für das Verfahren wird ein Pool von möglichen Evolutions-Kandidaten erzeugt.
Diese Kandidaten können fortwährend parallel ausgewertet und verändert wer-
den. Für die Initialisierung wird, wie beschrieben, eine vorteilhafte Startevo-
lution erzeugt und als Kandidat in den Pool übernommen. In jedem weiteren
Verfahrensschritt wird daraufhin ein beliebiger Kandidat aus dem Pool als Lei-
tevolution verwendet:
• Lesen einer Leitevolution und Feststellen der Optimierungsrichtung.
• Gewichtete Auswahl einer Modifikation.
• Erzeugen und bewerten einer modifizierten Evolution mit Hilfe der gelei-
teten Rekonstruktion.
• Wenn die neue Evolution in Optimierungsrichtung höher bewertet wird,
dann ersetzt diese die ähnlichste Evolution aus dem Pool.
Das approximative Verfahren wird durch eine vorgegebene maximale Lauf-
zeit begrenzt.
Optimierungsrichtung
Für die Überwindung lokaler Maxima in einer stark zerklüfteten Werteland-
schaft der Evolutions-Güten wird in dieser Arbeit vorgeschlagen, zwei Arten
von Bergsteigern für einen einfachen Hill-climbing-Algorithmus zu verwenden.
Ein Kletterer versucht die Güte einer Evolution stetig zu verbessern. Ein Tal-
wanderer versucht demzufolge die Güte zu verschlechtern. Gibt es für einen
Kandidaten eine vorgegebene Anzahl von aufeinander folgenden, gescheiterten
Verbesserungsversuchen bezüglich der Güte in Optimierungsrichtung, ändert
sich die Bergsteigerart des Kandidaten. Aus einem Kletterer wird damit irgend-
wann ein Talwanderer und umgekehrt. Auf diese Weise soll erreicht werden,
große Täler möglichst so zu durchschreiten, dass die Wahrscheinlichkeit groß
ist, bei Umwandlung des Bergsteigertyps in einen entfernten Bereich der Wer-
telandschaft vordringen zu können.
Es ist mit der vorgeschlagenen Methode sichergestellt, dass bei einer zufälli-
gen Auswahl der Modifikationen alle Evolutionen konstruiert werden können.
Das Verfahren ist als ein spezielles Hill-climbing-Verfahren zu verstehen, um
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möglichst wenige, zufällige Rekonstruktionen vornehmen zu müssen, und den-
noch alle Lösungen zu erreichen.
Modifikationsauswahl
Die Auswahl der Modifikation erfolgt grundsätzlich zufällig. Eine mögliche
Verbesserung bezüglich einer schnelleren Approximation der optimalen Lö-
sung, wird erreicht, in dem eine gewichtete Auswahl eingeführt wird. Die ge-
wichtete Auswahl orientiert sich dabei an der Häufigkeit der Modifikation sich
verbessernder Kletterer. Je häufiger eine Modifikationsmöglichkeit dabei in den
letzten k-Verfahrensschritten erfolgreich einen Kletterer verbessern konnte, de-
sto Wahrscheinlicher soll die Auswahl dieser Möglichkeit sein34.
Zu unterschiedlichen Zeitpunkten des Approximationsverfahrens von Evo-
lutionen können damit bestimmte Modifikationen bevorzugt werden, so dass
beispielsweise eine Veränderung der Kognatbelegung einer Evolution im Lau-
fe des Verfahrens im Gegensatz zur Veränderung von Multi-Transformationen
immer seltener auftritt. Ab einem bestimmten Entwicklungspunkt ist die Wahr-
scheinlichkeit groß mit einer Kognatveränderung keine Verbesserung mehr zu
erzielen35.
Evolutionsersetzung
Nachdem eine Evolution modifiziert wurde, muss sie in den Kandidatenpool
eingefügt werden. Für einen begrenzten Pool muss dafür eine andere Evolution
gelöscht werden. Es wird im Weiteren ein paralleles Verfahren vorgeschlagen,
welches es erlaubt, die Modifikation einer Evolution unabhängig von der per-
manenten Existenz der ursprünglichen Evolution im Pool durchzuführen. Da-
bei kann es nach einer Rekonstruktion vorkommen, dass die Leitevolution nicht
mehr im Pool vorhanden ist. Um dennoch eine geeignete Evolution aus dem
Pool zu entfernen, wird von der Idee ausgegangen, dass eine Modifikation eine
bestehende Leitevolution in möglichst kleinen Schritten verändern soll. Es wird
vorgeschlagen, denjenigen Kandidaten des Pools zu ersetzen, der die größte
34Für jede Modifiaktionsmöglichkeit existiert eine minimale Wahrscheinlichkeit, so dass si-
chergestellt wird, dass alle Möglichkeiten betrachtet werden.
35In wie weit die gewichtete Auswahl der Modifikationen Auswirkungen auf den Annäherungs-
prozess hat, ist nicht Gegenstand dieser Arbeit.
92
3.3. Annäherungsverfahren
Ähnlichkeit beziehungsweise die kleinste Entfernung gegenüber der modifizier-
ten Evolution besitzt.
Die Entfernung zweier Evolutionen wird in dieser Arbeit mit Hilfe der Buch-
staben-Ersetzungsgeschichte bestimmt:
Sei b ein Buchstabenvorkommen eines Wortes eines Konzepts einer Blatt-
sprache einer Evolution evo und b′ das identische Buchstabevorkommen des
gleichen Worte des gleichen Konzeptes der gleichen Blattsprache einer zwei-
ten Evolution evo′. Dann besitzen beide Buchstaben eine geordnete Liste der
jeweiligen Transformationen, die ihn betreffen. Jeder der zwei Buchstaben ver-
fügt damit über eine vergleichbare Ersetzungsgeschichte:
Für jede Transformation der b-Liste wird überprüft, ob und wo eine identische
Transformation in der b′- Liste existiert36. Existiert ein identisches Ereignis wird
die absolute Differenz der Position der Transformation in beiden Listen vergli-
chen. Andernfalls wird mit der maximalen Positionsdifferenz die Entfernung
abgeschätzt. Für alle Transformationen aus b′ wird umgekehrt ebenso verfah-
ren. Die Summe aller Entfernungen aller Transformationen und letztlich auch
aller möglichen Buchstaben sei ein Maß für die Entfernung zweier Evolutionen.
3.3.2. Bestimmung der plausibelsten Ereignisse
Für die Bestimmung der Plausibilität von Ereignissen, wie sie in Abschnitt 2.5
beschrieben wurde, werden zusätzlich zu einem Kandidatenpool des Annähe-
rungsverfahrens weitere Informationen separat gemerkt.
Es wird eine Liste aller vorkommenden Topologien von Lösungen konstru-
iert. Jede Lösung wird in ihre Transformationen zerlegt und jede Transforma-
tion auf einer Kante der entsprechenden Topologie wie folgt vermerkt: Gibt
es bereits eine identische Transformation37 in der Topologie, so wird in einer
Liste diese Transformation und die jeweilige Güte des Kandidaten zusätzlich
vermerkt. Es ist dadurch möglich, für jedes Ereignis einen Plausibilitätswert zu
36In der Implementierung sind die spezifizierten Transformationstypen in der Liste gespeichert,
welche sich durch den Buchstaben b selbst auf genau eine Buchstabenersetzung in einem
Wort beziehen. Spezifizierte Transformationstypen vom Typ Multi-Transformation sollen in
diesem speziellen Fall für das Vorkommen genau eines Buchstabens auch mit dem entspre-
chenden spezifizierte Transformationstyp vom Typ Grund-Transformation identisch sein.
37Die Identität bezieht sich hier auf die spezifizerten Transformationen. Zwei Transformationen
sind dabei identisch, wenn sie die gleichen Buchstaben (nicht die Buchstabenvorkommen)
transformieren.
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berechnen.
Kommt beispielsweise ein Ereignis in einer sehr hoch bewerteten Evolution
aber in keiner schlecht bewerteten vor, wird es als plausibel eingestuft. Kommt
dagegen ein Ereignis in allen möglichen Evolutionen vor, so scheint es weniger
signifikant zu sein.
Die Abbildung 3.4 zeigt schematisch die Ereignisspeicherung für eine Topo-
logie.
ins ‘n’
ins ‘g’
‘i’ sub ‘a’
‘e’ sub ‘g’
ins ‘n’
‘u’ sub ‘o’
contact
ins ‘i’
‘e’ sub ‘a’
‘t’ sub ‘k’
ins ‘e’
evolution
quality: 0.333425601 topology
‘e’ sub ‘g’
‘i’ sub ‘a’
0.333425601
0.025000000
0.039465211
...
0.333425601
0.333394321
0.343456288
...
Abbildung 3.4.: Schema der Ereignisspeicherung für Topologien. Alle Ereignisse einer
gültigen Evolution (evolution) werden auf der entsprechenden Topologie (topolo-
gy) mit Hilfe der Güte (quality) vermerkt. Die Topologie enthält bereits Güten von
anderen topologiegleichen Lösungen.
Es sei angemerkt, dass die Verteilung der Güten der Kandidaten nicht exakt
der Verteilung aller Evolutionen entspricht. Auf Grund der gleichmäßigen sym-
metrischen Berücksichtigung sowohl schlechter als auch guter Evolutionen in-
nerhalb des Approximationsverfahrens38, wird mit linguistischer Relevanz ver-
mutet, dass die Güteverteilung der gemerkten Kandidaten der Güteverteilung
aller konstruierbaren Kandidaten entspricht.
3.3.3. Verfahrensgüte
Grundsätzlich ermöglicht das approximative Verfahren die Ermittlung der opti-
malen Evolution. Auf Grund der sowohl komplexen Wertelandschaft möglicher
38Das Verfahren sucht gleichmäßig nach Maxima und Minima im mehrdimensionalen Parame-
terraum.
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Evolutions-Güten, der Vielzahl gültiger Evolutionen und der Beschaffenheit des
Rekonstruktionsverfahrens ist das Annäherungsverfahren nicht ausreichend ro-
bust. Für verschiedene Startevolutionen und verschiedene Annäherungsversu-
che existieren nach realisierbarer Laufzeit für größere Wortlisten fast immer
unterschiedliche beste Lösungen39. Ziel weiterer Untersuchungen und Analy-
sen muss deswegen die Verbesserung des Approximationsverfahrens sein.
39Hierfür wurden Berechnung von 5 Sprachen und 100 Konzepten mit zwei 2GHz CPUs und
2GB RAM 48 Stunden lang durchgeführt.
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4. Ergebnisse
4.1. Daten und Implementierung
Für die Umsetzung des Verfahrens wurde ein Programm implementiert. Dieses
liest die Daten aus einer gegebenen Wortliste, bearbeitet sie und startet entspre-
chend dem vorgestellten Verfahren einen Rekonstruktionsprozess. Ist die Re-
konstruktion einer Evolution abgeschlossen, wird sie in einer Datei abgelegt und
erneut ein Rekonstruktionsprozess gestartet. Eine Evolution wird dafür iterativ
aus einem Pool von Evolutionen gelesen und verändert. Durch dieses Vorgehen
können parallele Prozesse auf dem selben Rekonstruktionspool durchgeführt
werden. Nach einer hinreichend langen Berechnungszeit werden die Prozesse
manuell beendet. Mit Hilfe eines Programmmoduls1 zum Darstellen einer Evo-
lution kann der Pool der Evolutionen analysiert und angezeigt werden. Daten
gegebener Wortlisten werden im Programm teilweise vorverarbeitet und nor-
malisiert.
Bevor konkrete Wortlisten ausgewertet werden, wird eine Studie zu verschie-
denen Cognicity-Funktionen für die Kognatmengenbewertung vorgestellt.
4.2. Studie - Cognicity
Für die Berechnung der Kognatbelegungsgüte qa(evo) wird eine Cognicity-
Funktion benötigt. Diese spiegelt die verwandtschaftliche Beziehung zweier
Wörter wider. In dieser Arbeit wird diese Beziehung mit Hilfe verschiedener,
normierter Ähnlichkeitsmaße zwischen Wörtern realisiert. Diese Maße werden
ermittelt, indem die aktuelle Struktur zweier Wörter verglichen wird. Die histo-
rische Veränderung verwandter Wörter aus einer gemeinsamen Protoform wird
dabei vernachlässigt. Sind zwei Wörter strukturgleich und damit identisch, kann
man ohne zusätzliches Wissen nur schlußfolgern, dass sie verwandt sind. Je
1Für einige Programmkomponenten zum Anzeigen einer Evolution wurden Implementierun-
gen in Kooperation mit [46] genutzt.
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mehr sie sich in ihrer Struktur unterscheiden, um so höher ist die Wahrschein-
lichkeit einer Nichtverwandtschaft. Einfache Ähnlichkeitsmaße sind ohne his-
torische Information im Einsatz als Cognicity-Funktion sehr fehleranfällig. Es
kommt in natürlichen Sprachen häufig vor, dass identische (strukturgleiche)
Nicht-Kognate aber auch buchstabenfremde Kognate existieren. Diese können
nicht identifiziert werden und so bleibt ein Ähnlichkeitsmaß nur eine Approxi-
mation, welche die Wahrscheinlichkeit angibt, mit der angenommen wird, dass
zwei Wörter miteinander verwandt sind. Die Wahrscheinlichkeit wird in einem
Wertebereich [0,1] angegeben, so dass eine Abbildung auf {0, 1} (0 für nicht
verwandt, 1 für verwandt) stattfinden kann. Wird eine Entscheidung für oder
wider einer Verwandtschaft zweier Wörter getroffen, verliert man allerdings ei-
nige Informationen des Ähnlichkeitsmaßes. Aus diesem Grund wird das Ähn-
lichkeitsmaß in [0,1] direkt für die in 2.15 vorgestellte Formel übernommen.
Eine Entscheidung der Kognatmenge kann dadurch fließend bewertet werden.
Bei der im Modell vorgeschlagenen Methode der absoluten Differenzen wird
implizit ein Schwellwert von 1/2 eines Ähnlichkeitsmaßes angenommen. Eine
Belegung zweier Wörter κ(w,w′) = 1 wird bestätigt, wenn die beiden Wörter
eine Ähnlichkeit oberhalb dieses Schwellwertes besitzen.
Im Anhang A sind fünf verschiedene Methoden zur Bestimmung einer Ähn-
lichkeit (SIM) zwischen zwei Wörtern definiert und erläutert. Im Modell wird
die spezielle Editierdistanzmethode nach Levenshtein (LEV) verwendet. Alle
vorgestellten Methoden liefern allerdings keine Wahrscheinlichkeiten der Ver-
wandtschaft, sondern nur eine spezielle, unnormierte Güte. Um die Gütewerte
der Methoden den Wahrscheinlichkeiten tatsächlicher Wortverwandtschaft so
weit wie möglich anzupassen, werden Verbesserungen simpler Ähnlichkeits-
werte vorgeschlagen:
4.2.1. Allgemeine Sprachähnlichkeiten
Eine bessere Bewertung der Wörter innerhalb von Sprachvergleichen ergibt sich
nicht nur über eine Analyse ihrer internen Wortähnlichkeiten. Zusätzlich kann
eine zufällige Ähnlichkeit zwischen Sprachen untersucht werden. Dadurch ist
es möglich, wie schon in Abschnitt 2.4.4 kurz angedeutet, herauszufinden, in
wie weit eine vorgefundene Wortähnlichkeit auf natürliche Sprachähnlichkeit
oder tatsächlich auf verwandtschaftliche Beziehungen zurückzuführen ist.
Die mittlere Ähnlichkeit aller Nicht-Kognate zweier Sprachen l und l’ stellt
ein Maß dar, welches die zufällige allgemeine Ähnlichkeit von Wörtern dieser
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Sprachen gut widerspiegelt. Da man nicht genau weiß, welche Wörter zweier
Sprachen Nicht-Kognate sind, wird vereinfachend angenommen, dass alle Wör-
ter, welche nicht dem gleichen Konzept angehören keine Kognate sind2. Eine
genauere Ähnlichkeitsfunktion kann konstruiert werden, indem jeder Wortähn-
lichkeit eine allgemeine Sprachähnlichkeit zugrunde gelegt wird3:
SIM((w,w′), (l, l′)) := SIM(w,w′)− SIMnc(l, l
′)(4.1)
Die verbesserte SIM-Funktion besitzt allerdings keinen normierten Wer-
tebereich [0,1]. Deshalb wird vorgeschlagen alle Wortähnlichkeiten zwischen
zwei Sprachen zueinander relativ in Beziehung zu setzen. Es werden alle Funk-
tionswerte aller Wortpaare einer entsprechenden Ähnlichkeitsfunktion so zwi-
schen 0 und 1 transformiert, dass mindestens ein Wortpaar mit Funktionswert
1.0 und eines mit Funktionswert 0.0 existiert. Die normierte Funktion ergibt
sich mit:
SIM+((w,w
′), (l, l′)) :=
SIM((w,w′), (l, l′))−min(SIM((w,w′), (l, l′)))
max(SIM((w,w′), (l, l′))) −min(SIM((w,w′), (l, l′)))
4.2.2. Expliziter Schwellwert
Alle im Anhang vorgestellten Ähnlichkeitsfunktionen messen die Ähnlichkeit
zwischen Wörtern und Sprachen. Die Funktionsgüten sind dabei nicht linear
gleichmäßig auf dem Wertebereich [0, 1] verteilt. Wäre dies der Fall, könnten
für eine simple Verwandtschaftsabbildung die Güten als Wahrscheinlichkeiten
direkt übernommen werden. Die Formel 2.15 wird erweitert, um die Funktionen
plausibel in Verwandtschaftswahrscheinlichkeiten zu überführen. Es wird dafür
ein Schwellwert und ein weiterer Kompensationswert für die Bestimmung der
Cognicity innerhalb des Modelles eingeführt. Anhand von Referenzdaten kann
für eine konkrete Ähnlichkeitsfunktion ein Schwellwert empirisch bestimmt
und anschließend für andere Daten verwendet werden.
2Entgegen dieser Annahme ist es nicht unwahrscheinlich, dass es viele Kognate gibt, die in
einer Wortliste unterschiedlichen Konzepten angehören: „Change in the meanings of words
is one of the most usual kinds of language change . . . and cognates often do not transla-
te not one another.“ [37] Die Berechnung einer natürlichen Sprachähnlichkeit kann damit
geringfügig verfälscht werden.
3SIM(w,w′) entspricht einer beliebigen Ähnlichkeitsfuntion zwischen zwei Wörtern w und
w′. SIMnc(l, l
′) bestimmt entsprechend die mittlere Ähnlichkeit aller Wortpaare jeweils
unterschiedlicher Konzepte zweier Sprachen l und l′.
99
Ergebnisse
Schwellwert-Cognicity-Funktion
Im Folgenden wird eine verbesserte Kognatbelegungsfunktion qa(evoth) mit ei-
nem konstanten Schwellwert th jeder Evolution eingeführt4:
(4.2)
qa(evoth) := 1−
∑
(w,w′)∈WP
δth((w,w
′), th)
|WP |
mit
(4.3)
δth((w,w
′), th) :=




(1−cog(w,w′))· 1
2
1−th
· comp , cog(w,w′) ≥ th
1
2
+
th−cog(w,w′))· 1
2
th
· comp , sonst
, κ(w,w′) = 1


(cog(w,w′))· 1
2
th
/comp , cog(w,w′) ≤ th
1
2
+
(cog(w,w′)−th)· 1
2
1−th
/comp , sonst
, sonst
Die einfache Methode der Betragsdifferenzen der Formel 2.15 des ersten Lö-
sungsansatzes der Kognatbelegeungsgüte wird dadurch verbessert. In Formel
4.3 werden dafür zwei Skalen erzeugt. Eine bewertet die Abweichung eines
Cognicity-Wertes vom κ-Wert oberhalb eines Schwellwertes th, die andere un-
terhalb. Beide werden gleichgewichtig behandelt (1/2-Anteil in der Formel).
Zusätzlich wird mit dieser Formel ein Kompensationsfaktor comp eingeführt:
Für die parsimonische Bewertung ist es, wie beschrieben, immer sparsamer, we-
niger Kognate und damit auch weniger Wandel anzunehmen - egal wie sinnvoll
eine Kognateinteilung ist. Es ist allgemein wahrscheinlicher, dass eine Bele-
gung mit weniger Kognaten Vorteile gegenüber Belegungen mehrere Kognate
besitzt. Um diesen Einfluss zu verringern, wird ein konstanter Kompensations-
faktor comp für den Cognicity-κ-Vergleich eingeführt, der dafür sorgt, dass
Kognate und Nicht-Kognate unterschiedlich behandelt werden. Kognate falsch
bewertet zu haben ist damit comp mal besser als Nicht-Kognate falsch bewertet
zu haben.
Wie groß ein Schwellwert th für plausible SIM+-Funktionen zu sein hat,
ist abhängig von vielen Faktoren. Mit Hilfe von validen Vergleichsdaten kann
ein Schwellwert approximiert werden. Zur weiteren Untersuchung wird dafür
eine Testdatenmenge herangezogen, die es gestattet, die linguistisch bekannten
Kognatbelegungen mit einer postulierten Belegung zu vergleichen. Mit Hilfe
der verschiedenen Funktionsschwellwerte können die SIM+-Funktionen des
Anhanges A bezüglich ihrer Präzision miteinander verglichen werden.
4evoth wird im Weiteren vereinfachend auch als evo bezeichnet. In der Formel kann eine
beliebige SIM+-Funktion als Cognicity-Funktion (cog) eingesetzt werden.
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Empirische Schwellwertbestimmung
Vergleichsdaten Für die Vergleichstudie werden bekannte Kognatmengen
einer Wortliste benötigt. In [36] und den darin referenzierten Online-Resourcen
[27], sind bereits einige Einträge linguistisch ausgewertet worden, so dass diese
als Referenzdaten dienen können. Für die folgende Analyse steht eine Wort-
liste mit 27 Konzepten von 23 indoeuropäischen Sprachen zur Verfügung. Die
Worteinträge sind in Tabelle 4.1 auszugsweise aufgelistet. Sie wurden in einem
Vorverarbeitungsschritt bearbeitet und normiert.
Hittite Armen Alban TochB VedicSans Avestan OldChSlav Lithu
OldEngh OldIrish Latin Luvian Lycian TochA OldPers OldPruss
Latvian Gothic OldNorse OldHiGer Welsh Oscan Umbrian
kuis1 o1 kush1 kuse1 ka´s1 ko¯1 ku˘to1 ka`s1
who hwa¯1 ci´a1 quis1 kuis1 ti1 kus1 ka1 kas1
kas1 hv∗as1 hverr1 wer1 pwy1 pi´s1 pisi1
kuit1 zi1 ç1 kuse1 ka´d,ki´m1 kat
¯
1 cˇi˘to1 ka`s1
what hwæt1 cid1 quid1 kui¯1 ti1 kus1 2 ka1
kas1 hv∗a1 hvat1 waz1 pa beth,beth1 pi´d1 pifle1
natta1 ocˇh2 nuk,s1 ma¯3 na´1 no¯it
¯
1 ne1 ne`1
not ne1 ni´1 no¯n1 na¯wa1 ne1 ma¯3 naiy1 ni1
ne1 ni1 eigi4 ni1 dim,nid,na1 nei1 neip1
annas1 mayr2 mëmë3 ma¯cer2 ma¯´ta¯2 ma¯ta2 mati2 mo´tina2
mother mo¯dor2 ma´thair2 ma¯ter2 a¯nnis1 e˜ni1 ma¯car2 ma¯ta¯2 mu¯ti2
ma˜te2 aiþei4 mo´ðir2 muoter2 mam5 maatrei´s2 matrer2
te¯ries1 erekh1 tre1 trey1 tra´yas1 Tra¯iio¯1 tri˘je1 try˜s1
three þri¯e1 tri´1 tre¯s1 tarris1 tri1 tre1 çi1 ti¯rts1
triˆs1 þreis1 þri´r1 dri¯1 tri1 tri´s1 trif1
hing2 pesë2 pis´2 pa´ñca2 pancˇa2 pe˛ti˘2 penki`2
five fi¯f6 co´ic2 qui¯nque2 3 4 päñ2 5 pie¯ncts2
pi`eci2 fimf6 fimm6 fimf6 pump2 pu´mpe2 pumpe2
Tabelle 4.1.: Auszug einer Wortliste einiger indoeuropäischer Sprachen. Die Einträge
wurden aus [27] entnommen, konvertiert und normalisiert. Die Autoren aus [36]
weisen allen Bedeutungen einer Sprache eine eindeutige Kognatmenge zu, die je-
weils durch einen gemeinsamen Index für alle Sprachen eines Konzeptes gekenn-
zeichnet ist. Die Sprachen sind blockweise à 3 Zeilen gruppiert.
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Vergleichsfunktion In den Daten von [27] existiert nur eine Zuordnung
ganzer Konzepte zu Kognatmengen und nicht eine Zuordnung alternativer Wor-
teinträge der Konzepte. Für einen Vergleich von κref der Referenzzuordnung
und κevo,th der Modellbelegung wird für alternative Wortformen des Modelles
dasjenige ausgewählt, welches die Referenzzuordnung am besten abbildet. Es
wird immer vom besten Fall einer stellvertretenden Wortpaarbewertung ausge-
gangen. Die relative Übereinstimmung zwischen der Referenz-Kognatbelegung
κref und der Modell-Kognatbelegung κevo,th wird wie folgt berechnet:
accordance(th) := 1−
∑
WP |κref − κevo,th|
|WP |
(4.4)
Optimaler Schwellwert Für die Bestimmung eines linguistisch plausiblen
konstanten Schwellwertparameters für das Modell wurde mit Hilfe der Refe-
renzdaten für die SIM-Funktionen jeweils ein optimaler Schwellwert ermit-
telt. Mit den Daten der Tabelle 4.1 wurden Schwellwerte th zwischen 0 und 1
untersucht und ein optimaler Schwellwert thopt mit folgender Formel ermittelt:
thopt := argmaxth(accordance(th))(4.5)
Schwellwertmessung Für die Ähnlichkeitsmaße aus Anhang A: LCS, LC-
CS, WLCS, WLCSdegr und LEV beziehungsweise LEV+wurden die optimalen
auf drei Kommastellen gerundeten Schwellwerte thopt mit der Formel 4.5 be-
stimmt:
LCS LCCS WLCS WLCSdegr LEV LEV+
thopt 0.399 0.249 0.244 0.247 0.519 0.520
Die Kognatbelegungsgüte qa(evo) beträgt mit den entsprechenden Schwell-
werten für LEV (w,w′) gerundet: 0.762 und für LEV+(w,w′) gerundet: 0.763.
Man kann erkennen, dass der Einfluss der allgemeinen Sprachähnlichkeit für die
vorhandenen Vergleichsdaten sehr gering ist. Dies ist auf die allgemeine Ähn-
lichkeit aller indoeuropäischen Sprachen untereinander zurückzuführen. Die
Verteilung der Buchstaben ist recht ähnlich.
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Methodenvergleich
Präzision Die verschiedenen SIM-Methoden wurden hinsichtlich ihrer Prä-
zision der korrekten Einteilung aller Wortpaare in Kognate und Nicht-Kognate
miteinander verglichen. Die Tabelle 4.2 zeigt für jede Methode die erreichte
Präzision gegenüber den Referenzdaten:
LCS LCCS WLCS WLCSdegr LEV LEV+
thopt 0.399 0.249 0.244 0.247 0.519 0.520
Präzision 0.7566 0.7432 0.7603 0.7662 0.7622 0.76274
Tabelle 4.2.: Vergleich der SIM -Methoden. Die höchste Präzision gegenüber den Ver-
gleichsdaten aus dem Text erreicht die WLCSdegr-Methode. Die schlechteste Me-
thode ist die LCCS.
Während die ersten vier Methoden (LCS-Methoden) Ähnlichkeiten der Wör-
ter bewerten, benutzen die letzten zwei (LEV -Methoden) Buchstabenunter-
schiede. Wie zu erwarten war, stellt die gewichtete Bewertung der gemeinsa-
men Teilsequenz (WLCS) eine Verbesserung gegenüber der normalen LCS-
Methode dar, wogegen die Betrachtung einer einzigen Kernsequenz (LCCS)
schlechter abschneidet. Die höchste Übereinstimmung mit den Referenzdaten
wird durch die Methode der degressiven Gewichtung (WLCSdegr) erreicht. Die
LEV -Methoden erreichen eine ähnlich gute Präzision. Weiterhin sind sie mo-
dellkonform, da sie, wie im evolutionären Modell vorgestellt, Transformationen
zur Berechnung der Ähnlichkeiten zwischen Wörtern verwenden. Dabei schnei-
det die LEV+-Methode geringfügig besser als die LEV -Methode ab.
Für alle weiteren Untersuchungen wird modellkonform LEV+ als SIM-
Funktion mit dem gemessenen, gerundeten Schwellwert th = 0.520 verwendet.
Verteilung In den Abbildungen 4.1 und 4.2 ist anschaulich die Verteilung
der Funktionswerte für LEV und LEV+ mit jeweils optimalem Schwellwert
bezüglich der Referenzdaten dargestellt. Anhand der Verteilungen kann man
erkennen, dass öfter Nicht-Kognate fälschlicherweise als Kognate identifiziert
werden. Viele Wörter sind sich folglich sehr ähnlich ohne verwandt zu sein.
Dieses Ergebnis überrascht nicht, da die Wörter der Vergleichsdaten sehr kurz
und selektiv von den Autoren ausgewählt wurden. Sie repräsentieren damit ihre
Sprachen nicht hinreichend genug.
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Abbildung 4.1.: Diskrete Dichte der LEV (w,w′)-Verteilung aller
Wortpaare (w,w′) der Vergleichsdaten aus dem Text. Es wird farb-
lich zwischen korrekten und falschen Kognatbelegungen unter-
schieden. (sampleSize = 5728, th = 0.51876, precision =
0.7622)
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Abbildung 4.2.: Diskrete Dichte der LEV+(w,w′)-Verteilung aller
Wortpaare (w,w′) der Vergleichsdaten aus dem Text. Es wird farb-
lich zwischen korrekten und falschen Kognatbelegungen unter-
schieden. (sampleSize = 5728, th = 0.51998, precision =
0.7627)
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4.3. Beispiel Kognatidentifikation
Für einen Vergleich von akkumuliert und evolutionär bestimmten Kognaten
wurde ein kleines Beispiel aus [18] extrahiert, für dass alle Lösungen und damit
auch die optimale Lösung bekannt sind. Die Tabelle 4.3 zeigt die verknüpfte
Wortliste von drei Sprachen „Holländisch“, „Englisch“ und „Französisch“ für
jeweils 8 Konzepte.
Holländisch Englisch Französisch
long lung poumon
zon sun soleil
golf gulf golfe
maan moon lune
tand tooth dent
water water eau
zee sea mer
donder thunder tonnerre
Tabelle 4.3.: Eine Wortliste mit 3 Sprachen und 8 Konzepten.
Um herauszufinden, welche Wortpaare der Liste Kognate sind, werden für
drei verschiedene Optimierungsfunktionen die optimalen Evolutionen rekon-
struiert. In den jeweiligen Lösungen liegen die Kognatbelegungen vor, so dass
sie miteinander verglichen werden können.
cog: Die erste Optimierungsfunktion qa(evo) berechnet sich akkumuliert nur
mit Hilfe der LEV+-Ähnlichkeitsfunktion.
evo: Die zweite Optimierungsfunktion qp(evo) · qm(evo) · qa(evo) verwendet
zwar ebenfalls die Kognatbelegungsgüte qa(evo), zusätzlich werden aber
auch evolutionäre Buchstabenersetzungen (qp(evo)) betrachtet.
evo′: Die dritte Optimierungsfunktion ist eine Abwandlung der Zweiten, wobei
die alternative Kognatbelegungsgüte q′a(evo) des Zweiten Lösungsansat-
zes aus Abschnitt 2.4.4 anstelle von qa(evo) verwendet wird.
Tabelle 4.4 zeigt für ausgewählte Wortpaare deren LEV+-Ähnlichkeitswerte
und die Kognateinteilungen der jeweils optimalen Lösungen in Kognat (1) oder
Nicht-Kognat (0).
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w w′ LEV+ cog evo evo
′ ling
water water 1.00000000 1 1 1 1
golf golfe 0.80465959 1 1 1 1
long lung 0.75157899 1 1 1 1
golf gulf 0.75157899 1 1 1 1
donder thunder 0.58596498 1 1 1 1
gulf golfe 0.56997029 1 1 1 1
maan moon 0.50315797 0 0 0 1
donder tonnerre 0.46811776 0 1 1 1
thunder tonnerre 0.40923925 0 1 1 1
zon sun 0.33754397 0 0 0 1
zee sea 0.33754397 0 0 0 1
.
.
.
water eau 0.07471309 0 0 0 0
zon soleil 0.00885202 0 0 0 1
sun soleil 0.00000000 0 0 0 1
Tabelle 4.4.: Wortpaare (w,w′), ihre LEV+-Werte und Kognatbelegungen. Die Spal-
te „cog“ enthält die für qa(evo) optimale und valide Kognatmengenbelegung.
Die Spalte „evo“ enthält die optimale Belegung der kombinierten Güte qp(evo) ·
qm(evo) · qa(evo). Die Spalte „evo′“ enthält die Belegung der kombinierten Güte
qp(evo) · qm(evo) · q
′
a(evo) (Zweiter Lösungsansatz). Die Spalte „ling“ enthält die
tatsächlichen linguistischen Kognatbeurteilungen.
Bei der Belegung der Kognate ist für dieses Beispiel folgendes zu beach-
ten: Alle Wortpaare oberhalb des Schwellwertes th = 0.51998 werden für
die einfache Kognizitätsbewertung in der Spalte „cog“ als Kognate identifiziert.
Die zwei Wortpaare knapp unterhalb des Schwellwertes („donder“, „tonnerre“)
und („thunder“, „tonnerre“) werden in einer evolutionären Analyse, wie in der
nächsten Spalte „evo“ zu erkennen ist, zusätzlich als Kognate erkannt. Dabei
wirken die Multi-Substitution von „o“ in „u“ („l|u|ng“; „g|u|lf“; „th|u|nder“) und
die Multi-Einfügung von „e“ („tonnerr|e|“;„golf|e|“) vorteilhaft, wie in Abbil-
dung 4.3 zu erkennen ist.
Weiterhin sind die beiden evolutionären Belegungen der Spalten „evo“ und
„evo′“ für dieses Beispiel identisch, was als ein Indiz für die Gültigkeit der
Proportionalitätsannahme 2.4.3 gewertet werden kann. Im Allgemeinen werden
bei einer geeigneten, zufälligen und gleichverteilten Auswahl von Konzepten
großer Wortlisten keine Nachteile des Zweiten Lösungsansatzes gegenüber dem
Ersten Lösungsansatzes vermutet. Allerdings sind weitere empirische Untersu-
chungen diesbezüglich erforderlich.
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n > d
t > d
+ h
o >> u
+ r
++ e
Dutch English French
insertion multi e
 tonnerr|e|
 golf|e|
insertion r
 tonner|r|
substitution t -> d
 |d|onder
substitution multi o -> u
 l|u|ng
 g|u|lf
 th|u|nder
insertion h
 t|h|onder
substitution n -> d
 ton|d|er
long
golf
water
tonner
long
golf
water
donder
lung
gulf
water
thunder
poumon
golfe
water
tonnerre
Abbildung 4.3.: Darstellung einer optimalen Evolution mit den zu-
sätzlichen Repräsentanten der Ereignisse für die entsprechenden
Daten mit den Parametern: th=0.51998, comp=2.0 und Ersetzungs-
kosten:1.5, Einfügekosten:1.0, Auslöschungskosten:1.0, Kontakt-
kosten:1.4.
107
Ergebnisse
4.4. Germanisches Set
4.4.1. Blattsprachen und die Cognicity
Im Folgenden wurden fünf germanische Sprachen untersucht. Die Daten ent-
stammen größtenteils aus der Datenbank [18]5. Von 12 Konzepten dieser Da-
tenbank wurde eine normierte Wortliste erstellt, welche in der Tabelle 4.5 auf-
gelistet ist. In einem ersten Schritt wurde ein Alphabet aller vorkommenden
Buchstaben gebildet. In einem weiteren Schritt wurden alle Blattsprachen L0
konstruiert. Jede Zeile der Wortliste entspricht einer Wortbedeutung, bezie-
hungsweise einem sprachlichen Konzept. Für alle fünf Sprachen existiert ein
Eintrag pro Konzept. Diese nicht leeren Einträge bestehen aus einem Wort oder
aus mehreren alternativen Wörtern:
Dänisch Holländisch Englisch Deutsch Schwedisch
regn regen rain regen regn
sne sneeuw snow schnee snö
is ijs ice eis is
vejr weer,weder weather wetter väder
ild vuur fire feuer eld
flamme vlam flame flamme låga,flamma
røg rook smoke rauch rök
aske as ashes asche aska
glød sintels embers funken,glut glöd,glödande kol
brænde branden burn brennen bränna
antænde aansteken,ontsteken light,kindle,ignite anzünden,anstecken tända
udryde blussen extinguish löschen släcka
Tabelle 4.5.: Eine gegebene Wortliste. Alternative Wörter sind durch Kommata ge-
trennt. Jede Zeile entspricht einem linguistischen Konzept.
Für den Ersten Lösungsansatz der Kognatbelegung sind die Werte der LEV+-
Funktion auf Grundlage der Wortliste berechnet worden und auszugsweise für
zwei ausgewählte Konzepte in der Tabelle 4.6 sortiert aufgeführt6.
5Die Einträge für das Deutsche wurden eigens vorgenommen.
6Auf Grund unterschiedlich signifikanter Ähnlichkeiten zwischen zwei Sprachen kann es vor-
kommen, dass identische Wortpaare unterschiedlicher Sprachpaare andere Ähnlichkeitswer-
te besitzen.
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LEV+ w w′ LEV+ w w′
1.0 regn(Danish) regn(Swedish) 0.7986 glød glöd
0.9366 regen(Dutch) regen(German) 0.6043 glut glöd
0.8877 regen(Dutch) regn(Swedish) 0.5716 glød glut
0.8851 regen(German) regn(Swedish) 0.3750 glöd glödande kol
0.8597 regn(Danish) regen(Dutch) 0.3645 sintels embers
0.8523 regn(Danish) regen(German) 0.3493 sintels funken
0.5979 rain regn(Swedish) 0.3236 sintels glödande kol
0.5487 regn(Danish) rain 0.2915 glød glödande kol
0.4637 regen(Dutch) rain . . .
0.4213 rain regen(German) 0.1057 embers glöd
0.0880 funken glut
0.0793 glød funken
0.0565 glød embers
0.0144 embers glut
Tabelle 4.6.: Auszug sortierter Ähnlichkeitswerte der LEV+(w,w′)-Funktion für zwei
ausgewählte Konzepte (links:„Regen“, rechts:„Glut“) der Blattsprachen. Die unter-
strichenen Wortpaare besitzen trotz strukturgleicher Einzelwortvergleiche einen ab-
weichenden LEV+-Wert, da die allgemeine Ähnlichkeit der jeweiligen Sprachpaare
unterschiedlich ist. Es sei angemerkt, dass auf Grund der Normierung das buch-
stabenfremde Paar („embers“, „glut“ (rechts unten)) einen von 0.0 abweichenden
LEV+-Wert besitzt.
4.4.2. Eine Lösung
Mit dem beschriebenen Verfahren wurden verschiedene Lösungen für die ger-
manischen Daten untersucht. Nach begrenzter Berechnungszeit7 standen je-
weils verschiedene qualitativ gute Lösungen für die weitere Auswertung zur
Verfügung. Eine der gefundenen Lösungen hoher Güte wird im Weiteren vorge-
stellt. Sie ist in Abbildung 4.4 dargestellt. Die Tabelle 4.7 zeigt alle zugehörigen
Kognatmengen dieser Lösung:
72 CPUs mit je 2GHz, 2GB RAM, 48 Stunden Rechenzeit
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{regn, regen, rain, regen, regn}
{sne, snow, snö}, {sneeuw, schnee}
{is, ijs, eis, is}, {ice}
{weer, weder, weather, wetter}, {vejr, väder}
{ild, eld}, {vuur}, {fire}, {feuer}
{flamme, vlam, flame, flamme, flamma}, {låga}
{rook, rök}, {røg}, {smoke}, {rauch}
{aske, as, ashes, asche, aska}
{glød, glut, glöd}, {sintels}, {embers}, {funken}, {glödande kol}
{brænde, branden}, {brennen, bränna}, {burn}
{aansteken, ontsteken, anstecken}, {antænde, anzünden}, {light}, {kindle}, {ignite}, {tända}
{blussen, löschen}, {udryde}, {extinguish}, {släcka}
Tabelle 4.7.: Die Kognatmengen einer Lösung. Die Kognatbelegung entspricht nicht
genau einer linguistischen Einteilung der Wörter, was anhand von „sne, snow, snö“
und „sneeuw, schnee“ zu erkennen ist.
Als Parameter des Evolutionsmodells wurden folgende Werte verwendet:
th = 0.52, comp = 2, ν(Tdel) = ν(Tmultidel) = ν(Tins) = ν(Tmultiins) =
1, ν(Tsub) = ν(Tmutlisub) = 1.5, ν(Tcontact) = 1.4. Für die Verwendung der
Editierdistanzmethode zur Berechnung der Cognicity-Werte wurden die Ereig-
niskosten modellkonform übernommen8. Auf Grund der gegebenen Wortliste,
die nur eine kleine selektive Auswahl aller Konzepte enthält, wird im Speziellen
nicht erwartet, dass alle Kognate identifiziert werden. In diesem Beispiel exis-
tieren weiterhin viele Buchstabenunterschiede innerhalb der Kognate, jedoch
wenige Wortpaare, die nicht verwandt sind. Im Allgemeinen gilt: je mehr Kon-
zepte in die Berechnung einfließen, desto plausibler ist die Kognatebelegung9.
Für weitere Analysen wird vorgeschlagen eine zufälligere und größere Auswahl
an Konzepten zu betrachten.
Die Abbildung 4.4 zeigt die nachbearbeitete Darstellung der berechneten Lö-
sung. Für die Kognatmenge „rain“ ist exemplarisch der Wortersetzungsbaum in
Abbildung 4.5 angegeben.
8Die Kosten einer Einfügung eines Buchstabens der Phylogenie entsprechen den Kosten der
Einfügung eines Buchstabens der Levenshteinmethode.
9Dies ist unter anderem wegen der angenommen Proportionalität zwischen lexemischer und
phonologischer Distanz zwischen Sprachen der Fall.
110
4.4. Germanisches Set
insertion multi c
 s|c|hnee
 as|c|he
 anste|c|ken
 lös|c|hen
substitution multi o -> ö
 r|ö|k
 sn|ö|
substitution multi e -> a
 ask|a|
 flamm|a|
 bränn|a|
insertion multi h
 s|h|nee
 as|h|e
deletion multi e
 as||
 flamm||
deletion multi n
 anzünde||
 brenne||
insertion multi h
 wet|h|er
 as|h|e
81
96
94
76
18
24
67
11
96
16e -> a
8u -> ø
16   + n
57+ k
100ø -> ö
52i -> e
37++ n
79+ d
53+ ä
81- j
36+ k
98e >> a
46   + e
55h -> s
29+ b
16- t
-- e
+ o
- m
+ j
f -> v
+ d
+ t
a -> o
+ a
86u -> ö
- w
13- u
62++ h
74+ t
95+ e
96++ c
62++ h
2+ w
75+ a
66- m
100+ s
danish swedish dutch german english
2i -> g
ä -> e 6     
t -> z 23   
9
t -> d 3
o >> ö 3
æ -> a 2    
æ -> ü 43     
o -> e 2
Abbildung 4.4.: Eine Lösung der Beispieldaten aus dem Text. Es sind die Phylogenie,
die Transformationsereignistypen, ihre Signifikanz [0, 100] und zusätzlich für alle
Mehrfachersetzungen die Repräsentanten der Ereignisse angegeben. Mit den gege-
benen Parametern werden für diese Lösung keine Kontakte behauptet.
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1.0
1.5
1.5
rein
regn
rain
English
regen
German
regn
Swedish
regn
Danish
regen
Dutch
regen
regn
Abbildung 4.5.: Ersetzungsbaum der Kognatmenge „rain“ der berechneten Lösung.
4.4.3. Beste Ereignisse vieler Lösungen
Für das Extrahieren wichtiger Ereignisse guter Evolutionen wurde für jede Evo-
lution eine Liste aller Ereignisse zwischengespeichert. Für eine spezielle Topo-
logie (in diesem Fall die Topologie der Lösung aus Abbildung 4.4) wurden Er-
eignisse der gleichen Phylogeniekanten zusammengefasst. Mit Hilfe der Sum-
me aller zur Verfügung stehenden Qualitätswerte aller überprüfter Evolutionen
dieser Topologie wurde für jedes Ereignis die Signifikanz nach Formel 2.20 be-
stimmt. Betrachtet man nur Ereignistypen mit einer hohen Signifikanz, so lässt
sich ein Ereignisbaum konstruieren, welcher für jede Kante diejenigen Ereignis-
typen enthält, die eine gewisse Schwelle überschreiten. Die Abbildung 4.6 zeigt
für die Topologie der vorgestellten Lösung alle hochsignifikanten Ereignisse.
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57
+ k
46  
+ e
86
u -> ö
95
+ e
96
++ c
danish swedish dutch german english
æ -> ü
43     
88   
ö -> ø
a -> æ
54    
n -> d
47    
e -> i
45    
z -> t
61    
- e
41    
81
d -> t
47
+ c
76
+ t
55
s -> h
50
+ a
62
++ h
45
+ h
98
e >> a
79
+ d
53
+ ä
81
- j
81
+ ö
52
i -> e
100
+ s
75
+ a
62
++ h
66
- m
96
+ j
96
-- e
55
h -> s
73
+ u
90
++ o
67
++ a
81
f -> v
94
+ w
94
+ d
76
+ t
76
- m
Abbildung 4.6.: Signifikante Ereignistypen der Topologie aller Lösungen der glei-
chen Topologie, wie die der Lösung aus Abbildung 4.4.
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4.5. Kaukasisches Set
Fünf kaukasischen Sprachen Avar-Hid (A), Bezhta (B), Chechen-Dialect-Akkin
(C), Inxokvari (I) und Khinalug (K) wurden aus 43 Kaukasussprachen der IDS
Wortlisten [18] für spezielle Untersuchungen der Veränderung der Phylogenie
und der Identifizierung plausibler Multi-Transformationen und Protoformen zu-
fällig ausgewählt.
4.5.1. Veränderung der Phylogenie
Zunächst wird für die gegebenen Daten eine Vergleichsphylogenie vorgestellt.
Das die Phylogenie einer besten Lösung nach endlich vielen Verfahrenschrit-
ten mit hoher Wahrscheinlichkeit eine linguistisch plausible Topologie abbildet,
kann anhand der gegebenen Daten für diese Vergleichsphylogenie gemessen
werden. Weiterhin kann gezeigt werden, dass mit der vorgeschlagenen, evolu-
tionären Analyse Verbesserungen der Kantenlängen bezüglich akkumulierender
Verfahren erreicht werden können.
Vergleichsphylogenie aus der Literatur
Für die fünf Sprachen wurde die Vergleichsphylogenie (extrahiert aus [24, Seite
21]) aus der Abbildung 4.7 herangezogen ((((B,I),A),C),K).
West Daghestanian
Tsezic
BezhtaKhinalugh
Nakh-Daghestanian
Daghestanian
Avar-Hid Inxokvari Akkin
BC
AD
-2500
2000
(K) (A) (I) (B) (C)
Abbildung 4.7.: Phylogenie der fünf verwendetet Kaukasussprachen aus [24].
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Phylogenieverbesserung im Laufe der Approximation
Um zu zeigen, wie sich eine anfänglich rekonstruierte Phylogenie im Laufe
mehrerer Annäherungsschritte innerhalb des Annäherungsverfahrens verbes-
sert, wurde dieses mehrfach bei unterschiedlicher Datenlage angewendet:
Für jeden neuen Annäherungslauf wurden jeweils 40 Konzepte der fünf Spra-
chen zufällig neu ausgewählt. Für jeden Lauf beginnend bei einer Startevolution
wurden die entsprechenden Phylogenien nach k = 1000 Durchgängen10 rekon-
struiert. Die Tabelle 4.8 zeigt die Veränderungen der jeweils besten Phylogenien
des Pools nach Beendigung der Durchläufe. Circa 2/3 der ermittelten Phyloge-
nien stimmten dabei mit der in der Literatur angegebenen Vergleichsphylogenie
überein.
Lauf Startevolution Phylogenie nach 1000-Durchläufen
1 ((((A,I),B),C),K) ((((B,I),A),C),K)
2 ((((A,I),B),C),K) ((((B,I),A),C),K)
3 ((B,K),((I,C),A)) ((((B,I),A),C),K)
4 ((((A,K),I),C),B) ((((A,K),I),C),B)
5 ((((I,C),A),B),K) ((((B,I),A),C),K)
6 ((((A,I),B),C),K) ((((A,I),B),C),K)
. . .
Tabelle 4.8.: Phylogenien der Startevolution und der besten Evolution des Annähe-
rungsverfahrens nach 1000 Läufen. Die in der Literatur postulierte ((((B,I),A),C),K)
Phylogenie wird in den beispielhaften Verfahrensläufen in der jeweiligen Startevo-
lution nie postuliert, jedoch in ungefähr 4 aus 6 Fällen nach genügend langer Ap-
proximation als beste Phylogenie vorgefunden.
Evolutionäre Entfernungsverbesserung
Für die fünf Kaukasussprachen und ausgewählten 40 Konzepte wurde eine Ent-
fernungsmatrix Dakk als akkumuliertbasierter Vergleichsansatz erzeugt. Dafür
wurden alle Wörter der Sprachen mit Hilfe der LEV+-Methode bewertet, so
10Es wurden ungefähr 1000 Durchgängen pro Annäherungslauf durchgeführt, was in Anbe-
tracht freier Änderungmöglichkeiten pro Evolution extrem wenig ist, jedoch ausreicht um
die nötigen Veränderungsprozesse zu demonstrieren.
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dass für jeweils ein Sprachpaar ein gemittelter Entfernungswert in Dakk erzeugt
wurde. Mit Hilfe des Programms SplitsTree [17]11 wurde mit dem Neighbor-
joining-Verfahren unter Beachtung der Kantengewichte eine Phylogenie der
fünf Sprachen erzeugt.
Diese Phylogenie wurde mit der Phylogenie der besten Lösung eines Annähe-
rungsverfahrens mit 1000 Läufen hinsichtlich der Kantengewichte verglichen.
Die kantengewichtete Phylogenie der besten Evolution evo ist dabei wie folgt
ermittelt worden:
Zunächst wurde die Phylogenie der Evolution konstruiert. Jede Kante der
Phylogenie besitzt dabei eine Menge von postulierten Transformationen. Die
summierten Kosten aller Ereignisse einer Kante stellen das Gewicht dieser Kan-
te dar. Zwei Blattsprachen besitzen damit jeweils ein Entfernungsgewicht, wel-
ches durch die Summe aller Kantengewichte entlang des verbindenden Weges
gegeben ist. Eine EntfernungsmatrixDevo wurde mit Hilfe der Entfernungswer-
te der Blattsprachen konstruiert und ebenfalls mit SplitsTree ausgewertet.
Die Ergebnisse sind in Abbildung 4.8 dargestellt. Wie zu erkennen ist, sind
die Topologien beider Phylogenien identisch. Die Sprachgruppen sind aller-
dings in der evolutionär erzeugten Phylogenie plausibler voneinander getrennt,
was an längeren inneren Sprachkanten zu erkennen ist.
11Als Tree-building Methode wurde die Neighbor-joining-Methode für den Consensus-Tree-
Modus mit Standardwerten gewählt.
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Avar-Hid
Bezhta
Inxokvari
Chechen-Akkin
Khinalug
evolutionary distances accumulated distances
Phylogenies comming from
Avar-Hid
Bezhta
Khinalug
Chechen-Akkin
Inxokvari
Abbildung 4.8.: Verbesserung der Phylogenie mit Hilfe der Rekonstrukti-
on der besten Evolution des Annäherungsverfahrens. Evolutionär unter-
stützte Kantengewichte gruppieren die Sprachen plausibler als die Ent-
fernungen der gemittelten Wortabstände der Sprachen.
4.5.2. Linguistische Ereignisse und Protoformen
Ereignisse
Wie bereits erwähnt, wurden für das Kaukasische Set mehrere Annäherungs-
läufe durchgeführt. Einer dieser Läufe ist exemplarisch ausgewählt worden und
das Ergebnis in Abbildung 4.9 dargestellt. Jede einzelne Buchstabenverände-
rung kann dabei nachvollzogen werden. In der Tabelle 4.9 sind für diesen Lauf
und die beste Evolution nach ungefähr 2000 Annäherungsschritten alle Multi-
Transformationen aufgeführt, welche einen gleichen rechten oder linken Buch-
stabenkontext besitzen.
Mit Hilfe der nachträglichen Analyse der aktuell besten Evolution können
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solche Multi-Transformationen selektiert werden, welche reguläre Veränderun-
gen repräsentieren könnten. In dieser exemplarischen Lösung sind einige plau-
sible Buchstabenentsprechungen und -einfügungen zu erkennen. In der Litera-
tur können unter anderem Vorkommen der vorgefundenen Multi-Substitution
der Sprache „Bezhta“ vom Buchstaben „u“ zum Buchstaben „o“12 speziell für
das Konzept „Mond“ in der in [41, Seite 1044] (Mitte) rekonstruierten Proto-
Tsezic-Form13 „*bocV“14 vorgefunden werden. Durch eine Verschiebung wan-
delte sich die Protoform „*bocV“ in die heutige „Bezhta“-Form „boco“.
12In der Tabelle 4.9 grau hervorgehoben.
13Entspricht hier dem inneren Knoten, welcher „Bezhta“ und „Inxokvari“ vereint.
14Transkodierung nach [41, Seite 15 ff.]. „*“ bezeichnet, dass es sich um eine rekonstruierte
From handelt. „V“ bezeichnet Vokale.
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у -> е
и -> я
+ е
-- к
-- І
в -> б
+ е
+ а
++ и
++ г
++ у
++ ь
Avar-Hid
о -> ?
к -> н
а -> о
у >> и
у >> о
к -> х
+ І
+ и
+ л
+ т
ъ -> и
+ е
г -> ъ
- І
++ в
++ а
++ о
Bezhta
ь -> з
а -> е
ь -> л
о -> е
ы -> а
х -> г
х -> л
а -> и
к -> т
л -> м
г -> к
+ с
- ы
л -> и
- б
++ ъ
+ у
- х
++ и
++ а
Inxokvari
г -> х
р -> д
- ц
+ ц
+  
+ о
- к
++ р
- т
в -> д
и >> о
-- а
Chechen-Akkin
ц -> ъ
е -> а
в -> к
о -> у
- І
+ н
+ у
х -> г
л -> р
б -> к
++ ь
++ и
а -> ж
а -> д
а -> в
а >> з
++ т
Khinalug
Abbildung 4.9.: Phylogenie mit Ereignissen der besten Evolution des Annäherungsver-
fahrens nach 2000 Durchläufen für die fünf kaukasischen Sprachen. Unterschied-
liche Transformationstypen sind innerhalb der Label und durch unterschiedliche
Knotensymbole erkennbar. Proto-Sprachen und Ersetzungspositionen innerhalb von
Wörter sind nicht explizit angegeben.
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Kante Ereignis Vorkommen Vorkommen Vorkommen
Bezhta sub* u -» o nasl |u| hil|u| pikr|u|
kъ |u|na
Inxokvari ins* a ihtii˘||r tul vagz bii˘|| kъam ||
ihtii˘r tul|| kъam || kъalahъ ||s
kъalahъs||
Avar-Hid sub* a -» e nah|a| зne kъarzalъe kьal |a| kъarzalъe kь|a|la
ins* o hn|| zagьr|| h||n
tusnahanu vug||
Bezhta ins* ь xaъat|| xa||ъat zag||ru
bo||жarab gьa||i˘man boжarab||
kъa||m boжar||ab gьai˘man||
ins* a boжar||b kъarza nill || kъarza ni||ll
||hъo i˘ekьal
sub* u -» o b|u|cu buc|u| kkk|u|
ins* l i˘ita|| hъo i˘ekьa|| kъarza nil||
Khinalug ins* ь zaga||r ha||i˘van zagar||
sa||gat za||gar sagat||
kilsa||
Bezhta ins* a ||ьqen -n|| ant||
hъaq|| gъal ||t kъ ||ьm
ьqen|| baъl||l
ins* l i˘eha|| i˘hъa|| banan||is hoьhoь
baъl|| i˘eh||a
Avar-Hid sub* u -» a b|u|ъulle buъ |u|lle жub|u|le
Avar-Hid sub* a -» o gai˘ib|a| k|a|dobe bosle mekъ |a|
Bezhta ins* o hъohъi˘|| hъohъ ||i˘ hanlъi i˘||val
gьos gaьgьii˘|| maжlislis bil|| i˘ok||lal
ins* ь g||asagъas g||akal
gьaram || i˘oval gьos gagi||i˘ gьa||ram i˘oval
gьos ga||gii˘ a||i˘ibii˘av
sub* a -» i n|a|caъas maжlislas b|a|l maжlisl |a|s bal
ins* l i˘ihъa|| i˘ikъaxa|| i˘ikъ ||axa
maжlis||as ba gaka|| maжlisas ba||
hanlъi gi˘va||
ins* i˘ ||ihъa gai˘ibi||av ||ikъaxa
||iжecal iжec||al
Inxokvari sub* a -» o c|a| gьos g|a|llu kor|a|
m |a|kъu
Chechen sub* a -» e m |a|l? x |a|kyr c|a|
Tabelle 4.9.: Alle Multi-Transformationen mit mindestens zwei Vorkommen desselben
rechten oder linken Buchstabens von 4 Evolutionen (durch Trennlinien getrennt)
eines Annäherungsprozesses nach ungefähr 2000 Schritten. Die fünf kaukasischen
Sprachen beinhalten jeweils 40 zufällig ausgewählte Konzepte der IDS Wortliste.
Wichtige Multi-Transformationen wurden nur für Kanten der Blattsprachen gefun-
den. Einige kommen in mehreren Evolutionen gleichzeitig vor: zum Beispiel „Bez-
hta sub* u -» o“. Diese Transformation ist grau hinterlegt und wird in der Literatur
als plausible Verschiebung (siehe Text) identifiziert.
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Protoform
Für die Evolution aus Abbildung 4.9 und deren Kognatmengeneinteilung wur-
den für den Wurzelknoten alle Protoformen der rekonstruierten Sprache in Ta-
belle 4.10 aufgeführt. Dabei ist jeder Kognat-Menge15 der fünf kaukasichen
Blattsprachen die entsprechende rekonstruierte Form hinzugefügt worden16
Man erkennt, dass viele Protoformen eine Entsprechung in den Blattsprachen
besitzen. Dies lässt sich durch die geringe Auswahl an nur fünf verschiedenen
Sprachen erklären. Es gibt jedoch auch veränderte, rekonstruierte Formen, wie
beispielsweise in den Zeilen 4, 6 oder 9 der Tabelle. Die rekonstruierten Formen
sind nur unter den Modellbedingungen begründet.
# Kognatmenge der Blattsprachen rekonstruierte Protoform
1 gьino, gьune *gьuno
2 pikru, pikro, pikru *pikru
4 hahab, aluka *hahkab
5 dac, vac, vaъ *vac
6 attimaь, vimaь, dimaь, жimaь, zimaь *aimaь
7 boh, boh *boh
8 bakъ, bohъ, bikъ *bakъ
9 hilo,gъilu *hilu
13 kigo,ku *ko
14 kъona,kъune *kъuna
15 pipe,pop,pip *pip
19 ihtir kьele,ihtii˘ar nilal,ihtii˘ar tula *ihtii˘r kul
20 magita,mago *magita
22 kilisa,kils,kilsaь,kilisa *kilsa
23 kit,kit,kit,kit *kit
24 boh,boh *boh
Tabelle 4.10.: Auswahl rekonstruierter Protoformen: Einer Kognatmenge der Blattspra-
chen ist jeweils die rekonstruierte Wortform der Proto-Sprache der Evolution zuge-
ordnet.
4.6. Indoeuropäisches Set
Wie beim kaukasischen Set des vorherigen Abschnittes 4.5 wurden für eine
neue Untersuchung 4 indoeuropäische Sprachen mit 30 zufällige ausgewählten
Konzepten in einem Annäherungsverfahren herangezogen. Die lateinisch tran-
skribierten Übersetzungseinträge für Englisch, Französisch, Portugiesisch und
15Es werden nur Mengen mit mehr als einem Element aufgelistet.
16Protoformen sind mit einem Asterisk (*) versehen.
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Spanisch wurden für die erneute Untersuchung der Identifizierung plausibler
Multi-Transformationen und der Verbesserung der Protoformen gebildet17.
4.6.1. Ereignisse mit Buchstabenkontext
In der Tabelle 4.11 sind alle wichtigen Multi-Transformationen mit Buchstaben-
kontext für drei Kanten der Blattsprachen Französisch, Portugiesisch und Spa-
nisch angegeben. In den Spalten „Vorkommen“ sind diejenigen Wörter aufge-
listet, in denen die Multi-Transformationen auftraten. Ziel linguistischer Inter-
pretationen ist im Allgemeinen die Identifizierung regulärer Ersetzungen. Der
Buchstabenkontext kann Linguisten helfen, plausible regelbasierte Buchstaben-
ersetzungen zu postulieren.
Kante Ereignis Vorkommen Vorkommen Vorkommen Vorkommen
*Französisch sub* a -> e ambrass|a|r compt|a|r endommag|a|r pleur|a|r . . .
*Portugiesisch ins* o ratnh|| hospeder|| rat|| azed|| . . .
sub* u -> o h|u|speder h|u|rta cobert|u|r ce|u|rar . . .
del* e azed|e| torcer|e| hu|e|rta fu|e|go . . .
*Spanisch ins* o ácid|| fraster|| agri|| extranjer|| . . .
ins* a semill|| rat|| cont||r abraz||r . . .
sub* e -> l semi|e|e tobi|e|lo l|e|orar semie|e| . . .
del* e acid|e| huésped|e| beul|e| torcer|e| . . .
Tabelle 4.11.: Alle Multi-Transformationen mit mindestens zwei Vorkommen dessel-
ben rechten oder linken Buchstabens der besten Evolution eines Annäherungspro-
zesses nach ungefähr 2000 Schritten. Die Sprachen beinhalten jeweils 30 zufällig
ausgewählte Konzepte der IDS Wortliste. Die Vorkommen sind Wörter aus Sprachen
mit entsprechender Transformation. Es handelt sich um rekonstruierte Formen.
4.6.2. Verbesserung der Protoform
Für die Daten aus Tabelle 4.11 wurde die Ursprache der 4 gegebenen Blatt-
sprachen rekonstruiert. Die Wortformen dieser Proto-Sprache sind in Tabelle
4.12 aufgelistet. Dabei ist jeder gefundenen Kognat-Menge der Blattsprachen
die entsprechende rekonstruierte Form der Proto-Srache zugeordnet18.
17Die Parameter und Methoden entsprechen denen des kaukasischen Sets
18Protoformen sind mit einem Asterisk (*) versehen.
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Der Einfluss der Multi-Transformationen kann anhand dieser Evolution gut
nachvollzogen werden. Die Kognat-Menge {„mucus“, „muco“, „moco“}19 wür-
de ohne konzeptübergreifende Ersetzungen mit Hilfe eines minimalen Buchsta-
benersetzungsmodelles kostengünstigst folgende Protoformen behaupten: „mo-
co“ oder „muco“. Die rekonstruierte Form „mucu“ wird nur auf Grund der
evolutionär günstigen Multi-Substitution: *Portugiesisch u -> o („h|u|speder“,
„h|u|rta“, „cobert|u|r“, „ce|u|rar“, f|u|go“, „muc|u|“) aus Tabelle 4.11 besser be-
wertet. Die rekonstruierten Formen sind nur unter den Modellbedingungen be-
gründet.
19In Tabelle 4.12 grau hinterlegt.
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# Kognatmenge der Blattsprachen rekonstruierte Protoform
1 loup, lobo, lobo *loup
2 tordre, torcer, torcer *torcere
3 embrace, embrasser, abrac¸ar, abrazar *abraar
4 hospedeiro, hue´sped, hospedero *hue´speder
5 host, hoˆte hooˆte
6 stranger, e´tranger, estranho, forasteiro, extranjero, forastero *etraner
7 acid, acide, a´cido, azedo, a´cido *acide
8 aigre, agrio *agre
9 beak, bec *beak
10 bico, pico *bico
12 spit, cuspir *spir
13 garden, jardin, jardim, jardi´n *jarden
14 horta, huerto *huerto
15 fire, feu *fire
16 fogo, fuego *fuego
17 count, compter, contar, contar *contar
18 seed, semence, semente, semilla *semee
19 dans, dedans *edans
20 dentro, adentro, dentro *dentro
21 tornozelo, tobillo *tobielo
23 doigt de pied, dedo do pe´, dedo del pie *dedo deo pe
24 mat, natte, tapete *naete
25 deitar-se, acostarse, echarse *eitar-se
28 sling, estilingue *eslinge
29 fronde, funda, honda *funda
30 gamela, batea, artesa *amela
31 couverture, cobertor *coverture
32 embriagado, ebrio *embriao
33 damage, endommager, dan˜ar *edamar
35 mucus, muco, moco *mucu
36 mouse, souris *sours
37 rat, rat, rato, ratinho, rato´n, rata *ratn
Tabelle 4.12.: Auszug rekonstruierter Protoformen: Einer Kognatmenge der Blattspra-
chen ist jeweils die rekonstruierte Wortform der Proto-Sprache der Evolution zuge-
ordnet. Die Kognateinteilung der unterstrichenen Formen ist linguistisch unbegrün-
det. Die grau hinterlegte Kognatmenge wird im Text näher erläutert.
4.7. Verdeckte Kognate
Das folgende Minimalbeispiel verdeutlicht, wie eine optimale κ-Belegung ei-
ner Evolution unähnliche Kognate identifiziert, die durch einfache Ähnlichkeits-
funktionen nicht gefunden werden.
Mit Hilfe der Multi-Transformationen kann linguistische Ähnlichkeit besser
behauptet werden. Es ist oft der Fall, dass einzelne Ersetzungen zwischen Wör-
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tern aus Sparsamkeitsgründen nicht plausibel sind. Zum Beispiel nimmt man
im Normalfall bei buchstabendisjunkten Wörtern an, dass sie sehr unähnlich
sind und jede editierorientierte Annäherung beider Wörter sehr aufwendig ist.
Die Mehrfachersetzungen, welche für den evolutionären Veränderungsprozess
modelliert sind, stellen im Allgemeinen reguläre und konzeptübergreifende Ver-
änderungen der gesamten Sprache dar. Die Kosten solcher Ersetzungen teilen
sich alle beteiligten Vorkommen. Die linguistische Einzelähnlichkeit von Wort-
paaren wird ohne diese sprachregulären Überlagerungen noch präziser.
Zur Verdeutlichung der Problematik, seien in Tabelle 4.13 zwei künstliche
Sprachen S1 und S2 mit je vier Konzepten als Wortliste gegeben. Für alle Wort-
paare dieser Liste wurde der normierte LEV+-Wert bestimmt:
wS1 w
′
S2
LEV+(w,w
′) cog evo
ad bd 1.0 1 1
xc xk 1.0 1 1
ac bk 0.0 0 1
tu io 0.0 0 0
Tabelle 4.13.: Evolutionär ermittelte Kognatbelegung (evo) im Vergleich zu akkumula-
tiv ermittelter Belegung (cog)20.
Weiterhin wurden zwei κ-Belegungen cog und evo ermittelt. cog ist dabei die
optimale und valide Kognatmengenbelegung bezüglich der Güte qa(evo) und
evo ist entsprechend die Belegung der optimalen, evolutionären, kombinierten
Güte q(evo)21.
Wie ersichtlich ist, bewertet die evolutionäre Güte q(evo) das Paar (ac, bk)
als Kognat, weil dieses durch Multi-Transformationen in der jeweiligen Sprache
sinnvoll erscheint. Es finden zwei Substitutionen a → b und c → k auf jeweils
mehreren Wörtern der Sprache S1 statt. Im evolutionären Modell werden diese
Multi-Transformationen als eine einzige Transformation gewertet.
Obwohl beide Wörter (ac) und (bk) keinen Buchstaben gemeinsame haben,
ist es in diesem extremen Beispiel wahrscheinlich, dass sie verwandt sind. Fer-
ner lässt sich im Allgemeinen für natürlich sprachliche Ausgangsdaten ver-
21Modellparameter: ν(Tsub) = 1.5, ν(Tins) = ν(Tdel) = 1.0.ν(Tcontact) = 1.4 und L0 =
{S1, S2}, comp = 2,th = 0.520.
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muten, dass Kognat-Beziehungen postuliert werden können, welche nicht nur
durch eine hohe Buchstabenähnlichkeit hervorstechen.
4.8. Approximationsverfahren
In Abschnitt 4.5 wurde das kaukasische Set mit Hilfe des Verfahrens der An-
näherung an eine beste Lösung ausgewertet. Abbildung 4.10 zeigt für jeden
Schritt dieser Berechnung den Gütewert der aktuell erzeugten Evolution eines
Durchganges an.
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Abbildung 4.10.: Gütewerte der aktuellen Evolutionen in jedem Annäherngsschritt.
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Wie zu erkennen ist, werden in den ersten 500 Durchläufen Evolutionen im
Pool behalten, die ihre Güte verbessern. Nach einigen Durchläufen wandeln
sich einige der Kletterer des Verfahrens in Talwanderer. Stetig werden darauf-
hin immer schlechtere Evolutionen gefunden. Die Verbesserung der insgesamt
besten Güte einer jemals gefundenen Evolution steigt im Vergleich langsamer
an. Die ersten Untersuchungen zeigen, wie schwer es für ein Annäherungsver-
fahren ist, das globale Maximum in möglichst wenigen Durchläufen zu errei-
chen.
4.9. Schriftbeziehungen
In einer weiteren Untersuchung wird deutlich, dass auch Sprachen unterschied-
licher Schriftsysteme miteinander in einer gemeinsamen evolutionären Analy-
se verglichen werden können. Einheitliche Schriftsysteme aller Sprachen ma-
chen zwar die Interpretation der postulierten Lösungen und Ersetzungsereignis-
se plausibler, jedoch können Beziehungen zwischen Kognaten ohne Wissen der
Buchstabenentsprechungen aufdeckt werden.
4.9.1. Implizite Schrifttransformation
Eine einheitliche Schrift ist für einige Wortlisten leider nicht immer gegeben.
Eine Abbildung von Transliteralen der einen Schrift auf eine andere Schrift wür-
de diesem Problem Abhilfe schaffen. Sie ist oft aber umstritten oder mehrdeu-
tig. Mit dem vorgestelltem Modell wird eine Evolution mit Hilfe von vielen
Transformationen zwischen allen Sprachen erzeugt. Werden zwei verschiede-
ne Schriften in den Ausgangssprachen verwendet, ist es möglich einige dieser
Transformationen als transliterale Zuordnungen aufzufassen.
Mit der Verwendung unterschiedlicher Schriften werden im Allgemeinen kei-
ne Äquivalenzklassen von Buchstaben gebildet, die einen gleichen oder genü-
gend ähnlichen Laut repräsentieren. Ist dies für die linguistische Interpretier-
barkeit gewünscht, muss zum Beispiel vor jeder evolutionären Analyse ein ky-
rillisches „a“ in ein lateinisches „a“ übersetzt werden. Werden die Buchstaben
nicht transliteriert, wird in der Analyse eine Transformation auftauchen, die ge-
nau diese Übersetzung nachvollzieht. Die Kosten einer solchen, zusätzlichen
Transformation verfälschen die Ergebnisse. Folglich wird der Abstand zweier
Sprachen mit unterschiedlicher Schriftkodierung größer als erwartet. Geht man
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von der Annahme aus, dass zwei verschiedene Schriften ein Indiz für sprachli-
chen Abstand darstellen, so wäre diesem Fakt wiederum Rechnung getragen. In
welchem Maße dies geschieht, ist allerdings nicht explizit bekannt. Im Allge-
meinen wird vorgeschlagen alle Wörter in einer möglichst nahen Entsprechung
der Lautschrift in den Daten vorauszusetzen. Ein einheitliches Alphabet erleich-
tert sprachliche Interpretationen.
4.9.2. Beispiel Korrespondenzen
In Abbildung 4.11 sind schematisch einige Transformationen zwischen den
zwei Sprachen „Englisch“ und „Russisch“ aufgelistet. Einige dieser Transfor-
mationen lassen sich als schriftabhängig identifizieren. Es ist wichtig, dass die
Sprachen wenigstens einige Kognate besitzen22, die das Identifizieren sinnvoller
Transformationen wahrscheinlich werden lassen. Es wurde eine Auswahl von
200 Konzepten beider Sprachen aus [18] herangezogen. Alle Wörter der eng-
lischen Sprache liegen in einer Wortliste in lateinischer Schrift kodiert vor, die
russischen dagegen in kyrilischer.
Um eine Analyse beider Sprachen zu beschleunigen und um Buchstaben-
entsprechungen zu identifizieren, wurden alle Wortpaare der Wortliste als Ko-
gnate betrachtet. Die gefundenen Buchstabenentsprechungen wurden dadurch
sehr schnell erzwungen. In Abbildung 4.11 sind aus einer guten Lösung einige
Multi-Transformationen in entsprechender Reihenfolge zu sehen. Alle anderen
Ereignisse sind nicht dargestellt. Weiterhin wurden die Ersetzungen gesondert
gekennzeichnet, welche sich eindeutig als schriftabhängige Transformationen
identifizieren lassen. Auch einige Wortpaare dieser Transformationen sind stell-
vertretend aufgelistet. Der Einfluss der zwei unterschiedlichen Schriften auf das
Rekonstruktionsmodell lässt sich in dieser Abbildung deutlich erkennen.
22Die russische und die englische Sprache enthalten beide viele französische Lehnwörter.
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е > e
р > r
р > a
а > l
е -> e
с -> в
а > n
н > e
е > c
о > o
о > e
о > r
с > s
о > d
о > a
н > a
л > a
е > r
а > m
р > o
м > e
ь > e
о > t
е > n
и > a
м > m
о > l
и > l
к > a
с > o
в > w
а > o
т > t
english
a > е
a > а
с -> ш
r > а
о > т
e > а
е > н
е > о
а > я
russian
е > i
sister - сестра
...
stall - стойло
...
sister - сестра
...
water - вода
snow - снег
cow - корова
...
океан - ocean
stable - стойло
light  - свет Abbildung 4.11:
Auszug einer evolutionären
Rekonstruktion von Er-
eignissen zweier Sprachen
„Russisch“ und „Englisch“.
Dargestellt sind einige Multi-
Transformationen, welche die
Wörter des Englischen in die
Wörter des Russischen trans-
formieren. Transformationen
mit vielen einzelnen Erset-
zungen sind farblich dunkler
dargestellt. Die verknüpften
Wörter entstammen auszugs-
weise aus [18] und wurden alle
als Kognate eingestuft. Einige
Multi-Transformationen las-
sen sich als schriftabhängige
Transformationen identifizie-
ren (unterstrichen). Für einige
sind die korrespondierenden
Wortpaare aufgelistet.
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5.1. Fazit
Wie die bisherigen Untersuchungen gezeigt haben, ist der Ansatz der evolutio-
nären Rekonstruktion der Buchstabenersetzungsgeschichte vielversprechend.
Die Idee, für jedes historische Sprachereignis eine entsprechende Transforma-
tion zu modellieren, überzeugt, weil für weitere linguistische Interpretationen
die postulierten Kognatmengen, die Transformationsereignisse und die Proto-
Wortformen explizit rekonstruiert werden. Probleme gibt es mit diesem An-
satz, wie bei vielen anderen lexikostatistischen Verfahren, bei der Festlegung
der Optimierungskriterien. Hinzu kommt die hohe Berechnungskomplexität des
Modelles und die damit verbundenen technischen Herausforderungen an das
Rekonstruktions- und Optimierungsverfahren.
„The main challenge . . . is building a system that given word-
lists representing two or more daughter languages would be able
to perform a fully automatic reconstruction of an unrecorded proto-
language. Such system would have to be able . . . to identify cogna-
tes, . . . to identify regular correspondences, and . . . to reconstruct
the proto-forms . . . “ [20, Seite 22]1
Buchstabenentsprechungen Mit der vorgestellten Methode werden alle
günstig bewerteten Buchstabenkorrespondenzen entsprechend der freien Mo-
dellparameter automatisch ermittelt. Dabei werden reguläre Multi-Transforma-
1Vollständige Übersetzung des Verfassers: „Die größte Herausforderung in der historischen
Phonologie ist es ein System zu konstruieren, welches in der Lage ist, eine Rekonstruktion
einer undokumentierten Proto-Sprache bei mehreren gegebenen Sprachen einer Wortliste
vollautomatisch vorzunehmen. Solch ein System müsste erstens in der Lage sein, Kognate
zu identifizieren, sie dann zu alignieren, um reguläre Lautkorrespondenzen zu identifizieren
und letztlich die Protoformen durch die Zuweisung von Protophonemen zu den Korrespon-
denzen zu rekonstruieren“.
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tionen postuliert, welche in gewisser Weise als Lautentsprechungen zwischen
Sprachen aufgefasst werden können.
Kognate Das Ziel erster Untersuchungen war es, nicht nur Kognate zwischen
Sprachen auf Grund ihrer allgemeinen strukturellen Ähnlichkeit zu identifizie-
ren, sondern zusätzlich besonders solche zu bevorzugen, die mit evolutionär
plausiblen Buchstabenentsprechungen zu erklären sind. Dies wurde bereits in
kleinen Beispielen natürlicher Sprache gezeigt.
Kontakt Auf einfache Weise wurde versucht Sprachkontakt in eine Rekon-
struktionsanalyse einzubeziehen. Der große Einfluss des Kostenparameters für
die entwickelte Kontakt-Transformation wurde in den Untersuchungen dieser
Arbeit deutlich2. Für qualitative Aussagen zu historischen Sprachkontakten ist
eine differenziertere Modellierung notwendig3.
Detailgenauigkeit Ein großer Vorteil des Ansatzes ist es, detaillierte Infor-
mationen der rekonstruierten Ereignisse für weitere Analysen zu Verfügung zu
stellen. In einer visuellen Darstellung einer Evolution kann die behauptete Phy-
logenie und die einzelnen Vorkommen der Transformationen analysiert werden.
Gütebewertungen Das vorgestellte Modell ist grundsätzlich in der Lage
Entwicklungen von Buchstabenersetzungen linguistisch zu bewerten. Die Be-
wertung stützt sich dabei größtenteils auf das Parsimonieprinzip, welches als
Grundprinzip für alle weiteren Überlegungen gilt. Im Gegensatz dazu sind so-
wohl die Proportionalitätsannahme, die Einschränkung auf einige wenige lin-
guistische Transformationen als auch die Hilfsbewertungen der Kognatbele-
gung für den Ersten Lösungsansatz weiterführend zu untersuchen.
Verfahren Bei der Realisierung des Rekonstruktionsverfahrens einer Evo-
lution werden viele dynamische Eigenschaften technisch berücksichtigt, so dass
2Einerseits verursachen kleine Unterschiede der Wahl des Kostenparameters große Änderun-
gen in der aktuell besten Evolution und andererseits scheint die Modellierung nicht exakt
den linguistischen Realitäten zu entsprechen. Zudem wurden die besten Ergebnisse oft er-
zielt, wenn möglichst wenig Kontakt (mit Hilfe eines hohen Kostenwertes) angenommen
wurde.
3Siehe dazu die Vorschläge in Abschnitt 5.2.1.
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eine Ergebnisauswertung relativ schnell erfolgen kann. Dagegen genügt das An-
näherungsverfahren noch nicht den erweiterten Zielstellungen. Die vorgefunde-
ne hoch „zerklüftete“ Wertelandschaft der Lösungen erschwert im Allgemeinen
einen Annäherungsprozess. Es ist ferner nicht trivial, möglichst kleine punk-
tuelle Veränderungen an bestehenden Evolutionen durchzuführen ohne große
Teile der Rekonstruktion aufwendig neu berechnen zu müssen.
Daten Für linguistisch gehaltvolle Aussagen ist es wichtig, eine genügend
große Menge an Ausgangsdaten zu verwenden, um die signifikanten von den
zufälligen Buchstabenersetzungen zu unterscheiden. In ersten Untersuchungen
wurden jedoch aus Gründen der Berechnungskomplexität kleinere Datenmen-
gen verwendet. Ein großes Problem bei großen Daten stellt die enorme Vielfalt
an zu untersuchenden gültigen Evolutionen für viele Sprachen und Konzepte
dar. Die linguistische Fundiertheit der Ergebnisse der bisher untersuchten Wort-
listen ist entsprechend der untersuchten Größe zu gering.
5.2. Ausblick
Mit dem vorgestellten Ansatz lassen sich hinreichend gute Phylogenien und Ko-
gnatmengen postulieren. Es gibt jedoch viele Möglichkeiten die Bewertung und
Modellierung zu erweitern und zu verbessern. In den folgenden Abschnitten
werden einige Erweiterungen für das Modell und das Verfahrens vorgeschla-
gen:
5.2.1. Kontaktmodifikation
Die Kontakt-Transformation und der damit verbundene Informationsaustausch
zwischen Sprachen ist in dieser Arbeit sehr einfach gestaltet. Bei der Identi-
tät zweier Wortformen kann ein möglicher Kontakt zwischen den Sprachen,
abhängig von der Verscmelzungsgüte, angenommen werden. Der linguistische
Prozess, der sich dahinter verbirgt, ist aber vielschichtiger und komplexer.
„. . . establishing contact as a cause of language change is possible
under favorable circumstances but impossible under less favorable
133
Zusammenfassung und Ausblick
conditions.“ [43, Seite 710]4
Im Folgenden werden einige Vorschläge unterbreitet, wie Sprachkontakt bes-
ser nachgebildet werden kann.
Größerer Kontakt Für eine bessere Belegbarkeit historischer Thesen muss
die Bewertung einer Entlehnung erweitert werden. Je mehr Wörter zwischen
Sprachen blockweise gleichzeitig entlehnt werden können, desto mehr kann
fundierter auf einen tatsächlichen historischen Kontakt geschlossen werden. Ei-
ne Verbesserung wäre demnach die Einführung von Mehrfachentlehnungen.
Sprachtypische Anpassung Bei Sprachkontakt wird ein Wort und damit
auch seine Form oftmals nicht in einem Schritt übernommen, sondern durch-
läuft Worttransformationen sprachtypischer Anpassungen. Diese Transforma-
tionen müssen in einem erweiterten Modell zusätzlich herausgearbeitet werden.
Eine Möglichkeit innerhalb der Rekonstruktion eines Kontakt-Ereignisses be-
steht beispielsweise darin, die Transformationen der näheren Vergangenheit der
Ereignisfolge oder allgemein wichtige Buchstabentransformationen der Spra-
che nachträglich dem Lehnwort kostengünstig zuzuweisen.
Partieller Einfluss Eine Kontaktsprache kann ihren Einfluss nicht nur di-
rekt durch das Einbringen von ganzen Wörtern ausüben, sondern sich begleitend
auf Wortveränderungen innerhalb einer anderen Sprache auswirken. Es kann
vorkommen, dass sich eine neue Schreibweise oder Aussprache durch den Kon-
takt zu einem anderen Sprecherkreis etabliert. Modelliert werden könnte dieses
Szenario durch die Hinzunahme koexistierender und kostengünstig zusammen-
fassbarer Kontaktwörter. Dabei wird von einem existierendem Kontakt eines
Wortes ausgegangen, welches sich jedoch nicht komplett durchsetzen konnte.
Lediglich einige Wortveränderungen können ihm zugerechnet werden, bevor es
wieder aus der Sprache verschwindet. Die Zusammenfassung der Kontaktkos-
ten, der Kosten für einige Veränderungen und das komplette Verschwinden aus
der Sprache simuliert dabei einen entfernten Einfluss von einer Sprache auf ei-
ne andere Sprache als ein Einzelereignis. Betrachten wir hierzu ein Beispiel aus
4Übersetzung des Verfasser: „. . . Kontakt als Ursache für Sprachveränderung zu etablieren,
ist unter günstigen nicht aber unter ungünstigen Umständen möglich.“
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[4, Seite 42]. Die englische Wortform von „island“ enthielt in seiner geschicht-
lichen Entwicklung kein „s“. Die alte englische Form ist „iegland“, ähnlich der
deutschen Form „eiland“ oder der schwedischen Form „öland“. Die prestige-
trächtige lateinische Sprache mit „insula“ war prägend genug, die englische
Schreibweise irgendwie zu beeinflussen. Eine entsprechende erweiterte Mo-
dellierung mit neuen Transformationsarten würde folgender Maßen aussehen5:
(„iegland“) →[Kontakt] („iegland“, „insula“) →[interne Anpassungstransfor-
mation] („iegland“, „island“) →[Buchstabentransformationen] („island“, „is-
land“) →[innere Verschmelzung] („island“). Der geschichtliche Einfluss des
lateinischen „insula“ könnte so adäquat modelliert werden.
Buchstabenverwandtschaft Für eine exakte jedoch sehr aufwendige Mo-
dellierung von Kontakt zwischen Sprachen wäre es nötig, Verwandtschaft für je-
des Buchstabenvorkommen einzuführen. Damit würden auch die im vorherigen
Abschnitt diskutierten partiellen Einflüsse von Sprachen abgebildet werden.
5.2.2. Gewichtete Multi-Transformationen
Eine Verbesserung der Identifikation signifikanter Multi-Transformationen kann
durch Verringerung der Kosten für Ereignisse mit sehr vielen einzelnen Vor-
kommen erreicht werden. In welchem Verhältnis die Bevorteilung vorzunehmen
wäre, bliebe ein freier Parameter des Modelles.
Der Effekt dieser verbesserten Bewertung wäre erstens die Zunahme von
großen Multi-Transformationen in hoch bewerteten Evolutionen und damit ei-
ne gewisse Konzentration auf linguistisch relevante Veränderungen und zwei-
tens eine Zunahme von Ersetzungen, welche sich nicht durch einen direkten
Wortvergleich, sondern nur durch evolutionäre Vorteile, begründen lassen. Das
folgende konkrete Beispiel zeigt, welche anderen Ereignisse und Sprachen bei
Übervorteilung von Multi-Transformationen postuliert werden würden.
Beispiel Es seien zwei einzelne Konzepte „Vater“ und „drei“ gegeben. Wei-
terhin seien fünf mögliche historische Spracheinträge bekannt (I PIE, II , IV ,
V PGmc, VI OldE), die aus [4, Seite 67] Abbildung 4-4 entnommen wurden:
„p @tér“; „patér“; „faðér“; „fáder“; „fæder“ und „tréyes“; „trís“; „þrís“; „þrís“;
5Die Pfeile zeigen in historischer Richtung, nicht in Rekonstruktionsrichtung. Die Ereignisse
in den eckigen Klammern sind dementsprechend benannt.
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„þrie“. Würde man alle fünf Kognate jedes Konzeptes ineinander überführen,
benötigte man mit dem normalen Kostenmodell6 kostengünstigst lediglich die-
jenigen Transformationen, welche offensichtlich sind. Für das Konzept „Vater„
in historischer Richtung: (a →9), (f → p), (ð → t), (á → a), (é → e), (ð → d), (á
→ æ). Für das zweite Konzept „drei“: (→ y), (→ e), (í → é), (þ → t), (í → i),
(s → e). Die Abbildung 5.1 zeigt die entsprechende Evolution.
á -> a
f -> p
þ -> t
í -> é
+ e
+ y
I PIE II IV
é -> e
ð -> d
V PGmc
á -> æ
í -> i
s -> e
VI OldE
a -> e
p  tére
tréyes
patér
trís þrie
fæder
þrís
fáder
þrís
faðér
ð -> t
single transformation
Abbildung 5.1.: Optimaler evolutionärer Ersetzungsbaum mit Kosten von 17.0. Spra-
che „I PIE (Proto-Indo-Europäisch)“ ist die historische Wurzel. Zu sehen sind
alle Transformationen, welche das einfache Kostenmodell postuliert. Es exis-
tiert keine Multi-Transformation von (þ → t) über beiden Konzepten „Vater“
und „drei“, was aber historisch angebracht wäre. Grundtransformationskosten und
Multi-Transformationskosten 1.0.
Eine linguistisch plausible Mehrfachersetzung (þ → t) über allen Konzepten
ist für die Einträge des ersten Konzept nicht kostengünstig.
Die Evolution eines alternativen Modelles ist in Abbildung 5.2 gegeben. Das
Modell simuliert die Bevorteilung von großen Multi-Transformationen mit Hil-
fe verringerter Kosten gegenüber den Grund-Transformationen. Diese Grund-
Transformationen stellen eine Art Multi-Transformation mit geringerer Anzahl
an Vorkommen von Ersetzungsbuchstaben dar.
6Die normalen Kosten einer Multi-Transformation sind gleich den Kosten einer Grund-Trans-
formation.
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á -> a
í -> é
+ e
+ y
I PIE II IV
é -> e
þ -> d
V PGmc
a -> æ
í -> i
s -> e
VI OldE
f -> p
a -> e
p  tére
tréyes
patér
trís þrie
fæder
þrís
fáder
þrís
faðér
þ >> t
þ -> ð
III
faþér
þrís
concept overlapping
transformation
Abbildung 5.2.: Optimaler evolutionärer Ersetzungsbaum mit Kosten von 16.9. Spra-
che „I PIE (Proto-Indo-Europäisch)“ ist die historische Wurzel. Zu sehen sind alle
Transformationen, welche das simulierte Kostenmodell postuliert. Die Kosten ent-
sprechen außer Multi-Transformationskosten von 0.9 denen aus Abbildung 5.1. Es
existiert eine Multi-Transformation (concept overlapping transformation) von (þ →
t) über beide Konzepte „Vater“ und „drei“ hinweg.
Im Konzept „Vater“ wird aus der ursprünglichen Ersetzung „ð → t“ die neue
Ersetzung (þ → t),(þ → ð) und (þ → d). Eine Sprache „III“ wird in den Refe-
renzdaten [4, Seite 67] angegeben. Diese entspricht dabei der gefundenen Zwi-
schensprache „III“ der verbesserten Lösung. Die Zwischensprache enthält den
Eintrag „faþér“ ohne Vorkommen des Zeichens „þ“ innerhalb der Blattsprachen
für das Konzept „Vater“. Damit liefert die Bevorteilung von Multi-Transfor-
mationen mit größeren Buchstabenvorkommen in diesem Beispiel relevantere
Ergebnisse.
5.2.3. Linguistische Erweiterungen
Buchstabendefinition
Linguistische Ereignisse und die entsprechend modellierten Transformationen
können noch mehr als bisher spezifiziert und bewertet werden. Dafür ist es nö-
tig, die Kostenzuweisung in Abhängigkeit von Buchstaben oder Phonemklas-
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sen vorzunehmen. Bisher kostet die Überführung eines beliebigen Buchstabens
einen fest vorgegebenen Wert. Erweiternd kann eine Kostenmatrix mit Klas-
seneinteilung erstellt werden, so dass eine Umwandlung eines Buchstabens ei-
ner Klasse in einen Buchstaben einer anderen Klasse unterschiedliche Kosten
verursacht. Die Einteilung der Klassen und die Kostenzuweisung würde unter
linguistischen Gesichtspunkten erfolgen. Die Informationen könnten dabei bei-
spielsweise aus phonologischen Untersuchungen zu Wahrscheinlichkeiten der
Phonemveränderungen in historischen Sprachen stammen7.
Zeichenketten
Im vorgestellten Ansatz sind nur Buchstabentransformation einzelner Buchsta-
ben definiert. Mit der Einführung von Silbenersetzungen würden in einem er-
weiterten Modell die Ergebnisse linguistisch verbessert werden. Sowohl Multi-
graphenersetzungen als auch Ersetzungen von Teilwörtern würden die Bezie-
hung zwischen behaupteten Editierabstand und tatsächlicher Verwandtschaft
verbessern.
Ereignisse
Die Menge der Typen linguistisch modellierter Ereignisse kann über die Auslö-
schung, die Einfügung und die Substitution hinaus erweitert werden. Exempla-
risch seien die Metathese, die Transposition oder die lexikalische Reduplikation
genannt8.
5.2.4. Verfahrenstechnische Erweiterungen
Ereignisdarstellung
Das Modell erlaubt für eine Menge von Sprachen mehr als nur eine beste Lö-
sung. Oftmals kann mit Hilfe des Parsimonieprinzips nicht ermittelt werden,
welche Protoform einer alternativen Protoform vorzuziehen wäre. Es ist bei-
spielsweise, wie in Abschnitt 4.6.2 aufgeführt, möglich, dass für die erwähnte
7Für eine differenzierte Kostenmatrix von Phonemen siehe zum Beispiel [21, Kapitel 4].
8Beispiele für eine Metathese: Britisches Englisch theatre versus Amerikanisch theater, eine
Transposition: Spanisch cocodrilo versus Griechisch Crocodilos, eine Reduplikation: Sri
Lanka Malay (obligatorisch) cumicuumi versus Indonesisch cumi ([30, Seite 409]).
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Kognatmenge zwei verschiedene optimale Protoformen bewertungsgleich be-
hauptet werden (die Lösungen „muco“ und „moco“ sind beides beste Lösun-
gen).
Das vorgestellte Rekonstruktionsverfahren ermittelt nur genau eine beste Lö-
sung aller Möglichen. Eine Erweiterung könnte alternative Protoformen oder
entsprechend die enthaltenen Buchstabenalternativen separat kenntlich machen.
Allerdings wäre die Berechnungskomplexität erheblich höher.
Kognatmodifikation
Auf Grund der bisherigen Untersuchungsergebnisse wird es für das Verfahren
als notwendig erachtet, die bestehende, zufällige Veränderungsmöglichkeit der
Kognatmenge einer Leitevolution für einen Schritt des Annäherungsverfahrens
zu verbessern. Dabei soll eine Beschleunigung der Annäherung mit Hilfe einer
Prognose nächster zu ziehender Kognatmengen erreicht werden. Nach belie-
big vielen Schritten ist für eine Evolution bekannt, welche besonders wichti-
gen Buchstabenkorrespondenzen für jede Kante existieren. Diese Information
kann bereits für die Korrektur der jeweilig gemessenen Wortabstände genutzt
werden. Dafür würde die verwandtschaftliche Ähnlichkeit alle Wortpaare mit
Hilfe der Korrespondenzen neu berechnet werden. Anschließend könnte eine
genauere Kognatmenge bestimmt werden, die unter Umständen von der aktuel-
len abweicht. Für den Annäherungsprozess stehen dann Kognatverschiebungen
zur Auswahl, die mit hoher Wahrscheinlichkeit Verbesserungen der Bewertung
hervorrufen. Allerdings sollte die Bewertung einer Evolution, insbesondere die
Kognatbelegungsgüte, nicht iterativ neu bestimmt, sondern nur die Modifikati-
on der Kognatbelegung besser abgeschätzt werden9.
Thesenfixierung
Es wird vorgeschlagen, bewiesene oder zu untersuchende Thesen in das beste-
hende Modell dynamisch einzuarbeiten. Dazu zählt beispielsweise die Vorga-
be einer festen Phylogenie oder einer händig ausgewählten Kognatmenge. Zu-
sätzlich könnten Ergebnisse vorheriger Untersuchungen auf den gleichen oder
9Existierende Fehler in Buchstabenkorrespondenzen einer Evolution würden systematisch ver-
stärkt werden, so dass Wörter mit unplausiblen Korrespondenzen im Laufe vieler Modifi-
kationen immer wahrscheinlicher Kognate werden würden.
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anderen Datenmengen genutzt werden, um iterativ hochwahrscheinliche Trans-
formationen einerseits für weitere Rechnungen zu fixieren und andererseits Re-
konstruktionen durchzuführen, welche die vormals fixierten Transformationen
voraussetzen.
5.2.5. Zusätzliche Bedingungen
Kontext
Bisher wurden keine Bedingungen für Multi-Transformationen in Abhängig-
keit des Buchstabenkontextes aufgestellt. Lediglich die nachträgliche Sortie-
rung der Ereignisse in den Lösungen unterstützt die Auswertung der Daten. Für
eine Modellerweiterung könnten zusätzlich linguistisch begründete Kontextbe-
dingungen10 eingeführt werden.
Sprachrestriktionen
Für die Verringerung der Komplexität des Modells und für die gleichzeitige
Steigerung phonologischer Aussagen wird vorgeschlagen, phonologische Be-
dingungen oder entsprechend orthografische Regeln für alle Wörter der rekon-
struierten Sprachen zu formulieren. Jede vermutete Sprache, welche diesen Be-
dingungen nicht genügt, könnte entweder aus einem weiteren Rekonstruktions-
prozess ausgeschlossen werden oder mit einer phonologischen Wahrscheinlich-
keit nachträglich bewertet werden11. Wenn keine Informationen über die lautli-
che Gestalt der gegebenen Buchstaben zur Verfügung stehen, dann kann mögli-
cherweise mit Hilfe einer Trigramm-Analyse eine Wahrscheinlichkeit ermittelt
werden, wie plausibel sich rekonstruierte Sprachen zu bereits postulierten Spra-
chen verhalten.
10Beispielsweise könnten Multi-Transformationen mit mindestens k Buchstabenvorkommen
mit einem gemeinsamen linken oder rechten Buchstabenkontext kostengünstiger transfor-
miert werden.
11Dies setzt voraus, dass Sprachtransformationen so modelliert werden, dass komplexere
Buchstaben- oder Phonemänderungen möglich sind. Es sollte jedoch davon ausgegan-
gen werden, dass technische Zwischensprachen existieren, welche nicht den allgemeinen
Sprachrestriktionen genügen müssen.
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A. Wortvergleiche
In diesem Kapitel werden einige Möglichkeiten vorgestellt, Ähnlichkeiten zwi-
schen Wörtern zu messen. Es werden zunächst vier Maße (LCS, LCCS, WLCS,
WLCSdegr) präsentiert, welche mit Hilfe der Eigenschaften identischer Teil-
stücke bestimmt werden. Anschließend wird die im Verfahren verwendete Edi-
tiermethode (LEV) detailliert vorgestellt.
A.1. Sequenzlängenvergleiche
A.1.1. Längste gemeinsame Sequenz - LCS
Es soll zunächst die LCS-Methode1 der längsten gemeinsamen Sequenz be-
trachtet werden. Das Verfahren ermittelt die maximale Anzahl der reihenfol-
getreuen gemeinsamen Buchstaben zweier Wörter. Die gemeinsame Buchsta-
benfolge aus beiden Wörtern kann unterbrochen sein. Sie liefert ein Maß, wie
viele Teile der Wörter nicht von Veränderungen betroffen sind2.
Dynamischer Ansatz Die Berechnung der längsten gemeinsamen Sequenz
kann mit Hilfe der Formel A.1 für zwei Zeichenketten X1...i>0 , Y0...j>0 und
X0 = Y0 = ǫ ausgedrückt werden.
LCS
(
X0...i>0
, Y0...j>0
)
:= max


{
LCS
(
X0...i−1, Y0...j−1
)
+ 1 , falls xi = yj
LCS
(
X0...i−1, Y0...j−1
)
, sonst
LCS
(
X0...i, Y0...j−1
)
LCS
(
X0...i−1, Y0...j
)

(A.1)
mit LCS
(
X0...i>0
, Y0
)
= LCS
(
X0, Y0...j≥0
)
:= 0
1Aus dem Englischen für longest common subsequence.
2Für ein normiertes Gütemaß wird in der Literatur vorgeschlagen, das Verhältnis zum längeren
Wort zu bilden. Vergleiche hierfür unter anderem die LCSR (longest common subsequence
ratio)-Methode in [23, Seite 1].
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Realisierung Die Methode ist mit Hilfe einer Vergleichsmatrix durch einen
dynamischen Programmieransatz nach Formel A.1 effektiv berechenbar. Jede
Zelle der Matrix stellt eine Position im Wortvergleich dar und ein „Lauf“ über
allen Zellen berechnet mit Hilfe der bereits berechneten Zellen die aktuell ma-
ximale Sequenzlänge. Zur Demonstration des Verfahrens ist für die zwei Kunst-
wörter „aaxaa“ und „aaaaxxa“ in Abbildung A.1 die Kostenmatrix angegeben.
Für die Ähnlichkeit beider Wörter ist nur die maximale Länge einer besten Lö-
sung interessant.
aaa ax
a
a
a
a
x
x
a
   LCS
0 0 0 0 00
1 1 1 1 10
1 2 2 2 20
1 2 2 3 30
1 2 2 3 40
1 2 3 3 40
1 2 3 3 40
1 2 3 4 40
Abbildung A.1: Schema der LCS Me-
thode der dynamischen Berechnung
der Ähnlichkeit zweier künstlicher
Wörter „aaxaa“ und „aaaaxxa“. Der
noch zu normierende Betrag der
letzten unteren Zelle (4) entspricht
der Ähnlichkeit beider Wörter. Es
sind zwei mögliche, maximale Se-
quenzen gekennzeichnet.
A.1.2. Längste gemeinsame Kernsequenz - LCCS
Betrachtet man im Gegensatz zu LCS in einer eingeschränkten LCCS-Methode3
nur eine einzige, zusammenhängende Folge von Buchstaben als signifikanten
Kern zweier Wörter, so werden präzisere Wortähnlichkeiten erwartet. In der Li-
teratur4 wird insbesondere vermutet, dass Wortendungen im starken Maße von
3Aus dem Englischen für longest common core sequence.
4Simard bestimmt beispielsweise Kognate, indem er Wörter als solche behauptet, wenn ihre
ersten 4 Buchstaben identisch sind. Siehe hierfür eine vergleichende Studie in [23].
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Veränderungen betroffen sind. Die Identifikation und Bevorzugung eines festen
Wortkernes nahe dem Wortanfang liefert bei Vergleichen verwandtschaftlicher
Ähnlichkeiten plausiblere Ergebnisse.
Dynamischer Ansatz Die Berechnung der längsten gemeinsamen Kernse-
quenz LCCS kann durch die Formel A.2 für zwei Zeichenketten X0...i>0 , Y0...j>0
und X0 = Y0 = ǫ. ausgedrückt werden.
LCCS(X,Y ) := maxi,j(LCSShelp(X0...i, Y0...j))(A.2)
LCCShelp(X0...i>0 , Y0...j>0 ) :=
{
LCCShelp
(
X0...i−1, Y0...j−1
)
+ 1 , falls xi = yj
0 , sonst
LCCShelp(X0...i>0 , Y0) = LCCShelp(X0 , Y0...j>=0 ) := 0
Realisierung Die Abbildung A.2 zeigt die berechnete Matrix des Schemas
des dynamischen Programmieransatzes für die zwei Kunstwörter „aaxaa“ und
„aaaaxxa“.
aaa ax
a
a
a
a
x
x
a
   LCCS
0 0 0 0 00
1 1 0 1 10
1 2 0 1 20
1 2 0 1 20
1 2 0 1 20
0 0 3 0 00
0 0 1 0 00
1 1 0 2 10
Abbildung A.2: Schema der LCCS Me-
thode der dynamischen Berech-
nung der Ähnlichkeit zweier künstli-
cher Wörter „aaxaa“ und „aaaaxxa“.
Der noch zu normierende maximale
Zellwert (3) entspricht der Ähnlich-
keit beider Wörter. Es ist die maxi-
male Sequenzen gekennzeichnet.
A.1.3. Gewichtung längerer Sequenzen - WLCS
Eine weitere Möglichkeit verwandtschaftliche Ähnlichkeiten zwischen zwei or-
thografischen Zeichenketten präziser zu bestimmen, besteht in der Erweiterung
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der LCS-Methode. Betrachtet man zwei historische Wörter, kann davon aus-
gegangen werden, dass es viele Buchstaben gibt, die rein zufällig in beiden
Wörtern gleichzeitig vorkommen. Man kann nicht exakt feststellen, ob und in
welchem Maße diese zur verwandtschaftlichen Ähnlichkeit beitragen. Je größer
äquivalente Fragmente in beiden Wörtern sind, desto höher ist die Wahrschein-
lichkeit, dass diese Ähnlichkeit auf Verwandtschaft zurückzuführen ist. Sehr oft
wird dies anhand eines dominierenden Hauptfragments deutlich. Legt man nun
zusätzliches Augenmerk auf größerer Fragmente, erhöht sich die Qualität einer
Kognatbelegung. In dieser Arbeit wird eine WLCS-Methode5 vorgeschlagen,
welche den einzelnen Fragmenten abhängig von ihrer Länge Gewichte zuord-
net. Die Längen werden jeweils einzeln quadriert, so dass die Quadratwurzel
der Summe aller Fragmente ein verbessertes Verwandtschaftsmaß darstellt6.
Dynamischer Ansatz Die Formel A.3 beschreibt die Methode für zwei
Buchstabenfolgen X0...i>0 , Y0...j>0 und X0 = Y0 = ǫ und DEGR = 1. Die qua-
dratische Gewichtung ist dabei beliebig gewählt, ermöglicht jedoch eine schnel-
le dynamische Realisation und ist zusätzlich nach Brett L. Kessler linguistisch
intuitiver:
„Squaring the numbers is one way of capturing the general intuiti-
on among linguists that the evidence of phonems recurrence grows
faster then linearly . . . Mathematically, squaring the inputs has the
function of always rewarding differences in the distribution of N
objects. For example, 52+52 = 50, but 62+42 = 52, 72+32 = 58,
and so forth.“ [19, Seite 111]7
Kessler betrachtet im speziellen die Verteilungen verschiedener Phonemme-
triken zwischen ganzen Sprachen, doch lässt sich generell begründen, dass nicht
nur große Übereinstimmung an sich, sondern ebenfals große Übereinstimmung
bei signifikanterer Verteilung ein wichtiges Maß darstellt.
5Aus dem Englischen für weighted longest common subsequence.
6Wie bei der LCS- Methode kann eine Normierung entsprechend LCSR durch das Verhältnis
gegenüber dem längeren der beiden Wörter erreicht werden.
7Übersetzung des Verfasser: „Das Quadrieren der Vorkommen (übereinstimender Phonempaa-
re) ist ein Weg der generellen linguistischen Intuition zu entsprechen, dass der Beleg wieder-
kehrender Phoneme mehr als linear wächst . . . Mathematisch betrachtet, hat das Quadrieren
der Eingabewerten immer die Funktion Unterschiede in der Verteilung von N Objekten zu
belohnen.“.
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WLCS(X0...i>0 , Y0...j>0 ) :=(A.3)
max




WLCS(X0...i−1, Y0...j−1)+
2 ∗WLCSh(X0...i−1, Y1...j−1) + 1
, falls xi = yj
WLCS(X0...i−1, Y0...j−1) , sonst
WLCS(X0...i, Y0...j−1)
WLCS(X0...i−1, Y0...j)


mit
WLCSh(X0...i>0 , Y0...j>0 ) :=

WLCSh(X0...i−1, Y0...j−1) +DEGR , falls
[
WLCS(X0...i, Y0...j) = WLCS
(
X0...i−1, Y0...j−1
)
und
xi = yj
]
0 , sonst
WLCS(X0...i>0 , Y0) = WLCSh(X0...i>0 , Y0) := 0
WLCS(X0, Y1...j>=0 ) = WLCSh(X0, Y0...j≥0
) := 0
Erweiterung (WLCSdegr) Informationen über die Position gefundener ge-
meinsamer Teilstücke werden in Formel A.3 nicht berücksichtigt. Wie schon
der Versuch von Simard (vergleiche [23]) gezeigt hat, genügt die Beschränkung
einer Ähnlichkeitsmessung auf die ersten 4 Buchstaben eines Wortes, um hin-
reichend gute Verwandtschaftsbeziehungen aufzudecken. Mit den Ergebnissen
Simars lässt sich begründet annehmen, dass sich Buchstabenfolgen am Ende
von Wörtern schneller als im vorderen Teil verändern. Ersetzt man den Term
DEGR in der Formel A.3 durch den Term 2
i+j
erhält man die Formel für die
degressive WLCSdegr-Methode, welche diesem Aspekt durch stärkere Gewich-
tung der vorderen Wortteile Rechnung trägt.
Realisierung Die Methode ist mit einer Doppelmatrix effizient implemen-
tierbar. Es wird mit Hilfe des dynamischen Ansatzes eine Vergleichstabelle be-
rechnet. Jede Zelle besitzt zwei Werte. Ein Wert speichert die bisherige Summe
aller Quadrate einzelner Sequenzen und der andere Wert speichert die aktuelle,
zusammenhängende Sequenzlänge. Am Beispiel der Abbildungen A.3 und A.4
wird deutlich, dass für die zwei Verfahren WLCS und WLCSdegr unterschiedli-
che, optimale Sequenzen ermittelt werden.
153
Wortvergleiche
aaa ax
a
a
a
a
x
x
a
0 0 0 0 00
1 1 0 1 10
1 2 0 0 20
1 2 0 1 10
1 2 0 1 20
0 0 3 0 00
0 0 0 0 00
0 0 0 1 00
0 0 0 0 00
1 1 1 1 10
1 4 4 4 40
1 4 4 5 50
1 4 4 5 80
1 4 9 9 90
1 4 9 9 90
1 4 9 10 100
WLCS
Abbildung A.3.: Schema der WLCS
Methode der dynamischen Berech-
nung der Ähnlichkeit zweier künst-
licher Wörter „aaxaa“ und „aaaa-
xxa“. Die noch zu normierende
Quadratwurzel des letzten Zellen-
eintrages entspricht der Ähnlichkeit
beider Wörter.
aaa ax
a
a
a
a
x
x
a
0 0 0 0 00
1 0.66 0 0.4 0.330
0.66 1.5 0 0 00
0.5 0 0 0.28 0.1250
0.4 0 0 0.125 0.5020
0 0 0.25 0 00
0 0 0 0 00
0 0 0 0.18 00
0 0 0 0 00
1 1 1 1 10
1 4 4 4 40
1 4 4 5 50
1 4 4 5 6.570
1 4 5 5 6.570
1 4 5 5 6.570
1 4 5 6 6.570
WLCS
degressive
51 2 3 4
1
2
3
4
5
6
7
Abbildung A.4.: Schema der
WLCSdegr-Methode in Anleh-
nung an Abbildung A.3. Der zweite
Wert jeder Zelle entspricht hierbei
der index-gewichteten Sequenzlän-
ge. Buchstabenfolgen am Anfang
fallen mehr ins Gewicht, auch wenn
sie gegebenenfalls kürzer sind.
A.2. Editiermethoden
A.2.1. Levenshtein Methode - LEV
Die einfache LEV-Methode ist im Gegensatz zu den Wortvergleichen gemein-
samer Teilsequenzen des vorherigen Abschnittes nicht „bestrebt“ etwaige Ge-
meinsamkeiten zu identifizieren, wohl aber die Unterschiede. Die Annahme
ist: je kleiner die Unterschiede zwischen den Wörtern sind, desto näher sind
diese Wörter miteinander verwandt. Dabei werden Unähnlichkeiten mit Hil-
fe nötiger Überführungstransformationen von einem Wort zu einem anderen
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postuliert. Die Methode ermittelt die Anzahl der minimal nötigen Transforma-
tionen8. In dieser Arbeit werden genau drei allgemeine Transformationsarten
angenommen: Die Auslöschung, die Einfügung und die Ersetzung eines belie-
bigen Buchstabenvorkommens.
Dynamischer Ansatz Mit der Formel A.4 werden nach der LEV-Methode
für zwei Zeichenketten X0...i>0 , Y0...j>0 und X0 = Y0 = ǫ dynamisch geringste
Buchstabenersetzungen gefunden.
LEV (X0...i>0 , Y0...j>0 ) := min


{
LEV (X0...i−1, Y0...j−1) , falls xi = yj
LEV (X0...i−1, Y0...j−1) + 1 , sonst
LEV (X0...i, Y0...j−1) + 1
LEV (X0...i−1, Y0...j) + 1

(A.4)
mit
LEV (X0...i>0 , Y0) := i
LEV (X0, Y0...j≥0
) := j
Realisierung Die Methode ist mit einer einfachen Berechnungsmatrix effi-
zient implementierbar. Es werden sukzessive die minimal nötigen Kosten mit
Hilfe bereits berechneter Ersetzungskosten ermittelt. In den Abbildungen A.5
und A.6 lässt sich für die zwei Kunstwörter erkennen, wie einerseits die gerings-
ten Kosten für mögliche minimale Transformationsketten berechnet und ande-
rerseits die Transformationen selbst bestimmt werden können. Die Bestimmung
der Transformationen ist für das Modell der Rekonstruktion von optimalen Evo-
lutionen wichtig. In Abschnitt 3.1.3 der Filterung möglicher Sprachtransfor-
mationen werden nur Transformationen betrachtet, die Teil der optimalen Ein-
zelersetzung der Wörter untereinander sind. Nach Berechnung der Matrix der
LEV-Methode können diese Transformationen schnell durch Rückwärtsauflö-
sung bestimmt werden.
8Eine Normierung ist, wie bei den Sequenzvergleichen mittels Relativierung gegenüber der
maximalen Wortlänge beider Eingabewörter, zusätzlich möglich. Des Weiteren kann das
normierte Distanzmaß in ein Ähnlichkeitsmaß umgewandelt werden.
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aaa ax
a
a
a
a
x
x
a
LEV
2 3 4 50
0 1 2 3 41
1 0 1 2 32
2 1 1 1 23
3 2 2 1 14
4 3 2 2 25
5 4 3 3 36
6 5 4 3 37
Abbildung A.5.: Schema der Berech-
nung der Levenshteindistanzmatrix
zweier künstlicher Wörter „aaxaa“
und „aaaaxxa“. Der noch zu nor-
mierende und in einen Ähnlich-
keitswert zu überführende letzte un-
tere Zelleintrag entspricht der ver-
wandtschaftlichen Ähnlichkeit bei-
der Wörter (similarity = 1− 37 ). Man
erkennt, dass höchstens drei Ereig-
nisse nötig sind, um mit den gege-
benen Transformationen von einem
Wort zum anderen zu gelangen.
-
substitute(x2->a) insert x2
insert x1-
-
-
2x insert a2
insert a1
-
substitute(a3->x)
insert a4
-
--
-
2x insert a3
aaa ax
a2
a3
a4
a1
x1
x2
a5
LEV
events
0
01
1 02
2 1 1
2 1
2 2
3
3events=(insert a1,a2,a3,a4,x1,x2;
    substitute x2->a,a3->x) 
Abbildung A.6.: Zurückverfolgen und
Aufsammeln aller Transformatio-
nen möglicher, minimaler Transfor-
mationsketten der LEV-Methode.
Es sind alle Buchstabentransforma-
tionen optimaler Lösungen angege-
ben.
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In einem Annäherungsverfahren werden, wie in Kapitel 3.2 beschrieben, be-
stehende Leitevolutionen durch punktuelle Modifikationen stetig verändert, so
dass diese sich allmählich einer optimalen Lösung annähern. Die punktuellen
Veränderungen werden erreicht, in dem eine einzelne Transformation geändert
wird. Da sich die rekonstruierte Vorgeschichte nicht ändern sollte, sondern nur
das einzelne Ereignis, wird versucht die Vorgeschichte einer Leitevolution zu
erhalten.
Für die Rekonstruktion dieser Vorgeschichte werden wie im Modell beschrie-
ben nur gültige Transformationen verwendet. Aus der Menge gültiger Verän-
derungsmöglichkeiten diejenige herauszufiltern, welche in einer Leitevolution
ebenfalls an gleicher Stelle behauptet wurde, ermöglicht es, große Übereinstim-
mung mit der Leitevolution zu erreichen. Die genaue Vorgehensweise der Se-
lektion einer geleiteten Sprachtransformation aus der Menge aller gültigen wird
im Folgenden aufgezeigt.
B.1. Transformationsüberprüfung
Für den Schritt nach der punktuellen Änderung soll für eine gegebene Trans-
formation Tcheck herausgefunden werden, ob sie durch eine Leitevolution unter-
stützt wird oder nicht. Es ist vorausgesetzt, dass Tcheck eine gültige Sprachtrans-
formation der unvollständigen Evolution ist. Diese verändert echt nur einzelne
Buchstabenvorkommen. Seien im Weiteren nur Sprachtransformationen außer
der Kontakt-Transformation und der Verschmelzung berücksichtigt1.
Die Überprüfung einer Sprachtransformation Tcheck wird mit Hilfe der Er-
setzungsgeschichte einzelner Buchstabenvorkommen vorgenommen. Um einen
Vergleich zwischen einer aktuell zu modifizierenden Evolution und einer Leite-
volution mit Hilfe der Buchstabenersetzungsgeschichten zu ermöglichen, wer-
1Der Einfachheit halber wird der komplizierte Fall von inneren Verschmelzungen identischer
alternativer Kognate desselben Konzeptes während einer Sprachtransformation in diesem
Kapitel nicht näher erläutert.
157
Geleitete Rekonstruktion
den in den Blattsprachen alle nötigen Informationen gespeichert. Die Blattspra-
chen sind in beiden Evolutionen identisch.
Über diesen Verknüpfungspunkt kann für jedes Buchstabenvorkommen ei-
ner Evolution mindestens eine zugehörige geleitete Ersetzungsgeschichte er-
mittelt werden. Es werden dafür alle Buchstaben der Blattsprachen derselben
Evolution, aus denen er entstanden sein könnte, überprüft. Ein Verfahren zur
Überprüfung, ob Tcheck geleitet ist, wird wie folgt vorgeschlagen.
B.1.1. Überprüfungsverfahren
Es findet eine Überprüfung einer gültigen Transformation Tcheck einer unvoll-
ständigen Evolution in folgenden Schritten statt:
• Ermittlung aller Buchstabenvorkommen von Tcheck der transformierten
Sprache.
• Ermittlung aller Buchstabenvorkommen in den Blättern aus denen die
Buchstabenvorkommen hervorgegangen sein könnten. Die Blätter der
Evolution und der Leitevolution sind identisch und bilden einen Verknüp-
fungspunkt.
• Für alle Vorkommen in den Blättern: Ermittlung einer geordneten Liste
aller Transformationen der Leitevolution2, welche das Vorkommen und
dessen rekonstruierte Vorfahren verändern.
• Überprüfung aller gefundenen Transformationen der Liste auf Identität
mit Tcheck.
• Ermittlung der originalen Schrittindizes in der Entwicklungsschrittfolge
der Leitevolution aller mit Tcheck identischen Transformation.
Mit dieser Vorgehensweise wird überprüft, ob eine gültige Transformation
auch eine geleitete Transformation ist.
2Es werden nur Transformationen der Leitevolution ab Entwicklungsschritt k betrachtet. Al-
le anderen sind in einer unvollständigen Evolution bereits rekonstruiert. Weiterhin ist für
die gesamte, geleitete Rekonstruktion zu beachten, dass bereits geleitete Transformationen
markiert werden müssen, um nicht doppelt verwendet zu werden. Jede „gezogene“ Trans-
formation muss dabei aus allen Listen von Buchstaben der Blattsprachen gelöscht werden.
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B.1.2. Identitätsbedingungen
Eine mögliche Transformation Tcheck wird mit einer Transformation in einer
Leitevolution identifiziert, wenn folgende Eigenschaften zutreffen:
• Die Sprachtransformation der Leitevolution befindet sich auf der gleichen
Phylogeniekante3 oder auf einer Kante des Weges bis zur Wurzel.
• Die spezifizierten Transformationsarten beider Sprachtransformationen
müssen identisch sein4.
B.1.3. Auswahl geleiteter Transformationen
Bei der Überprüfung aller gültigen Transformationen wird eine Auswahl gelei-
teter Transformationen selektiert. Können mehrere vorgeschlagen werden, wird
versucht die Reihenfolge innerhalb der Leitevolution zu erhalten und diejeni-
ge ausgewählt, welche den kleinsten Index in der Entwicklungsschrittfolge der
Leitevolution besitzt. Wird eine Multi-Transformation mit mehreren einzelnen
Buchstabenvorkommen ausgewählt, werden alle identifizierten Vorkommen der
Leitevolution übernommen. Alle nicht identifizierten werden nicht übernom-
men und entfallen.
B.1.4. Buchstabenabhängigkeiten
Für das Überprüfungsverfahren wird die Ermittlung aller Buchstabenvorkom-
men in den Blättern vorausgesetzt. Es sollen dabei alle Buchstaben der Blatt-
sprachen, aus denen ein Buchstabe entstanden sein könnte, ermittelt werden. Zu
diesem Zweck ist jedem Buchstaben jeder Sprache einer Evolution bekannt, aus
welchen anderen Buchstaben er hervorgegangen ist.
Jedem Buchstaben der inneren Sprache könnte ein Buchstabe einer Blattspra-
che zugeordnet werden. Auf Grund der Modellierung von Einfüge- und Auslö-
schungsereignissen ist es nötig, nicht nur eine „Buchstaben-zu-Buchstaben“-
Abbildungen zwischen inneren Buchstaben und Buchstaben der Blätter zu nut-
zen, sondern eine „Buchstaben-zu-Buchstabenbereich“-Abbildung einzuführen.
3Eine Phylogeniekante sei die Menge von Kanten zwischen zwei Verschmelzungen.
4Es werden folglich nur Sprachtransformationen identifiziert, die eine exakt gleiche Buchsta-
benveränderung in einem geleiteten Bereich besitzen.
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Für jeden Buchstaben einer inneren Sprache existiert damit einer Liste von
Buchstabenbereichen in Wörtern der Blattsprachen, aus denen er mit der be-
haupteten Evolution hervorgegangen sein könnte.
Für jede Transformation müssen zugehörige Buchstabenbereiche ermittelt
werden. Alle Buchstaben der Blattsprachen in diesen Bereiche sind wiederum
von dieser Transformation betroffen. Folgendes iterative Verfahren wird dafür
vorgeschlagen:
• Bestimmung der Buchstabenvorkommen einer Sprachtransformation5.
• Für jedes Vorkommen separat: Festlegung der abhängigen Bereiche in
den Wörtern der Blattsprachen. Dies erfolgt mit Hilfe angrenzender Buch-
stabennachbarn in den Vorgängersprachen. Dort sind die Bereiche jeweils
bekannt, so dass ein neuer Bereich gebildet werden kann6.
• Eintragung in die Listen der Blattsprachen: Nachdem für alle Buchsta-
benvorkommen einer Transformation diejenigen Buchstabenbereiche der
Blattsprachen ermittelt wurden, zu denen eine Abhängigkeit besteht, wird
in den Listen jedes abhängigen Buchstabens das Sprachtransformationser-
eignis geordnet hinzugefügt.
Die Abbildungen B.1 und B.2 illustrieren die Speicherung abhängiger Buchsta-
benbereiche und die dadurch mögliche Auswahl geleiteter Sprachtransforma-
tionen.
5Bei Kontakt-Transformation oder Multi-Transformationen existieren in der Regel mehrere
Vorkommen einer Sprachtransformation. Bei Auslöschung wird der linke und rechte Nach-
bar neu bestimmt.
6Bei Substitutionen wird der Bereich des ersetzten Buchstabens übernommen. Bei Einfügun-
gen in Rekonstruktionsrichtung wird der vereinigte Bereich des linken und rechten Nach-
barn der Einfügeposition übernommen. Bei Auslöschungen übernehmen die neuen linken
und rechten Nachbarn jeweils den Bereich der alten linken und rechten Nachbarn zuzüg-
lich des ausgelöschten Buchstabens. Nach Verschmelzungen werden die Bereiche separat
weitergeführt.
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Abbildung B.1.: Ausschnitt einer Rekonstruktion. Jede Buchstabenersetzung wird in
den Listen derjenigen Buchstaben von Blattsprachen gespeichert, zu denen eine Ver-
änderungsabhängigkeit besteht. Die Transformation 7 („o“→„a“) wird in den zwei
Bereichen „o“ und „hu“ der betreffenden Blattsprachen vermerkt. Umgekehrt ist
der Buchstabe „h“ in „thunder“ sowohl von dieser als auch von Transformation 4
betroffen. Siehe zudem Abbildung B.2.
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Abbildung B.2.: Schema der geleiteten Rekonstruktion. Die Evolution aus Abbildung
B.1 wurde zum ES 2 (k) punktuell modifiziert. Anstelle „u“→“o“ in „thunder“ wird
„o“→“a“ in „tonder“ transformiert. Für alle weiteren Schritte (ab k+1) wird die
geleitete (guided) Rekonstruktion angewendet. Zur Auswahl stehen die Transfor-
mationen 2, 3, 4, 5 und 8. Transformation 1 wurde bereits gezogen. 6 und 7 können
erst nach der Verschmelzung der ersten beiden Sprachen gezogen werden. Von al-
len möglichen, geleiteten Transformationen wird diejenige ausgewählt, welche den
kleinsten Schrittindex in der Leitevolution besitzt (2: „u“→“o“ in „thunder“). Ohne
geleitete Auswahl (normale Rekonstruktion) würde mit dem vorgestellten Verfahren
das „h“ in „thunder“ ausgelöscht (best predicted).
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Die in Abschnitt 2.4.3 beschriebene Verzögerung der Verschmelzungspositio-
nen bei der Optimierung der Verschmelzungsgüte qm soll mit Hilfe der zwei Ab-
bildungen C.1 und C.2 illustriert werden. Das Modell erlaubt Verschmelzungs-
transformationen sobald alle Kognate zweier Sprachen identisch sind. Parsimo-
nisch günstiger ist es, die Verschmelzung sofort nach Erreichen einer Identität
der zwei Sprachen anzunehmen. Es würde allgemein gelten: je weniger Kogna-
te zwei Sprachen besitzen, desto eher können sich diese aneinander angleichen
und verschmelzen. Dies steht im Gegensatz zur linguistischen Annahme, dass
Sprachen mit vielen Kognaten verwandter sind, als Sprachen mit weniger Ko-
gnaten.
Zur Verdeutlichung sei hierfür eine hypothetische Evolution dreier Sprachen
A, B und C der Abbildungen C.1 und C.2 unter dem vorgestellten Modell re-
konstruiert. Sprachen A und B besitzen weniger Kognate als B und C. Nach
zwei Transformationen seien A und B kognatidentisch. Sie besitzen nur noch
äquivalente Kognate und weiterhin beliebige nicht verwandte Wörter.
In einem Modell mit einer ausschließlichen Optimierung der Parsimoniegüte
qp(evo) könnten beide Sprachen A und B ohne Kostennachteil nach zwei Ent-
wicklungsschritten verschmelzen (Abbildung C.1). Es scheint jedoch der Fall
zu sein, dass Sprache B und Sprache C verwandter sind, weil sie insgesamt
mehr gemeinsame Kognate als andere Sprachpaare besitzen. Die zusätzliche
Beachtung der Verschmelzungsgüte qm(evo) führt zu einer Verzögerung der
Verschmelzung von Sprache A und B solange bis vorher B und C verschmolzen
sind (Abbildung C.2). Für die Berechnung der erwarteten Verschmelzungspo-
sitionen aller Sprachpaare wurde die Formel 2.13 der Verschmelzungsgüte ver-
wendet. Für das Schema der Abbildungen wurden der Einfachheit halber im-
mer Transformationskosten von 1 angenommen (sowohl für Verschmelzugen
als auch für alle anderen Transformationen), so dass die Anzahl der Schritte
den aktuellen Kosten entspricht.
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Abbildung C.1.: Schema einer Phyloghenie mit 4 Kognaten (cognates) und 5 Nicht-
Kognaten (non). Die Kosten (costs) jedes Entwicklungsschrittes sind speziell für
die zwei Verschmelzungssprachen („AB“ und „AC=BC“) links neben der Phylognie
angegeben. Rechts sind die erwarteten Kosten (expcosts) und die akkumulierte Ab-
weichung (difference) von den tatsächlichen Kosten der Verschmelzungssprachen
angegeben. Die Phylogenie verschmilzt zwei kognatidentische Sprachen (cognate
identical) ohne Verzögerung und Berücksichtigung der erwarteten Verschmelzungs-
positionen.
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Abbildung C.2.: Phyloghenieschema entsprechend der Abbildung C.1. Die Phylogenie
berücksichtigt im Gegensatz zu Abbildung C.1 die erwarteten Verschmelzungsposi-
tionen mit Hilfe einer Verzögerung (merge delay). Die Abweichung (difference) ist
dabei geringer als die der Abbildung C.1. Dies führt zu einer höheren Verschmel-
zungsgüte qm(evo).
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