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Tehnologiji navidezne resničnosti in obogatene resničnosti na področju multimedije 
predstavljata prehod iz ogledovanja 3D objektov na računalniških zaslonih na človeku bolj 
naravno ogledovanje 3D objektov v navideznem ali resničnem prostoru. Na področju 
industrije arhitekture, gospodarskega inženirstva in gradbeništva omogočata tehnologiji 
prehod iz raziskovanja zgradb na zaslonu na raziskovanje zgradbe skozi dejanski sprehod po 
modelu resnične velikosti. 
V okviru tega diplomskega dela je bila razvita aplikacija, ki omogoča ogledovanje 
informacijsko modeliranega objekta v obogateni resničnosti na napravi Microsoft HoloLens. 
Aplikacija uporabniku omogoča translacijo, rotacijo in spremembo velikosti modela zgradbe, 
izris posameznih sob in elementov v zgradbi in premik pogleda v izbrano sobo.  
Opisane so tehnologije in orodja uporabljena za razvoj aplikacije in prednosti ter 
pomanjkljivosti le teh. V zaključku so predstavljeni načini in tehnologije, primerne za 
nadgradnjo aplikacije in razširjenje njene uporabnosti. 
 
Ključne besede: obogatena resničnost, navidezna resničnost, informacijsko modeliranje 












The technologies of virtual reality and augmented reality have in the field of multimedia 
represented a transition from viewing 3D object on computer screens to a more natural 
viewing of 3D objects in virtual or real space. In the field of architecture, engineering, and 
construction these technologies enable the transition from exploring buildings on computer 
screens to exploring buildings in their real size through actual walkthroughs. 
In the scope of this diploma, an application was developed, that enables the viewing of a 
building information model in augmented reality on the Microsoft HoloLens smart glasses. 
The application gives the user the ability to translate, rotate, and scale the model of the 
building, enables the highlighting of different rooms within the building and the viewing of a 
chosen room.  
The technologies and tools used in the development of the application are presented along 
with the advantages and disadvantages of their use. Potential approaches and technologies 
for upgrading the application and bolstering its use are described in the conclusion.        
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Seznam uporabljenih kratic 
 
V pričujočem zaključnem delu so uporabljene naslednje kratice: 
Kratica Angleška ustreznica Slovenski prevod 
3D Three dimentional Tri dimenzionalno 
2D Two dimentional Dvo dimenzionalno 
VR Virtual reality Navidezna resničnost 
AR Augmented reality Obogatena resničnost 
HMD Head Mounted Display Naglavni prikazovalniki 
SDK Software developement kit Orodje za razvoj programske 
opreme 
API Aplication programming 
interface 
Aplikacijski programski vmesnik 











Navidezna resničnost (angl. Virtual Reality, okrajšano VR) in obogatena resničnost (angl. 
Augmented Reality, okrajšano AR) predstavljata na področju multimedije prehod iz 
ogledovanja tridimenzionalnih (okrajšano 3D) objektov na dvodimenzionalnih (okrajšano 2D) 
zaslonih na človeku bolj naravno ogledovanje 3D objektov v 3D prostoru. Tak prehod obeta 
spremembe pri poteku dela številnih današnjih industrij, med drugim tudi industrije 
arhitekture, gospodarskega inženirstva in gradbeništva. Podobno kot so v preteklosti 
računalniški zasloni industriji omogočili prehod iz uporabe 2D papirnatih načrtov zgradb na 
uporabo 3D modelov zgradb, navidezna in obogatena resničnost omogočata prehod iz 
raziskovanja zgradb na zaslonu na raziskovanje zgradbe skozi dejanski sprehod po modelu 
resnične velikosti.   
Aplikacija izdelana v okviru tega diplomskega dela poskuša storiti prav slednje s pomočjo 
pametnih očal Microsoft HoloLens. Cilj aplikacije je uporabniku omogočiti ogled informacijsko 
bogatega 3D modela zgradbe v obogateni resničnosti in s svojimi funkcionalnostmi ter 
posledično dodano vrednostjo opravičiti uporabo nove tehnologije.  
Tehnologije navidezne in obogatene resničnosti so svojo pot že utrle na industrije 
arhitekture, gospodarskega inženirstva in gradbeništva. Podjetjem so že na voljo rešitve, ki 
uporabljajo namenske naprave [7], kot je HoloLens, na voljo pa so jim tudi tehnološko bolj 
dostopne rešitve, ki za svoje delovanje potrebujejo zgolj pametni telefon [8]. Letos je 
zanimanje za tovrstne rešitve povečal tudi napovedan izid naslednje iteracije Microsoftovih 
pametnih očal HoloLens 2. O zanimanju in morda celo že migraciji industrije na tehnologije 
navidezne in obogatene resničnosti govori tudi dejstvo, da je prav HoloLens 2 namenjen 
izključno industriji [9]. 
V nadaljevanju naloge sta opisani tehnologiji navidezne in obogatene resničnosti ter 
potrebna strojna in programska oprema. Opisano je informacijsko modeliranje objektov, ki se 
dandanes uveljavlja kot standard za ustvarjanje 3D modelov zgradb. Predstavljene so 
uporabniške zahteve, uporabljena orodja, postopek dela, uporabniška izkušnja in omejitve ter 






2 Tehnologije navidezne resničnosti in obogatene resničnosti 
Navidezna resničnost je računalniško generirana simulacija tri dimenzionalnega okolja, s 
katerim je interakcija možna na navidezno resničen in fizičen način z uporabo posebne 
elektronske opreme, kot so čelada z notranjim zaslonom ali rokavice s senzorji [10]. Naprave 
za generiranje in interakcijo z navideznim okoljem so se začele pojavljati že v dvajsetem 
stoletju [11]. Danes široko dostopni naglavni prikazovalniki (angl. Head mounted display, 
okrajšano HMD) navidezne resničnosti so se prvič pojavili leta 2013, ko je podjetje Oculus VR 
[12] izdalo prve prikazovalnike, namenjene razvoju rešitev obogatene resničnosti [13].  
Poleg zabave se navidezna resničnost dandanes uporablja tudi v drugih industrijah, kot so 
na primer vesoljska, gradbena in arhitekturna [14][15][16].   
Obogatena resničnost splošno poznana pod akronimom AR, je tehnologija, ki postavlja 
računalniško generirano sliko čez uporabnikov pogled in posledično omogoča mešan pogled 
realnega in računalniško generiranega sveta [17]. Tehnologija obogatene resničnosti se je 
prvič pojavila v šestdesetih letih prejšnjega stoletja [18], moderna tehnologija obogatene 
resničnosti pa se je začela pojavljati po letu 2014 [19]. 
2.1 Strojna oprema  
Na začetku so se za interakcijo z vsebinami navidezne in obogatene resničnosti 
uporabljali predvsem namenski naglavni prikazovalniki, kasneje pa so, zahvaljujoč hitremu 
napredku mobilne industrije, interakcij z vsebinami navidezne in obogatene resničnosti 
postali sposobni tudi pametni telefoni. 
 




2.1.1 Strojna oprema za navidezno resničnost 
Na področju navidezne resničnosti se namenski naglavni prikazovalniki v grobem delijo na 
privezane prikazovalnike (angl. Tethered HMD) in neodvisne prikazovalnike (angl. Standalone 
HMD). Privezani prikazovalniki za delovanje potrebujejo povezavo (žično ali brezžično) z 
računalnikom, ki prikazovalniku zagotavlja procesorsko moč, potrebno za procesiranje in 
prikazovanje vsebin navidezne resničnosti. Neodvisni prikazovalniki pa niso odvisni od 
povezave z računalnikom in vso procesorsko moč zagotavljajo z vgrajenimi komponentami.  
Mobilna navidezna resničnost se za prikazovanje navideznih vsebin in interakcijo z njimi 
zanaša na naglavne prikazovalnike, ki za zaslon uporabljajo pametne telefone. Industrija 
mobilne navidezne resničnosti je vrhunec doživela okoli leta 2015, ko sta med drugim podjetji 
Google in Samsung izdali svoji različici naglavnih prikazovalnikov Google Cardboard [20] in 
Samsung Gear VR [21], ki sta skupaj beležili prodajo okoli 15 milijonov enot [22][23]. Sodeč po 
nedavnih potezah omenjenih dveh podjetij pa popularnost mobilne navidezne resničnosti 
upada, saj obe podjetji v svojih najnovejših pametnih telefonih ne vključujeta podpore za 
njune naglavne prikazovalnike [24][25]. 
Za kompleksno interakcijo z okoljem se tehnologije navidezne resničnosti zanašajo na 
upravljalnike (angl. Controller). S pomočjo žiroskopa, pospeškometra, infrardečih oddajnikov 
in podobnih senzorjev upravljalniki prikazovalnikom sporočajo svojo pozicijo relativno na njih. 
Beležijo in sporočajo tudi stanje dlani. Upravljalnik prikazovalnika HTC Vive [26] se za prikaz 
iztegnjenega ali skrčenega prsta navidezne roke zanaša na gumbe in premike roke [27]. The 
Oculus Touch [28] prikazovalnik ima v svoje upravljalnike vgrajene senzorje, ki preverjajo, ali 
se palec ali kazalec dotikata površine upravljalnika in temu primerno iztegne ali pokrči prste v 
navideznem okolju [29]. Valve Index [30] pa s pomočjo 87 senzorjev [31] nadzira stanje 




Slika 2.2: Upravljalniki navidezne resničnosti [2] 
 
Strojna oprema za obogateno resničnost 
Za namenske naglavne prikazovalnike obogatene resničnosti se pogosto uporablja izraz 
pametna očala (angl. Smart Glasses). Pametna očala se med seboj razlikujejo po zmogljivosti, 
ki jo sorazmerno spremlja njihova velikost. Manjša očala, kot na primer očala Vuzix Blade [32] 
omogočajo uporabniku izris dvodimenzionalnega vmesnika, preko katerega lahko uporabnik 
sprejema klice, zajema slike in video. Zmogljivejša očala, kot na primer Microsoft HoloLens 
[33], Meta2 [34] in Magic Leap [35] pa so sposobna prepoznavanja okolja, s čimer uporabniku 




Slika 2.3: HoloLens, Meta 2 in Magic Leap [3] 
Manjša pametna očala se za interakcijo z napravo zanašajo večinoma na glasovni vnos in 
na sledilne ploščice. Kompleksnejša pametna očala pa poleg glasovnega vnosa uporabljajo tudi 
tehnologijo prepoznavanja gest [6] in upravljalnike. 
Mobilna obogatena resničnost se od namenskih naprav razlikuje predvsem v tem, da 
zaslon za prikaz vsebin ni postavljen neposredno pred uporabnikove oči. Dostopnost vsebin 
obogatene resničnosti na mobilnih napravah je v veliki meri pogojena s procesorsko močjo 
posameznih pametnih telefonov. To se na primer kaže v podpori knjižnice ARKit [36] podjetja 
Apple, ki je dostopna le na napravah z Apple A9 čipom ali njegovimi nasledniki [37]. Vsebine 
obogatene resničnosti zgrajene s knjižnico ARKit so z avgustom 2019 na voljo na 95 % vseh 
naprav podjetja Apple, vsebine zgrajene s knjižnico ARCore podjetja Google, pa so dostopne 
na skoraj 60 % vseh naprav z operacijskim sistemom Android [38][39]. Upoštevajoč deleže trga 
mobilnih operacijskih sistemov [40], so torej vsebine obogatene resničnosti, zgolj z uporabo 
knjižnic ARCore in ARKit, trenutno na voljo na približno 65 % vseh pametnih telefonov. Ta delež 
še dodatno povečujejo knjižnice kot na primer Vuforia [41], ki omogočajo vsebine obogatene 
resničnosti tudi na starejših napravah [42]. 
Kljub hitremu razvoju, pametni telefoni še ne ponujajo tako visoke kvalitete vsebin kot 
naglavni prikazovalniki, zato na trgu ostaja prostor za obe vrsti naprav [43][44]. 
2.2 Programska oprema 
Zaradi številnih ujemanj med funkcionalnimi zahtevami navidezne in obogatene 
resničnosti se za razvoj obeh vrst vsebin pogosto uporablja enaka programska oprema. Obe 
tehnologiji si delita zahtevo po izrisovanju in interakciji s 3D objekti, kar pa je naloga, ki jo 
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učinkovito opravlja programska oprema, namenjena ustvarjanju 3D računalniških iger, 
imenovana pogon iger.  
V primeru vsebin obogatene resničnosti pa je vredno izpostaviti še programsko opremo 
oziroma orodja za razvoj programske opreme, ki stremijo k nadvse verodostojnemu zlivanju 
resničnega in navideznega okolja.  
2.2.1 Pogon iger 
Večina razvijalcev navidezne in obogatene resničnosti vsebin za razvoj uporablja pogone 
iger [45]. Pogoni iger (angl. Game Engine) so programi, ki razvijalcem omogočajo ustvarjanje 
2D in 3D okolij v katera lahko uvažajo 2D in 3D objekte. Okolju in objektom lahko razvijalec 
dodaja osvetlitev, zvok, posebne učinke, fiziko, animacijo in definira pravila interaktivnosti 
[46]. Prvotni namen uporabe pogona iger je izdelovanje računalniških iger, zaradi podobnih 
zahtev razvoja 3D računalniških iger in vsebine navidezne in obogatene resničnosti pa pogoni 
iger predstavljajo eno najbolj učinkovitih metod za razvijanje vsebin navidezne in obogatene 
resničnosti.  
Za razvijanje omenjenih vsebin razvijalci najpogosteje uporabljajo pogon iger Unity [47]. 
Unity razvijalcem ponuja vgrajeno podporo za veliko število naprav navidezne in obogatene 
resničnosti, sočasno pa so zaradi razširjenosti programa prosto dostopne tudi številne 
priljubljene knjižnice [48].  
Koristnost vgrajene podpore se kaže predvsem v dejstvu, da lahko z vključitvijo želenih 
vtičnikov, razvijalec znotraj programa razvije aplikacijo, jo sestavi (angl. Build) in jo v nekaterih 
primerih tudi namesti na ciljno napravo.  
Zaradi razširjenosti in dobre podprtosti se kot najboljša alternativa Unity-u ponuja Unreal 
Engine podjetja Epic Games [49] nekatere druge alternative pa so tudi Cryengine podjetja 
Crytek [50] in AmazonLumberyard podjetja Amazon [51]. 
2.2.2 Oprema za razvoj aplikacij obogatene resničnosti 
Medtem ko se pogoni iger uporabljajo za definiranje okolja in interakcij v aplikacijah 
navidezne in obogatene resničnosti pa so za njihovo ustrezno delovanje na določenih 
napravah potrebna različna orodja za razvoj programske opreme (angl. Software 
developement kit, okrajšano SDK). To predvsem velja za mobilno obogateno resničnost. 
Namenske naprave, kot je na primer Microsoft HoloLens, so same sposobne prepoznavanja 
okolja, svojega položaja v njem in posledično tudi postavljanja vsebin v okolje. V primeru 
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pametnih telefonov, pa za ustrezno uporabo sredstev telefona, kot so na primer senzorji in 
kamera, različna podjetja razvijajo svoje rešitve.  
ARCore je produkt podjetja Google in omogoča ustvarjanje vsebin obogatene resničnosti 
za podprte pametne telefone [52]. Za integracijo navideznih vsebin v realni svet se zanaša na 
tri glavne funkcije: sledenje premikanja (angl. Motion tracking), razumevanje okolja (angl. 
Enviromental understanding) in ocenjevanje osvetlitve (angl. Light estimation). Sledenje 
premikanja omogoča telefonu preračunavanje svoje pozicije v resničnem svetu in skupaj z 
razumevanjem okolja, ki omogoča telefonu prepoznavanje vseh vrst površin, omogoča 
postavljanje navideznih sider, ki predstavljajo določeno točko v resničnem svetu. Razvijalci 
lahko na omenjena sidra vpenjajo navidezno vsebino, ki zahvaljujoč lastnostim sider ohranjajo 
svoj položaj relativno na resnični svet, tudi ko se uporabnik premika. Ocenjevanje osvetlitve 
pa omogoča telefonu zaznavanje osvetlitve v resničnem okolju in posledično prilagajanje 
osvetlitve navideznih objektov. ARCore razvijalcem ponuja tudi možnost prepoznavanja slik in 
sidranja navideznih vsebin relativno na sliko [53]. S funkcijo oblačnih sider (angl. Cloud 
anchors) ponuja tudi deljenje izkušenj obogatene resničnosti čez več naprav, kjer se sidra, ki 
jih telefoni ustvarjajo in prepoznajo, hranijo na strežnikih podjetja Google [54]. 
ARKit je produkt podjetja Apple, ki podobno kot ARCore podprtim pametnim telefonom 
omogoča interakcijo z vsebinami obogatene resničnosti. ARKit se za prikazovanje vsebin 
zanaša na sledenje premikanja naprave (angl. Device motion tracking), zajem scene preko 
kamere (angl. Camera scene capture), napredno procesiranje scene (angl. Advanced scene 
processing) in ustreznost zaslona (angl. Display convenience) [36]. Prav tako kot ARCore tudi 
ARKit omogoča prepoznavanje slik in vpenjanja vsebin relativno na slike [55]. ARKit omogoča 
tudi deljenje izkušenj obogatene resničnosti čez več naprav, a za razliko od orodja ARCore 
podatkov o okolju ne shranjuje na svojih strežnikih, temveč si jih med napravami izmenjuje 
lokalno s pomočjo funkcionalnosti več vrstniške povezljivosti (angl. MultipeerConnectivity)  
[56][57]. ARKit v prihajajoči verziji razvijalcem obljublja tudi funkcionalnosti sledenja telesu in 
človeške okluzije (angl. Body Tracking and Human Occlusion), ki bosta sposobni človeka, ki 
stoji med navideznim objektom ter kamero prepoznati in navidezni objekt navidezno postaviti 
(skriti) za človeka [58].  
Vuforia je produkt, ki ga razvija podjetje PTC Inc. [59]. Poleg produktov, kot sta ARCore in 
ARKit je Vuforio vredno omeniti, ker funkcionalnosti prepoznavanja slik omogoča tudi na 
starejših napravah, ki ostalih dveh produktov ne podpirajo. Poleg prepoznavanja slik omogoča 
uporabnikom tudi prepoznavanje slik iz oblaka [60] in prepoznavanje objektov [61], česar 
ARCore in ARKit še ne omogočata.  
Vredno je omeniti, da določena orodja za razvijanje programske opreme tudi namenskim 
napravam ponujajo nekatere funkcionalnosti, ki jih same niso sposobne. Med te 
funkcionalnosti med drugim sodijo že omenjeno prepoznavanje slik in prepoznavanje objektov 
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[62][63]. Wikitude produkt istoimenskega podjetja in Vuforia oba omogočata uporabo 
omenjenih funkcionalnosti na pametnih očalih Microsoft HoloLens. 
2.2.3 Spletne tehnologije navidezne in obogatene resničnosti   
Poleg orodij, omenjenih v prejšnjem poglavju, so na spletu na voljo tudi produkti podjetji, 
ki si prizadevajo, da bi bile vsebine navidezne in obogatene resničnosti uporabnikom dostopne 
preko spletnih brskalnikov. Med taka orodja spadajo A-Frame [64], WebVR [65] in WebXR [66]. 
Ta orodja se zanašajo na programski vmesnik (angl. Application programming interface, 
okrajšano API) za senzorje, ki spletnim aplikacijam omogoča dostop do podatkov, ki jih 
zabeležijo senzorji telefona [67][68]. Aplikacije, ustvarjene s spletnimi orodji za prikaz 
navidezne in obogatene resničnosti, potrebujejo za delovanje brskalnike, kar ima svoje 
prednosti in slabosti. Prednost uporabe brskalnika je v prvi vrsti to, da postopek instalacije 
aplikacije iz spletnih trgovin za aplikacije ni potreben, saj ta funkcionira takoj, ko se spletno 
mesto naloži v brskalnik. Slabost uporabe brskalnika je v tem, da so sistemska sredstva na voljo 
za procesiranje aplikacije omejena na tista sredstva, ki so na voljo brskalniku [69]. Različna 
orodja se soočajo tudi s problemom kompatibilnosti na različnih brskalnikih, saj jih večina ni 
podrtih na vseh brskalnikih in njihovih verzijah [70]. Orodja, ki ne delujejo prek spleta, 
predvsem ARCore in ARKit imajo prednost tudi v svoji prilagojenosti ciljanim napravam, saj jih 
razvijajo ista podjetja, kot razvijajo operacijske sisteme naprav. Zaradi omenjene 
prilagodljivosti se nekatera spletna orodja za svoje delovanje zanašajo tudi na funkcionalnosti 











3 Informacijsko modeliranje objektov 
Ideja 3D modeliranja zgradb se je začela razvijati konec sedemdesetih let prejšnjega 
stoletja [73], izraz informacijski model objekta (angl. Building information model) pa se je prvič 
pojavil leta 1992 [74]. Z letom 2002 sta izraza informacijski model objekta in informacijsko 
modeliranje objektov (angl. Building information modelling, od te točke dalje okrajšano BIM) 
prešla v širšo uporabo, ko je podjetje Autodesk izdalo belo knjigo z naslovom Informacijsko 
modeliranje objektov [75]. 
BIM je digitalna reprezentacija fizičnih in funkcionalnih karakteristik zgradbe. Vsebuje 
skupno znanje več strok ter posledično predstavlja vir informacij o zgradbi in tvori zanesljive 
temelje za odločanje o zgradbi tekom njenega življenjskega cikla; obstaja od zgodnjih 
konceptov do rušitve zgradbe [76]. 
Tehnologija, ki podpira BIM, omogoča digitalno konstrukcijo navideznega modela zgradbe. 
Nastali informacijski modeli objekta vsebujejo točne geometrijske podatke in informacije 
potrebne za podporo gradbenim, proizvodnim in dobavnim procesom skozi katere se gradnja 
realizira [77]. Modeli se lahko uporabljajo v namene načrtovanja, oblikovanja, gradnje in 
delovanja poslopja. Arhitektom, gradbenikom in inženirjem pomagajo pri vizualizaciji zgradbe, 
ki jo gradijo in posledično prepoznavanju potencialnih težav pri gradnji in vzdrževanju [78]. 
3.1 IFC - Enotni podatkovni model za BIM 
Arhitektom in inženirjem je na voljo velika količina BIM programske opreme, ki pa ne 
uporablja poenotenega podatkovnega modela. Sodelovanje je posledično oteženo, saj se 
zaradi kompleksnosti modelov del informacij izgubi med prehodi z enega programskega okolja 
v drugo. Kot odgovor na to problematiko je organizacija Building SMART international razvila 
standard temeljnih razredov industrije (angl. Industry Foundation Classes, od te točke dalje 
okrajšano IFC), ki se razvijajo in prilagajajo do današnjega dne [79].  
IFC predstavljajo odprt mednarodni standard za BIM podatke, ki se izmenjujejo in delijo 
med aplikacijami, ki jih uporabljajo različni sodelujoči v gradbeni industriji in industriji 
vzdrževanja stavb [80]. Datoteke  shranjene po IFC standardu se shranjujejo s končnico .ifc.  
3.2 Pregledovalniki BIM modelov 
Za namene zgolj ogledovanja in raziskovanja BIM modelov je na trgu na voljo veliko 
specializirane programske opreme. Med tovrstne namizne aplikacije spadajo BIM Vision [81], 
Solibri Model Viewer [82] in Autodesk Navisworks Freedom [83], ki pa se razlikujejo po količini 
funkcionalnosti, ki jih ponujajo med pregledovanjem modela [84]. Aplikacija BIMx [85] 
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podjetja Graphisoft omogoča ogled modelov tudi na napravah iOS in android, vendar podpira 
uvoz in ogled le tistih modelov, ki so shranjeni v obliki .bimx formata in za razliko prej naštetih 
aplikacij ne podpira uvoz modelov v .ifc formatu.  
 
Slika 3.1: Aplikacija BIMx na tablici [4] 
Aplikacije kot sta BIMXplorer [86] in Prospect [87] omogočajo ogled in raziskovanje 
modelov v navidezni realnosti, kjer se lahko uporabnik postavi v zgradbo naravne velikosti in 
si jo na tak način podrobneje ogleda.  
Zahvaljujoč tehnologiji obogatene resničnosti so aplikacije kot sta Dalux TwinBIM [7] in 
BIM Holoview [8] sposobne prikaza modela na lokaciji in postavitve modela čez dejansko 
zgradbo. Dalux TwinBIM to omogoča uporabnikom iOS in android naprav, BIM Holoview pa 
uporabnikom naprave Microsoft HoloLens.  
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4 Rešitev prikazovanja informacijskega modela na očalih HoloLens 
4.1 Uporabniške zahteve 
Cilj aplikacije opisane v tej diplomski nalogi je omogočanje uporabniku ogledovanje 
informacijsko modeliranega objekta. Objekt si uporabnik ogleduje v obogateni resničnosti s 
pomočjo pametnih očal Microsoft HoloLens. Ob zagonu aplikacije je objekt pomanjšan in 
postavljen pred uporabnika, da ga ta lahko vidi v celoti. Uporabnik lahko objekt poljubno 
poveča ali pomanjša, ga rotira in premika po prostoru. Uporabnik lahko s pomočjo 
uporabniškega vmesnika izbere posamezno sobo v objektu in vidi kje v objektu se ta soba 
nahaja. Uporabniški vmesnik uporabniku omogoča premik pogleda v sobo, pri katerem se 
objekt poveča na resnično velikost. Uporabnik se lahko po sobi premika in si jo ogleduje. 
Uporabniški vmesnik omogoča uporabniku izris elementov, skritih pod površino zgradbe, 
dotično elementov vodovodnega in toplotnega sistema zgradbe. 
4.2 Orodja 
4.2.1 Unity 
Unity je pogon iger, ki ga razvija podjetje Unity Techologies. Primarni programski jezik 
uporabljen v pogonu je C#, v preteklih različicah pa je Unity podpiral tudi jezik Boo in verzijo 
jezika JavaScript imenovanega UnityScript [88]. Unity je podprt na operacijskih sistemih 
Windows, MacOS in Linux. Omogoča ustvarjanje aplikacij za 25 različnih platform, med drugim 
tudi za mobilne telefone, namizne računalnike, konzole, navidezno in obogateno resničnost 
[89]. Program omogoča razvijalcem uvažanje 2D in 3D vsebin, katerih urejanje je mogoče 
znotraj scen. Vsaka scena potrebuje poleg vnesenih objektov tudi kamero, ki predstavlja 
uporabnikov pogled. Razvijalec lahko upravlja obnašanje objektov in okolja s skriptami. Unity 
poleg vgrajenih funkcionalnosti razvijalcem omogoča uporabo vtičnikov (angl. Plugins) [90], ki 
lahko med drugim vsebujejo pred pripravljene objekte (angl. Prefabs od te točke dalje prefab), 
pred pripravljene scene in skripte. Vtičniki so poleg 3D ter 2D objektov in ostalih sestavnih 




Slika 4.1: Izgled vmesnika pogona iger Unity 2018.4. 
 
4.2.2 Tridify 
Vtičnik Tridify podjetja Tridify [92] je namenjen uvozu .ifc modelov v Unity projekte. Vtičnik 
je bil na voljo v Unity Asset Store trgovini, trenutno pa je na voljo na spletni strani podjejta 
Tridify. V okviru brezplačne ponudbe vtičnik omogoča uvoz datoteke v največji velikosti 30MB. 
Za ustrezno delovanje vtičnika je potrebna registracija na spletni strani podjetja. Vtičnik je 
potrebno prenesti v Unity projekt in vanj vnesti vpisne podatke registrirane na spletni strani. 
Uvoz poteka tako, da se datoteka najprej prenese na omenjeno spletno stran. Tam se izvede 
pretvorba, pretvorjena datoteka pa postane na voljo znotraj vtičnika v projektu. Tridify model 
segmentira, razvrsti v hierarhično drevo in posamezne objekte smiselno poimenuje. Tako na 
primer objekte pohištva podredi objektu sobe, v katerem se pohištvo nahaja, objekte sob 
podredi nadstropju, v katerem se sobe nahajajo, objekte nadstropij pa podredi objektu 
zgradbe. Vsak posamezni objekt in skupino objektov opremi tudi s skriptami, ki vsebujejo 
dodatne informacije pridobljene iz .ifc datoteke. 
4.2.3 Mixed Reality Toolkit  
Mixed Reality Toolkit [93] je orodje (angl. Toolkit), ki nastaja v okviru projekta podjetja 
Microsoft. Glavni namen orodja je ponuditi razvijalcem komponente in funkcionalnosti za 
pospešen razvoj aplikacij navidezne in obogatene resničnosti v programu Unity. Razvijalcem 
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ponuja osnovne sestavne elemente za grajenje uporabniškega vmesnika za okolja navidezne 
in obogatene resničnosti. Med omenjene elemente spadajo gumbi, tipkovnice in drsniki, 
prilagojeni za interakcijo v 3D okolju. Orodje dodatno pospeši razvoj s pred pripravljenimi 
elementi, ki omogočajo testiranje delovanja aplikacij znotraj okolja Unity. 
4.2.4 Microsoft HoloLens 
Microsoft HoloLens so pametna očala, ki jih razvija in izdeluje podjetje Microsoft. Očala so 
razvijalcem postala na voljo marca leta 2016 [94]. Za realizacijo izkušenj navidezne in 
obogatene resničnosti se zanašajo na številne senzorje, med katere spadajo notranja merilna 
enota (angl. Internal Measurement Unit), ki vsebuje žiroskop, pospeškometer in 
magnetometer, štiri kamere za razumevanje okolja, ena globinska kamera, štirje mikrofoni in 
en senzor za zaznavanje osvetlitve okolja [95]. Uporabniku so za vnos ukazov na voljo vnos s 
pogledom, vnos z gestami, glasovni vnos in daljinski upravljalnik. Vnos s pogledom predstavlja 
način vnosa, kjer lahko uporabnik s premikanjem glave upravlja s kurzorjem. Vnos z gestami 
predstavlja način vnosa, pri katerem je HoloLens sposoben prepoznati nekatere geste rok in 
nanje odreagirati. Z razpiranjem roke, poimenovanim cvetoča gesta (angl. Bloom Gesture), 
lahko uporabnik na primer vedno dostopa do glavnega menija. Glasovni vnos uporabniku 
omogoča interakcijo preko govora, daljinec pa uporabniku omogoča klik s kurzorjem.  
Prenos aplikacij na očala je mogoč s pomočjo integriranega razvojnega okolja Visual Studio 
podjetja Microsoft [96]. 
 
Slika 4.2: Senzorji pametnih očal HoloLens [5] 
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4.3 Postopek dela 
4.3.1 Uvoz in implementacija BIM modela 
Končna rešitev je razvita v pogonu iger Unity. Za Unity sem se prvotno odločil, ker sem bil 
s programom dobro seznanjen med študijem, poleg tega pa je na odločitev vplivala tudi velika 
razširjenost spletne skupnosti Unity razvijalcev. Vse skripte projekta so spisane v 
programskem jeziku C#. Unity ne podpira uvoza BIM modelov v .ifc formatu, zato se je za uvoz 
modelov potrebno zanesti na različne vtičnike. V tej nalogi je uporabljen vtičnik Tridify. Tridify 
sprejme BIM model v obliki .ifc datoteke in ga uvozi v Unity v obliki datoteke COLLADA. Za 
delovanje končne rešitve je pri uvozu ključen način segmentacije in hierarhičnega urejanja 
sestavnih elementov celotnega modela. V projekt sta uvožena dva .ifc modela iste zgradbe. 
Prvi vsebuje vse površinske elemente zgradbe; stene, okna, pohištvo itd. Drugi vsebuje 
elemente vodovodnega in ogrevalnega sistema zgradbe. Za namene sinhronizirane 
transformacije sta oba uvožena modela podrejena praznemu starševskemu objektu. 
Kakršnakoli transformacija nad starševskim objektom se enako odraža na obeh hčerinskih 
objektih.  
4.3.2 Uporaba orodij Mixed Reality Toolkit 
Za ustrezno prikazovanje in manipulacijo z objekti ter za obogateni resničnosti prilagojeno 
obnašanje uporabniškega vmesnika, program uporablja orodje Mixed Reality Toolkit. 
Natančneje uporablja tri pred pripravljene elemente in dve skriptni orodji. Obe skripti sta v 
okolje vključeni kot komponenti starševskega objekta obeh modelov zgradbe. Uporabljeni 
prefabi so MixedRealityPlayspace, ChaseSource in MixedRealityToolkit, uporabljeni skripti pa 
Bounding Box in Manipulation Handler.  MixedRealityPlayspace ima sebi podrejeno glavno 
kamero, ki skrbi za izris navideznega okolja, njena pozicija pa predstavlja uporabnikovo 
pozicijo v navideznem okolju. ChaseSource omogoča določitev objekta, v tem primeru glavne 
kamere, ki mu skupaj z vsemi sebi podrejenimi objekti relativno naravno sledi. Prefab 
MixedRealityToolkit skrbi za ustrezno delovanje vseh ostalih elementov orodja. Skripta 
Bounding Box izrisuje transparenten kvader okoli modela. Skrbi, da se lahko ob pridržanem 
kliku na kvader, ta, skupaj z modelom, premika po prostoru. Na oglišča kvadra postavlja kocke, 
na razpolovišče vertikalnih robov pa krogle, ki jih lahko uporabnik navidezno prime in premika. 
Ob premiku kocke proti centru modela skripta poskrbi, da se model skrči, nasprotno pa stori, 
če se razdalja med kocko in središčem modela poveča. Ob premiku krogle v levo ali desno smer 
model okoli vertikalne osi zasuče v isto smer. Za izvedbo vseh omenjenih transformacij se 
zanaša na skripto Manipulation Handler. 
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4.3.3 Razčlenjevanje modela in upravljanje pogleda kamere 
Skripta Camera View Controller v programu opravlja dve primarni nalogi. Prva naloga je 
pridobivanje relevantnih informacij iz modela, druga pa je upravljanje pogleda kamere, glede 
na uporabnikove ukaze. 
Pod nalogo pridobivanja relevantnih informacij iz modela natančneje spada razčlenjevanje 
modela in beleženje ter shranjevanje relevantnih razbranih struktur. Za to skrbijo tri metode: 
GetAllSpaces(), ParseSubModels() in GetPositionOfAllSpaces(). 
1. Metoda GetAllSpaces() - iz površinskega modela shrani imena vseh prostorov v 
modelu. To stori tako, da z rekurzivnim klicem poišče vse objekte podrejene 
površinskemu modelu, ki predstavlja prostor. To lahko stori zahvaljujoč načinu 
poimenovanja elementov v .ifc podatkovnem modelu, saj so objektom istega tipa 
dodane iste predpone. Vsi prostori v modelu imajo torej predpono »IfcSpace«. 
Prostore, ki se nahajajo v istem nadstropju, shrani v seznam, končan seznam pa shrani 
pod ključem imena nadstropja. V procesu shranjevanja prostorom doda senčilnik (angl. 
shader), ki pri izrisovanju objekta ignorira njegovo globinsko komponento. Prostor, je 
zaradi učinka senčilnika, viden skozi vse ostale navidezne objekte. Senčilnik takoj po 
njegovi aplikaciji metoda izklopi. Ponovno ga lahko vklopi skripta Menu Adapter, ko je 
njegov učinek zaželen. 
2. Metoda ParseSubModels() - iz vseh modelov z izjemo površinskega, poišče in shrani 
skupine sorodnih objektov. V tej nalogi, zaradi pomanjkanja različnih modelov, poišče 
in shrani skupine le v modelu vodovodnega in ogrevalnega sistema. Metoda z 
rekurzivnim klicem same sebe, za vsakega od modelov, poišče skupine sorodnih 
objektov (npr. skupina cevi, skupina črpalk, skupina radiatorjev itd.). Podobno kot 
metoda GetAllSpaces() se tudi ta metoda zanaša na predpone, le da deluje ravno 
obratno. Shrani vse skupine razen tiste s predpono »IfcSpace«, saj so prostori že 
shranjeni, zahvaljujoč metodi GetAllSpaces(). Prostori in ostale skupine so ločeno 
shranjeni tudi zato, ker za prikazovanje prostorov in prikazovanje drugih skupin 
sorodnih objektov skrbita različni metodi v skripti Menu Adapter. Metoda za vsako 
nadstropje ločeno shrani skupine sorodnih objektov. Podobno kot v primeru 
prostorov, vsem objektom shranjenih skupin doda senčilnik, ki pri izrisovanju objekta 
ignorira njegovo globinsko komponento. Senčilnik izklopi, ponovno pa ga lahko vklopi 
skripta Menu Adapter, ko je njegov učinek zaželen. Metoda shranjenim imenom skupin 
odstrani predpone in končnice za boljšo preglednost v uporabniškem meniju. 
3. Metoda GetPositionOfAllSpaces() - poišče in shrani koordinate središč vseh prostorov. 
Uporabnik se zahvaljujoč konfiguraciji kamere vedno nahaja v izhodišču navideznega 
sveta, kar pomeni, da so točne koordinate vseh prostorov vse kar program potrebuje 
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za premik pogleda v izbrano sobo. Prostore poišče v seznamu sestavljenem v metodi 
GetAllSpaces(), njihova središča pa shrani v nov seznam. 
Druga naloga, ki jo skripta opravlja, je naloga premikanja pogleda kamere, ki se lahko v 
grobem razdeli na dva dela. Prvi del zaobjema postavitev pogleda v začetno stanje ter kasnejše 
vračanje v začetno stanje, drugi del pa premikanje pogleda v posamezne sobe modela.  
Pred podrobnim opisom obeh nalog je vredno razložiti način premikanja pogleda. Ker je 
kamera, ki izrisuje uporabnikov pogled, vedno v izhodišču navideznega sveta, je za spremembo 
njenega pogleda treba spreminjati pozicijo in velikost modela. 
1. Postavitev pogleda v začetno stanje - Za premik pogleda v začetno stanje, skripta 
najprej prilagodi velikost modela. To stori na tak način, da bo ne glede na svojo 
osnovno velikost, model vedno zasedal enako količino vidnega polja uporabnika. Zato 
je potrebno upoštevati modelov obseg oz. radij in ga s spremembo velikosti objekta 
primerno prilagoditi. Najprej skripta izračuna koordinate središča modela. Ker je model 
sestavljen iz velikega števila podrejenih objektov, je za izračun njegovega središča 
treba sešteti koordinate središč vseh podrejenih objektov in dobljen seštevek deliti s 
številom podrejenih objektov. Radij modela izračuna tako, da izmeri razdaljo med 
izračunanim središčem in najbolj oddaljeno točko v sobi najbolj oddaljeni od središča 
modela. Faktor spremembe velikosti modela pridobi iz količnika želenega radija 
modela in osnovnega radija modela. Velikost modela spremeni za izračunan faktor, 
njegovo pozicijo pa za eno enoto horizontalno oddalji od uporabnika ter za eno enoto 
vertikalno spusti. Posledično je model viden uporabniku, če svoj pogled spusti za 45°.  
2. Premikanje pogleda v posamezne sobe modela – Za premik pogleda v sobe modela je 
skripti na voljo seznam pridobljen v metodi GetPositionOfAllSpaces(), ki vsebuje 
središča vseh sob. Preden izvede premik, vrne model na njegovo osnovno velikost, ki 
je enaka velikosti zgradbe v resničnem svetu. Model nato prestavi za nasprotni vektor 
razdalje od kamere do središča izbrane sobe, kamera in uporabnikov pogled pa se 
posledično nahajata v središču izbrane sobe.  
4.3.4 Uporabniški meni in skripta Menu Adapter 
Uporabniški meni je podrejen prefabu ChaseSource z namenom, da neprestano sledi 
uporabniku. Sestavljajo ga glava, srednji del in noga. Glava vsebuje ime menija oziroma pod 
menija, v katerem se uporabnik nahaja. Srednji del vsebuje gumbe, s katerimi lahko uporabnik 
preide globlje v meni ali proži akcije v okolju. Noga povsod razen v začetnem meniju vsebuje 
gumb, ki uporabnika pelje v predhodni meni.  
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Skripta Menu Adapter opravlja dve primarni nalogi. Prva je generiranje uporabniškega 
menija, druga pa proženje ustreznih akcij ob klikih na gumbe.  
1. Generiranje uporabniškega menija – Skripta uporabniški meni generira iz šablonskega 
gumba modre barve, vsakemu nastalemu gumbu pa doda t. i. poslušalca (angl. 
listener). Poslušalec določa, kaj se zgodi ob pritisku na gumb. Podatke o gumbih, ki jih 
je potrebno na določenem nivoju menija generirati, dobi iz seznama sob površinskega 
modela in seznama skupin sorodnih elementov vseh modelov razen površinskega. 
Seznama pridobi s klicanjem metod GetAllSpaces() in ParseSubModels() skripte 
Camera View Controller. Začetni meni generira z metodo GenerateMainMenu(), ki 
ustvari toliko gumbov, kot je uvoženih modelov. Vsak gumb uporabnika popelje v 
globlji meni, prilagojen posameznemu modelu. Za generiranje globljih menijev 
uporablja dva seta metod. Prvi set je namenjen generiranju menijev za površinski 
model, drugi set pa za generiranje menijev za vse ostale modele. Za meni globine dve 
v primerih obeh setov generira gumbe, ki predstavljajo nadstropja zgradbe. V primeru 
površinskega modela dodatno generira še gumb imenovan »full model view« (angl. 
pogled celotnega modela), ki je namenjen postavitvi pogleda na začetni položaj. Za 
najgloblji meni globine tri v primeru površinskega modela generira gumb za vsako sobo 
v nadstropju, v primeru ostalih modelov pa gumb za vsako skupino sorodnih objektov 
v nadstropju. Ob generiranjem katerega koli izmed menijev prejšnji meni počisti z 
metodo ClearMenu().  
2. Proženje ustreznih akcij ob klikih na gumbe – skripta ustrezne akcije proži s pomočjo 
poslušalcev na gumbih. Vsak poslušalec proži izbranemu gumbu ustrezno metodo. 
Poslušalci na gumbih v vseh menijih, razen najglobljih, prožijo metode za prehod v 
ustrezni globlji meni. Obratno poslušalec na gumbu v nogi menija proži metode za 
prehod v predhodni meni. Ker je metoda, ki jo omenjeni poslušalec proži, odvisna od 
trenutne globine menija, mora poslušalca dinamično posodabljati metoda 
SetBackButtonListener(). V najglobljem meniju površinskega modela se metode na 
poslušalcih spreminjajo glede na število klikov na gumb. Ob prvem kliku se proži 
metoda SurfaceLeafButtonActions(). Ta najprej poskrbi, da se soba, ki jo gumb 
predstavlja, obarva s senčilnikom omenjenim v točki 4.3.3. Posledično je izbrana soba 
vidna skozi vse ostale objekte. Metoda prav tako poskrbi, da se barva gumba spremeni 
v oranžno, napis na gumbu pa preimenuje v »enter«. Nazadnje metoda posodobi 
poslušalca gumba tako, da se ob ponovnem kliku na gumb proži metoda 
MoveToRoom(). Ta ob ponovnem kliku na gumb najprej izklopi senčilnik, nato pa 
sporoči ime izbrane sobe skripti Camera View Controller, ki pogled prestavi v izbrano 
sobo. Če uporabnik pred drugim klikom na isti gumb, klikne katerega od drugih 
gumbov, metoda ResetSurfaceButton() poskrbi, da se senčilnik na predhodno izbrani 
sobi izklopi, da se barva gumba spremeni nazaj na modro in da poslušalec ob 
ponovnem kliku proži metodo SurfaceLeafButtonActions(). V najglobljem meniju 
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modelov razen površinskega, poslušalci na gumbih prožijo metodo 
SubModelLeafButtonActions(). Ta ob kliku poskrbi, da se obarvajo vsi objekti, ki 
spadajo v skupino sorodnih objektov, ki jo gumb predstavlja, prav tako pa spremeni 
tudi barvo gumba v oranžno. Ob kliku, na katerega izmed ostalih gumbov, se proži 
metoda ResetSubModelButton(), ki izklopi senčilnike v objektih predhodno izbrane 
skupine in spremeni barvo predhodno izbranega gumba nazaj na modro.   
4.4 Uporabniška izkušnja in način interakcije z uporabniškim vmesnikom 
4.4.1 Interakcija preko vgrajenih funkcionalnosti naprave HoloLens  
Aplikacija uporabniku omogoča interakcijo z uporabniškim vmesnikom preko vnosa s 
pogledom (angl. Gaze input), vnosa z gestami (angl. Gesture input) in s pomočjo daljinca (angl. 
Klicker). S pogledom oziroma natančneje s premikanjem glave okoli vertikalne ali horizontalne 
osi lahko uporabnik premika kurzor. Kurzor v obliki male bele pike se vedno nahaja v središču 
vidnega polja naprave. Uporabnik lahko klikne na element uporabniškega vmesnika, tako da 
nanj, s premikanjem glave in posledično očal, premakne kurzor in izvede klik. Klik lahko izvede 
ali s fizičnim pritiskom na edini gumb daljinca ali pa z gesto pritiska v zraku (angl. Air tap). Da 
očala gesto prepoznajo, mora le-to uporabnik izvesti v dosegu senzorjev na očalih. Uporabnik 
lahko z držanjem gumba na daljincu ali držanjem geste pritiska v zraku izvede daljši klik, ki mu 
v aplikaciji omogoča premik modela po prostoru in vertikalno drsenje po uporabniškem 
vmesniku. 
 
Slika 4.3: Gesta pritiska v zraku [6] 
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4.4.2 Premikanje, rotacija in sprememba velikosti modela 
Orodje Mixed Reality Toolkit s skriptami, podrobneje opisanimi v poglavju 4.2.3., 
uporabniku omogoča premikanje, rotacijo in spremembo velikosti modela, s pomočjo 
transparentnega kvadra, ki ga okoli objekta izriše. Z usmerjanjem kurzorja na kvader in 
pridržanim klikom lahko uporabnik model prosto premika po prostoru. Z usmerjanjem 
kurzorja na kocko v kateremkoli oglišču kvadra in pridržanim klikom lahko uporabnik kocko 
premika in glede na smer premika poveča ali pomanjša model. Z usmerjanjem kurzorja v 
kroglo na kateremkoli razpolovišču vertikalnih stranic kvadra in pridržanim klikom lahko 
uporabnik premika kroglo in glede na smer premika objekt suče.  
 
Slika 4.4: Kvader za manipulacijo z objektom 
4.4.3 Struktura in usmerjanje po glavnem meniju 
Zahvaljujoč prefab-u ChaseSource orodja Mixed Reality Toolkit se uporabniški meni vedno 
nahaja v bližini uporabnika. Uporabniku se meni postavi v središče pogleda ob zasuku glave v 
desno smer. Uporabnik se lahko skozi uporabniški meni premika s klikanjem na gumbe. Če je 
gumbov več, kot je prostora v okvirju uporabniškega vmesnika, lahko uporabnik do vseh 
dostopa z drsenjem, ki ga izvaja z usmerjanjem pogleda v osrednji del vmesnika in izvedbo ter 
premikanjem pridržanega klika vertikalno. Uporabnik se lahko nazaj po meniju premika z 
klikom na gumb v nogi vmesnika, ki je na voljo na vseh globinah menija z izjemo začetne. S 
klikom na gumb, ki predstavlja sobo, se uporabniku izbrana soba izriše čez ostale elemente 
objekta. S tem uporabniku podaja informacijo o lokaciji sobe v objektu. S ponovnim klikom na 
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gumb se uporabnikov pogled premakne v izbrano sobo. Podobno se ob kliku na gumb, ki 
predstavlja skupino sorodnih objektov, uporabniku izrišejo objekti skupine, čez vse ostale 
objekte v modelu. Po vsakršnem premiku nazaj po meniju, se predhodno izbrana soba ali 
skupina objektov ne vidita več čez druge objekte. Uporabnik lahko s klikom na gumb »full 
model view«, ki spada pod površinski model, okolje vedno postavi v začeten položaj, kjer je 
model v pomanjšani obliki predstavljen pred njega pod kotom 45°.  
 
Slika 4.5: Uporabniški meni, ko uporabnik izbere sobo in se mu ta izriše v modelu  
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4.5 Omejitve in izzivi 
4.5.1 Tridify 
Za namene tega diplomskega dela je bila uporabljena brezplačno dostopna različica 
vtičnika Tridify opisanega v poglavju 4.2.2.  
Ker je modele potrebno pretvoriti s pomočjo spletne strani podjetja Tridify, se vsi modeli 
naložijo in hranijo v njihovi podatkovni bazi. V okviru brezplačne različice vtičnika je 
maksimalna količina prostora, ki ga vsi modeli skupaj lahko zasedejo, 30MB. Posledično lahko 
razvijalec prenese model v največji velikost 30MB. Če bi želel prenesti dva modela, ki skupaj 
zasedata več kot 30MB, a ne več kot 60MB, bi moral pred uvozom drugega, prvega odstraniti 
preko spletne strani. 
Vtičnik omogoča uvoz BIM modelov le v .ifc obliki. Uvoz drugih formatov kot je na primer 
.ifczip ni mogoč. 
Tekom razvoja končne aplikacije se je vtičnik Tridify izkazal za nekompatibilnega z orodjem 
Mixed Reality Toolkit. V kolikor sta bila oba omenjena elementa prisotna v projektu, so 
vsakršen zagon aplikacije znotraj programa Unity preprečila obvestila o napakah, ki navidezno 
niso bila vezana na kateregakoli od elementov. Ko je bil v projektu prisoten le en element, se 
obvestila o napakah niso pojavila, zagon aplikacije pa je bil neoviran. Da bi se težavi izognil, 
sem BIM model uvozil v ločen projekt. V pretvorjeni obliki sem ga nato izvozil iz programa 
Unity v obliki Unity paketa s končnico .unitypackage. Paket sem nato uvozil v primarni Unity 
projekt. Aplikacija je z modelom uvoženim na ta način delovala brezhibno. Vredno pa je 
omeniti, da se s takim načinom uvoza na posameznih objektih modela niso ohranile skripte, v 
katere Tridify ob konverziji zapiše podatke o objektu, kateremu je posamezna skripta 
podrejena. Uvoz na ta način potemtakem predstavlja uvoz z dodatno izgubo podatkov 
prvotnega BIM modela. 
4.5.2 Izzivi pri zagotavljanju razširljivosti 
Pred začetkom razvoja končne rešitve sem si kot enega glavnih ciljev postavil razširljivost. 
Pod pojmom razširljivost sem imel v mislih čim manjše število potrebnih popravkov in 
prilagoditev programa v primeru, da se vanj implementira nov BIM model. Zagotavljanje 
tovrstne razširljivosti je tekom razvoja predstavljajo kot velik izziv.  
Prvotno je bilo treba zagotoviti, da je skripta Camera View Controller, ki je zadolžena za 
prebiranje modela in ustvarjanje seznamov na podlagi pridobljenih informacij, spisana tako, 
da iste podatke izlušči iz katerega koli uvoženega modela. V ta namen omenjena skripta ni 
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omejena glede na število uvoženih modelov iste zgradbe (površinski model, model 
vodovodnega sistema, model električnega sistema itd.), saj sezname, pridobljene iz 
posameznega modela, shranjuje v slovar (angl. Dictionary). Prav tako ni omejena glede na 
število nadstropij in sob, ki jih ima uvožen model, saj skripta za vsako nadstropje, na katero 
naleti, seznam primerno poveča.  
Skripta Menu Adapter, zadolžena za generiranje uporabniškega menija, je spisana na 
način, kjer upošteva različne količine in dolžine seznamov iz katerih generira menije. V 
glavnem menije bo ne glede na število modelov iste zgradbe v projektu za vsakega generirala 
svoj gumb. Prav tako bo gumbov, ki predstavljajo nadstropja, sobe in skupine sorodnih 
objektov, generirala toliko, kolikor jih je zabeleženih v seznamu.  
Skripta Camera View Controller prav tako poskrbi, da se ne glede na svojo osnovno velikost 
model vedno prilagodi in zaseda enako količino uporabnikovega vidnega polja. Poskrbi tudi, 
da je kateri koli model vedno postavljen na isto točko v prostoru, relativno na uporabnika.  
Za zagotavljanje popolne tovrstne razširljivosti, kjer bi katerikoli objekt uvozil v aplikacijo 
in bi ta brez prilagoditev delovala, bi bilo prvotno potrebno avtomatizirati uvoz modela. Zaradi 
trenutnega načina za uvoz modela bi bilo to predvidoma mogoče le z neposrednim 
sodelovanjem z ustvarjalci in upravljalci vtičnika Tridify. Treba bi bilo tudi sprogramirati 
obdelavo uvoženega modela, kar zaobjema samodejno dodajanje skript orodja Mixed Reality 
Toolkit na objekt in definiranja fizikalnih razmerij objekta potrebnih za delovanje dodanih 
skript.   
4.5.3 Omejitve očal Microsoft HoloLens 
Uporabnika naprave Microsoft HoloLens pri ogledovanju navidezno generiranih vsebin 
omejuje širina in višina vidnega polja zaslonov v očalih. Širina pogleda je približno 30°, višina  
pa 17.5°, medtem ko sta za primerjavo širina in višina vidnega polja namenskega 
prikazovalnika Oculus Rift 100° [97]. Vredno je omeniti, da za razliko od namenskih 
prikazovalnikov navidezne resničnosti HoloLens ne zastira ali omejuje dejanskega vidnega 
polja uporabnika, temveč ga z navideznimi vsebinami zgolj obogati na območju vidnega polja, 
ki ga prekrivata zaslona. Omejitev vidnega polja se v moji rešitvi predvsem pozna, ko je 
uporabnik postavljen v posamezno sobo modela. Soba se namreč izrisuje le na območju, ki ga 
prekrivata zaslona, kar zmanjša raven uporabnikove potopitve v izkušnjo.    
Med razvojem, testiranjem in uporabo so se očala izkazala za relativno težka. Po več 
minutni uporabi zaradi teže z nosniki čezmerno pritiskajo na nos uporabnika, kjer po uporabi 
pustijo vidne sledi.  
23 
 
Proces grajenja in prenašanja aplikacije na očala HoloLens zahteva relativno veliko časa. Za 
namestitev aplikacije na napravo je najprej potrebno zgraditi rešitev v okolju Unity, kjer se 
med drugim generira rešitev za okolje Visual Studio v obliki datoteke tipa .sln. V omenjenem 
okolju je potrebno rešitev datoteke .sln zgraditi in jo po uspešnem grajenju naložiti na očala.  
Na prenosnem računalniku z Intel i7-7700HQ procesorjem, ki izvršuje ukaze s hitrostjo 2.80 
GHz in z 16 GB RAM-a, ki teče na operacijskem sistemu Windows 10, je zgoraj opisan proces 
vzel približno 8 minut. S pomočjo orodja Mixed Reality Tookit opisanega v poglavju 4.2.3., se 
razvoj sicer zelo pospeši, saj je razvijalcu omogočeno testiranje rešitve znotraj programa Unity, 
vendar pa orodje obnašanja HoloLens naprave ne replicira popolnoma. Orodje na primer v 
programu Unity ne omogoča interakcije z uporabniškim vmesnikom, ko se ta skupaj z 
uporabnikom nahaja znotraj modela, kljub temu, da interakcije z uporabniškim vmesnikom na 






Končna rešitev izpolnjuje vse začrtane uporabniške zahteve. Aplikacija ustvarjena za 
napravo Microsoft HoloLens omogoča uporabniku ogled tridimenzionalnega modela zgradbe. 
Uporabnik lahko model po prostoru prestavlja in spreminja njegovo velikost ter usmerjenost. 
Z uporabniškim menijem, ki uporabniku sledi po prostoru, lahko uporabnik izbere prostor in 
vidi, kje v zgradbi se prostor nahaja ter vanj prestavi pogled. Uporabnik lahko vklopi skupine 
sorodnih objektov vodovodne in toplotne napeljave, tako da so te vidne čez površinske 
ploskve zgradbe. Ob tem pa ostaja kar nekaj izzivov za naprej, ki so navedeni v nadaljevanju. 
Izkušnja obogatene resničnosti čez več naprav 
Trenutna aplikacija bi bila lahko izboljšana z tehnologijo prostorskih sider. Prostorska sidra 
so točke, ki jih naprava prepozna v okolju in jim sledi skozi čas [98]. Več sider skupaj skrbi, da 
hologrami ostajajo na točno določenem mestu v prostoru. Sidra, če so shranjena v oblaku, so 
dostopna vsem napravam, ki imajo dostop do oblaka in posledično omogočajo deljeno 
izkušnjo obogatene resničnosti čez več naprav [99]. Primer uporabe moje rešitve nadgrajene 
z funkcionalnostmi oblačnih sider je predstavitev BIM modela v obogateni resničnosti, kjer so 
vsem udeležencem predstavitve na voljo naprave sposobne generiranja vsebin obogatene 
resničnosti. Predstavitelj bi tako lahko udeležencem razkazal model in jih popeljal skozenj.  
Prepletanje navideznega modela in resnične zgradbe 
Prikazovanje sistemov, kot so vodovodni in toplotni, bi lahko doseglo popolnoma novo 
razsežnost uporabnosti, če bi se navidezni model zgradbe zlil z resnično zgradbo. Uporabnikov 
terminal bi izrisal model vodovodnega sistema znotraj zgradbe, ki bi lahko uporabil med 
gradnjo ali vzdrževanjem zgradbe. Da bi to dosegli, bi poleg BIM modela zgradbe, ki si jo želimo 
ogledati, potrebovali tudi način sporočanja terminalu, kje se nahaja. S pomočjo informacije o 
svoji poziciji bi bil terminal sposoben izrisati model na točno določenem mestu. 
Najpreprostejša in najmanj zanesljiva izvedba omenjene rešitve bi se zanašala na konstantno 
točko začetka. Uporabnik bi ob zagonu aplikacije moral stati na točno določenem mestu in 
gledati v točno določeno smer. Razvijalec bi, z natančno informacijo o uporabnikovi začetni 
poziciji in njegovi smeri pogleda, lahko brez uporabe dodatne programske opreme poskrbel, 
da se navidezni  model korektno izrisuje čez resnično zgradbo. Konstantna točka začetka bi 
predstavljala veliko pomanjkljivost predvsem pri večjih modelih zgradb, saj bi bil uporabnik za 
ogled oddaljenih prostorov prisiljen premagovati dolge razdalje. Problem bi se pojavil tudi pri 
premorih uporabe aplikacije. Ko bi uporabnik aplikacijo na kakršenkoli način ustavil, bi 
aplikacija prenehala dobivati informacije o spremembah pozicije terminala in posledično ne bi 
ohranjala korektne pozicije navideznega modela. Informacijo o poziciji bi lahko terminal 
25 
 
pridobival s pomočjo tarčnih slik. Orodja, kot so ARCore, ARKit, Vuforia in Wikitude, 
omogočajo namenskim napravam in pametnim telefonom prepoznavanje tarčnih slik in 
vpenjanje navidezne vsebine relativno na prepoznane slike. Razvijalec bi lahko pozicijo modela 
prilagodil glede na tarčno sliko, ki jo terminal prepozna. Pri takem pristopu bi bilo treba 
zgradbo opremiti z različnimi tarčnimi slikami. Več kot bi bilo na voljo tarčnih slik, več mest bi 
bilo na voljo uporabniku za iniciacijo ali popravek postavitve modela, v primeru ustavitve ali 
nepravilnega delovanja aplikacije. Preprosta omejitev rešitve je potreba po opremljanju 
zgradbe s tarčnimi slikami. Dodatno zapletenost bi aplikaciji dodali tudi integracija in 
vzdrževanje baze s slikami. Kot najboljša rešitev se ponujajo že omenjena oblačna sidra. Ker 
se oblačna sidra ohranjajo v oblaku, se lahko vanje vpenja vsebino, za katero želimo, da trajno 
ostane na svojem mestu [100]. Ker se hranijo v oblaku, ob ustavitvi aplikacije ne izginejo, 
terminal pa lahko do obstoječih sider dostopa kadarkoli in z njihovo pomočjo prilagodi pozicijo 
modela. Omejitev omenjenega pristopa je predvsem zasebnost, saj se sidra in z njimi tudi 
podatki o zgradbi hranijo v oblaku, medtem ko drugi dve predlagani rešitvi za svoje delovanje, 
vsaj teoretično, ne potrebujeta povezave v internet. 
Smiselnost rešitve v navidezni resničnosti 
Zaradi nekaterih pomanjkljivosti naprave HoloLens, kot na primer omejeno vidno polje in 
slabše sposobnosti izrisovanja objektov, menim, da bi bila smiselna implementacija moje 
rešitve tudi v okolju navidezne resničnosti. Menim, da trenutno implementiran sistem 
premikanja pogleda po modelu predstavlja dober način premikanja tudi v okolju navidezne 
resničnosti. Večje vidno polje bi pripomoglo tudi k večji potopljenosti uporabnika v 
navideznem prostoru predvsem v primeru ogledovanja posameznih sob. Za uporabo rešitve 
na napravah navidezne resničnosti, ki podpirajo funkcionalnost Windows Mixed Reality, bi bile 
predvidoma potrebne minimalne prilagoditve, saj orodje Mixed Reality Toolkit, ki omogoča 
večino interakcij v trenutni rešitvi, za omenjene naprave obljublja enako delovanje.  
Bogatejši nabor informacijskih modelov 
BIM datoteke se zaradi svoje narave velikokrat smatrajo kot zaupni in dragoceni podatki. 
Brezplačne verzije so posledično na internetu redko dostopne. Še dodatno oviro predstavlja 
omejitev velikosti modelov, podrobneje razložena v točki 4.4.1. Z bogatejšim naborom 
modelov, bi lahko v rešitvi bolje dodelal funkcionalnosti namenjene razširljivosti, za katere 
ocenjujem, da eksponentno povečujejo uporabnost moje rešitve. 
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Preverjanje obnašanja pri večjih modelih 
Zaradi kompleksnosti BIM modelov sta v primeru večjih BIM modelov postavljena pod 
vprašanje delovanje naprave Microsoft HoloLens in sposobnost uvažanja modelov vtičnika 
Tridify.   
Microsoft HoloLens se za izris zanaša na svoj grafični procesor, zato je glede svojih 
sposobnosti izrisovanja omejen. Za uporabnost moje rešitve z večjimi BIM modeli je torej 
ključno obnašanje naprave pri izrisovanju bolj kompleksnih modelov. V primeru, da aplikacija 
ni odzivna ali pa se število sličic na sekundo pretirano spusti, je potrebno iskati rešitev ali pri 
omejevanju izrisovanja modela ali pa v poenostavljanju modela.  
Kot omenjeno že v 3. poglavju, se zaradi kompleksnosti BIM modelov industrija srečuje z 
izzivom njihove pretvorbe za uvoz v želeno programsko opremo. Tridify na objektu 
uporabljenem v moji rešitvi navidezno dobro pretvori model in pri pretvorbi ne izgubi ključnih 
podatkov o modelu. Za širšo uporabnost moje rešitve bi bilo potrebno preveriti kvaliteto 
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