Absolute reflectance-based radiometric calibrations of Landsat-5 Thematic Mapper (TM) are improved with the inclusion of a method to invert optical-depth measurements to obtain aerosol-particle size distributions, and a non-lambertian surface reflectance model. The inverted size distributions can predict radiances varying from the previously assumed jungian distributions by as much as 5 percent, though the reduction in the estimated error is less than one percent. Comparison with measured diffuse-to-global ratios show that neither distribution consistently predicts the ratio accurately, and this is shown to be a large contributor to calibration uncertainties. An empirical model for the surface reflectance of White Sands, using a two-degree polynomial fit as a function of scattering angle, was employed. The model reduced estimated errors in radiance predictions by up to one percent.
Satellite calibrations dating from October, 1984 were reprocessed using the improved methods and linear estimations of satellite counts per unit radiance versus time since launch were determined which showed a decrease over time for the first four bands.
I. THE REFLECTANCE-BASED CALIBRATION METHOD
The reflectance-based method of calibration can be used for satellite-sensor systems that operate in the solarreflective spectral range and have instantaneous fields-of-view of less then 50 meters. The emphasis for this study was TM, which is a whiskbroom type satellite sensor orbiting the earth at an altitude of 705 km, with global coverage every 16 days. The sensor has seven spectral bands, six of which are in the solar-reflective range considered here. The central wavelengths and bandpasses for the six bands of interest, as determined by the moments method, Palmer (1984) , are listed in Table 1 . The calibrations were performed at White Sands Missile Range in New Mexico, which offers large, bright targets that are uniform to a good degree and offer a surface displaying lambertian qualities over a large range of angles. The satellite nadir-viewing angle was less than 7 degrees for all calibrations with solar zenith angles varying about an average of 45 degrees. The reflectance-based method involves measuring the reflectance of the target to be used for the calibration, characterizing the atmosphere, and running a radiative transfer code to predict the radiance at the sensor. Once the radiance at the sensor is known, a simple comparison can be made against the digital counts that were recorded by the satellite while it viewed the target. Assuming a linear response and a known offset allows the counts per unit radiance to be determined absolutely. The radiative transfer code used for these calibrations was developed by Herman (1965) .
Two parameters which cause a sizable change in the radiance prediction are the size distribution of the aerosol particles and the reflectance of the surface. This work attempts to model these two parameters more accurately to improve the predictions of the radiative transfer code.
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AEROSOL SIZE DISTRIBUTIONS
In order to determine the scattering and absorption of an ensemble of aerosol particles of different sizes, shapes, or indices, it is necessary to sum the properties of all particles to obtain a single phase function for the entire ensemble. If we assume that the particles are spheres, so that we may use Mie theory to compute the scattering, and that they are all of the same index of refraction, then it is only necessary to integrate the phase function for each radius, weighted by the number of particles of each size, over all radii. Though the actual aerosol particle radial size distribution is not required to follow any functional form, there have been a few empirical equations used to attempt to model the number density of aerosol particles. One of the simplest forms is the jungian size distribution which states that the number of particles per unit interval in r is n(r) = Cr(1) (1) where C is a constant and ii is known as the jungian parameter. Another implicit assumption about the jungian distribution is that the possible radii values extend from 0 to oo. Previously, for TM calibrations, the aerosols were assumed to follow a jungian distribution.
It is also possible to invert the measurements of the optical depth as a function of wavelength in order to determine the size distribution of the aerosol particles. This requires no assumption about the distribution following any specified functional form, but in order to extrapolate the results to all radii values requires an assumption as to the smoothness of the distribution. This method was used to relax some of the assumptions for determining the phase function.
The starting point for both of these distributions is the equation for the aerosol optical depth. If we assume that the particles have a non-dispersive index, m, that the number of particles per unit interval in radius, r, and height, z, is given by n(r, z), and that the particles are spherical with an extinction cross section of Qext, as obtained through Mie theory, then the aerosol optical depth can be written as cOO 6aP') = I dz drQext(r,X,m)irr2n(r,z) (2) Jo Jo where z denotes the top of the atmosphere. It is then possible to carry out the height integration to determine a function, n(r), which is the size distribution of the particles taken over the entire atmospheric column. This reduces 6a to an integration over r alone. Further, it is necessary to integrate r only over values where n(r) is not equal to zero, from the minimum to the maximum radii in the size distribution:
Having reached this point, it is now possible to see why the jungian size distribution is so appealing as an approximation to the number distribution. If we assume a jungian distribution with integration limits of 0 and OO, then the Mie optical depth is Sa()) = I drirr2Qext(r,A,m)C 'r(uI+l) (4) JO Where C ' is the constant for the jungian distribution integrated over height. Using the fact that the extinction efficiency is a function only of the ratio of the radius and the wavelength, and making the change of variables to the size parameter, x = f-we obtain -(v-2) 0O 8aG) = C ' [:) J0 dxQext(x,m)x"1) (5) and since the integral is merely another constant 6aP') cx )(v2) .
(6) Therefore a jungian size distribution can be determined directly from optical depth measurements as a function of wavelength, except for a multiplicative constant.
Equation 3 is also a good starting point in explaining how the optical depth measurements can be used to invert for the columnar size distribution. The determination of the size distribution is an inversion of a number of integrals, for different wavelengths, ), with the extinction cross section of the aerosol particles as the kernel functions. Note that it is not necessary that the index of refraction be non-dispersive for this procedure to be valid. In practice, the non-dispersive index is attractive because then a single function for Qext can be used for all wavelengths and only scaled differently for each wavelength. The inversion of optical depth measurements to obtain a size distribution was discussed by King et al. (1978) and a modified version of the code described in that reference was used for the inversions used in the calibrations of TM. For a description concerning the inversion procedure the reader is encouraged to refer to the King et a!.
paper.
One consideration of the inversion procedure is the limits on the particle radii. The estimation of the !imits is based on both the underlying physics of aerosol particles and the effect that the limits have on the solution. The choice of radius maximum has little effect on the phase function because there are so few of the larger particles. Therefore, a choice of 5 jm as a maximum radius value gives a very similar result to an inversion with a maximum radius of 10 pm. The lower bound of the radius interval can have a much greater effect on the outcome of the inversion. This should be expected because most size distributions are at least similar to a jungian distribution, which predicts that the greatest number of particles are in the smallest radii ranges. Therefore, moving the minimum radius value has the effect of allowing or disallowing a large number of particles.
One way to estimate the effect of the minimum radius choice is to run the inversion routine to compute a size distribution, then plot the integrand of equation 3 which determines the optical depth for a given wavelength. If the contribution to this integral is small from the lowest radii particles then the inversion is likely to be somewhat insensitive to the choice of the minimum radius. If a large contribution to the integral is in the minimum radius range, however, the inversion is likely to be very dependent on the choice of the minimum radius. For the TM calibrations, the lower bound was chosen to be 0.05 pm for all cases. King discusses the choice of the minimum radius parameter in more detail, and concludes that some experimentation with the minimum radius limit would perhaps net better results. Figure 1 shows the results of an inversion using actual data from a calibration. The inverted size distribution is shown along with the computed best-fit jungian distribution for the same data. This is an example of what would be considered a well-behaved inversion. The number distribution tails off at both ends of the radius endpoints indicating that the choice of endpoints is not critical to the solution. Using the size distribution from the inversion routine rather than the best-fit jungian distribution can affect the radiative transfer for the TM calibrations in three ways. First, each distribution will predict different optical depth values for the TM bands. This is most notable when computing the optical depth calculations beyond the longest wavelength measurement. The predictions for each distribution can vary from one another quite substantially. However, for the longer wavelengths, the optical depths are so small that the change in optical depth brings about only a small change in the predicted radiance at the sensor.
The second way that the size distributions can affect the radiative transfer code is in the shape of the phase function that is predicted by each. The phase function is the angular distribution of scattered light. The phase function for the entire size distribution is computed in a manner similar to the computation of the optical depths. In this case, however, the amount of scattered light is a function of the scattering angle.
Mie theory actually predicts the scattered radiance intensity and polarization characteristics given the incident polarization characteristics. The complete Mie theory was not used in the radiative transfer model because the inclusion of polarization of the :
Comparison of inverted number scatterers increases the complexity of the model by a and the straight line best-fit jungian factor of sixteen, and is very dependent on the shape for October 28, 1984 at White Sands of the particles if they are not spherical. Figure 2 shows the phase function predicted by both distributions for two different wavelengths. The difference in shape is greater in the longer wavelengths, as was the change in the optical depth due to each distribution. The total amount of scattering in the longer wavelengths, however, is much less than in the shorter ones.
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The third way in which the different size distributions can affect the results is in terms of their respective predictions of the percentage of extinguished light that is scattered rather than absorbed. The amount of light that is scattered per unit area by the column of aerosol particles can be described by the scattering cross section for the entire distribution. This value can not be measured directly, but can be predicted using Mie theory. The ratio between the scattering cross section and the 150 200 extinction cross section is known as the single scattering albedo. A change in this value will bring two about a change in the amount of diffuse radiance and that is present at the surface of the earth, even if the extinction is the same.
This diffuse component can have a large effect on the predictions of the radiance at the sensor. The fact that the different distributions can have different single scattering albedos is possible because of the radius range that drives the distributions. Figure 3 shows the graph of the integrand of equation 4 used to determine the optical depth, or extinction cross section.
The integrand for the computation of the scattering cross section is shown as well. From this graph it can be seen that the particles near chosen endpoints of 0.05 and 5 pm do not contribute to the optical depth greatly. 
SURFACE REFLECTANCE MODELS
The reasons that a single-value reflectance factor can fail to describe the reflectance relate to both the direct and the diffuse radiance fields incident on the surface. First, because the surface is not lambertian, the radiance reflected from the direct field into angles other than the sensor look angle will not be modeled correctly. This can effect the radiance at the top of the atmosphere in the direction of the sensor due to multiple scattering events that introduce radiance from the different angles back into the direction of the sensor view. Second, the diffuse component of the incident light will not reflect off the surface the same way that the direct component will, due to the different scattering geometries. In the shortest wavelength TM band for a typical White Sands atmosphere, the diffuse component can be as much as 25% of the incident light on the surface, though the longest TM bands may only have a 1% diffuse component.
The BRF of a surface can be described in tabular form from measurements, or in an empirical form. When certain assumptions can be made about the surface, a simple empirical model can be derived. For the surface reflectance measurements of White Sands Missile Range, an empirical formula as a function of scattering angle between the incident and exitant directions could describe the surface adequately. The fit that was used was a simple two-degree polynomial on the cosine of the scattering angle. The fit was determined from measurements at various exitant zenith and azimuth angles for a number of different incident solar zenith and azimuth angles (Deering, 1989) . Measurements of the reflectance of the diffuse irradiance were not taken, and the radiance measured at any observation angle was assumed to be from the direct irradiance only, except for a constant multiplicative factor. Data were collected at three wavelengths, and at five different incident solar angles. All measured values were then normalized to the reflectance at 45 degrees. The shape of the BRF was assumed to be invariant with respect to wavelength with only an overall change in magnitude. Figure 4 shows the data points taken at all sun incident angles for the wavelengths 662 nm, 826 nm, and 1658 nm. The graphs show that while there may be some dependence on the sun incident angle, it is a relatively small effect and all incident solar zenith angles can be described by a single curve as a function of scattering angle alone. where the BRF is normalized to the reflectance at a scattering angle of 45 degrees and j is the cosine of the scattering angle between the incident and exitant beams. To use this model in a calibration, the reflectance of the surface is measured at overpass for a scattering angle between the sun and the sensor and for every wavelength of interest. The radiative transfer code then uses both the model and the scaling factor to determine the reflectance of the surface at any scattering angle.
RESULTS AND CONCLUSIONS
Data have been collected for Landsat-5 TM calibrations six times since the fall of 1984: October 28, 1984 , May 24, 1985 , August 28, 1985 , November 16, 1985 , March 27, 1987 , and February 10, 1988 . In some cases, the data taken have been insufficient to properly perform a complete calibration. The data for each of these days have been reexamined and new calibrations performed using first, the jungian method with a lambertian surface reflectance model and, second, the size distribution inverted from optical depth measurements with a non-lambertian surface model.
The internal calibrator (IC) results (Barker, 1985 (Barker, -1988 were determined from the digital counts due to a known irradiance on the focal plane. They do not provide the relation between digital counts and the radiance at the entrance pupil, as is the case with the other reflectance-based results presented here. A bias is expected between these results and the other calibrations, caused by system losses in the fore-optics and the change of this bias with respect to time could be an indication of the degradation of the fore-optics. Table 2 is helpful in determining the usefulness of replacing the lambertian surface reflectance with a reflectance model. It was shown that the basic surface reflectance model replicated the surface BRF decidedly better than the lambertian assumption, especially in the oblique reflections of the diffuse radiance. Table 2 shows that the model does affect the outcome of the calibration, varying nearly two percent from the lambertian surface results in the most notable case. The effect of the surface reflection model is generally stronger in the shorter wavelengths, because of the larger role of the diffuse field radiance on the calibrations in this wavelength region. Improvement on the BRF model might include taking BRF measurements under different environmental conditions, such as various relative humidities, to determine the effect of these parameters on the surface reflectance. A more complex reflection model might improve calibrations, though the simpler model seems to fit the available data very well. Table 2 shows the percent difference in predicted radiance between the calibration using the inverted size distribution and the non-lambertian surface model versus the jungian distribution and lambertian surface model calibration. A positive value represents an increase in the predicted radiance for the inverted size distribution case.
The optical depth percentage is the change in radiance due to the change in predicted optical depth for each distribution. This accounts for the change in the direct irradiance at the surface and the change in attenuation of the radiance in the path from the surface directly to the sensor. The transmittance term is the change in the transmittance of the atmosphere due to absorption. As the models for most absorption species were assumed to be the same for either calibration, this difference is due to the difference in ozone concentration only. Ozone concentration is computed with the jungian distribution, but independently obtained with the inversion procedure. The path radiance term is an estimate of the change in the intrinsic atmospheric path radiance at the sensor. This is affected by a change in optical depth and a change in the single scattering albedo or shape of the phase function of the aerosol particles. All these parameters are affected by the change in the size distribution of the aerosol particles. The diffuse reflectance term is the change due to the diffuse radiance at the surface reflecting off the surface and into the field-of-view of the sensor. This term assumes a lambertian reflectance and is not affected by the BRF model. It is a function of the diffuse field at the surface which, like the path radiance, is a function of the optical depth, single scattering albedo, and phase function shape of the aerosol particles. The BRF term is the change brought about by the inclusion of the non-lambertian surface reflectance model. The percentage was obtained by running the radiative transfer code both with and without the surface model and comparing the results.
It should be noted that the sum of the individual percentage values does not exactly equal the total change. This is because these percentages are approximations based primarily on single and double scattering events. The difference between the factors is due to more complicated scattering events. Figure 5 shows the predicted absolute calibration in terms of counts per unit radiance for the IC, the previous method utilizing a jungian distribution and a lambertian surface, and the upgraded method. May 24, 1985 was omitted because the optical depths for this day were determined from inadequate data and are unreliable.
The IC calibrations are for counts per unit radiance on the image plane and should be higher than those predicted by the other calibration methods.
The lower three TM bands give reasonable results in terms of the reflectance-based methods in comparison with the IC results. The non-jungian distribution seems to predict a counts per radiance that is too low for the calibration on October 28, 1984. This may be due to the fact that the non-jungian size distribution predicts a much greater amount of diffuse radiance than the jungian distribution. Measurements of the actual diffuse radiance are not available for this day. The calibration on November 16, 1985 gives strange results, as well. Both calibration methods predict a jump in the counts per unit radiance for TM bands 1 through 5. This could be due to a systematic error in both reflectance-based methods for this particular day. Although another interesting feature of the November 16th calibration is that the IC predictions increase significantly as well. If this increase is accurate, then some of the increase in the reflectance-based methods is due to a change in the sensor itself. Since the increase is considerably greater in the reflectance-based calibrations, more than one problem may exist.
TM band 4 is the only band for which the calibrations consistently predict a counts per unit radiance higher at the entrance pupil then at the focal plane. This is most likely caused by a systematic error either in the reflectance-based or IC calibrations, or in the preflight characterization of this band. The most likely possibility is that the attenuation due to water vapor is over estimated for this band.
The final two TM bands are well behaved though neither show a smooth change over time. The major problem for these bands is that the optical depths for each are not well determined, having to be extrapolated from optical depth measurements ending near 1 jim. Also, the responses of these bands are affected by cyclic "outgassings" of the sensor (Barker, 1985) . Whether the inclusion of the size distribution inverted from optical depth measurements improved calibration procedures over the jungian distribution method is less clear. As stated previously, the entries under optical depth, path radiance, and diffuse reflectance in Table 2 , are all affected primarily by the change of the size distribution between the two methods. One possible validation of each distribution is to compare how each predicts the optical depths at the wavelengths for which data were taken. The problem is that for the jungian distribution, the iterative routine to simultaneously determine the jungian parameter and the ozone concentration effectively forces the optical depth measurements to be more jungian.
The distributions affect more than the optical depth, however. The single-scattering albedo and shape of the phase function change as well. Since both of these affect the diffuse radiance at the ground, another method to determine which is the more accurate distribution would be to compare the diffuse-to-global radiance ratio predicted by each distribution to the actual measured values for this ratio. Figure 6 shows graphs of these ratios for all calibration days and wavelengths for which these measurements were recorded. The figures do not indicate that one distribution consistently predicts a more accurate diffuse to global ratio. Examination of these ratios in conjunction with the calibration results for these days show a correlation between the errors in this ratio and errors in the final calibrations. For example, the predicted ratio for November 16, 1985 is less than measured for TM bands 2 through 5. This corresponds to the low radiance predictions at the sensor. An increase in the diffuse field would mean an increase in the radiance at the sensor and a decrease in the predicted counts per unit radiance. The diffuse-to-global ratio is influenced mostly by the single scattering albedo of the phase function. This, in turn, is affected by the index of refraction and radii limits of the aerosols. Repeated attempts to adjust the limits of the size distribution and the non-dispersive index for this date could not replicate the measured ratio. The failure of the computed size distribution in predicting the measured diffuse-to-global at the surface is a good indication that the phase function is not representative of the actual scattering and will result in errors in the predicted radiance. For a simple model of the change in counts per unit radiance over a time, a straight line fit of the data points was found for each TM band. This was done by a simple least-squares fit of the data for the non-lambertian method with BRF correction and for the IC. All calibrations were included except for the May 24, 1985 calibration and the October 28, 1984 point in TM band 1 which skewed that fit greatly from the other data points. The slope and intercept for these lines are shown in table 3. For the first three TM bands, the counts per unit radiance was less at the entrance pupil than at the focal plane, with a decrease in each over time. TM band 4 is nearly flat over time, but the straight line fit does predict a slight increase in sensitivity over time. Also, the focal plane and entrance pupil values are nearly equal. TM bands 5 and 7 are nearly flat as well, with a slight increase in band 5 and a decrease in band 7.
There are a number of possibilities to increase the accuracy of the reflectance-based calibrations. The measurements of the optical depth should extend out to the wavelength region of TM band 7. The increased data will be very useful for predicting optical depths for bands 5 and 7 more accurately. Since the number of scattering events decreases with increasing wavelength, a direct solar transmission and reflectance model becomes more accurate making the optical depth the major atmospheric parameter, after molecular absorption, in predicting the radiance at the sensor. Also, an increase in the number of measurements of optical depth will help in the determination of the size distribution, regardless of whether it is a jungian assumption or an inversion.
It is also clear that how well the aerosols predict the diffuse-to-global ratio at the surface is important in performing accurate calibrations. Errors up to three percent in reflected radiance can be attributed to an inaccurate prediction of this ratio. In future calibrations, particular attention should be paid to this ratio in determining the validity of the aerosol distribution. This might include adjusting the index of the particles or the radius range to obtain a more accurate model. A method that would simultaneously find the size distribution and the index of refraction of the particle using a combination of the optical depths and the diffuse to global ratios would be ideal. 
