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Re´sume´ – Nous e´tudions diverses manie`res de s’e´carter des contraintes strictes d’auto-similarite´ ou d’accroissements stationnaires pour des
processus ale´atoires. En re´interpre´tant l’auto-similarite´ avec accroissements stationnaires comme l’invariance sous un de´placement dans le plan
temps-e´chelle, nous e´tudions des modifications des ope´rateurs affines qui conduisent a` d’autres classes de processus a` invariance brise´e (commme
celle sous effet de taille finie ou l’auto-similarite´ locale).
Abstract – We study various ways for stochastic processes to depart from exact self-similarity with stationary increments (Hss-si). An
interpretation of Hss-si as invariance under affine time-scale deplacement operators is used and introducing modified dilations or increments
allows to discuss processes with broken self-similarity, including finite size scale invariance and local self-similarity.
1 Invariance d’e´chelle et accroissements
stationnaires
De´finitions introductives. L’invariance d’un signal, ou d’un
syste`me, a` travers les e´chelles est une hypothe`se largement uti-
lise´e en physique comme dans d’autres domaines : physique
statistique, turbulence, te´le´communications, ge´ophysique, etc.
Rappelons la de´finition pour les processus ale´atoires [16].
De´finition 1 Un processus ale´atoire {X(t), t ∈ R} est dit au-
tosimilaire d’indice H (ou H-ss) si et seulement si
(DHλ X)(t)=ˆλ−HX(λt) d= X(t). (1)
DHλ note la dilatation de rapport d’e´chelle λ et d= de´signe l’e´ga-
lite´ en distribution. L’exemple de base est le classique mouve-
ment brownien fractionnaire BH(t) d’exposant d’autosimila-
rite´ H [11]. La mode´lisation des phe´nome`nes auto-similaires
est en ge´ne´ral concilie´e avec une forme de stationnarite´ des si-
gnaux en supposant que le signal e´tudie´ a des accroissements
stationnaires, note´ a.s. [20].
De´finition 2 Un processus ale´atoire {X(t), t ∈ R} est a` ac-
croissements stationnaires, note´ a.s., si pour tout τ ∈ R, l’incre´-
ment {Z(τ, t) = X(t+ τ)−X(t), t} est stationnaire :
(TbZ)(τ, t)=ˆZ(τ, t+ b) d= Z(τ, t). (2)
Tb de´signe ici l’ope´rateur de translation en temps de b. Les
mouvements browniens fractionnaires BH(t), paradigmes des
processus invariants en e´chelle, posse`dent ces deux proprie´te´s.
Brisure des syme´tries. Nous e´tudions dans la suite des pro-
cessus qui de´vient de l’une ou l’autre de ces deux proprie´te´.
Pour de nombreuses applications concre`tes, il faut en effet as-
souplir l’invariance en e´chelle pour n’en garder qu’une syme´trie
brise´e, par exemple en e´chelle [8] : e´volution non stationnaire
en e´chelle en traffic internet [15], bornes sur les e´chelles en
turbulence [7], invariance d’e´chelle discre`te pour des syste`mes
statistiques complexes [18, 4, 5], etc.
La partie 2 propose des variations ou` l’invariance en e´chelle
est brise´e tandis que les accroissements sont conserve´s station-
naires. L’objet de la partie 3, avant notre conclusion, est de
conside´rer l’invariance d’e´chelle de´finie seulement localement
en temps, et d’en donner une approche avec un ge´ne´rateur lo-
calement stationnaire.
Avant cela, il est bon de rappeler comment les deux syme´tries
que nous conside´rons reviennent a` supposer l’invariance pour
une repre´sentation a` deux parame`tres du processus. C’est dans
ce cadre que nous introduirons ensuite les brisures de syme´tries
spe´cifiques conside´re´es.
Accroissements et de´placements temps-e´chelle affines. Il est
habituel de re´unir les deux proprie´te´s d’un processus H-ss a`
a.s. en une seule e´quation que l’on e´crit en ge´ne´ral
X(t+ λτ)−X(t) d= λH(X(τ)−X(0)). (3)
Cette combinaison des deux proprie´te´ des de´finitions 1 et 2 est
re´e´crite ensuite pour apparaıˆtre comme une invariance sous un
seul groupe de syme´trie.
Proprie´te´ 1 Un processus X(t) est H-ss a` a.s. si et seulement
si ses processus accroissements {Z(τ, t), t ∈ R} sont inva-
riants en distribution sous le groupe des de´placements temps-
e´chelle affines de´fini comme {DH(λ,b)=ˆDHλ Tb, (λ, b) ∈ R+∗ ×
R}.
On rappelle la loi de composition affine sur R+∗ × R : (λ, b) ·
(α, t) = (λα, λt + b). L’ensemble des de´placements temps-
e´chelle DH(λ,b) est une repre´sentation du groupe affine (groupe
de la droite ax + b) puisque DH(λ′,b′)DH(λ,b) = DH(λ,b)·(λ′,b′).
Ce sont des ope´rateurs de de´placement au sens de [9] : tout
point du plan temps-e´chelle (α′, t′) peut eˆtre atteint de n’im-
porte quel autre point (α, t) en choisissant le de´placement de
parame`tres (α/α′, t′ − αt/α′).
Une de´monstration peu rigoureuse de la proposition tient par
le calcul suivant.
(DH(λ,b)Z)(τ, t) = λ
−H(X(λt+ λτ + b)−X(λt+ b))
d= X(t+ τ + b/λ)−X(t+ b/λ)
d= X(t+ τ)−X(t) = Z(τ, t).
La deuxie`me e´galite´ exprime l’auto-similarite´ de X et la
suivante la stationnarite´ de ses accroissements. Cette proprie´te´
de´coule en fait directement des de´finitions. Dans cette lecture
de l’autosimilarite´ avec a.s. la taille d’incre´ment τ prend le sens
d’une e´chelle.
Repre´sentation a` deux parame`tres de H-ss et a.s. L’ap-
proche plus ge´ne´rale que nous adopterons est alors de de´finir
ces syme´tries non pas sur le processus mais sur une repre´sentation
quelconque de type temps-e´chelle. Puisque les DH(λ,b) sont des
ope´rateurs de de´placement du plan, il existe des repre´sentations
TX [a, t] covariantes pour ces de´placements temps-e´chelle [9].
TDH(λ,b)X
[α, t] = (DH(λ,b)TX)(α, t) = f(λ
−H)TX [(λ, b)·(α, t)],
ou` f de´crit la renormalisation. Nous venons de rappeler que les
accroissements Z(τ, t) entrent dans cette cate´gorie. Dans cette
e´criture, l’action du de´placement sur X(t) est formellement
(DH(λ,b)X)(t) = X(b + λt) mais, pour un processus ale´atoire,
cette forme est a` utiliser avec pre´cautions.
Plus ge´ne´ralement on sait que, si elles sont line´aires, elles
doivent eˆtre de type transforme´e en ondelettes










tandis que la classe quadratique affine est l’e´quivalent pour
les repre´sentations de type densite´ d’e´nergie. Sous condition
que l’on peut reconstruire le signal ainsi repre´sente´ (admissibi-
lite´ pour les ondelettes), imposer les syme´tries H-ss et a.s. est
e´quivalent a` imposer l’invariance en distribution de TX [α, t]
sous les de´placements temps-e´chelle. Spe´cifions cela pour les
ondelettes.
Proprie´te´ 2 Un processus X(t) est H-ss a` a.s. si et seulement
si sa transforme´e en ondelettes TX [α, t] est invariante en distri-
bution sous le groupe des de´placements affines {DH(λ,b), (λ, b) ∈
R+∗ × R}.
Ce re´sultat combine diffe´rentes proprie´te´s connues. Dans le
sens direct, partant d’une transforme´e en ondelettes TX qui est
invariante sous les DH(λ,b), elle l’est aussi sous toutes les trans-
lations en temps puisque Tb = DH(1,b) et on prouve qu’alors X
est a` accroissements stationnaires (si ψ est a` moyenne nul sans
autre moment nul) [6]. De meˆme,DHλ = DH(λ,(1−λ)t0) donc TX
regarde´ en un temps fixe´ t0 est auto-similaire etX(t) l’est aussi
au sens de la de´finition 1 [6]. Inversement, si X est un proces-
sus H-ss a` a.s., sa repre´sentation en ondelettes est stationnaire
en temps [12], et invariante en e´chelle (ou auto-similaire) [19].
Ces deux proprie´te´s se regroupent pour dire que TX est alors
invariante sous le groupe affine, proprie´te´ remarque´e au second
ordre dans [21].
Dans la suite nous envisageons comment modifier l’une ou
l’autre partie de l’invariance. La dilatation qui conduit a` une
invariance d’e´chelle exacte fut introduite comme une ope´ration
multiplicative sur les e´chelles et nous allons voir certains cas
qui rendent compte d’une invariance brise´e en modifiant les
lois de dilatation. Nous e´tudions principalement la possibilite´
d’imposer des limites aux zones ou` l’invariance est ve´rifie´e,
avant de commenter sur les situations ou` les proprie´te´s d’un
processus ne s’expriment pas comme des lois de puissance.
2 Briser les lois en e´chelle - taille finie
Lois d’e´chelle sous effet de taille finie. Les travaux de Not-
tale [13], e´tendus ensuite par Dubrulle (par exemple [7]), pro-
posent de tenir compte d’effets de taille finie en e´chelle en in-
troduisant cette fois des ope´rations de dilatations de manie`re
a` borner les e´chelles accessibles. Des arguments de syme´trie
permettent d’introduire une loi d’addition  pour les e´chelles
borne´es s ∈]s−, s+[= S (e´chelle additive correspondant a` s =
lnα). Sa forme est :
s1  s2 = s1 + s2 − s1s2(1/s− + 1/s+)1− s1s2/s−s+ (4)
(S,) a une structure de groupe d’e´le´ment neutre 0 (donc s− <
0 < s+) et le morphisme qui le relie a` (R,+) est S : (S,)→
(R,+) qui prend la forme
S(s) =
s−s+








si s∓ −→ +∞
= s si de plus s± −→ −∞
Dans la suite, nous simplifions les e´critures en adoptant en
ge´ne´ral les formes multiplicatives, en convenant de travailler
avec l’e´chelle α = es ∈ A, soumise a` la loi de composi-
tion a1˜α2 = elnα1lnα2 . Le morphisme multiplicatif est
M(·) = exp(S(ln ·)) qui transforme ˜ en une multiplica-
tion, loi des e´chelles usuelles.
Dilatations sous effet de taille finie. De meˆme que les dilata-
tionsDHλ sont des repre´sentations du groupe usuel des e´chelles
(R+∗ ,×), nous introduisons les dilatations de taille finie comme
des repre´sentations du groupe des e´chelles borne´es, d’abord
pour les e´chelles additives puis multiplicatives :
(Daddg,µU)(s) = g(µ)⊗ U(µ s),
ou bien : (DgλX)(a) = g˜(λ)⊗˜X(λ˜α)
Nous laissons ici la liberte´ d’introduire une loi non multipli-
cative de renormalisation qui est note´e ⊗ et s’applique a` U =
lnX, en particulier une loi de composition de taille finie s’ap-
pliquant au champ U (forme analogue a` (4) avec les bornes U−
et U+ du champ) [1]. La fonction g(µ) est une renormalisation
analogue au λ−H des dilatations non borne´es. Pour assurer que
les Daddg,µ repre´sentent (S,), elles ve´rifient g(µ1) ⊗ g(µ2) =
g(µ1  µ2). Si la loi ⊗ est isomorphe a` l’addition, en notant
S⊗ le morphisme, on obtient de cette e´quation que S⊗ ◦ g est
proportionnel a` S donc que
g(µ) = S−1⊗ (−HS(µ)).
L’e´criture multiplicative, avec les lois ˜ et ⊗˜, ve´rifie alors
que g˜(λ) = eg(lnλ) = eS
−1
⊗ (−HS(lnλ)). Le choix d’e´crire
−H comme constante libre permet de retrouver g(µ) = −Hµ,
soit g˜(λ) = λ−H , si les bornes sur l’e´chelle et le champ sont in-
finies (auto-similarite´ comple`te). Une e´tude de l’auto-similarite´
de taille finie que ces dilatations permettent de construire est
mene´e dans [1] (mais sans a.s.).
Notons que ce formalisme s’applique aussi quand les temps
ou les grandeurs conside´re´es prennent des valeurs ne´gatives ; il
faut alors utiliser une repre´sentation a` deux variables de chaque
grandeur (module et signe) et, l’e´criture e´tant plus lourde et
technique sans changer les re´sultats, nous renvoyons a` [1] pour
une discussion a` ce propos.
Auto-similarite´ de taille finie : ge´ne´ralisation du groupe af-
fine. Le groupe affine de taille finie est construit comme le
groupe affine en posant les lois α˜α′ (ou s  s′ en additif) au
lieu de α × α′ (ou s + s′) puis en ope´rant la meˆme modifica-
tion sur la normalisation. Il permet de combiner accroissements
stationnaires et auto-similarite´ de taille finie.
Proprie´te´ 3 L’ensemble (A =]α−, α+[×R, ?) muni de la loi
affine avec taille finie :
(α1, t1)?(α2, t2) =
(
α1˜α2 = elogα1logα2 , t1+eS(lnα1)t2
)
est un groupe non abe´lien, isomorphe au groupe affine par le
morphisme M? : (A× R, ?)→ (R+∗ × R, ·), tel que
M?(α, b) = (M(α) = eS(lnα), b).
Ceci est e´vident a` ve´rifier du fait des proprie´te´s de morphisme
de M.
Proprie´te´ 4 Les de´placements temps-e´chelle avec taille finie
Dg(λ,b)=ˆDgλTb forment une repre´sentation du groupe affine avec
taille finie et agissent sur un champ TX [α, t] (variables de´finies
sur A× R) comme il suit :
(Dg(λ,b)TX)[α, t] = g˜(λ, b)⊗˜TX [(λ, b) ? (α, t)],
ou` la fonction de normalisation s’e´crit ne´cessairement
g˜(λ, b) =M−1⊗ (exp{−HS⊗(lnλ)}).
Imposer que ces de´placements repre´sentent (A× R, ?) revient
a` avoir g˜(λ, b)⊗˜g˜(λ′, b′) = g˜((λ′, b′) ? (λ, b)), donc que M⊗g˜
soit un morphisme de la loi ? vers la multiplication, c’est-a`-dire
M? a` une constante pre`s.
De´finition 3 Un processus ale´atoire {X(t), t ∈ R} est dit au-
tosimilaire avec taille finie et a` a.s. si une repre´sentation temps-




La reconstruction de X a` partir de la repre´sentation TX [α, t]
permet alors de montrer que les processus ainsi de´finis ont
bien des accroissements stationnaires d’une part, et obe´issent
a` Z(λ⊗˜τ, t) d= g˜(λ)⊗˜Z(τ, t), invariance d’e´chelle pour les
incre´ments de taille finie τ uniquement. Pour construire for-
mellement des champs qui ve´rifient TX = DTX , nous intro-
duisons une transformation qui fonde une e´quivalence des TX
avec les champs stationnaires affines, suivant l’ide´e de la trans-
formation de Lamperti [10, 5].
Proprie´te´ 5 L’ope´rateurUH suivant construit une e´quivalence
entre les de´placements affines et les de´placements affines avec
taille finie, soit U−1H Dg(λ,b)UH = DHM?(λ,b) et on a :{
(UHTY )[α, t] =M−1⊗ (TY (M?[α, t]))
(U−1H TX)[α, t] =M⊗(TX(M
−1
? [α, t])).
Partant alors d’un champ TY invariant sous les de´placements
temps-e´chelle usuels (venant par exemple de la de´composition
en ondelettes d’un processus H-ss a` a.s.), le champ TX =
(UHTY ) est invariant sous les de´placements ge´ne´ralise´s Dg(λ,b)
et est la de´composition d’un processus autosimilaire avec taille
finie et a` a.s..
La synthe`se en pratique d’un tel processus reste a` faire. Il
n’est en effet pas e´vident de savoir comment pre´ciser les va-
leurs de TX [α, t] de manie`re a` rester dans l’espace des de´compo-
sitions en ondelettes.
En terme d’analyse d’un processus ayant cette invariance,
il apparaıˆt inte´ressant de repre´senter la de´composition temps-
e´chelle du processus en de´formant les e´chelles enM(α).Cette
variable doit, d’apre`s les proprie´te´s qui pre´ce`dent, re´ve´ler un
comportement simplifie´ des statistiques du processus puisqu’il
est auto-similaire en cette variable.
Multiscaling et loi de composition en e´chelle. De manie`re
ge´ne´rale, on peut songer a` modifier les proprie´te´s en e´chelle en
introduisant une de´formation de celles-ci. Soit alors une fonc-
tion d’e´chelle n(α) bijective de R+∗ dans R, on peut introduire
les dilatations de facteur λ ∈ R+∗ avec la loi induite par n selon
(Df,nλ T )[α, t] = f(n(λ)) T [n−1(n(λ) + n(α)), t].
La fonction f est un facteur de renormalisation et pour que les
Df,nλ soient un groupe, on a f(µ1)f(µ2) = f(µ1 + µ2) donc
f(µ) = eCµ. Ces dilatations permettent de prendre en compte
une e´volution plus ou moins rapide des proprie´te´s en e´chelle,
en comparant n(a) et ln a (fonction a` supposer pour retrouver
l’auto-similarite´).
Cette proprie´te´ a e´te´ analyse´e sous le nom multiscaling, ou`
l’on introduit de plus une renormalisation diffe´rente selon l’ordre
des statistiques, avec C = −H(q). Supposer une invariance
des statistiques du processus sous les translations et ces dila-
tions conduit a` la proprie´te´ d’Extended Self-Similarity [3] puisque
le champ de T˜ [en(a), t] est affine stationnaire et on sait e´crire
les moments de T :
E {(T [α, t])q} ∼ e−H(q)(n(a)−n(1))E {(T [1, t])q} .
Quand H(q) = H , une constante, l’ESS revient simplement a`
avoir modifie´ la loi de changement d’e´chelle a` l’aide de n(a),
puis les dilatations et les ope´rateurs de de´placement.
3 Proprie´te´s en e´chelle, locales en temps
Plutoˆt que d’exprimer l’auto-similarite´ avec a.s. par l’inva-
riance des proprie´te´s 1 et 2 pour ensuite modifier l’ope´rateur de
syme´trie, on peut repartir de (3), λ−HZ(λτ, t + b) d= Z(τ, t)
et modifier celle-ci. Nous e´tudions les processus ne la ve´rifiant
que localement en temps.
Processus multifractionnaires. Les processus asymptotique-
ment localement auto-similaires, ou lass [2], on e´te´ introduits
pour de´crire une e´volution en temps de l’auto-similarite´.
De´finition 4 Un processus {X(t), t ∈ R} est lass de fonction
multifractionnaire h(t) si pour tout t ∈ R{
lim
ε→0+
(ε−h(t)ZX(εu, t)), u ∈ R
} d= a(t){Bh(t)(u), u ∈ R} .
Le mouvement brownien fractionnaire [14, 2] est un cas spe´cial
qui obe´it exactement, pour tout ε, a` l’e´quation dans cette de´finition
(ε−h(t)ZBH (εu, t+ b) d= ZBH (u, 0)). Les mouvements brow-
niens multifractionnaires sont lass donc la classe n’est pas vide.











avec CH,t un processus H-ss a` a.s. qui varie avec l’instant t
d’analyse.
Processus lass et ge´ne´rateur stationnaire local. Une manie`re
d’e´tudier l’auto-similarite´ est de passer par le ge´ne´rateur sta-
tionnaire Y (u) = (L−1H X)(u)=ˆe−HuX(eu) (transforme´e de
Lamperti inverse deX(t)) processus qui est re´pute´ eˆtre station-
naire si et seulement si X est H-ss [10, 5]. Ceci a e´te´ surtout
employe´ pour e´tudier des processus auto-similaires et nous in-
troduisons ici l’e´quivalent pour les auto-similarite´s locales.
De´finissons le ge´ne´rateur local a` l’instant t :
Y˜H,t(s) = e−Hs(X(t+ es)−X(t))
Ceci se re´e´crit comme ε−HZX(εu, t) = uH Y˜H,t(ln εu), et im-
plique le re´sultat suivant.
Proprie´te´ 6 Un processus {X(t), t ∈ R} est lass de fonction










ou` Oh(t)(u) est le processus d’Ornstein-Uhlenbeck ge´ne´ralise´.
Rappelons que le processus d’Ornstein-Uhlenbeck ge´ne´ralise´
est le ge´ne´rateur stationnaire de BH(t) [5], qu’il est donc sta-
tionnaire, gaussien, de moyenne nulle et de fonction de corre´lation
γOH (t, τ) = σ
2
(
cosh(H|τ |)− [sinh(|τ |/2)]2H/2) .
Nous avons pose´ γY (t, τ)=ˆE {Y (t+ τ/2)Y ∗(t− τ/2} . Si
l’on suppose la proprie´te´ e´tendue (5), la caracte´risation deX(t)
par les ge´ne´rateurs locaux remplace Oh(t)(u) par un processus
stationnaire St(u) = (L−1h(t)Ch(t),t)(u) quelconque
Cette caracte´risation prend son sens du fait que la famille
des procesus Y˜h(t),t(u) est localement stationnaire. On peut en
effet en calculer la fonction de corre´lation :
γY˜h(t),t(t, ετ) = |a(t)|2γSt(t, ετ), pour ε→ 0+
et comme S est stationnaire, elle est de la forme m(t)γ(τ)
pour les petits incre´ments de temps τ . Les processus sont donc
asymptotiquement auto-similaires, au sens de Silverman [17].
Partant de processus qui sont alors localement stationnaires, on
peut faire le chemin inverse et construire un processus qui est
lass, au sens ge´ne´ralise´ de (5).
Conclusion
L’interpre´tation, e´tudie´e ici, de l’auto-similarite´ avec a.s. en
tant qu’invariance sous des de´placements affines offre d’autres
perspectives de ge´ne´ralisation a` des syme´tries de ce type brise´ees.
Par exemple les cascades multiplicatives s’interpre`tent comme
une fac¸on de prescrire les proprie´te´s statistiques par une syme´trie
de semi-groupe sur l’espace temps-e´chelle (de´placements pou-
vant conduire dans un seul sens sens en e´chelle).
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