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The current limit on the electron’s electric dipole moment, |de| < 8.7 × 10−29 e·cm (90% con-
fidence), was set using the molecule thorium monoxide (ThO) in the J = 1 rotational level of its
H3∆1 electronic state [Science 343, 269 (2014)]. This state in ThO is very robust against system-
atic errors related to magnetic fields or geometric phases, due in part to its Ω-doublet structure.
These systematics can be further suppressed by operating the experiment under conditions where
the g-factor difference between the Ω-doublets is minimized. We consider the g-factors of the ThO
H3∆1 state both experimentally and theoretically, including dependence on Ω-doublets, rotational
level, and external electric field. The calculated and measured values are in good agreement. We
find that the g-factor difference between Ω-doublets is smaller in J = 2 than in J = 1, and reaches
zero at an experimentally accessible electric field. This means that the H, J = 2 state should be
even more robust against a number of systematic errors compared to H, J = 1.
EDM MEASUREMENTS WITH Ω-DOUBLETS
The experimental measurement of a non-zero elec-
tron electric dipole moment (eEDM, de) would be a
clear signature of physics beyond the Standard model [1–
3]. The most sensitive probes of the electron EDM are
precision spin precession measurements in atoms[4] and
molecules[5, 6], which search for energy level shifts result-
ing from the interaction between the eEDM of a valence
electron (or unpaired electrons) and the large effective
internal electric field Eeff near a heavy nucleus[1, 7]. The
current limit, |de| < 8.7 × 10−29 e·cm (90% confidence),
was set with a buffer-gas cooled molecular beam[5, 8, 9]
of thorium monoxide (ThO) molecules in the metastable
electronic H3∆1 state.
Polar molecules have a number of advantages over
atoms for electron EDM searches[10], including a larger
Eeff and resistance to a number of important systematics.
Some molecules, for example ThO [5, 11], PbO[12, 13],
HfF+ [14, 15], and WC [16, 17], have additional advan-
tages due to the existence of closely-spaced levels of op-
posite parity, called an Ω-doublet. Molecules with Ω-
doublets can typically be polarized in modest labora-
tory electric fields (<∼ 1 − 100 V/cm), and in addition
the spin precession measurement can be carried out in
a state where the molecular dipole is either aligned or
anti-aligned with the external laboratory field. Since
~Eeff = Eeff nˆ points along the internuclear axis, nˆ, these
states have equal yet opposite projections of ~Eeff in the
lab frame, and therefore opposite energy shifts due to
de. This means that the experimental signature of de
can be detected either by performing the measurement
in the other Ω−doublet state, or by reversing the exter-
nal electric field ~E . On the other hand, the internal field
of an atom or molecule without Ω-doublets can be re-
versed only by reversing ~E , which makes the measurement
susceptible to systematic errors associated with changing
leakage currents, field gradients, and motional fields[1, 4].
Molecules with Ω-doublets are very robust against these
effects, since the Ω-doublet structure acts as an “inter-
nal co-magnetometer”[18]; the spin precession frequen-
cies in the two Ω−doublet states can be subtracted from
each other, which heavily suppresses many effects related
to magnetic fields[18] or geometeric phases[19] but dou-
bles the electron EDM signature. The advantages of Ω-
doublets for suppression of systematic effects were first
proposed[18] and realized[13, 20] by the lead oxide (PbO)
electron EDM search.
However, the upper and lower Ω-doublet states have
slightly different magnetic g-factors, and this difference
depends on the lab electric field[20]. Systematic effects
related to magnetic field imperfections and geometric
phases can still manifest themselves as a false EDM,
though they are suppressed by a factor of ∼ ∆g/g, where
∆g is the g-factor difference between the two doublet
states [5, 13, 21, 22]. These systematics can be further
suppressed by operating the experiment at an electric
field where the g-factor difference is minimized [17, 23],
or where the g-factors themselves are nearly canceled[24];
however, it is clear that understanding the g-factor de-
pendence on electric fields is important for understanding
possible systematic effects in polar molecule-based elec-
tron EDM searches. Additionally, measurement of ∆g is
a good test of an EDM measurement procedure [5, 15].
In this paper we consider the g-factors of the ThO
H3∆1 state, both theoretically and experimentally, in-
cluding dependence on Ω-doublets, rotational level, and
external electric field.
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Following the computational scheme of [23], the g-
factors of the rotational levels in the H3∆1 electronic
state of the 232Th16O molecule are obtained by numerical
diagonalization of the molecular Hamiltonian (Hˆmol) in
external electric ~E = E zˆ and magnetic ~B = Bzˆ fields over
the basis set of the electronic-rotational wavefunctions
ΨΩθ
J
M,Ω(α, β). Here ΨΩ is the electronic wavefunction,
θJM,Ω(α, β) =
√
(2J + 1)/4piDJM,Ω(α, β, γ = 0) is the ro-
tational wavefunction, α, β, γ are Euler angles, and M
(Ω) is the projection of the molecule angular momentum
on the lab zˆ (internuclear nˆ) axis. We define the g-factors
such that Zeeman shift is equal to
EZeeman = −gµBBM. (1)
In other words, we use the convention that a positive
g-factor means that the projection of the angular mo-
mentum and magnetic moment are aligned. Note that
this definition of the g-factor for the J=1 H3∆1 state
differs by a factor of −2 from that given in [25].
In our model the molecular Hamiltonian is written as
Hˆmol = Hˆel +Brot ~J
2 − 2Brot( ~J · ~Je) +
µB(~L
e − gS ~Se) · ~B − ~D · ~E , (2)
where ~J , ~Le, ~Se, ~Je=~Le+~Se are the
electronic−rotational, electronic orbital, electronic
spin, and total electronic momentum operators, respec-
tively. Hˆel is the electronic Hamiltonian, Brot = 9.76
GHz[26] is the rotational constant, µB is the Bohr
magneton, and gS = −2.0023 is a free−electron g-factor.
Our basis set includes four electronic states. The elec-
tronic structure calculations described below show that
these states contain the following leading configurations
in the ΛΣ−coupling scheme:
H3∆1 : |σ ↓ δ2 ↓| , (Te = 5317 cm−1) ,
Q3∆2 :
1√
2
(|σ ↑ δ2 ↓|+ |σ ↓ δ2 ↑|), (Te = 6128 cm−1) ,
A3Π0+ :
1√
2
(|σ ↓ pi1 ↓|+ |σ ↑ pi−1 ↑|), (Te = 10601 cm−1) ,
3Π0− :
1√
2
(|σ ↓ pi1 ↓| − |σ ↑ pi−1 ↑|), (Te = 10233 cm−1) .
(3)
Here Te = 〈ΨΩ|Hˆel|ΨΩ〉 are energies of the electronic
terms, σ, pi, and δ are molecular orbitals; σ pre-
dominantly consists of the Th 7s atomic orbital and
δ, pi consist predominantly of the Th 6d orbital. The
up (down) arrow means electronic spin aligned (anti-
aligned) with the internuclear axis. Te is known exper-
imentally for the H3∆1, Q
3∆2, A
3Π0+ states[27], but is
presently unknown for the 3Π0− state. In our calcula-
tion we put Te(
3Π0−) = 10233 cm
−1 to reproduce the
Ω−doubling[26], a = h × 186(18) kHz, for H3∆1; this
value is within the error bar of our present calculation
(described below) of the A3Π0+ → 3Π0− transition en-
ergy, Te(A
3Π0+)− Te(3Π0−) = 569 cm−1. Provided that
the electronic matrix elements are known, the matrix el-
ements of Hˆmol between states in the basis set (3) can be
calculated with the help of angular momentum algebra
[28]. The required electronic matrix elements are
G‖ =
1
Ω
〈H3∆1|Lˆenˆ − gSSˆenˆ|H3∆1〉 = .0083, (4)
G
(1)
⊥ = 〈Q3∆2|Lˆe+ − gSSˆe+|H3∆1〉 = 2.706, (5)
G
(2)
⊥ = 〈H3∆1|Lˆe+ − gSSˆe+|3Π0±〉 = 1.414, (6)
∆(1) = 2Brot〈Q3∆2|Je+|H3∆1〉 = .882 cm−1, (7)
∆(2) = 2Brot〈H3∆1|Je+|3Π0±〉 = .923 cm−1, (8)
D‖ = 〈H3∆1|Dˆnˆ|H3∆1〉 = 1.67 a.u., (9)
D
(1)
⊥ = 〈Q3∆2|Dˆ+|H3∆1〉 = −0.068 a.u., (10)
D
(2)
⊥ = 〈H3∆1|Dˆ+|3Π0±〉 = 0.693 a.u.. (11)
The molecule-fixed magnetic dipole moment parameter
G‖ is chosen in such a way that the mean g-factor of
the upper and lower states, g¯(J) = (ge(J) + gf (J))/2,
for J = 1 exactly corresponds to the experimental
datum[29]. The molecule-fixed dipole moment, D‖, is
taken from experiment [30]. The positive value for D‖
means that the unit vector nˆ along the molecular axis is
directed from O to Th. Note that nˆ is defined backwards
with respect to the convention used in [25]. G
(2)
⊥ and ∆
(2)
are estimated on the basis of the configurations listed in
(3) using only angular momentum algebra. The dirac12
[31] and mrcc [32] codes are employed to calculate the
matrix elements (5, 7, 10,11) and the energy of transi-
tion between the A3Π0+ and
3Π0− states. The inner-core
1s− 4f electrons of Th are excluded from molecular cor-
relation calculations using the valence (semi-local) ver-
sion of the generalized relativistic effective core potential
method [33]. Thus, the outermost 38 electrons of ThO
are treated explicitly. For Th we have used the atomic
basis set from Ref. [25] (30,20,17,11,4,1)/[30,8,6,4,4,1] in
calculations of matrix elements (5, 7, 10) and the energy
of transition between the A3Π0+ and
3Π0− states. To cal-
culate the matrix element (11) the basis set is reduced to
(23,20,17,11,3)/[7,6,5,2,1] and 20 electrons are frozen due
to convergence problems. For oxygen the aug-ccpVQZ
basis set [34] with two removed g-type basis functions is
employed, i.e., we have used the (13,7,4,3)/[6,5,4,3] ba-
sis set. The relativistic two-component linear response
coupled-clusters method with single and double cluster
amplitudes is used to account for electron correlation and
transition properties. To compute the matrix elements of
operators Lˆe+, Sˆ
e
+ in the Gaussian basis set, we have used
the code developed in [25, 35, 36].
In the framework of second−order perturbation theory
for the g-factors of the f and e states of H3∆1, gf and ge
3respectively, as functions of J in the absence of electric
field we have [17, 23]:
ge(J) = −
G‖
J(J + 1)
+
G
(2)
⊥ ∆
(2)
Te(H3∆1)− Te(A3Π0+)
+
G
(1)
⊥ ∆
(1)
Te(H3∆1)− Te(Q3∆2)
(J + 2)(J − 1)
2J(J + 1)
,(12)
gf (J) = −
G‖
J(J + 1)
+
G
(2)
⊥ ∆
(2)
Te(H3∆1)− Te(3Π0−)
+
G
(1)
⊥ ∆
(1)
Te(H3∆1)− Te(Q3∆2)
(J + 2)(J − 1)
2J(J + 1)
.(13)
Because of the small value of G‖ in the H3∆1 state, con-
tributions from off-diagonal interactions with the other
electronic states included in the basis set (3) significantly
influence the g-factors of H3∆1. Formally, the interac-
tions with other Ω = 0±,Ω = 2 states, not included in
this basis, also influence the g-factors of H3∆1. Note,
however, that if one preserves in the configurations of
Eq. (3) only the leading atomic orbitals of Th, they would
be the only terms generating nonzero matrix elements
(5-8) since the operators treated are radially indepen-
dent. Therefore, the corresponding matrix elements with
Ω = 0±,Ω = 2 states not included in the basis set (3)
are several times smaller compared to those in Eqs. (4-
8), and the matrix elements for higher excited states are
suppressed even more. Since the corresponding contribu-
tion to the g-factors of H3∆1 appear at higher orders in
the perturbation, they are negligible for our treatment.
For highly excited states we have additional suppression
due to large energy denominators. Thus, we expect that
inclusion of terms arising only from this truncated basis
set should adequately describe the g-factors of the H3∆1
state.
The external electric field mixes levels of opposite
parity (with the same J as well as with ∆J = ±1)
and changes the values of the g-factors. In the present
work we have calculated and measured this effect for the
J = 1, 2 states in H3∆1 for electric fields up to several
hundred V/cm. The major effects come from mixing the
rotational levels of the same electronic states, determined
by the body−fixed dipole moment (9). Since the rota-
tional (∼ 40 GHz) energy spacing for the H3∆1 state
and its distance from other electronic states (∼ 25 THz)
are much larger than the Ω-doublet spacing ( ∼ 1 MHz),
there is a range of electric fields where the e and f lev-
els are almost completely mixed (|d(J)E|  aJ(J + 1))
while the interactions with other rotational and elec-
tronic states can be treated as a linear perturbation with
respect to E . For this linear Stark regime the difference
between the g-factors will be (to a good approximation)
a linear function of the external electric field, with the
g-factor dependence given by [20]:
g(J,N , E) = g¯(J) + η(J)|E|N , (14)
where N =sign(MΩ~E · zˆ). The quantity N refers to the
molecular dipole either being aligned (N = +1, lower
energy) or anti-aligned (N = −1, higher energy) with ~E ,
g¯(J) is the mean g-factor of the upper and lower states,
and η is a constant which depends on the molecular elec-
tronic and rotational state. Note, that ge(J) = g(J,N =
−1, |E| → 0) and gf (J) = g(J,N = +1, |E| → 0). Be-
low, for brevity, we will use this relation for non zero lab
electric field as well.
MEASUREMENT OF g AND η
We write the energy shifts for the M = ±1 Zeeman
levels in the H state in the linear Stark regime as
E = −Mg(J, E ,N )µBB −
D‖MΩ
J(J + 1)
E −MN˜ E˜Eeffde
= −Mg¯(J)µBB − η(J)N˜MµB|E|B − N˜d(J)|E|
−MN˜ E˜Eeffde. (15)
From left to right, these terms represent the Zeeman
shift, electric field dependence of the magnetic g-factors,
the DC Stark shift, and the electron EDM interacting
with the effective internal electric field. Here de is the
electron EDM, Eeff = 84 GV/cm[25] is the internal ef-
fective electric field, and µB is the Bohr magneton. A
tilde over a quantity indicates the sign (±1) of a quan-
tity which is reversed in the experiment, B˜ =sign( ~B ·
zˆ), E˜ =sign(~E · zˆ) and N˜ = N for consistency.
As discussed in detail elsewhere[5, 11, 37], the terms
in eq. (15) are determined by performing a spin-
precession measurement on a pulsed molecular beam of
ThO molecules. By measuring the phase accumulated by
a superposition of the M = ±1 Zeeman sublevels (in any
level with J ≥ 1), we can determine the the spin pre-
cession frequency ω = ∆E/h¯, where ∆E is the energy
splitting between the M = ±1 states, and then calculate
∆E. By measuring this frequency with all possible val-
ues of N˜ , E˜ , and B˜, we can determine each of the terms in
eq. (15) individually. Specifically, we measure the com-
ponent of ω which is either even or odd under reversal (or
“switch”) of N˜ , E˜ , and B˜. We denote these components
with a superscript indicating under which experimental
switches the component is odd; for example, ωNB is the
component of the spin precession frequency which is odd
under reversal of N and B, but not E . For the terms in
eq. (15), we have
h¯ωB = −g¯(J)µB|B| (16)
h¯ωNB = −η(J)µB|EB| (17)
h¯ωNE = −deEeff . (18)
The Stark interaction is a common-mode shift which does
not cause spin precession. All measurements are per-
4TABLE I. Measured values of η(J) (in units of nm/V) in
different electric and magnetic fields. We expect η(J) to be
independent of E and B. Error bars are a quadrature sum of
the 1 σ Gaussian statistical uncertainty and the systematic
uncertainty discussed in the text. η(3) was not measured due
to small signal sizes.
E [V/cm] B [mG] η(1) η(2)
36 19 −0.81(2) –
36 38 −0.79(2) –
141 19 −0.80(1) –
141 38 −0.80(1) –
141 59 −0.78(2) –
106 38 – +0.03(2)
Weighted mean −0.79(1) +0.03(2)
formed in the M = ±1 states of either J = 1, 2, 3 in H,
since our measurement scheme relies on driving a Λ-type
transition to an M = 0 level in the excited electronic
C state. Population is transferred to the H,J = 1, 2, 3
states by optically pumping through the A3Π0+ elec-
tronic state. To populate H,J = 1 we pump through
the A, J = 0 state, which can only decay to the J = 1
state in H since there is no H,J = 0 state. To populate
the higher rotational levels we pump into higher rota-
tional states in A, which reduces our population transfer
efficiency and signal sizes; this limited the number of ro-
tational levels which we were able to probe.
Measurement of η
We can extract ωNB from our data (using the same
methods by which we extract ωNE to determine de[5]),
and use the known E and B fields to determine the value
of η, via
η = − h¯ω
NB
µB|EB| . (19)
With the exception of the B = 59 mG and J = 2
measurements in Table I, we determined η from the same
data set which was used to extract de. By measuring η for
several values of |E| and |B|, we ensure that the value of
η is indeed a constant, independent of the applied fields.
The uncertainty on η comes from a combination of sta-
tistical uncertainty on ωNB, and from a systematic un-
certainty. The primary systematic error is similar to one
affecting our electron EDM measurement, which is dis-
cussed in more detail in Ref. [5]. Specifically, here an
N -correlated laser detuning δN (caused by differences
between the Stark splitting and acousto-optical modu-
lator frequencies used to shift the lasers into resonance)
and overall detuning δ(0) couple to an AC Stark shift
to cause a spin precession frequency h¯ωNB ∝ δ(0)δN |B|.
Since we determine η from ωNB, this will systematically
change our determination of η. In the course of the sys-
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FIG. 1. Plot of ωNB vs. |E · B| for J = 1 with a linear fit.
According to eq. (19) this slope is ωNB/|EB| = −η(1)µB/h¯,
from which we extract η(1) = −0.79(1). Error bars are com-
bined statistical and systematic, as in Table I. The reduced
χ2 value of the fit is 1.5, which agrees with the expected value
of 1± 0.7 for 4 degrees of freedom.
tematic error analysis of our EDM search[5], we exper-
imentally measured that ηmeas/(δ(0)δN ) = 2.61(2) nm
V−1 MHz−2 with |E| = 141 V/cm, where ηmeas is the
value of η calculated from Eq. (19) by ignoring the AC
Stark shift. Given our measured average δ
(0)
RMS ≈ 70 kHz
and δNRMS ≈ 20 kHz, this gives rise to a systematic un-
certainty in η of ≈ 0.01 nm/V, which is comparable to
the statistical uncertainty. The values of E and B are
known to ∼ 10−3 fractionally[5], so we do not include
those uncertainties in our error budget.
Measurement of the g-factors
The measurement of g¯(1) was performed in a previous
publication[29], and we use the value reported there of
g¯(1) = −0.00440(5). The previous measurement did not
determine the sign, but the spin precession measurement
employed here is sensitive to signs and we find g¯(1) < 0
(that is, the magnetic moment and angular momentum
are anti-aligned in the molecule).
To measure the g-factor in the higher rotational (J)
levels, we find the smallest magnetic field which results
in a pi/4 phase rotation of each Zeeman sublevel. Be-
cause our spin precession measurement is time-resolved,
we choose the magnetic field BJ which results in a pi/4
rotation for the molecules in the center of the beam pulse.
We measure that BJ = 19.7, 29.6, 35.5 mG for J = 1, 2, 3
is required to impart a pi/4 phase.
In terms of the flight time τ , the fields BJ are given
by g¯(J)µBBJτ = pi/4. If we make the assumption that
τ (≈ 1.1 ms) does not change during the time it takes
to change the lasers to address/populate the other ro-
5TABLE II. The g-factors (in units 10−3) calculated and mea-
sured for the H3∆1 state in
232Th16O.
Calculation, Eqs.(12,13) Exper.
J g¯ a g¯ b gf ge g¯
c g¯
1 -4.144 -4.144 -4.409 -4.391 -4.400 -4.40(5)[29]
2 -1.381 -2.362 -2.628 -2.609 -2.618 -2.7(1)
3 -0.691 -1.917 -2.182 -2.164 -2.173 -2.4(2)
a Results when interactions with both 3Π0± and
3∆2 were
omitted. In this case the g-factors for e and f states are equal
and given by −G‖/J(J + 1).
b Results when interactions with only 3Π0± were omitted. In this
case the g-factors for e and f states are equal.
c Results when the parameter G‖ was chosen in such a way that
g¯(1) exactly corresponds to experimental value.
tational levels, we can see that g¯(J)/g¯(J ′) = BJ′/BJ
for any J, J ′. Since g¯(1) is known, we can solve for
g¯(J) = g¯(1) × (BJ/B1) with the values reported above.
To compute an uncertainty, we make use of the fact that
τ is typically observed to drift on the ±1% level for short
time scales, and that the magnetic fields were only set
with a resolution of 0.7 mG. Together, this gives an over-
all uncertainty on the g-factor measurements (for J > 1)
of ≈ ±3%.
RESULTS AND DISCUSSION
Table II lists the measured and calculated (using
Eqs. (12,13)) g-factors for the H3∆1 for different quan-
tum numbers J . For a pure Hund’s case (a) molecule, we
expect g¯(J) = −G‖[J(J+1)]−1[38]. However, from com-
parison of the experimental results (final column) to this
expectation (first column) shown in Table II, we see that
this scaling is badly violated. Accounting for the contri-
bution of interaction with Q3∆2 (second column of Ta-
ble II) leads to much better agreement between the mea-
sured and calculated values. Furthermore, accounting for
perturbation from the 3Π0± states makes the agreement
better still (third through fifth columns). Q3∆2 is the
nearest state to H3∆1 and its contribution is about an
order of magnitude larger compared to those from the
3Π0± states. Note, however, that the interaction with
3∆2 (as opposed to the interaction with
3Π0±) does not
contribute in the leading order (at zero electric field) to
the difference in g-factors of the f and e states.
In Fig. 2 the calculated g-factors for the J = 1, 2 levels
of ThO H3∆1 state are shown as functions of the labo-
ratory electric field. Since the electric field mixes e and
f levels one might expect that the initial small difference
between ge and gf would converge to zero with increasing
the electric field. Fig. 2, however, shows that ge and gf
for J = 1 do not tend to coincide. This fact is explained
by perturbations from the J = 2 level, as discussed in
[17, 20, 23]. In turn, the nearest perturbing state for
J = 2 is J = 1. The energy denominator for J = 2
level in the perturbation theory will have the opposite
sign compared to the J = 1 level and the corresponding
curves for ge and gf cross each other.
In Fig. 3 the calculated and experimental values for
η(1) and η(2) are shown. For small electric fields, η(J)
is a function of the electric field which converges to a
constant value as the electric field increases. Both theo-
retical and experimental data show that for E > 36 V/cm
η(1) can be considered as independent of E within exper-
imental accuracy.
In their search for the electron EDM in the PbO
molecule, Bickman et al.[20] observed dependence of the
molecular g-factor on the lab electric field E , and found
that η(1) = g¯(1)D‖/(20Brot). In the ThO H3∆1, v =
0, J = 1 state, we have g¯(1) = −0.00440(5)[29], D‖ =
h × 2.13 MHz/(V/cm)[11] and Brot = 9.76 GHz[26],
and would therefore expect η(1) ≈ −1.4 nm/V based
on the treatment from Ref. [20]. Instead we measure
η(1) = −0.79(1) nm/V, as shown in Table I. The dis-
crepancy is due to the fact that g¯(J) and η(J) are much
smaller in ThO than in PbO, and therefore the small
perturbations from nearby electronic states considered in
this paper are of comparable size to the residual values
from the mechanisms considered in [20].
If the magnetic interaction with 3Π0± is neglected,
then ge = gf for zero electric field and mixing between
e and f (with the same J) does not influence the g-
factors. In this case η(J) is a linear function for both
small and large electric fields (see dotted (red) curves in
Fig. 3). Similar to case for the zero-field g-factor val-
ues, the Zeeman interaction with other electronic states
has a large contribution to η(J), and including this effect
makes the measured and predicted values of η(J) much
closer. Due to a large energy separation between differ-
ent electronic states, the Stark interaction between elec-
tronic states (10,11) has smaller effects on the g-factors
of H3∆1. We have found, however, that it is not neg-
ligible; taking this interaction into account significantly
improves the agreement between experimental and theo-
retical values, particularly for η(J = 2).
The small value of η(2) means that the H,J = 2 state
should be even more robust against a number of system-
atic errors, as compared to H,J = 1. Since the energy
shift due to de does not depend on J when the molecule is
fully polarized[39], performing an EDM measurement in
multiple rotational levels could be a powerful method to
search for and reject systematics in this type of Ω-doublet
system.
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FIG. 2. (Color online) Calculated ge and gf for H
3∆1
232Th16O as functions of the electric field. Both Zeeman and
Stark interactions with the 3∆2 and
3Π0± states are taken into
account. Panel (a) J = 1,M = 1, Panel (b) J = 2,M = 1
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FIG. 3. (Color online) Calculated η(J) as functions of the
electric field. Solid (blue) curves - both Zeeman and Stark
interactions with the 3∆2 and
3Π0± states are taken into ac-
count. Dashed (green) curves - only the Zeeman interaction
with 3∆2 and
3Π0± states is taken into account. Dotted (red)
curves - both Zeeman and Stark interactions with the 3∆2
and 3Π0± states are omitted. Circles (black) - experimental
values. Panel (a) J = 1,M = 1, Panel (b) J = 2,M = 1
