was studied by Lettl-Pethő-Voutier (see [8] and [9] ). In [8] , they used the hypergeometric method to prove that the equation (1.1) has only trivial solutions for a ∈ Z. Moreover, they solved the inequality |F a (x, y)| ≤ 2a + 323, for a ≥ 89. In [9] , they found all solutions to F a (x, y) ∈ {±1, ±27} for a ≥ 89. In 2002, we obtained a partial result by means of a computational method (see [12] ). In fact, we used a computational method due to BiluHanrot [1] to prove that for |n| ≤ 2.03 · 10 6 , the Thue equation In fact, we tried the hypergeometric method but without success. So we solve the Thue equation Φ a (x, y) = ±1 using Baker's method. The main result is the following:
A. Togbé Lecacheux [7] studied the extension K a = Q(H, h), where h and H are respectively roots of x 3 − (a + 1)x 2 + (a − 2)x + 1, (1.5)
In Section 2, we will give some elementary properties of these polynomials and recall the result of Lecacheux about a system of fundamental units of K a that we will extend at the end of the section. We prove that the index of the subgroup of units generated by five roots of φ a (x) = Φ a (x, 1) in the full group of units is less than 92.60 log 5 (a). Then we work with a system of almost fundamental units. In Section 3, we study approximation properties of solutions to (1.3) and we exclude all solutions with small |y|. The key result in this section is a lower bound for log |y|, using small linear combinations of the unknown exponents of the almost fundamental units. In Section 4, we determine upper and lower bounds for linear forms in logarithms to prove Theorem 1.1. The main step in this section is to transform the linear forms of six logarithms into linear forms of two logarithms. This enables us to obtain a lower bound for the parameter a. In fact, we use an approach close to that in [3, 4, 11, 13, 14] .
2. Elementary properties of the relevant polynomials. We have the following properties.
• The couples in (1.4) are solutions to (1.3).
• Φ a (−x, −y) = Φ a (x, y); hence if (x, y) is a solution to (1.3), so is (−x, −y). Without loss of generality, we will consider only the solutions (x, y) to (1.3) with y positive.
Let us recall some properties obtained by Lecacheux.
Theorem 2.1. There exists a constant C such that if |a| > C, and if d := a 2 + 4 and D := a 2 − a + 7 are squarefree, then the unit group of K a = Q(H, h) is generated by −1, u = H − h and its conjugates. The
The extension K a is a real cyclic field of degre 6. The Galois group of K a is G = σ such that (2.1)
Therefore, we use Maple and the expressions (1.5), (1.6), (2.1) to determine the irreducible polynomial of H − h. We obtain
Most of the computations involve manipulations with asymptotic approximations done with Maple. We will use the following variant of the usual O-notation, introduced in [5] . For two functions g(a) and h(a) and a positive number a 0 we write g(a) = L a 0 (h(|a|)) if |g(a)| ≤ h(|a|) for all a with absolute value at least a 0 . Let θ (1) , . . . , θ (6) be the roots of φ a (x). We let H be the root of (1.6) whose asymptotic expression is given by
and h the root of (1.5) whose asymptotic expression is given by
Then using (2.1), (2.3), and (2.4), we have, for a ≥ 2, (2.5)
Using the asymptotic expressions of θ (i) , we determine those of log |θ (i) | and log |θ (i) − θ (k) |. In fact, we know that for the function f (x) = log(x) = log(1 + u), we have
The error associated with the approximation of f (x) by the third Taylor polynomial is
where z is between 1 and 1 + u. In this interval, |R 3 (1 + u)| is the largest when z = 1. Therefore we obtain:
10 a 4 . Now let us extend Theorem 2.1:
for a ≥ 35.
Proof. We determine an upper bound for the index of −1, (5) in O × by estimating the regulators of the two groups.
Let R θ be the regulator of −1,
Applying (2.6), we obtain
a for a ≥ 35. In fact, using asymptotic expressions, we obtain (2.10)
So R θ > 0 and θ (1) , θ (2) , θ (3) , θ (4) , θ (5) are independent units. By Theorem B in [2] , the regulator of K a can be bounded by Reg Z K a ≥ 0.2052. From [10, p. 361], we find a bound for the index I:
Therefore, we can work without the conditions in Theorem 2.1. Instead, we will use Lemma 2.3.
3. Approximation properties of solutions. Let (x, y) ∈ Z 2 be a solution to (1.3). We define β (i) := x − θ (i) y. Since φ a is irreducible by Theorem 2.1 (having six distinct real roots), we define the type of a solution (x, y) of (1.3) to be the j such that
The crucial step of the proof of Theorem 1.1 will be the following lemma, which excludes solutions with small y:
Lemma 3.1. Let a ≥ 50 and (x, y) be a solution to (1.3) of type j which is not contained in (1.4). Then
For each j = 1, . . . , 6, we compute the asymptotic expressions of φ ′ a (θ (j) ) and we deduce that for a ≥ 50:
So we obtain (3.2). Additionally, we note that this implies together with
In fact, we look at all the asymptotic expressions of log 1 −
to draw this conclusion. This completes the proof.
The next result gives us a lower bound for log(y).
log(y) ≥ 0.032a 2 log 2 (a).
where I is the index obtained in Lemma 2.3. So for i = 1, . . . , 6, the conjugates of β (1) are given by (3.14)
with indices taken mod 6; therefore applying log, we obtain log |β
For each j, from (3.15), we consider the subsystem not containing β (j) that we solve for u 1 /I and u 2 /I using Cramer's method. Then we use the asymptotic expressions (2.5)-(2.7) and (3.3) to obtain (3.16)
+ c i,6 log 5 (a) + c i,7 log(2) log 4 (a) + c i,8 log 4 (a) + c i,9 log(2) log 3 (a) a + c i,10 log 4 (a) + c i,11 log 3 (a) + c i,12 log(2) log 3 (a) + c i,13 log(2) log 2 (a)
where, for i = 1, . . . , 5 and k = 1, . . . , 14, the coefficients c i,k are rational numbers. We use R instead of R θ to simplify notation. Tables 1-5 give us the coefficients c i,j : We choose small and positive linear combinations of the u k depending on j:
where b ji ∈ Z. In fact, we use coefficients b ji such that the coefficients of the main terms log(y) log 4 (a), log(y) log 3 (a)/a, log 5 (a), and log(2) log 4 (a) vanish: I + 138
Then we get (3.19)
From the above expressions, one can check that each v j > 0 for a ≥ 475. Therefore if we use (3.19) and (2.10), the inequality Rv j /I ≥ R leads to the following lower bounds for log(y) according to j: This implies (3.12) and completes the proof.
4. Proof of Theorem 1.1. Suppose that (x, y) ∈ Z 2 is a nontrivial solution of type j (a solution not in (1.4) ). We define indices (i, k) depending on j:
We consider the following Siegel identity:
We put
and by (3.13) we obtain the following linear form in logarithms:
Lemma 4.1. We have Λ j = 0.
Proof. Suppose that Λ j = 0, then from (4.1) we have τ j = 0 or τ j = −2. The first is impossible because the polynomial φ a (x) has six distinct nonzero roots. On the other hand, if τ j = −2, then by the Siegel identity the conjugate τ j+1 (with index reduced mod 6) of τ j would be 1. This is also impossible in the normal closure of K a .
We know that for any real z ≥ 0.2032 the inequality |log(z)| < 2|z − 1| holds. By (4.1) we have
Therefore, by (3.4) and (3.11), we obtain Observing the absolute values of the coefficients c i,1 , one can conclude that
In order to apply the result due to Laurent, Mignotte, and Nesterenko (see [6, Corollaire 2, p. 288]) on linear forms in two logarithms to determine lower bounds of Λ j , we rewrite (4.1) to obtain the following linear form in two logarithms: In fact, to determine the exponents W ij , first we choose U j as coefficients of one logarithm and then we try to eliminate the terms containing 
log |ν 3 | ∼ log(a) − 3 a , log |ν 6 | ∼ 1 a 2 ; and (4.10) log |λ 1 | ∼ log(a) + log(2), log |λ 4 | ∼ − log(a), log |λ 2 | ∼ log(2), log |λ 5 | ∼ − log(a),
We take D = 6 and we obtain |W ij | h(ν 1 ) + k j h(λ 1 ) for j ∈ {1, . . . , 6}. The choice of h 1 , h 2 , and b ′ depending on j is given in Table 7 below. Thus we get (4.17) log |Λ j | ≥ −31544.64(log(b ′ ) + .14)
where b ′ , h 1 , h 2 are given in Table 7 , and k j is given in (4.5). By combining (4.3), (4.17) and Lemma 3.2, we obtain inequalities that are not true for This completes the proof of Theorem 1.1.
