Abstract. We show that, for solutions of a model of two-dimensional, viscous, compressible fluid flow, curves which are initially transverse to the spatial boundary and across which the fluid density is discontinuous become tangent to the boundary instantaneously in time. We also show by similar techniques that, for the Euler equations of two-dimensional, inviscid, incompressible flow and for a large class of initial data corresponding to vortex patches with corners, these corner singularities become cusp-like instantaneously in time.
for functions u and p of x ∈ R 2 and t ≥ 0 representing velocity and pressure. An easy computation based on the incompressibility condition shows that if ω is the vorticity ω = u where ∇ ⊥ = (−∂ x2 , ∂ x1 ). The similarities between (1.1) and (1.3) are clear. A "vortex patch" is a solution of (1.3) for which ω(·, t) is a constant times the characteristic function of a compact set in R 2 , which is transported by the velocity field u. We show that, for two antisymmetric vortex patches meeting along a line segment and under reasonable hypotheses on the signs and orientations, the corner points of their union become cusps instantaneously in time. More general, such results concerning the qualitative features of vortex patches should be accessible by our techniques and will be considered elsewhere.
We now give a precise formulation of these results. First we say that the pair (ρ, u) is a solution of the system (1.1), with initial data ρ 0 if for each t ≥ 0 and x ∈ H 2 ,
G yj (x, y)ρ(y, t)dy,
where G is the Green's function for the Laplace operator on H 2 and ρ is constant on the integral curves of u, with ρ| t=0 = ρ 0 . Recall that G is given by (1.4) G(x, y) = 1 2π log |x − y| |x − y * | , where y * is the reflected point y * = (y 1 , −y 2 ) and the integral curves of u are the maps t → X t (y), defined for y ∈ H 2 by (1.5)
To study the fine structure described above we need first to establish a regularity framework general enough to accommodate singularities but restrictive enough to provide precise pointwise control. To describe the required hypotheses on ρ 0 we fix parameters α 0 ∈ (1/2, 1), q 1 ∈ (1, 2), and p 0 ∈ (1, ∞) satisfying p 0 q 1 > 2, and we assume that Certainly more general initial densities ρ 0 could be included; we have instead tailored the particular hypotheses (1.6)- (1.11) to the regularity requirements of Theorem 2 below, which is the main concern of this paper. The proof of Theorem 1, which is given in section 2, is a relatively straightforward application of the Schauder fixed point theorem once the appropriate spaces have been constructed. One of the essential points in the analysis is the existence and uniqueness of the flow maps X t (y) defined in (1.5) , and for this, it suffices that the velocities u under consideration be log-Lipschitz in x and continuous in t. The first of these conditions follows from the second equation in (1.1) by standard elliptic theory provided that the densities ρ are bounded, and the second will be shown to hold if, for each t, ρ(·, t) is continuous a.e. in H 2 . Given that densities convect with velocities in this model, it therefore suffices that the transports of the set ∪ j C j 0 in forward time have measure zero. Now, since the velocities u need not be Lipschitz with respect to x, the flow maps X t (y) need not be differentiable with respect to y, so that, even if C j 0 is a differentiable curve, its transport in positive time may not be. On the other hand, as we shall see, if C j 0 is Hölder continuous with exponent α 0 , as assumed in Theorem 1, then its transport at time t will be Hölder continuous with exponent α = α 0 e −Ct for a constant C. Moreover, as long as α > 1 2 , this transport will be a set of measure zero. These considerations account for our requirement that α 0 > 1 2 and our conclusion that the time T of existence may be small. We note in particular in this regard that the image in R 2 of an interval in R under a map which is Hölder continuous with exponent less than one-half need not have measure zero; see Theorem 3 of [3] , for example.
The first of our two main results is contained in the following theorem, in which we show that if one of the curves C j 0 intersects ∂H 2 , say, at the origin, then its transport under the velocity u becomes tangent to ∂H 2 instantaneously in time. 
Observe that the above assumptions on ρ 0 andρ 0 show that ρ 0 jumps downward from left to right across C 0 . Referring to our earlier intuitive discussion, we may therefore imagine a large pressure-gradient force acting on fluid particles on C 0 and hence on C 0 itself, directed to the right. Particles on C 0 −{0} therefore convect rapidly to the right, resulting in the instantaneous tangency at the stationary point x = 0 asserted in the theorem.
The major part of the proof of Theorem 2 consists in the derivation of pointwise estimates for the velocity u on the curve C(t), estimates which must be sharp jointly in x and t for (x, t) near (0, 0). These estimates are obtained from a careful analysis of the integral representation for u(·, t) in terms of the Green's function G. Now, elementary considerations show that this integration may be restricted to a set Ω(t), which is the intersection of the region to the right of C(t) with a small neighborhood of the origin in H 2 . However, since C(t) need not be a differentiable curve, we have essentially no control on its geometry and therefore little control on the time-dependent region of integration in this representation for u. To deal with this problem we first construct a model curveC(t) convected by a velocity field which is maximal in an appropriate sense, and we show by elementary geometric arguments thatC(t) remains to the right of C(t). This gives an explicit subset of Ω(t) and provides a sort of lower bound on the region of integration in the representation for u(·, t). The construction of a corresponding superset and upper bound on the region of integration is done differently. First, even though C 0 is by assumption to the right of a line through the origin with positive slope, we do not know that this remains true, even for small time, because C(t) is not a differentiable curve. To deal with this difficulty we apply our analysis instead to approximate solutions (ρ ε , u ε ) corresponding to initial data ρ ε 0 obtained by removing the singularity at the origin from a ball of radius ε. The corresponding sets Ω ε (t) still contain the subsetΩ(t), and the velocities u ε are now sufficiently smooth that the transports C ε (t) by u ε must remain to the right of a fixed line through the origin with positive slope, at least up to a small time τ (ε) possibly depending on ε. This provides the necessary control on the region of integration Ω ε (t) in the representation for u ε (·, t) and leads to sharp pointwise bounds for u ε (·, t) on the curve C ε (t), but again only for t ≤ τ (ε). However, these pointwise bounds for the components of u ε have specific signs and show, in fact, that the curve C ε (t) moves to the right. It follows that C ε (t) remains to the right of the aforementioned bounding line and therefore that the estimates derived for u ε continue to hold up to a time T , which is now independent of ε. The same bounds for u then follow in the limit as ε → 0, and the instantaneous tangency follows by substituting these bounds for u 1 and u 2 into the relation
where z(s, t) = X t (z 0 (s)) and carefully estimating the solution z 2 /z 1 of the resulting ODE.
There is a further complication in that, for fairly technical reasons, the above analysis succeeds only if the initial curve C 0 is to the right of the line x 2 = x 1 in H 2 . To extend the result to more general initial curves we derive instead estimates for u 1 and forn · u, wheren is a general unit vector in the second quadrant, and then apply these estimates to determine the instantaneous behavior of the ration · z(s, t)/z 1 (s, t). The result is the following: if W k is the wedge {x ∈ H 2 : x 1 , x 2 > 0 and
where k = 0, 1, . . . , and if C 0 is in W k+1 for some k ≥ 0, then for any positive time t, the intersection of C(t) with some neighborhood of the origin is contained in the wedge W k . In other words, C(t) moves instantaneously in time from W k+1 to W k and therefore in a finite number of steps to W 0 , from which instantaneous tangency follows. This dyadic analysis proves the result for arbitrary initial curves in the first quadrant, as described in Theorem 2, but leaves open the question of the instantaneous behavior when the initial curve is in the second quadrant.
DAVID HOFF AND MISHA PEREPELITSA
Finally we turn our attention to the system (1.3) for the unknown velocity u and vorticity ω in two-dimensional, incompressible Euler flow. Global existence and uniqueness of solutions for this system with vorticities in L ∞ ∩ L 1 was proved in [11] , and the global existence of vortex patches was proved in [4] for patches with smooth boundaries (an alternative proof of this result is contained in [2] ) and in [6] for patches whose boundaries include isolated singularities. All these results apply to flows in the whole space R 2 . A generalization for flows in bounded domains was developed in [7] . Finally, [5] contains relevant results of numerical simulations for the problem of the evolution of vortex patches.
Here we apply the techniques developed in the proof of Theorem 2 to display a large class of vortex-patch solutions of (1.3) in which corner points become cusps instantaneously in time. Specifically, we assume that the initial vorticity ω 0 (x) is odd with respect to x 2 and that for x 2 > 0,
where Ω 0 is the simply connected domain whose boundary is the union of a Hölder continuous curve C 0 with a segment on the x 1 -axis, described as follows: 
for s ∈ [0, s 0 ] and some C > 0. The set Ω 0 is then to be the region enclosed by the curve C 0 and the interval [0, z 0 (s)] on the x 1 -axis. We fix a closed semidisk V centered at the origin such that z 0 (s 0 ) is outside V , and we let V + and V − be the closed sets of points in V to the right and left of C 0 . We then prove the following result concerning the instantaneous formation of a cusp at the point on the boundary of the vortex patch whose initial point was the origin. 
, and for such t,
Theorem 3 is proved in section 4.
Existence of solutions: Proof of Theorem 1.
In this section we prove the existence of solutions of (1.1) by applying a standard fixed point argument. We begin by recalling the following elementary facts about log-Lipschitz vector fields.
Lemma 2.1. Let q 1 ∈ (1, 2), q 2 ∈ (2, ∞), and q ∈ [1, ∞). Then there are constants C 1 (q 1 , q 2 ) and C 2 (q) and a global constant
where G is the Green's function for the Laplace operator on H 2 , then
Proof. The proofs of (2.1)-(2.4) are elementary and so are omitted.
Observe that, in the notation of (1.5), X(t; y 0 , 0) = X t (y 0 ). Both notations will be applied as needed. The estimate (2.4) is optimal for integral curves of velocity fields solving (1.1) and (1.2) with ρ 0 ∈ L ∞ ; see [1] , for example. We now list the various constants, sets, and mapping that will be used throughout this section. First we fix q 1 and q 2 as in Lemma 2.1 and then we define a function h 0 by
where c 1 and p 0 are as in the statement of Theorem 1. Observe that p 0 q > 2 for q = q 1 or q 2 . Then define constants c 2 and c 3 by
where C 1 , C 2 , C 3 , and c 0 are as in Lemma 2.1 and (1.6). Next for T > 0, define the sets
Then define maps S 1 and S 2 on G 1 and G 2 by
where ρ is taken to be constant on the integral curves X t (y) of u, with ρ(y, 0) = ρ 0 (y). Note that the results of Lemma 2.1 apply to show that, for u ∈ G 2 , the map X t is a homeomorphism of H 2 onto itself, so that S 2 is indeed well defined. Finally, define
for q > 2/p 0 , and note that h(q, 0) = h 0 (q).
In the following lemma we show that S 2 maps G 2 into G 1 and that
.2. Assume that the above notations are in force and that T is small enough that
Proof. Let u ∈ G 2 and ρ = S 2 (u); clearly, ρ ∞ ≤ c 0 . To derive a bound for ρ q we first observe that, for y ∈ H 2 and t < T,
by (1.7). It follows easily that if q is either
In particular,
and
Conversely, if ρ ∈ G 1 and u = S 1 (ρ), then by Lemma 2.1 and the above definitions, u(·, t) ∞ , u(·, t) LL ≤ c 2 , and u = 0 on ∂H 2 . Thus u ∈ G 2 , and therefore
Next we show that there is a uniform estimate for the spatial oscillations of densities ρ in the range of S 2 away from the corresponding transports of the initial discontinuity curves C j .
Lemma 2.3. In addition to the hypotheses of Lemma 2.2 assume that T is small enough that α 0 e −c3T > 1/2 and c 2 T < 1. Then there is a positive number ε 0 = ε 0 (T ) and for every R > 0 there are continuous, increasing functions
there is a finite union of disks E ⊆ H 2 determined by R, ε, u, and t such that
where
Proof. First note from Lemma 2.1 and our restrictions on T that (2.14)
, and that
Now fix R > 0 and ε ∈ (0, ε 0 ], where ε 0 is chosen to satisfy 2 × 3 1+β (ε 0 )
) is empty for j > J for some J and is otherwise the image of a compact set I j under a map z j (·, t), which by Lemma 2.1 is Hölder continuous with exponent α 1 = α 0 e −βT > 1/2 and with constant C(R). Next define δ by C(R)δ α1 = e 1+β e β 2 and cover I j by N j subintervals of length δ and midpoints
, and so
The measure of E is bounded by
for a new constantC depending on R. Note that η R (ε) → 0 as ε → 0 because α 1 > 1/2. This proves (2.11) and (2.12).
To prove (2.13) we let y = X t (y 0 ) be a point of cl (B R )∩E c , so that y 0 ∈ cl (B R+1 ), and we estimate dist (y, ∪ 
We now apply the above lemma to show that there is a uniform modulus of continuity in time for elements of S 1 (S 2 (G 2 )).
Lemma 2.4. Assume that the hypotheses and notations of Lemma 2.3 are in force. Then there is a continuous, nondecreasing function
Proof.
where we take ρ to be zero outside H 2 . The first integral on the right is bounded bỹ Cr, whereC is a constant independent of R and the third bỹ
where p 1 > 2 is the Hölder conjugate of q 1 . Estimating the L q1 norm here exactly as in the proof of Lemma 2.2, we find that the third integral on the right side of (2.17) is bounded byCr 2/p1−1 h R (q 1 , T ), where
Next we let ε = 2c 2 |t − t|, where c 2 is as in (2.6) and, without loss of generality, ε ∈ (0, ε 0 ]. Then for a given R > 0, we let ω R , η R and E = E(ε, R) be as in Lemma 2. 
and the contribution to the second integral in (2.17) from
Combining these estimates we then have that
Thus given δ > 0, we first choose r small, then R large, and then ε small to obtain that if
Our final estimate gives a uniform rate of decay as |x| → ∞ for elements of
Lemma 2.5. Assume that the hypotheses and notations of Lemma 2.3 are in force. Then there is a function θ :
Proof. Let u = S 1 (ρ), where ρ ∈ G 1 , and let R = |x|. Then
The second integral here is bounded by C ρ(·, t) q1 R 2/p1−1 , where p 1 is the conjugate of q 1 , and for the first integral we note that
for some p 0 > 1, exactly as in (2.10). The first integral is therefore bounded by CR 1−p0 , and the lemma then follows with θ(R) = C(R 2/p1−1 + R 1−p0 ). Proof of Theorem 1. LetG 2 be the set of elements u ∈ G 2 satisfying both the continuity estimate (2.16) of Lemma 2.4 and the decay estimate |u(x, t)| ≤ θ(|x|) of Lemma 2.5. It is easy to see thatG 2 is a compact convex subset of
, and Lemmas 2.2, 2.4, and 2.5 show that S = S 1 • S 2 mapsG 2 intoG 2 . To prove that S is continuous onG 2 we let u n → u in L ∞ with u n , u ∈G 2 and show first that S(u n )(·, t) → S(u)(·, t) a.e. for each t. Thus let X n and X be the integral curves of u n and u as in (2.3), so that for (
where λ is as in (1.12). A straightforward Gronwall-type inequality then shows that X n (0; x, t) → X(0; x, t) uniformly in H 2 , so that if ρ n = S 2 (u n ) and ρ = S 2 (u), then
The latter is the countable union of curves which are Hölder continuous with exponent α 1 > 1/2 and so has measure zero. Thus ·, t) a.e. On the other hand every subsequence of S(u n )(·, t) is uniformly bounded and uniformly log-Lipschitz continuous and so has in turn a further subsequence converging uniformly, hence a.e., necessarily to S(u) (·, t) . This shows that (2.16 ). This proves that S :G 2 →G 2 is continuous and therefore has a fixed point u ∈G 2 . It is clear that if ρ = S 2 (u) ∈ G 1 , then the pair (ρ, u) is a solution of the problem (1.1) in the required sense.
Instantaneous tangency: Proof of Theorem 2.
In this section we confine attention to a single discontinuity curve C 0 intersecting ∂H 2 at the origin and prove that its transport C(t) becomes tangent to ∂H 2 at the origin instantaneously in time. First we redefine the function λ appearing in (1.12):
It is immediate that λ is continuous and strictly increasing in [0, 1/e] and satisfies
Next we write the derivatives G yj (x, y) of the Green's function G in (1.4):
where y * = (y 1 , −y 2 ). It is clear that
for a constant C. We shall make important use of the following bounds for integrals of the quantity on the right above. 
where χ is the indicator function of the given set. 
is defined in the statement of Theorem 2). Theorem 1 then applies to give a solution (ρ ε , u ε ) of (1.1) with data ρ ε 0 defined on H 2 × [0, T ] for some T > 0. Both T and all relevant constants occurring in section 2 in the description of (ρ ε , u ε ) are independent of ε. In particular, there is a global constantC, which will be fixed throughout this section, such that
for all x , x ∈ H 2 , with |x − x| ≤ 1/e. We then let C ε (t) be the image of the initial curve C 0 under the flow generated by u ε :
and we define a comparison curveC(t) bỹ
andz 0 is chosen so that dz 01 (s)/ds, dz 02 (s)/ds > 0,z 0 (0) = 0, andC(0) \ {0} is strictly to the right of C 0 = C ε (0). Solving the above ODE, we find that
We also define
andX t as in (1.5) with u replaced byũ and similarly for X εt . In the following lemma we show that attention may be restricted to a small neighborhood of the origin modulo terms which are O(x 2 ).
Lemma 3.2. There is a rectangle
The set R and the constant in the O(x 2 ) term in (3.8) are independent of ε.
Proof. For any L
The first integral here is smooth in {x : x 2 ≤ L 2 /2}, is globally log-Lipschitz in x 2 , and vanishes on ∂H 2 , and therefore is O(x 2 ) (with a constant independent of ε). Thus
Now, sinceρ 0 is Hölder continuous, so isρ ε (·, t), by Lemma 2.1, and the contribution to the above integral fromρ ε is easily seen to be O(x 2 ) independently of ε. Next, since
Finally, since the flow mapsX t and X εt are homeomorphisms of H 2 , we can shrink R in such a way that ( In the following lemma we show that the image of V + under the comparison flow X gives a lower bound to the region of integration in (3.8 
If not, then there is a time t 0 ∈ [0, T ] at which equality occurs, so thatỹ
Our hypotheses on C 0 apply to show that there are nonnegative numbers a and b such that (a, −b) · (ỹ 0 − y 0 ) > 0. It then follows from (3.7), (3.4), and the above equality that
There is therefore a time
. This proves the claim. Next let V be a closed half-disk in H 2 centered at the origin whose radius is strictly less than that of V and such that (
By restricting T further we may also stipulate that if ∂V sc is the semicircular part of ∂V, thenX t (V ) ∩ X εt (∂V sc ) = ∅ for ε > 0 and t ∈ [0, T ]. This is possible because there is a uniform bound for all velocities under consideration. We claim that, as a consequence,
where V + = V ∩V + . This holds because otherwise there would be a point in int(V + ) whose image underX t crosses ∂(X εt (V + )). This cannot occur on ∂H 2 , however, where points are stationary, nor along C ε (t) by the claim at the beginning of this proof, nor on X εt (∂V sc ) by the above restriction on T. A more detailed proof of (3.10) is straightforward but somewhat tedious and so is omitted. Taking the intersection with R in (3.10) we then obtain that
Observe that, since (
Before proceeding, we summarize the above notations and results: V is a small semidisk in H 2 centered at the origin and R is a small rectangle contained in V , the midpoint of whose base is the origin. The restriction of the initial discontinuity curve C 0 to V divides V into two closed subsets V − and V + to the left and right of C 0 ∩ V and is contained in the first quadrant. For ε > 0, (ρ ε , u ε ) is the solution corresponding to initial data ρ ε 0 obtained by smoothly truncating ρ 0 near the origin, andũ is the comparison vector field defined in (3.7). C ε (t) andC(t) are the images of C 0 andC 0 under the respective flow maps X εt andX t associated to u ε andũ. Finally, Ω ε t and Ω t are the sets R ∩ X εt (V + ) and R ∩X t (V + ). We have shown that
and for x ∈ C ε (t) ∩ R,
where σ ε is strictly positive except near the origin. Now, (3.11) gives a lower bound for the region of integration in (3.12). To obtain pointwise estimates for u ε we therefore need a corresponding upper bound. At this point we simply assume the existence of a suitable superset for Ω ε t and derive contingent pointwise estimates for u ε . We begin with an estimate for u where (3.4) ) and
. It therefore follows from Lemma 2.1 that
(assuming for convenience a further O(1) reduction in T ). Now substitute (3.3) into (3.12) to obtain that, for x ∈ C ε (t) ∩ R,
Elementary estimates based on Lemma 3.1 (with m = ∞ in (b)) show that the integral over Ω ε t ∩ {y 1 ≤ x 1 } is bounded by the error term in (3.13), and since the integrand is nonnegative in the remaining set, we may replace the remaining set with any subset, in particular, the shaded subset ofΩ t ⊆ Ω ε t in Figure 3 .1 (recall from (3.11) that if x ∈ C ε (t) as here, then x is to the left ofC(t)). Writing the integral in polar coordinates centered at x and dropping a nonnegative O(x 2 ) term, we then obtain
for appropriate limits r, r depending on x and for any M > 0. We bound the denominator above by C(r 2 + x 2 2 ), then define
≥ r and apply (3.14) to obtain that
dr.
Now, elementary considerations based on the figure show that tan
We substitute this into (3.18), discarding the x 2 2 /r 2 term, whose contribution to u 1 in (3.16) is O(x 2 ), and change variables to obtain that
We can show that r ε ≥ C −1 x 2 by inserting a second comparison curveC (t) = {z (s, t)}, just as in (3.6) but withC (0) strictly between C 0 = C ε (0) andC(0), and then computing that if
We may therefore replace the denominator in the integral above by s 2 and integrate explicitly to obtain that
and therefore, since r = O(1) and r ε ≤ C max{x 2 , ε}
ε}, t).
Substituting this into (3.17) we then obtain the result (3.13). It will be necessary to derive corresponding pointwise estimates not just for u ε 2 but also forn · u ε for certain unit vectorsn in the second quadrant. Specifically, we let δ ∈ [π/4, π/2) be the angle between the positive x 1 -axis and the bounding line L 1 assumed to exist in Lemma 3.4 and Lemma 3.5 below, and we take δ ∈ [π/2−π/2 k+1 , π/2−π/2 k+2 ) for some k = 1, 2, . . . . We then choose φ ∈ (2δ, π/2+δ) ⊆ [π/2, π) and definen = (cos φ, sin φ), so thatn 1 ≤ 0 ≤n 2 . In the special case that δ = π/4 we take φ = π/2 andn = (0, 1).
Lemma 3.5. Assume that the hypotheses and notations of Lemma 3.4 are in force and let L 1 , δ, k, φ, andn be as above. Then for t ∈ [0, t ], x ∈ C ε (t), and M > 0,
where C, C 2 , g, and E are as in Lemma 3.4. exactly the same bound for the integral in (3.23) as for the integral in (3.16) but with the sign reversed. This proves (3.19) for the case that δ > π/4. For δ = π/4, we apply similar but simpler estimates directly to the integral in (3.21) to obtain the same result.
In the following lemma we complete the estimates of Lemmas 3.4 and 3.5 by proving that the pointwise bounds (3.13) and (3.19) , derived under the assumption that there is a bounding line L 1 to the left of Ω 
for x ∈ C ε (t) ∩ R. The integral on the right vanishes when x 2 = 0 and is a smooth function of x for |x| ≤ r(ε)/2, which will be the case for x = X εt (y) with |y| ≤ r(ε)/4 and t ≤ τ (ε) for some positive τ (ε). Thus there exist positive r(ε), τ(ε), and C(ε) such that |u
we then obtain that C −1 y 2 ≤ X εt 2 (y) ≤ Cy 2 (compare (2.5) with y 0 = 0), and therefore that
for X εt (y) ∈ C ε (t) ∩ R with |y| ≤ r(ε)/4 and t ≤ τ (ε). On the other hand a simple geometrical construction shows that, for such y,
It follows from these two inequalities that there is a positive τ (ε) which is independent of y such that To prove (a) we have to show that the set
which is nonempty by the above claim, is all of [0, T ). At the heart of the matter is the following observation. Suppose that z ε (s,t) ∈ L 0 ∩ R for some s > 0 andt ∈ (0, T ) and that z ε (s, t) is strictly to the left of L 0 for t ∈ (t,t + η) for some η > 0. We then apply the estimates (3.13) and (3.19) at z ε (s,t), noting first that z ε 1 /z ε 2 = 1/m 0 at this point, so that the χ-term in these estimates is zero for appropriate choice of M , and second that g is large near 0: there is a δ > 0 and a constant C such that if 0 < s, t ≤ δ, then g(s, t) ≥ C −1 min{− log s, t −1 }. The leading terms on the right sides of (3.13) and (3.19) therefore dominate the error terms, and therefore
t) .
On the other hand there is a sequence of times t j ↓t such that z ε (s, t j ) is strictly to the left of L 0 . Therefore if A and B are the sets in the first quadrant in H 2 to the left of L 0 and on either side of the line through z ε (s,t) in the directionn (see Figure 3. 3), then at least one of A or B contains infinitely many of the z ε (s, t j ). Simple geometrical considerations based on the fact thatn = (cos φ, sin φ), with φ − π/2 < δ (because δ ∈ [π/4, π/2) and φ ∈ [2δ, π/2 + δ)), show that u To prove (b) we observe that the set {u ε } ε>0 is uniformly bounded and logLipschitz continuous on H 2 × [0, T ] by the estimates of section 2. There is therefore a sequence ε j → 0 such that u εj converges, say to u, uniformly on compact subsets of
It is an easy matter to check that if ρ(x, t) is defined to be constant on the integral curves of u with ρ(x, 0) = ρ 0 (x), then (ρ, u) is a solution of (1.1) in the sense of Theorem 1 and satisfies the pointwise estimates asserted in (b).
Before proceeding to the proof of Theorem 2 we derive an elementary estimate for the integral along the discontinuity curve C(t) of the function g appearing in (3.13) and (3.19 
log (Cs −1 ) − log 2 .
Proof of Theorem 2. Let {u εj }, u, and L 1 be as in Lemma 3.6 and let δ, k, φ, and n be defined in terms of L 1 as in the discussion preceding Lemma 3.5. Assume first that
for some k ≥ 1, δ = π/4, and let {z(s, t)} be the parameterization of C(t) described in the statement of Lemma 3.7. We set μ(s, t) = z 2 (s, t)/z 1 (s, t) and compute μ t in terms of u 1 andn · u and then substitute the pointwise bounds for u given in Lemma 3.4 and Lemma 3.5. The result is that
where g is evaluated at (z 2 (s, t), t). Now choose and fix M so that CM −1 < |n 1 /n 2 | (note thatn 1 = 0 here) and therefore that χ{ C M z1 z2 > 1} ≤ χ{μ < |n 1 /n 2 |}. Granting for the moment that u 1 ≥ 0 and noting thatn 1 /n 2 < 0, we then obtain
for a constant C 1 which we now fix. Next define ν(s, t) = e −C1t μ(s, t) and compute that
Recall that we are free to choose φ ∈ (2δ, π/2 + δ). In light of (3.26), we may therefore
We then choose slopes m 2 and m 2 such that (3.28) n 1 n 2 < m 2 < m 2 < tan π 2 − π 2 k+1 .
We now claim that there is a small time t 1 > 0 such that for each t ∈ (0, t 1 ), there is an s 1 (t) > 0 such that ν(s, t) ≤ e −C1t m 2 for s ≤ s 1 (t). To prove this we fix t > 0, then choose s 0 (t) > 0 so that if t 0 is the function occurring in the statement of Lemma 3.7, then t 0 (s 0 (t)) ≤ t, and therefore t 0 (s) ≤ t for s ≤ s 0 (t). Then for such s, Since t 0 (s) → 0 as s → 0, we can therefore find an s 1 (t) ≤ s 0 (t) such that, for s ≤ s 1 (t), where m 1 is the slope of L 1 and C 3 is a new constant which will appear below. This is possible because m 2 > |n 1 /n 2 |, by (3.28). Now suppose that, for the t that has been fixed and for some s < s 1 (t), ν(s, t) > e −C1t m 2 , contrary to the claim to be proved. In the next lemma we obtain the corresponding estimate for u 1 (x, t). and by applying Lemma 4.6 for a fixed t > 0, we deduce that μ(s, t) → 0 as s → 0. This proves (4.5).
