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Abst rac t - - In  this article, a model describing dynamics of Hopfield neural networks involving 
variable delays is considered. Existence and uniqueness ofthe equilibrium point under fairly general 
and easily verifiable conditions are also established. Further, we derive sufficient criteria of global 
asymptotic stability (GAS) of the equilibrium point. (~) 2001 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
As is well known, both in biological and man-made neural networks, delays are ubiquitous, which 
not only deteriorate dynamical performance such as finite switching speeds of the amplifiers in the 
hardware implementation, but also affect the stability of hardware neural networks by oscillation 
or unstable phenomena [1,2]. Moreover, delays are often considered to be a nuisance by circuit 
designers. Thus, it is very important o investigate the dynamics of delay neural networks. 
Recently, some applicable criteria have been established for the global attractivity and stability 
of neural network models with delays [3,4]. 
Van Den Driessche and Zou [3] considered the following system of Hopfield neural networks 
with delays: 
izi(t) = -biui(t) + Za i jg j (u j ( t  - Tij)) + gi, t > O, 
j=Z (i) 
ui(t) = ¢i(t), - r  < t < 0, i = 1 , . . . ,n ,  
where 0 < Tij _< T, b~ and Tij represent the neuron charging time constants and axonal signal 
transmission delays, respectively, aij stand for the weights of the neuron interconnections, and 
gj and Ji are the activation functions (supposed to be continuous) of the neurons and external 
constant inputs, respectively. 
In [3], the nonlinear activation functions gj (.) were globally Lipschitz and satisfied Igj (')1 -< Mj 
(Mj > 0). Recently, Hou and Qian [4] studied a modification of (1) by time varying delays •ij(t) 
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(0 _< Tit (t) _< T) in different communication channels (from neuron j to neuron i). The activation 
functions gj(u) = tanh(Lju), that is, gj(u) were also bounded. 
In the proofs of GAS equilibrium point, we find previous authors almost all made use of the 
boundedness of activation functions gj (.). However, the restrictions on the boundedness are not 
satisfactory. For instance, a linear function is not bounded. Therefore, it is very difficult for the 
linear system to derive GAS equilibrium point by the criteria of [3,4]. 
In this paper, we drop the condition that functions gj(.) are bounded, and present one such 
method which can be applied to the delay neural networks ystem. The method, based on the 
properties of nonnegative matrices [5,6] and inequality technique [7-10], yields weaker sufficient 
criteria on GAS being independent of delays. 
2. PRELIMINARIES 
= [0, +co) and C[X, Y] be the space of continuous mappings from the topological Let R + 
space X to the topological space Y. Especially, C ~ C[[ - r ,  0], Rn]. 
Consider Hopfield neural networks ystem with delays (described by [4]) as follows: 
n 
~(t)  = -b/u~(t) + y~ a~jgj(u~(t - ~( t ) ) )  + J,, t _> 0, 
j= l  (2) 
ui(t) = ¢i(t), --T < t < 0, i = 1 , . . . ,n ,  
where 0 _< vii(t) <_ 7 and bi > 0. 
For convenience, in the following, we shall rewrite equation (2) in the form 
i~(t) = -Bu( t )  + Ag(u(t - r(t))) + J, t >_ O, 
(3) 
u(t) = ¢(t) ,  -~  < t < 0, 
in which u(t) = col{ui(t)}, B = diag{bi}, A = (aij)nxn, T(t) = (Tij(t)), g(u) = COI{g~(U~)} with 
g(0) = 0 is continuous, J = col{J/}, and ¢ = co1{¢/}. 
For any ¢ E C, a solution of (3) is a function u: R + --* R n satisfying (3) for t _> 0. Throughout 
the paper, we always assume that system (3) has a continuous olution denoted by u(t, 0, ¢) or 
simply u(t) if no confusion should occur. A point u* E R is called to an equilibrium point of (3), 
if u(t) = u* is a solution of (3). A >__ B (A < B) means that each pair of corresponding elements 
of A and B satisfies the inequality " _> " (" < "). Especially, A is called a nonnegative matrix if 
A>_0. 
For u e R n and A e R nxn, we define [u(t)] + = col{lui(t)l } and [A] + = (laijl),~x,~. For 
u e C[R, Rn], [u(t)] + = col{Nui(t)ll~}, where Ilui(t)ll~ = sup_~_<s< 0 ]ui(t + s)l. 
Throughout this paper, we always suppose that 
[g(u) - g(v)] + _< L[u - v] +, for all u, v E R n, L = diag{Li}, with L i  > 0; (A1) 
p(H) < 1, H = [B-1A]+ L. (A2) 
3. EXISTENCE AND UNIQUENESS OF EQUILIBRIUM POINT 
In order to study existence and uniqueness of the equilibrium point, we first consider the 
following difference system: 
u(t) = B-1Ag(u( t  - T(t))) + B-1 J ,  t >_ O, (4) 
u(t) = ¢(t) ,  -T  < t < 0. 
THEOREM 1. I f  (A1) and (Au) hold, then for any ¢ ~ C, there exists a positive vector D = 
col{d!}, such that 
[u(t)] + _< D. (5) 
That is, the solutions of system (4) are uniformly bounded. 
PROOF. 
For a given ¢ E C, there exists a large enough number 7 > 0, such that 
[¢ ]+<'yW~D and ( I -  H)D > P, i.e., HD + P < D, 
where P = [B- 1 j] +. 
To prove (5), we first show, for any given t3 > 1, when [¢]+ < 13D, 
[u(t)] + < j3D, for t >_ 0. 
If (7) is not true, then there must be some i, and tl > 0, such that 
lu,(t~)l -- 13di, lu,(t)l < ~di, for t < tt, 
and 
Then 
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By Theorem 9.16 in [5] and p(H) < 1, there is a vector W > 0, such that ( I -H)W > O. 
[u(t)] + _< ~D, for 0 < t < tl. 
(6) 
(7) 
(8) 
(9) 
[~-  u*] + _< [B-IA] + [g(f i)-  g(u*)] + < H[ f i -  u*] +. (13) 
If [fi - u*] + # 0, then, by Theorem 8.3.2 of [6] and [~2 - u*] + _> 0, we have p(H) > 1. This 
contradicts p(H) < 1. Hence, fi = u* and system (3) has an unique equilibrium point u*. 
So, we derive 
[u (tl)] + _ [B-1A] + [g (u( t l -  T(tl)))]+ + [B-1J] + 
_< [B-1A] + L[u(tl)] + + P 
<_ H~D + P < ~D, 
which implies lui(tt)l < t3di. This contradicts the first equality of (8), and so (7) holds. Letting 
/~ --, 1, then (5) holds, and so we complete the proof. 
THEOREM 2. Assume that the conditions of Theorem 1 hold, then the nonlinear system 
u = B- lAg(u)  + B- I j  (10) 
has an unique solution u* = col{u*}. That is, system (3) has an unique equilibrium point u*. 
PROOF. Consider a mapping F : R n --* R n defined by 
F(u) = B- lAg(u)  + B-1 j .  (11) 
Following the proof of Theorem 1 with T(t) ~ O, there is a vector W > 0 and a large enough 
V > 0, such that [u] + < vW ~ D and HD + P < D. Then one has 
IF(u)] + < [B-IA] + [g(u)] + + P 
_< [B-1A] + L[u] + + P <_ HD + P < D. 
Thus, F maps the closed, bounded, and convex set f~ = {u E R n I [u] + ~ D} into itself. By 
Brouwer's fixed-point theorem, F has a fixed point u* in f~ that is a solution of (10). 
We next show the solution u* is unique. Let u* and fi be two solutions of (10), then 
u* = B-1Ag(u  *) + B-1 j ,  ~t = B-1Ag(~t) + B-1 J .  (12) 
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4. GLOBAL DYNAMICS 
Let y(t) = u(t) - u*, then (3) becomes 
~](t) = -By( t )  + A f (y ( t  - T(t))), 
y(t) = ¢(t), 
t_>0, 
(14) 
--T < t < 0, 
where ¢(t) = ¢(t) - u*, f (y)  = g(y + u*) - g(u*). Clearly, u* is GAS for (3) if and only if the 
equilibrium point 0 of (14) is GAS. 
THEOREM 3. I f  (A1) and (A2) hold, then the equilibrium point 0 of (14) is uniformly stable. 
PROOF. For any e > 0, let K = (I - H) - IEE,  E = co1{1}. We first prove that for any a _> 1, 
the set So = {~b E C [ [¢]+ _< oK} is a positive invariant set of (14). Since H _> 0 and p(H) < 1, 
by [5], we have (I - H) -1 > 0, and oK = (I - H) - IEae  > 0. We next show that, for any given 
¢ E C, when [~]+ < oK,  
[y(t)] + _< oK, for t _> 0. (15) 
If (15) is not true, then there must be some i and t2 > 0, such that 
lYi (t2)l = aki, lyi(t)l < ok,, for t < t2, (16). 
and 
[y(t)] + < oK, 
where ki is the ith component of vector K. 
ERE = oK.  Then 
for 0 < t < t2, 
Noting that aK = 
(17) 
(I  - H) - IEas ,  i.e., HaK + 
[Y (t2)] + < 
_< 
_< 
< 
e-Bt2 r~l,l+ /t2 e-B(t=-S)BH 
[ ,  
[wJr + [y(s)] + ds 
e -Bt2 [¢]+ + ~t~ e -B( t2 -8)Bgag ds 
e-Bt2o~K + (I -- e -Bt2) HaK 
e -Bt2 (oK - HaK)  + HaK 
e-Bt2 Ea~ + oK  - Ea~ 
o~K, 
which means ly~(t2)l < aki. This contradicts the first equality of (16), and so (15) holds. Com- 
bining the meaning of uniform stability with the positive invariant set So, we derive that the 
equilibrium point 0 of system (14) is uniformly stable. 
For any given ¢ E C, there is an a > 1, such that ~ c So, and the solution y(t) of (14) satisfies 
[y(t)] + < oK.  This leads to the following corollary. 
COROLLARY 1. All solutions of (14) are uniformly bounded. 
THEOREM 4. I f  (A1) and (A2) hold, then the equilibrium point 0 of system (14) is globally 
attractive. 
PROOF. For any ~ E C, there is a pseudorectangle So such that ¢ E So. In view of the proof of 
Theorem 3, we have 
[y(t)] + < oK. (18) 
From (18), there must be a nonnegative constant vector a such that 
lim sup[y(t)] + -= a < oK. (19) 
t--*+oo 
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According to the definition of superior limit and Corollary 1, for arbitrarily small constant 
(f > 0 ,  there is t3 > 0, such that for any t > t3, 
[y(t - T(t))] + < E5 + a. (20) 
Since B = diag {bi} with bi > 0, for the above 5 and K, there must be T > 0 such that 
/~  e-BSBHaK ds < Eh. (21) 
From (14), (20), and (21), when t > t3 + T, we obtain 
[y(t)] + _< 
f0 ~ '~ 
e-Bt[g)] + + e-B(t-S)BH[y(s)] +ds 
f = ~-B~.[¢]+ + t "° + , ,~- r l '  ~-BC~-~)BH[y(~)]+d~ 
/? Zl _< e-re[C] + + e-SSBHaKds + e-S(t-S)BH(E5 + a) ds 
T 
<_ e-StaK + E5 + (I - e -sT) H(E5 + a) 
< e-StaK + E5 + H(E5 + a). 
Combining (19) with the definition of superior limit again, there are tt _> t3 + T, l -- 1, 2 , . . . ,  
such that limt,_~+oo[y(tt)] + = a. Letting tt ~ +c~, 5 --* 0, then we derive 
a < Ha. (22) 
If a # 0, then, by Theorem 8.3.2 of [6] and a _> 0, we have p(H) >_ 1, which contradicts p(H) < 1. 
Hence, a must be the zero vector and the proof is completed. 
From Theorems 3 and 4, it is veryeasy to derive the following theorem. 
THEOREM 5. I f  (A1) and (A2) hold, then system (3) (or (2)) has a GAS equilibrium point. 
To compare Theorem 5 with some previous results in [3,4], we can derive the following remarks. 
REMARK 1. When Tit(t) = Tij, system (2) becomes the model (1). In order to obtain a GAS 
equilibrium point of (1), Van Den Driessche and Zou [3, Theorem 2.1] assumed that (A1) held, 
Igj(')l ~ Ms (23) 
and 
IIHII1 ~ max la~l < 1, (24) 
l< i<n 
_ _ 5= 1 
which implies p(H) < 1 [7, Remark 3, p. 375]. However, (23) is not necessary in Theorem 5. 
Therefore, we obtain the same result as Theorem 2.1 in [3] under weaker conditions. 
In addition, Van Den Driessche and Zou [3, Theorem 2.4] showed system (1) had a GAS equi- 
librium point if (Aa) and (23) held, and 
~ IIAII~ < 1, (25) 
where A = maxl_<i< n Li, b = minl<i_<n bi, and IIAH2 denoted the spectral norm of matrix A. 
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Conditions (A2) and (25) are independent. In fact, let 
A = 
(i x 2 
1 ' 
(2) . : (1  ° 0) 0 
' 2 " 
0 N 
Then p(H) -- 2/vf3 > 1 and ()~/b)llAII2 = V~ < 1. That is, (25) is satisfied but (A2) fails. 
On the other hand, if we choose 
(1 1) B=(8 0) andL__(60 ~). 
A= 1 -1  ' 0 8 ' 
Then p(H) = 7/8 < 1 and (A/b)HAII2 = 3v~/4 > 1. This means that (A2) is satisfed but (25) 
fails. 
REMARK 2. nou and Qian [4, Theorem 1] proved system (2) had a GAS equilibrium point if 
gj (u) = tanh (L ju)  (26) 
and 
H ~ diag(bi) - (Lj laij I) was quasi-dominant, (27) 
which is equivalent to p(H) < 1 [11, pp. 133-137, Def. 1.2 and Theorem 2.3 (M35)]. Obviously, 
equation (26) satisfies (A1). Therefore, Theorem 1 of [4] is a special case of Theorem 5. 
5. ILLUSTRATIVE EXAMPLE 
EXAMPLE. Consider Hopfield neural networks model with delays 
11 
/~1 (t) -- -3u l  (t) + gl (ul (t - cos 2 t)) + g2 (u2 (t - sin 2 t)) + -~-r, 
/~2(t) = --3U2(t) + gl (Ul (t -- COS 2 t)) + g2 (U2 (t -- sin 2 t))  + 57r. 
(28) 
Taking gl(u l )  = (1/2)sin(u1), g2(u2) = (1/2)u2, then we have 
(! 0) 0) 
A= 1 1 ' 1 ' ' (i = 6 . a$1d H 
By simple calculation, it is very easy to see that p(H) = 1/3 < 1. It follows from Theorem 5 
that system (28) has a GAS equilibrium point (2~r, r). 
6. CONCLUSION 
In this article, Hopfield neural networks model involving variable delays are investigated. For 
the model, we have derived criteria of existence and uniqueness of equilibrium point, and given 
some sufficient conditions independent of delays that ensure the equilibrium point is GAS. Es- 
pecially, the restrictions of sufficient conditions are less restrictive than those in [3,4]. Moreover, 
our criteria are easily applicable because there are very simple tests for the Lipschitz condition 
and the spectral radius being less than 1. Therefore, our results can be used to design stable 
neural networks with delays in practical applications. 
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