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Abstract
Partition functions of a canonical ensemble of non-interacting bound electrons are a key ingredient
of the super-transition-array approach to the computation of radiative opacity. A few years ago, we
published a robust and stable recursion relation for the calculation of such partition functions. In this
paper, we propose an optimization of the latter method and explain how to implement it in practice.
The formalism relies on the evaluation of elementary symmetric polynomials, which opens the way
to further improvements.
1 Introduction
The super-transition-array (STA) technique is a powerful tool to compute the emission and opacity of in-
termediate to high-Z plasmas [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] where detailed-configuration-accounting methods
would have a prohibitive numerical cost. It was successfully applied to the interpretation of spectroscopy
experiments [11, 12, 13]. The STA formalism, which is also applicable to non-local-thermodynamic-
equilibrium plasmas [14], requires the calculation of independent-electron partition functions under the
constraint that a group of subshells (referred to as a supershell) has an integer number of electrons.
Bar-Shalom et al. proposed efficient recursion relations (referred to as BS in the following) for generating
these partition functions [1]. Unfortunately, in the case of high-degeneracy supershells and/or at low
temperature, such relations suffer from numerical instability due to precision cancellations arising from
sums of large terms of alternating sign [15]. The instability occurs in particular when the thermal energy
becomes significantly smaller than the energy spread in a supershell (i.e. the dispersion of the energies of
the subshells). In 2004, two of us (Gilleron and Pain, hereafter GP) proposed a stable and robust algo-
rithm (see Eq. (25) in Sec. III of Ref. [16]), relying on the computation of partition functions by nested
recursion, building up supershells one subshell by one subshell, at each stage from “parent” supershells
(of one less subshell) with smaller numbers of electrons. All the terms entering the sums of this recursion
are positive definite, and cancellation effects are therefore avoided. Three years later, in a paper entitled
“Further stable methods for the calculation of partition functions in the superconfiguration approach”
[17] (hereafter WGP), we proposed two improvements of the initial method:
• The first one consists in generalizing the recursion relation to holes, when a supershell is more than
half-filled with electrons.
• The second one consists in precomputing some partition functions and storing the results. It relies
on the successive use of generating functions with reduced degeneracies.
The latter improvement, however, was briefly explained (see the second part of Sec. III in Ref. [17],
from Eqs. (17) to (23)), and several researchers wrote to us because they did not manage to understand
how to proceed. This is mainly due to the fact that Eq. (23) of Ref. [17] may be misleading. In the present
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work, we would like to clarify that point. We also found, which was not mentioned in the previous papers
[16] and [17], that the functions h, cornerstones of the algorithm, are elementary symmetric polynomials.
Many efficient algorithms for the evaluation of the latter quantities are described in the literature. The
WGP method is explained in section 2 and the corresponding algorithm is summarized in section 3. The
case where the degeneracy of a subshell (or more) is reduced by more than one, is discussed in section 4.
2 Efficient computation of canonical partition functions
Let us consider a system (supershell) of Q electrons in N subshells (or spin orbitals) with degeneracies
~g = {g1, g2, · · · , gN}. The partition function of such a system reads
UQ,N [~g] =
g1∑
p1=0
g2∑
p2=0
· · ·
gN∑
pN=0︸ ︷︷ ︸
∑
N
s=1
ps=Q
N∏
s=1
(
gs
ps
)
Xpss , (1)
where Xs = e
−β(ǫs−µ), β = 1/(kBT ), µ is the chemical potential and ǫs the energy of orbital s. The
average population of subshell α can be expressed as
〈nα〉 =
gα
1 +
UQ,N [~g−~1α]
XαUQ−1,N [~g−~1α]
, (2)
where notation ~g−~1α means that the degeneracy of subshell α is reduced by one (therefore, ~g −~1α−~1β
means that the degeneracies of subshells α and β are both reduced by one, etc.). In the same way, the
quadratic mean reads
〈nα (gβ − nβ)〉 = 〈nα〉gβ
UQ−1,N
[
~g − ~1α − ~1β
]
UQ−1,N
[
~g − ~1α
] . (3)
According to Eq. (17) of Ref. [17], the corresponding canonical partition function is equal to
UQ,N
[
~g − ~1α
]
=
1
Q!
lim
z→0
∂Q
∂zQ
{
F
[
~g − ~1, z
]
H(α)(z)
}
, (4)
where ~1 = {1, · · · , 1}, ~1α = {δ1,α, δ2,α, · · · , δN,α},
F
[
~g − ~1, z
]
=
N∏
s=1
(1 + zXs)
gs−1 (5)
and
H(α)(z) =
N∏
s=1,s6=α
(1 + zXs) . (6)
After algebraic manipulation [17], one gets
UQ,N
[
~g − ~1α
]
=
min(Q,N−1)∑
j=0
h
(α)
j UQ−j,N
[
~g − ~1
]
, (7)
with
h
(α)
j = lim
z→0
1
j!
∂j
∂zj
H(α). (8)
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In the same way, we have:
UQ,N
[
~g − ~1α − ~1β
]
=
min(Q,N−2)∑
j=0
h
(α,β)
j UQ−j,N
[
~g − ~1
]
(9)
and subsequently
UQ,N
[
~g − ~1α − ~1β − ~1γ
]
=
min(Q,N−3)∑
j=0
h
(α,β,γ)
j UQ−j,N
[
~g − ~1
]
. (10)
The efficiency comes from precomputing UQ−j
[
~g − ~1
]
by GP’s method (or the recursion over holes, as
in WGP) and storing the results. The latter method relies on the relation
UQ,N =
min(Q,gN )∑
i=0
(
gN
i
)
X iN UQ−i,N−1, (11)
initialized with UQ,0 = δQ,0, δ being Kronecker’s symbol. The h
(α)
j and h
(α,β)
j are trivially computed on
demand. However, it is stated in Ref. [17] that, for example, h
(α)
j is obtained by an N − 1 (number of
subshells in the supershell minus one) step array update
h
(α)
j ← h
(α)
j +Xmh
(α)
j−1, (12)
with m = 0, · · · , N , m 6= α. Such an expression was misunderstood by several readers, limiting its
practical use. Indeed, Eq. (12) may suggest that
h
(α)
j =
N∑
m=1,m 6=α
h
(α,m)
j−1 Xm,
which is not true. In fact, one has
∂j
∂zj
H(α)(z) =
∂j−1
∂zj−1
∂
∂z
N∏
s=1,s6=α
(1 + zXs)
=
∂j−1
∂zj−1


N∑
m=1,m 6=α

 N∏
s=1,s6=α,s6=m
(1 + zXs)

 ∂
∂z
(1 + zXm)

 . (13)
Taking the limit z → 0 and using the notation
h
(α,m)
k =
1
k!
∂k
∂zk
N∏
s=1,s6=α,s6=m
(1 + zXs)
∣∣∣∣∣∣
z=0
, (14)
we get
j!× h
(α)
j =
N∑
m=1,m 6=α
Xm
∂j−1
∂zj−1
N∏
s=1,s6=α,s6=m
(1 + zXs)
∣∣∣∣∣∣
z=0
, (15)
which yields
h
(α)
j =
1
j
N∑
m=1,m 6=α
h
(α,m)
j−1 Xm. (16)
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As an example, let us write down the expansion of the functions H(α), h
(α)
j and h
(α,m)
j for α = 5 with
N=5 shells in the supershell:
H(5)(z) = (1 + zX1)(1 + zX2)(1 + zX3)(1 + zX4)
= 1 + z(X1 +X2 +X3 +X4)
+z2(X1X2 +X1X3 +X1X4 +X2X3 +X2X4 +X3X4)
+z3(X1X2X3 +X1X2X4 +X1X3X4 +X2X3X4)
+z4(X1X2X3X4). (17)
We get
h
(5)
0 = 1
h
(5)
1 = X1 +X2 +X3 +X4
h
(5)
2 = X1X2 +X1X3 +X1X4 +X2X3 +X2X4 +X3X4
h
(5)
3 = X1X2X3 +X1X2X4 +X1X3X4 +X2X3X4
h
(5)
4 = X1X2X3X4. (18)
The procedure consists in precomputing UQ−j,N
[
~g − ~1
]
by the double recursion method proposed in
Ref. [16], combined with the recursion over holes published in Ref. [17], and storing the results. The
coefficients h
(αβγ··· )
j can be determined “on demand” by the relation (16).
More precisely, let us consider that we have already omitted the orbitals α, β, ... and that we are
working with a set of n orbitals with n < N . The coefficients h (written σ in the following to simplify
the notations) are in fact the elementary symmetric polynomials
σj,n =
∑
1≤π1<π2<···<πj≤n
Xπ1Xπ2 · · ·Xπj (19)
and obey the following recursion relation (see A):
σj,n = σj,n−1 +Xnσj−1,n−1, (20)
initialized with σj,0 = δj,0, and which is precisely relation (12), or Eq. (23) of Ref. [17]. Note that Eq.
(20) is the analogue of the GP recursion relation applied for gi=1 ∀i. It is also possible to consider the
recurrence in the other way, i.e. to express the coefficients σ for n subshells in terms of the coefficients
σ for n+ 1 subshells (see B).
3 Algorithm
Finally, the algorithm can be summarized as follows:
• Express, using Eqs. (2) and (3), population averages in terms of modified partition functions of the
kind UQ,N
[
~g − ~1s1 − ~1s2 − · · · − ~1sk
]
, where ~g − ~1s1 − ~1s2 − · · · − ~1sk means that the degeneracies
of subshells s1, s2, ..., and sk are reduced by one. Consider the reduced set of n = N − k subshells
where subshells s1, s2, ..., sk have been omitted. In order to calculate the latter partition functions
using the recursion relation
UQ,N
[
~g − ~1s1 − ~1s2 − · · · − ~1sk
]
=
min(Q,N−1)∑
j=0
σj,N−k UQ−j,N
[
~g − ~1
]
; (21)
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• Compute the quantity σj,N−k with the recursion relation
σj,n = σj,n−1 +Xnσj−1,n−1, (22)
initialized by σj,0 = δj,0. Since σj,n are nothing else than the elementary symmetric polynomials,
they can be obtained by different ways, for instance resorting to formulas (57), (58) or (59). Equa-
tion (22) can be viewed as a particular case of the GP relation with a beforehand reduced set of
subshells with all the degeneracies fixed at the value one. In that framework, the quantities σj,n are
obtained by an array update performed using in-place memory, which means that separate input
and output arrays are not needed in their generation. More precisely (we omit deliberately the
second index n to emphasize the fact that we handle a single vector):
– Intitialization: ai = δi,0, i=0 to n.
– For p=1 to n, (increasing)
For j=k to 1, (decreasing)
aj = aj +Xp aj−1.
– The expected value is σk,n = ak.
A transcription in the symbolic algebra language Mathematica [18] reads, for the evaluation of σk,4:
n=4;
a=Table[Boole[i==0],{i,0,n}];
Do[
a[[j]] = a[[j]] + X[p] a[[j-1]];
, {p, 1, n},{j, k+1, 2, -1}
]
sigma_kn = a[[k+1]] // Expand
The number of iterations is n× k. It is also possible (and more compact) to compute directly the
recursion relation :
sigma[k_,n_]:=If[n==0, KroneckerDelta[k,0], sigma[k,n-1] + X[n] sigma[k-1,n-1]]
• Compute UQ−j,N
[
~g − ~1
]
using the GP relation (11) [16].
4 Generalization to the case of average quantities involving UQ [~g − ~mα],
m ≥ 2
The case where the degeneracy of a particular orbital α is reduced by more than 1 occurs in the calculation
of averages involving powers of subshell populations and deserves special care.
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• The first possibility consists in using the usual algorithm (GP relation) for UQ [~g − ~mα] without the
storage optimisation which is the main purpose of the present work.
• It is also possible to use relations such as [19]:
UQ [~g − ~mα] =
Q∑
k=0
UQ−k
[
~g − ~mα + ~1α
]
(−Xα)
k (23)
in a recursive way.
• Another possibility, following the above procedure relying on the use of the generating function
yields, for m = 2:
UQ
[
~g − ~2α
]
=
1
Q!
∂Q
∂zQ
N∏
i=1
(1 + zXi)
gi−2δiα
∣∣∣∣∣
z=0
=
1
Q!
∂Q
∂zQ
[
N∏
i=1
(1 + zXi)
gi−1
∏N
i=1,i6=α (1 + zXi)
1 + zXα
]∣∣∣∣∣
z=0
=
1
Q!
∂Q
∂zQ
[
F [~g − ~1, z]
H(α)(z)
1 + zXα
]∣∣∣∣
z=0
. (24)
Using the Leibniz rule for the derivative of a product, we get
UQ
[
~g − ~2α
]
=
1
Q!
Q∑
k=0
(
Q
k
)
∂Q−k
∂zQ−k
F [~g − ~1, z].
∂k
∂zk
[
H(α)(z)
1 + zXα
]∣∣∣∣∣
z=0
=
Q∑
k=0
η
(α)
k UQ−k
[
~g − ~1
]
(25)
with
η
(α)
k =
1
k!
∂k
∂zk
[
H(α)(z)
1 + zXα
]∣∣∣∣
z=0
. (26)
Applying the Leibniz rule again, we have
η
(α)
k =
1
k!
k∑
p=0
(
k
p
)
∂p
∂zp
H(α)(z).
∂k−p
∂zk−p
(
1
1 + zXα
)∣∣∣∣∣
z=0
(27)
and since
∂k−p
∂zk−p
(
1
1 + zXα
)∣∣∣∣
z=0
= (k − p)! (−Xα)
k−p
, (28)
we get
UQ
[
~g − ~2α
]
=
Q∑
k=0
η
(α)
k UQ−k
[
~g − ~1
]
(29)
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with
η
(α)
k =
k∑
p=0
h(α)p (−Xα)
k−p
, (30)
h
(α)
p (see Eq. (8)) being the elementary symmetric polynomials σp. In the Statistical Weight
APproximation (SWAP), i.e. T →∞ and therefore Xi ≡ 1 ∀i, we have
(
G− 2
Q
)
=
Q∑
k=0
(
G−N
Q− k
) k∑
p=0
(−1)k−p
(
N − 1
p
)
=
Q∑
k=0
(
G−N
Q− k
)(
N − 2
k
)
, (31)
which is the Vandermonde identity. This approach can be generalized to UQ [~g − ~mα] with m ≥ 3,
but one may argue that Eq. (30) contains a summation of alternate-sign terms, which may be
problematic. In order to avoid that, another approach is possible, which is explained below.
• Writing
UQ
[
~g − ~2α
]
=
1
Q!
∂Q
∂zQ
N∏
i=1
(1 + zXi)
gi−2δiα
∣∣∣∣∣
z=0
=
1
Q!
∂Q
∂zQ

 N∏
i=1
(1 + zXi)
gi−2
N∏
i=1,i6=α
(1 + zXi)
2


∣∣∣∣∣∣
z=0
=
1
Q!
∂Q
∂zQ
{
F [~g − ~2, z]
[
H(α)(z)
]2}∣∣∣∣
z=0
(32)
and using the Leibniz rule, we obtain
UQ
[
~g − ~2α
]
=
1
Q!
Q∑
k=0
(
Q
k
)
∂Q−k
∂zQ−k
F [~g − ~2, z].
∂k
∂zk
[
H(α)(z)
]2∣∣∣∣∣
z=0
=
Q∑
k=0
ǫ
(α)
k [2]× UQ−k
[
~g − ~2
]
,
(33)
with
ǫ
(α)
k [2] =
1
k!
∂k
∂zk
[
H(α)(z)
]2∣∣∣∣
z=0
. (34)
The determination of ǫ
(α)
k [2] is detailed in C. We have (like for quantities h
(α)
j and σi,n above, we
intentionally omit α and add the dependence with respect to the number of subshells n):
ǫj,n[2] = ǫj,n−1[2] + 2Xn ǫj−1,n−1[2] +X
2
n ǫj−2,n−1[2] (35)
initialized with ǫj,0[2] = 1. Equations (33) and (35) can be easily generalized to other values of m.
For instance, for m=3, one has
UQ
[
~g − ~3α
]
=
Q∑
k=0
ǫ
(α)
k [3]× UQ
[
~g − ~3
]
, (36)
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with
ǫ
(α)
j,n [3] = ǫ
(α)
j,n−1[3] + 3Xn ǫ
(α)
j−1,n−1[3] + 3X
2
n ǫ
(α)
j−2,n−1[3] + ǫ
(α)
j−3,n−1[3] (37)
and for any value of m:
UQ [~g − ~mα] =
Q∑
k=0
ǫ
(α)
k [m]× UQ−k [~g − ~m] , (38)
with (here also we intentionally omit α and add the dependence with respect to the number of
subshells n):
ǫj,n[m] =
m∑
p=0
(
m
p
)
Xpn ǫj−p,n−1[m]. (39)
In the SWAP approximation, Eq. (38) becomes
(
G−m
Q
)
=
Q∑
k=0
(
G−mN
Q− k
)(
m(N − 1)
k
)
, (40)
which is also the Vandermonde identity. It is worth mentioning that coefficients ǫj,n[m] are related to
symmetric polynomials. As mentioned above, ǫj,n[1] = h
(α)
k are elementary symmetric polynomials
σj,n = Pj(X1, X2, · · · , Xn) where Pj is the j
th general symmetric polynomial, but actually one has
also the relations:
ǫj,n[2] = Pj(X1, X1, X2, X2, · · · , Xn, Xn)
ǫj,n[3] = Pj(X1, X1, X1, X2, X2, X2, · · · , Xn, Xn, Xn)
ǫj,n[4] = Pj(X1, X1, X1, X1, X2, X2, X2, X2, · · · , Xn, Xn, Xn, Xn)
...
ǫj,n[m] = Pj(X1, · · · , X1︸ ︷︷ ︸
m times
, X2, · · · , X2︸ ︷︷ ︸
m times
, · · · , Xn, · · · , Xn︸ ︷︷ ︸
m times
).
(41)
5 Conclusion
An efficient extension of our stable recursion relation for the determination of partition functions of a
canonical ensemble of non-interacting bound electrons was published three years after the original work.
However, the procedure described in the latter article was not easy to implement in practise. This is
mainly due to the fact that Eq. (23) of Ref. [17] was written in a very compact way, which makes it
difficult to understand. In this short paper, we provided details of the derivation of the main equations
and gave an example, in order to facilitate the practical use. We also pointed out the fact that the
algorithm involves elementary symmetric polynomials. That was not mentioned in Ref. [17], and makes
possible the derivation of further new relations. The method enables one to calculate efficiently averages
such as
〈naαn
b
βn
c
γ · · · 〉, (42)
which are the cornerstone of the statistical modeling of complex absorption and emission spectra in the
framework of the superconfiguration approach. All the relations discussed in the present paper can be
modified by effective statistical weights in order to account for pressure ionization [20]. They can also be
applied together with the inclusion of electron-electron interactions using the Jensen-Feynman approach,
following Ref. [21].
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A Recurrence relation for coefficients σj,n
Equation (8) becomes (we replace, for the sake of simplicity, h by σ, which is the usual notation for
elementary symmetric polynomials):
σj,n = lim
z→0
1
j!
∂j
∂zj
Hn(z), (43)
where the generating function Hn(z) =
∏n
i=1 (1 + zXi) is in fact a particular case of the generating
function of the partition functions UQ [16, 17, 22], which is
n∏
i=1
(1 + zXi)
gi , (44)
but with gi=1 ∀i. Therefore the BS relation for partition functions
UQ,N [~g] =
1
Q
Q∑
k=0
(−1)k+1 χk,N UQ−k,N [~g], (45)
with χk,N =
∑N
s=1 gkX
k
s becomes
σj,n =
1
j
j∑
k=1
(−1)k+1 χk,n σj−k,n, (46)
where χk,n =
∑n
s=1X
k
s and σ0,n = 1. Equation (46) is known as the Newton-Girard identity [23]. The
problem is that the latter relation contains alternate sums, which can lead to numerical instabilities [16],
especially at low temperature. Using the expression of the multiple derivative of a product of functions,
one has
σj,n = lim
z→0
1
j!
1∑
i1, i2, · · · , in = 0
i1 + i2 + · · · + in = j
(
j
i1i2 · · · in
)
∂
∂zi1
(1 + zX1) .
∂
∂zi2
(1 + zX2) · · ·
∂
∂zin
(1 + zXn) ,
(47)
where (
j
i1i2 · · · in
)
=
j!
i1!i2! · · · in!
(48)
is the multinomial coefficient. Therefore, one has
σj,n =
1
j!
1∑
i1, i2, · · · , in = 0
i1 + i2 + · · · + in = j
(
j
i1i2 · · · in
) n∏
s=1
[1 + (Xs − 1)is] . (49)
Since Eq. (49) can be rewritten as
σj,n =
1
j!
1∑
in=0
[1 + (Xn − 1)in]
in!
1∑
i1, i2, · · · , in−1 = 0
i1 + i2 + · · · in−1 = j − in
(
j
i1i2 · · · in−1
) n−1∏
s=1
[1 + (Xs − 1)is] , (50)
we get the following recursion relation
σj,n = σj,n−1 +Xnσj−1,n−1. (51)
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B Additional considerations about the link between partition
functions and symmetric polynomials
Writing
Hn−1(z) =
∏n
i=1 (1 + zXi)
(1 + zXn)
=
Hn(z)
(1 + zXn)
(52)
and applying the Leibniz multiple derivation formula of the product of two functions, we get
∂jHn−1(z)
∂zj
=
j∑
k=0
(
j
k
)
∂k
∂zk
1
(1 + zXn)
.
∂j−kHn(z)
∂zj−k
(53)
yielding
σj,n−1 =
j∑
k=0
(−Xn)
k σj−k,n, (54)
which is a particular case of
UQ,N−1 =
Q∑
k=0
(
gN + k − 1
gN − 1
)
(−XN )
k
UQ−k,N , (55)
with gi=1 ∀i in the case of partition functions. However, Eq. (54) involves alternate sums, which can
be responsible for numerical instabilities, as for relation (46). Therefore, the most efficient recursion
relation is (20). The method can be further optimized, since there is an abundant literature about the
fast computation of elementary symmetric polynomials (see for instance Refs. [24, 25, 26, 27, 28, 29]).
In particular, it is worth pointing out that the BS relation in the case where all the degeneracies are
equal to one (see Eq. (46) in Appendix A), is nothing else than the so-called Newton-Girard identity
[23], relating the elementary symmetric polynomials to the power sums χk,n defined as
χk,n =
n∑
s=1
Xks . (56)
In fact, one can write
σj,n = (−1)
j
∑
m1,m2, · · · ,mn ≥ 0
m1 + 2m2 + · · · + jmj = j
j∏
k=1
(−χk,n)
mk
mk!kmk
(57)
or using the Bell polynomials Bj :
σj,n =
(−1)j
j!
Bj (−χ1,n,−1!χ2,n,−2!χ3,n, · · · ,−(j − 1)!χj,n) . (58)
The elementary symmetric polynomials can also be expressed as determinants:
σj,n =
1
j!
∣∣∣∣∣∣∣∣∣∣∣
χ1,n 1 0 · · ·
χ2,n χ1,n 2 0 · · ·
· · · · · ·
. . .
. . .
...
χj−1,n χj−2,n · · · χ1,n j − 1
χj,n χj−1,n · · · χ2,n χ1,n
∣∣∣∣∣∣∣∣∣∣∣
. (59)
Relations such as (58) and (59) may give new ideas of additional relations and algorithms.
10
C Recurrence relation for coefficients ǫj,n[2]
We have
ǫj,n[2] = lim
z→0
1
j!
∂j
∂zj
[Hn(z)]
2
, (60)
i.e.
ǫj,n[2] = lim
z→0
1
j!
2∑
i1, i2, · · · , in = 0
i1 + i2 + · · · + in = j
(
j
i1i2 · · · in
)
∂
∂zi1
(1 + zX1)
2 .
∂
∂zi2
(1 + zX2)
2 · · ·
∂
∂zin
(1 + zXn)
2 ,
(61)
yielding
ǫj,n[2] =
1
j!
2∑
i1, i2, · · · , in = 0
i1 + i2 + · · · + in = j
(
j
i1i2 · · · in
) n∏
s=1
Ds, (62)
with Ds = (is − 1)(is − 2)/2− 2is(is − 2)Xs + is(is − 1)X
2
s . Since Eq. (62) can be rewritten as
ǫj,n[2] =
1
j!
2∑
in=0
Dn
in!
2∑
i1, i2, · · · , in−1 = 0
i1 + i2 + · · · in−1 = j − in
(
j
i1i2 · · · in−1
) n−1∏
s=1
Ds, (63)
we get the following recursion relation
ǫj,n[2] = ǫj,n−1[2] + 2Xn ǫj−1,n−1[2] +X
2
n ǫj−2,n−1[2]. (64)
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