We present measured J/ψ production rates in d+Au collisions at √ s N N = 200 GeV over a broad range of transverse momentum (pT = 0-14 GeV/c) and rapidity (−2.2 < y < 2.2). We construct the nuclear-modification factor R dAu for these kinematics and as a function of collision centrality (related to impact parameter for the R dAu collision). We find that the modification is largest for collisions with small impact parameters, and observe a suppression (R dAu < 1) for pT < 4 GeV/c at positive rapidities. At negative rapidity we observe a suppression for pT < 2 GeV/c then an enhancement (R dAu > 1) for pT > 2 GeV/c. The observed enhancement at negative rapidity has implications for the observed modification in heavy-ion collisions at high pT .
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I. INTRODUCTION
Modifications of quarkonia yields when production takes place in a nuclear target, often termed cold-nuclearmatter (CNM) effects, give insight into the production and evolution ofpairs. A number of effects are predicted to occur in the presence of nuclear matter (for a recent review, see [1] ). These include nuclear breakup, modification of the parton-distribution functions, initialstate parton-energy loss and, more recently, coherent gluon saturation. Measuring the production rate of quarkonia in a nuclear environment over a broad range of collision energies, and as a function of all kinematic variables, is the best way to disentangle these different mechanisms.
The measurement of J/ψ production rates over a broad range of rapidity (y) and transverse momentum (p T ) samples a wide range of parton momentum fraction (x) and energy transfer (Q 2 ), providing a simultaneous constraint on the modification of parton-distribution functions inside nuclei (nPDF's). The production of J/ψ mesons, which at RHIC occurs mainly through gluon fusion, can provide critical input on the modification of the gluon distribution, which is probed only indirectly by the deep-inelastic scattering (DIS) data that forms the bulk of the current constraints on the nPDF parametrizations.
Measuring the p T distribution of J/ψ production allows access to p T -broadening effects, which are not constrained by measurements of the rapidity dependence alone. The p T -broadening effects on quarkonia production at high energies are not well constrained by current data. New data for J/ψ production over a broad range in p T is necessary to provide guidance for theoretical calculations.
The CNM effects on J/ψ production have been studied in fixed-target p + A experiments at SPS, FNAL, and HERA [2] [3] [4] [5] [6] [7] [8] spanning the center of mass energy range * Deceased † PHENIX Spokesperson: jacak@skipper.physics.sunysb.edu √ s ≈ 17 − 42 GeV. The fixed-target results at midrapidity show greater suppression of J/ψ production at lower collision energy [6] . This has been interpreted [9] as an increase of the nuclear breakup of the J/ψ through collisions with nuclei. At lower collision energy the crossing time of the nuclei is long enough for the J/ψ to fully form. The fully formed J/ψ has an increased probability of interacting with other nucleons in the collision, which can cause the breakup of the J/ψ into heavy-meson pairs. At higher collision energies it is likely that the time required for the J/ψ to fully evolve is as long, or longer than the crossing time of the collision. This may result in a decrease in the probability of collisions with other nucleons, leading to less suppression of the J/ψ production.
The E866 [7] and HERA-B [8] experiments have measured J/ψ production as a function of p T in fixed target p + A experiments. Results are presented in terms of the nuclear-suppression factor, α, which is obtained assuming that the cross section for p + A collisions scales as σ pA = σ pN × A α , where σ pN is the proton-nucleon cross section and A is the mass number. They find a p T dependence of α, which is similar across a range of Feynman-x (x F ) and p T . At p T < 2 GeV/c they find a suppression in the J/ψ production that transitions to an excess in the J/ψ production at higher p T , which is characteristic of multiple scattering of the incident parton [7] . It is crucial to test these conclusions at the higher energies provided by d+Au collisions at RHIC in order to better understand the J/ψ production mechanisms.
Measuring, and understanding, the CNM effects on quarkonia production is critical to interpreting the results for J/ψ production in nucleus-nucleus (A + A) collisions. In 1986 Matsui and Satz predicted that the suppression of J/ψ production in heavy-ion collisions would be a clear signature of the formation of a quark-gluon plasma [10] . The Debye color screening of the dense medium produced is expected to cause the dissociation of bound states, thereby causing a decrease in the observed production. Since then suppression of quarkonia production has been observed for a number of states, including the J/ψ and Υ, over a wide range in collision energy [11] [12] [13] [14] . However, the interpretation of these results is still unclear. Before the modification due to the produced medium can be determined, the CNM effects must first be corrected. This has been done at lower energies [11] , but accurate data on CNM effects are still absent at the higher energies of RHIC and the LHC.
Here we report new high-precision measurements of the J/ψ production as a function of p T and collision centrality in d+Au collisions at √ s N N = 200 GeV. We also present measurements of the J/ψ R dAu as a function of p T , rapidity, and collision centrality using data for J/ψ production in p+p collisions published in [15] . PHENIX has previously measured the J/ψ yield in d+Au collisions [16, 17] with data recorded in 2003. The data presented here, recorded in 2008, feature an increase in statistics of 30-50 times over those used in the previously published results, as well as a significant reduction of the systematic uncertainties. The rapidity dependence of J/ψ production in d+Au collisions from this data set has been previously published in [18] . This paper presents results for the p T dependence of the J/ψ yield from the same data set.
II. EXPERIMENTAL APPARATUS & DATA SETS
The PHENIX detector [19] comprises three separate spectrometers in three pseudorapidity (η) ranges. Two central arms at midrapidity cover |η| < 0. 35 and have an azimuthal coverage (φ) of π/2 rad each, while muon arms at backward/forward rapidity cover −2.2 < η < −1.2 (Au going direction) and 1.2 < η < 2.4 (d going direction), with full azimuthal coverage.
In the central arms the J/ψ yield is measured via dielectron decays. Charged particle tracks are reconstructed using the drift chamber and pad chambers. Electron candidates are selected by matching charged tracks to hits in the ring imagingČerenkov (RICH) counters and clusters in the Electromagnetic Calorimeters (EMCal). In d+Au collisions, a charged track is identified as an electron by requiring at least two matching RICH phototube hits within a radius of 3.4 < R[cm] < 8.4 with respect to the center defined by the track projection at the RICH. It is also required that the position of the EMCal cluster associated to the track projection match within ±4σ, and that the ratio of the energy deposited in the EMCal cluster to the momentum of the tracks matches unity within ±2.5σ, where σ characterizes the momentum dependent width of the matching distributions. A further cut of 200 MeV/c on the momentum of the electron is added to reduce the combinatorial background, since the yield of electrons from J/ψ decays observed in data and simulations is negligible below 200 MeV/c .
At forward and backward rapidity, the J/ψ yield is measured via dimuon decays. Muons are identified by matching tracks measured in cathode-strip chambers, referred to as the muon tracker (MuTr), to hits in alternating planes of Iarocci tubes and steel absorbers, referred to as the muon identifier (MuID). Each muon arm is located behind a thick copper and iron absorber that is meant to stop most hadrons produced during the collisions, so that the detected muons must penetrate 8 to 11 interaction lengths of material in total.
Beam interactions are selected with a minimum-bias (MB) trigger requiring at least one hit in each of two beam-beam counters (BBCs) located at positive and negative pseudorapidity 3 < |η| < 3.9. The MB selection covers 88 ± 4% of the total d+Au inelastic cross section of 2260 mb [20] .
The d+Au data sample used in this analysis requires the MB trigger to be in coincidence with an additional Level-1 trigger. For electrons, this is a single electron EMCal RICH trigger (ERT), which requires a minimum energy deposited in any 2×2 group of EMCal towers, plus an associated hit in the RICH. Two thresholds on the minimum EMCal energy, 600 MeV and 800 MeV, were used, each for roughly half of the data sample. For muons, the level 1 trigger requires two tracks identified as muon candidates. The trigger logic for a muon candidate requires a "road" of fired Iarocci tubes in at least 4 planes, including the most downstream plane relative to the collision point. Additionally, collisions are required to be within ±30cm of the center of the interaction region. Collisions in that range see the full geometric acceptance of the central arms, and this cut also provides a reduction of the systematic uncertainties on the centrality selection needed for the data from the muon arms. The data sets sampled via the Level-1 triggers represent analyzed integrated luminosities of 62.7 nb −1 (electrons) and 54.0 nb −1 (muons) and nucleon-nucleon integrated luminosities of 24.7 pb −1 and 21.3 pb −1 respectively. The centrality, which is related to the impact parameter, b, of the d+Au collision is determined using the total charge deposited in the BBC located at negative rapidity (Au-going direction). The centrality is defined as a percentage of the total charge distribution referenced to the greatest charge, i.e. 0-20% refers to the 20% of the total charge distribution with the greatest charge. On average the 0-20% centrality corresponds to collisions with the smallest b.
For each centrality bin the mean number of nucleonnucleon collisions ( N coll ) is determined using a Glauber calculation [21] combined with a simulation of the BBC response (as described in [18] ). The resulting N coll values for the centrality categories used in this analysis are shown in Table I . The N coll distributions within each centrality bin are shown in Fig. 1 . There is a significant overlap between the N coll distributions for different centralities.
Also shown in Table I is the correction factor c, which accounts for the correlation between the detection of a J/ψ in the final state and an increase in the total charge collected in the BBC [16] . This correlation affects both the MB-trigger efficiency and the determination of the centrality of a given collision. The correction factors for each centrality bin are obtained within the same Glauber framework as the N coll values by assuming that one of the N binary collisions produces a charge in the BBC that is characteristic of a hard-scattering process (the remaining N-1 binary collisions maintain a BBC charge distribution characteristic of soft scattering processes). The increase in the BBC charge from a hard process is tuned using real data.
Since both c and N coll are calculated in the same Glauber framework there are correlations between their uncertainties. These correlations are removed in the ratio of c/ N coll , which occurs in the calculation of R dAu . The resulting values and uncertainties are given in the third column of Table I . The correction factor for 0-100% centrality contains an additional factor to extrapolate the measured yield, which covers only 88% of all d+Au collisions, to 100% of the d+Au inelastic cross section, essentially correcting for the efficiency of the BBC trigger. This correction is again determined within the Glauber framework using the parametrization of the BBC trigger efficiency.
III. J/ψ ANALYSIS AND RESULTS IN THE MIDRAPIDITY REGION
The procedure for analyzing the J/ψ → e + e − signal and the results in the central arms are discussed in this section. The extraction of the correlated e + e − yield is discussed in Sec. III A. The estimation of the correlated background and losses due to the radiative tail in the J/ψ mass distribution is discussed in Sec. III B. The estimation of the detector efficiencies is described in Sec. III C. The calculation of the J/ψ invariant yield is detailed in Sec. III D. The p+p baseline used in calculating R dAu is described in Sec. III E.
The J/ψ → e + e − yield is measured using the invariant mass spectrum for all dielectron pairs where at least one of the electrons fired the ERT trigger. This selection is necessary to match the conditions under which the J/ψ trigger efficiency is calculated (see Sec. III C). An example of the dielectron mass spectrum is shown in Fig. 2 for 0-20% central collisions. In a given bin of p T , rapidity, and collision centrality, the correlated e + e − yield (N e + e − ) is determined by counting over a fixed mass window of 2.8 < M ee [GeV/c 2 ] < 3.3 the number of unlikesign dielectrons, after the subtraction of the like-sign dielectrons, which arise by random association and so are representative of the combinatorial background within the unlike sign dielectron distribution. This method assumes that the acceptance is the same for e − and e + , which, while untrue at lower masses, is a good assumption in the J/ψ mass range. At higher p T , where statistical precision is limited, the yield, along with the statistical uncertainties, are derived from Poisson statistics. Assuming both the unlike-sign (foreground) and like-sign (background) are independent, and assuming no negative signal, the combined distribution
represents the probability of a signal (s) given a number of unlike-sign dielectrons (f g) and a number of like-sign dielectrons (bg) (see [15] for derivation). peak. This background comes mainly from open-heavyflavor decays and Drell-Yan pairs, and must be separated from the J/ψ signal of interest. Counting the dielectron signal only over a fixed mass window also causes an underestimate of the J/ψ yield due to the fraction of the J/ψ line shape that falls outside the mass window of choice. These two effects are quantified by using simulated particle line shapes fitted to the real data distribution. The J/ψ and ψ ′ mesons with uniform distributions in p T (0 < p T [GeV/c ] < 12) and rapidity (|y| < 0.35) are decayed to e + e − and the external radiation effects are evaluated using a geant-3 based model of the PHENIX detector (described in Sec. III C). While a uniform distribution in p T is unrealistic, the J/ψ rapidity distribution is roughly constant within |y| < 0.35. When used here, the J/ψ and ψ ′ line shapes will be compared to p T integrated data as a function of invariant mass only, with a mass resolution fitted to the data, and therefore the effect of using a uniform p T distribution is negligible. The line shape for J/ψ radiative decays (J/ψ → e + e − γ), also called internal radiation, is based on calculations of the mass distribution from QED [22] convoluted with the detector resolution.
Line shapes for the correlated background from heavyflavor decays along with Drell-Yan pairs are simulated using pythia [23] . The correlated background from heavyflavor decays comes from semi-leptonic decays of correlated DD and BB (i.e. D → e + + X andD → e − + X). The decay electrons from pythia are then run through the same geant simulation of the PHENIX detector to evaluate the external radiation effects. These line shapes are generated assuming p + p collisions, and no corrections for CNM effects (i.e. application of nPDF modifications) are applied to the distributions. We assume that the CNM effects on these distributions are likely small and roughly constant over the narrow mass window used due to the x values probed. No suppression of heavyflavor production has been observed in d+Au collisions, and we assume that any suppression, if it exists, does not significantly effect the overall line shapes.
The line shapes are then fitted to the p T and collision centrality integrated invariant mass spectrum over the mass range 2 < M ee [GeV/c 2 ] < 8 where the normalizations on the J/ψ, ψ ′ , correlated heavy flavor, and DY are free to vary independently. The best fit is shown in the quarkonium mass region in Fig. 2 , where the continuum line shape is the combination of correlated e + e − pairs from DD, BB, and DY decays, and the J/ψ and ψ ′ line shapes are the combinations of the line shapes from both internal and external radiation effects. Within the mass window 2.8 < M ee [GeV/c 2 ] < 3.3 the correlated continuum contribution (ǫ cont ) is found to be 6.6 ± 0.2% and the fraction of the J/ψ line shape contained within the mass window (ǫ rad ) to be 94.3 ± 0.2%, where the uncertainties are derived from the uncertainty in the fit. The disagreement between the fit and the data in the 3.7 < M ee [GeV/c 2 ] < 4.5 mass range is likely due to the inability of the DD and BB line shapes to match the shape of the data at higher mass. However, large changes in the ratio of their contributions have only a small effect on the extracted values of ǫ cont and ǫ rad , and this is accounted for in the quoted uncertainties.
C. Acceptance and Efficiency Studies
The J/ψ acceptance is investigated using a geant-3 [24] based Monte Carlo model of the PHENIX detector. Dead and malfunctioning channels in the detector are removed from both the detector simulation and real data.
The accuracy of the simulations is tested by comparing simulated single electron distributions with those from real data. The agreement across the detector and data taking period is determined to be within 3.2%. A conservative estimate, which assumes that the uncertainty is correlated for both electrons in a pair, of 2×3.2% = 6.4% is assigned as a systematic uncertainty on the J/ψ acceptance based on the quality of the matching between simulations and data.
To determine the J/ψ acceptance, J/ψ → e + e − decays are simulated with uniform distributions in p T , rapidity (|y| < 0.5) and collision vertex. While distributions uniform in p T are not realistic, the corrections are made over a small p T bin where the real distribution can be approximated as linear. This assumption, and the effect of bin sharing, is tested later and taken into account when assigning systematic uncertainties. The fraction of J/ψ decays that are reconstructed corresponds to the combination of the geometric acceptance and the electron ID efficiency (A × ǫ eID ). The resulting A × ǫ eID is shown as a function of p T in Fig. 3 . It has an average value of 1.5% in 1 unit of rapidity. The dip in A × ǫ eID followed by a continual increase with p T marks the transition from the e + e − pair at low p T being produced back to back and being detected one in each of the PHENIX central arms, to the pair at high p T being produced in a collinear manner and being detected both in the same PHENIX central arm. The low point at p T ≈ 3 GeV/c corresponds to the e + e − being produced at roughly 90 o relative to each other in the lab frame, which due to the PHENIX geometry has the lowest probability for detection. The electron ID efficiency, which is mainly due to track reconstruction cuts used to avoid the misidentification of hadrons as electrons, was cross checked using electrons from π 0 Dalitz decays and γ conversions as described in [15] , and a systematic uncertainty of 1.1% is assigned based on that comparison. The effect of momentum smearing on the electrons in simulations, which can cause a J/ψ to be reconstructed into a different p T bin than the one it was generated in, was also investigated. The effect was found to be minimal for all but the highest p T bins and an uncertainty of 0.2% was assigned based on a Monte-Carlo study effect and a parametrization of the measured momentum resolution for electrons. A combined uncertainty of 6.5% is assigned to the J/ψ A × ǫ eID by adding the simulation/data matching, eID, and momentum smearing uncertainties in quadrature.
The ERT trigger efficiency is evaluated using simulations of J/ψ decays and parametrizations of the single electron trigger efficiencies in each trigger tile. A MB data sample of single electrons is used to measure the p T dependent efficiency of each 2x2 EMCal trigger tile and each RICH trigger tile independently by calculating the fraction of electrons that fired the trigger tile compared to all those passing through it. The resulting distributions are then fitted with an error(uniform) function for each trigger tile in the EMCal(RICH). These functions are then used with simulated J/ψ decays to estimate the efficiency of the ERT trigger for triggering on e + e − pairs from J/ψ decays (ǫ J/ψ ERT ). The trigger efficiency is evaluated only for simulated J/ψ decays for which both electrons passed an acceptance and trigger check in order to avoid double counting the acceptance efficiency. This procedure is repeated independently for each of the two EMCal trigger thresholds used during the run. The p T dependence of ǫ J/ψ ERT is shown in Fig. 3 , where both ERT trigger thresholds have been combined using the relative luminosities of each data sample. It has an average value of 77%. The dip seen at p T ≈ 3 GeV/c is due to the kinematics of the J/ψ decays. In that p T range there is a high probability for the decay electrons to have unbalanced momenta, where one of the electrons will have a momentum below or near the trigger threshold, resulting in a lower probability for triggering on the J/ψ. The effect of the fit function used in the EMCal trigger tile efficiencies is investigated by replacing the error function with a double-Fermi function. This gives an average change in the J/ψ ERT efficiency of 0.31%. The statistical uncertainty in the trigger tile efficiency leads to an uncertainty in the J/ψ ERT efficiency of 1.6%. Summing these uncertainties in quadrature gives a total uncertainty on ǫ J/ψ ERT of 1.6%, which is heavily dominated by the uncertainty in the efficiency of each ERT trigger tile.
The detector occupancy effect is negligible, even in 0-20% central d+Au collisions (a finding consistent with previous embedding studies in peripheral Cu+Cu [25] with similar multiplicities). A 1% systematic uncertainty was assigned based on studies where simulated J/ψ decays were embedded into real events. This result agrees well with the studies done in [16] , where a slightly larger systematic uncertainty was assigned because of the lower statistical precision of the simulations used. 
D. Invariant Yield Results
The J/ψ invariant yield in a given rapidity, transversemomentum, and centrality bin is
where B ll is the J/ψ → l + l − branching ratio, N J/ψ is the measured J/ψ yield, N EVT is the number of sampled MB events in the given centrality bin, ∆y is the width of the rapidity bin, ∆p T is the width of the p T bin, ǫ tot = A × ǫ eID ǫ J/ψ ERT ǫ rad and c is the BBC bias correction factor described in Sec. II. At midrapidity N J/ψ = N e + e − (1 − ǫ cont ), where ǫ cont is the correlated dielectron continuum contribution in the J/ψ mass range. The 0-100% centrality integrated J/ψ invariant yield is shown as a function of p T in Fig. 4 , and for four centrality bins in Fig. 5 . Here the values shown represent the average over the p T bin and are plotted at the center of the bin, as this provides the measured information without introducing further systematic uncertainties. 
1.6% B Stat. Uncertainty on the correlated e + e − yield A A summary of all the relevant systematic uncertainties at midrapidity is shown in Table II , along with their classification into Type A, B, or C uncertainties. Type A represents uncertainties that are uncorrelated from point to point, Type B represents uncertainties that are correlated from point to point, and Type C represents uncertainties in the overall normalization.
E. p+p Baseline
The p+p baseline used to calculate R dAu is extracted from 2006 data published in [15] . The integrated luminosity was 6.2±0.6 pb −1 . In the analysis, described in detail in [15] , the effect of the J/ψ polarization on the J/ψ acceptance is included. This effect is not included in the d+Au result presented here due to a lack of knowledge of the effects of a nuclear target on the J/ψ polarization. The J/ψ polarization is therefore assumed to be zero. To remain consistent, this effect is removed from the p+p baseline as well, so that, assuming the polarization does not change drastically between p+p and d+Au, the effects will cancel in the nuclear ratio, R dAu . The p+p invariant yields as a function of p T used in this work, shown in Fig. 4 , have been converted from the invariant cross sections published in [15] using an inelastic cross section of 42 mb.
IV. J/ψ ANALYSIS AND RESULTS IN THE FORWARD/BACKWARD RAPIDITY REGION
The procedure for analyzing the J/ψ → µ + µ − signal at backward and forward rapidity in the muon arms is discussed in this section. The procedures are similar to those detailed in [15] , with only a brief summary presented here, except where there are differences. As in [15] , the rapidity region of the forward muon arm used in the analysis was truncated to 1.2 < y < 2.2 to match the rapidity coverage of the backward muon arm. The extraction of the raw J/ψ yield is discussed in Sec. IV A. The estimation of the detector efficiencies is described in Sec. IV B. The calculation of the J/ψ invariant yield is detailed in Sec. IV C. The p+p baseline used in calculating R dAu is described in Sec.IV D. At forward and backward rapidity, the invariant mass distribution is calculated for all unlike-sign dimuons in events that pass the trigger requirements described in Sec. II. The combinatorial background is estimated from the invariant mass distribution formed by pairing unlikesign muon candidates from different events. This is done to reduce the background statistical uncertainty below what is possible by subtracting like sign pairs from the same event, and is needed because the signal to background present at forward/backward rapidity is smaller than at midrapidity. The mixed event muon pairs are required to have vertices that differ by no more than 3 cm in the beam direction. The mixed event spectrum is normalized by the factor
where N same µµ and N mixed µµ are the number of pairs formed from two muons in the same or in mixed events, respectively.
The remaining correlated dimuon mass distribution after the subtraction of the mixed event combinatorial background contains dimuons from J/ψ and ψ ′ decays, as well as correlated dimuons from heavy-flavor decays and Drell-Yan pairs. Due to the momentum resolution of the detector, there is no clean discrimination between the J/ψ and ψ ′ in the mass distribution. However the ψ ′ contribution is expected to be negligible in the mass window of interest.
A function consisting of an exponential component combined with two Gaussian distributions, which are used to better reproduce the mass resolution present in the muon arms, was used to fit the dimuon mass distribution, convolved with a function to account for the variation in acceptance over the invariant mass range. An example of the fitted mass distribution is shown in Fig. 6 . Both the J/ψ component of the fit, and direct counting after the subtraction of the fitted exponential background, are used to evaluate the J/ψ yield. The difference between the two methods is taken as a Type A systematic uncertainty. This uncertainty is typically small (≈ 2%) but can be significantly larger at high p T where there are fewer counts. Measured J/ψ yields of approximately 38000 and 42000 are obtained at backward and forward rapidity, respectively. 
B. Acceptance and Efficiency Studies
Studies of the response of the muon arm spectrometers to dimuons from J/ψ decays are performed using a tuned geant3-based simulation of the muon arms, coupled with a MuID trigger emulator. The MuID panelby-panel efficiencies are estimated using the fraction of reconstructed roads in real data. Where statistics are limited, the operational history of each channel recorded during the run was used to estimate the efficiency. A systematic uncertainty of 4% is assigned to the MUID efficiency based on this comparison. Charge distributions in each part of the MuTr observed in real data, along with dead channels and their variation with time over the run, are used to give an accurate description of the MuTr efficiency within the detector simulation.
The J/ψ acceptance × efficiency (A×ǫ) evaluation uses a pythia simulation with several parton distributions as input to account for the unknown underlying rapidity dependence of the J/ψ yield. A 4% systematic uncertainty is assigned based on changes in the input parton distributions. A systematic uncertainty of 6.4(7)% on the J/ψ yield is assigned to the backward(forward) rapidity due to the uncertainties in the acceptance x efficiency determination method itself. The J/ψ invariant yield at backward/forward rapidity is calculated using Eq. 2, where ǫ tot = A × ǫ. A summary of the systematic uncertainties is given in Table III . The backward and forward 0-100% centrality-integrated J/ψ invariant yields are shown as a function of p T in Fig. 4 , while the J/ψ invariant yields are shown as a function of p T in each centrality bin in Fig. 7 . 
C. Invariant Yield Results

D. p+p Baseline
The p+p baseline used to calculate R dAu is extracted from a combined analysis of data taken in 2006 and 2008, published in [15] . The combined integrated luminosity was 9.3±0.9 pb −1 . As discussed in Sec. III E, the effect of the J/ψ polarization on the J/ψ acceptance is removed from the results used here. The J/ψ invariant yield in p+p collisions at forward/backward rapidity used here is shown as a function of p T in Fig. 4 Unlike in previous analyses [16] , where the p To account for the differences in the p T limits of the various distributions, the p 2 T | pT ≤p max T value was corrected to the p T range from zero to infinity. This was done by fitting the distribution with a modified Kaplan function of the form
where each parameter was free to vary. The ratio
was then calculated from the fit and applied to the numerically calculated p
In all cases the correction factor was small (k < 1.03), and an uncertainty in the correction factor based on the fit uncertainty is included in the Type B uncertainties shown in Table IV . For a more detailed description of this procedure, including the fit results and the calculated values of k see Appendix A.
The p 2 T for p+p collisions was previously published in [15] . But we report the result here with the effect of the J/ψ polarization on the acceptance removed. The results are in good agreement with those presented in [15] , and are shown in Table IV . Figure 8 shows ∆ p
T pp as a function of N coll . There is a broadening in the p T distribution with respect to p+p, which increases with N coll , and is similar at forward and backward rapidities. We observe a larger increase in the p T broadening at midrapidity. However, this observation is tempered by the relatively large uncertainties present in the data. 
VI. THE J/ψ R dAu
To quantify the d+Au cold nuclear matter effects, the J/ψ R dAu is calculated for a given p T , y, and centrality bin as:
where
J/ψ /dydp T is the p+p invariant yield for the same p T and y bin, and N coll (i) is the average number of binary collisions for the given centrality bin, as listed in Table I .
The 0-100% centrality integrated J/ψ R dAu as a function of p T is shown in Fig. 9 for each of the three rapidity regions. The numerical values can be found in Table VII , VIII, and IX for backward, mid and forward rapidity, respectively. Figure 9 shows a different behavior for R dAu at backward (−2.2 < y < −1.2) as opposed to mid (|y| < 0.35) and forward (1.2 < y < 2.2) rapidities. At backward rapidity, the R dAu is suppressed only at the lowest p T , with a rapid increase to R dAu = 1.0 at p T ≈ 1.5 GeV/c . The mid and forward rapidity data, on the other hand, exhibit a similar level of suppression at the lowest p T , but a much more gradual increase in R dAu with p T , increasing to R dAu = 1.0 only at p T ≈ 4.0 GeV/c . Figure 10 shows the same 0-100% R dAu vs p T at all rapidities overlaid. It is striking that the shape and absolute scale for the mid and forward rapidity data is nearly consistent across the entire p T range of the data. Due to the statistical limitations of the data at high p T , it is unclear from Fig. 9 whether the R dAu increases significantly above one. To investigate the high-p T behavior of the R dAu at each rapidity, the average R dAu was calculated for p T > 4 GeV/c by fitting each distribution with a constant. The results are shown in Table V along with the fit uncertainties, which take into account only the type A uncertainties on the data. Since the type B uncertainties are roughly consistent in the fit range, we have chosen here to add the average type B uncertainty for p T > 4 GeV/c in quadrature with the type C uncertainty. We find that at mid and forward rapidity the average R dAu for p T > 4 GeV/c is consistent with 1.0, while at backward rapidity the average R dAu is greater than 1.0.
The production of a J/ψ at forward rapidity in A + A collisions involves a low-x gluon colliding with a highx gluon. The symmetry due to identical colliding nuclei results, essentially, in the folding of the forward and backward rapidity R dAu . The production of a J/ψ at midrapidity results, essentially, in the folding of the midrapidity R dAu with itself. This picture is simplistic and leaves out many details, but it gives some expectation for the result of the modification of J/ψ production in A + A collisions due to CNM effects. If we extrapolate the observed behavior of R dAu to the modification of J/ψ's produced at forward rapidity in A + A collisions, we would expect a R AA contribution from CNM effects to be similar to, or greater than, 1.0 at high p T and a modification similar to 1.0 at midrapidity. The observation at midra-pidity of a J/ψ R AA in Cu+Cu collisions that exceeds, but is consistent with, 1.0 at high p T [26] may therefore be largely accounted for by the contribution from CNM effects. Further work is needed to understand the detailed propagation of measured results in d+Au collisions to an expected CNM contribution in A+A collisions before this can be fully understood. The average 0-100% R dAu for pT > 4 GeV/c where the first quoted uncertainty corresponds to the fit uncertainty and the second corresponds to the combined type B and C systematic uncertainties.
Rapidity
R dAu (pT > 4 GeV/c ) −2.2 < y < − 
A. Comparison with Model Predictions
As mentioned previously, various models have been suggested to describe the cold nuclear matter effects on J/ψ production. The models that will be discussed here include a combination of physical effects such as shadowing, nuclear breakup, and the Cronin effect.
Shadowing, the modification of the parton distributions within a nucleus, is calculated using parametrizations of deep inelastic scattering data in the form of nuclear modified parton distribution functions (nPDF's). There are a number of nPDF sets available, including nDSg [28] , EKS98 [29] and EPS09 [30] , which provide distributions of this modification based on different parametrizations of the available data. For J/ψ production in d+Au collisions the relevant distributions are those providing the modification of the gluon distribution within a Au nucleus, as J/ψ's are produced primarily through gluon fusion at √ s N N =200 GeV. The nPDF's provide modifications as a function of parton momentum fraction (x) and energy transfer (Q 2 ). Knowledge of the J/ψ production kinematics is then needed to produce a modification to J/ψ production in d+Au collisions. For J/ψ production at backward rapidity and 0 < p T < 8 GeV/c , a range of roughly 0.051 < x < 0.39 in the Au nucleus is probed, assuming simple 2→1 kinematics. While 2→1 kinematics are inadequate to describe the production of a J/ψ with nonzero p T , they are used here to provide a simple estimation of the x and Q 2 ranges covered. Likewise, midrapidity covers roughly 0.0094 < x < 0.071 and forward rapidity covers roughly 0.0017 < x < 0.013. A range of roughly 10 < Q 2 [GeV 2 /c 2 ] < 74 is probed at each rapidity under the same assumptions. The data thus provide a strong constraint to shadowing models over a wide range of x and Q 2 . Nuclear breakup, the dissociation of cc pairs that would have formed J/ψ's through collisions with nucleons, is often parametrized through a breakup cross section. Little theoretical or experimental guidance cur- rently exists on the exact nature of this effect due to the many complications and competing effects involved in J/ψ production in p(d)+ A collisions. Often this effect is modeled by a simple "effective" cross section, which remains constant with p T , however there are a number of models, including a dynamic breakup cross section that changes based on the kinematics of the produced J/ψ.
The broadening of the p T distribution, termed the Cronin effect [31] , is typically attributed to multiple elastic scattering of the incoming parton before the hard collision that produces the J/ψ. This modifies the p T dependence of the J/ψ production by adding p T vectorially to the incoming parton. This generally causes a decrease in J/ψ production at low p T and a compensating increase at higher p T (p T ≈ 5 − 10 GeV/c ), which eventually falls off at yet higher p T (p T ≈ 10 GeV/c ).
The first set of model calculations that we discuss is by Kopeliovich et al. [32, 33] calculates the effects on a cc dipole propagating through a nucleus. The J/ψ production is calculated based on 2→1 kinematics,
2 J/ψ is fixed based on the cc invariant mass distribution predicted by the color singlet model. The calculation includes shadowing, taken from the nDSg nPDF set, as well as nuclear breakup and the Cronin effect. The nuclear breakup is calculated using a parametrization of the dipole cross section fitted to measurements of the proton structure function at HERA [34] , yielding a breakup cross section that is dependent on kinematics of the J/ψ. The results from this calculation are shown for the 0-100% R dAu at all rapidities in Fig. 9 as the dot-dashed curves. This is a parameter free calculation, with no overall normalization or fits to the data presented here. The p T shape is in good agreement with the data at mid and forward rapidity, but the theory shows a greater overall level of suppression than is seen in the data. At backward rapidity there is a disagreement with the shape of the p T distribution. While the theory predicts a similar p T shape at all rapidities, the data show a much faster rise in R dAu with increasing p T at backward rapidity. It is also worth noting, as shown in [35] , that this model cannot simultaneously describe the rapidity dependence of the PHENIX R dAu and R CP , which is the ratio of R dAu in central collisions to the R dAu in peripheral collisions, for J/ψ production and therefore may not have an accurate description of the geometric dependence of the modification.
A second set of model calculations, performed by Lansberg et al. [27, 36] , are shown in Figure 9 . This model uses a Monte-Carlo approach within a Glauber model of d+Au collisions. The J/ψ production is calculated using the color singlet model that utilizes 2 → 2 kinematics, namely g + g → J/ψ + g, where the majority of the J/ψ p T is balanced by the emission of a hard gluon in the final state, rather than 2 → 1 processes, where the J/ψ p T comes entirely from the transverse momentum carried by the colliding gluons. The J/ψ production is modified in d+Au collisions by shadowing effects parametrized using various nPDF sets. The calculations shown in Fig. 9 utilize the nDSg nPDF set. Similar calculations using the EKS98 and EPS08 [37] nPDF sets can be found in [27] . Nuclear breakup of the J/ψ is taken into account through the use of an effective, p T -independent, absorption cross section of 4.2 mb. Results using σ abs =0, 2.6, and 6 mb can also be found in [27] . We have chosen to highlight only σ abs = 4.2 mb here as it reproduces the rapidity dependence of the 60-88% R dAu reasonably well [27] where shadowing corrections are expected to be small. The results of this calculation, shown in Fig. 9 for 0-100% R dAu at all rapidities, shows reasonable agreement with the overall level of modification seen at low p T in the data at mid and forward rapidities while the calculation predicts a flatter distribution with increasing p T than is seen in the data. The shape of the distribution at backward rapidity is markedly different than the data. While the data rapidly increase to R dAu ≈ 1 at low p T , the calculation shows a R dAu that is essentially constant with increasing p T .
When comparing the two sets of model calculations in Fig. 9 the calculations from Kopeliovich et al. [32, 33] have a different and more pronounced shape when compared to the calculations from Lansberg, et al [27, 36] . Both sets of calculations utilize the nDSg nPDF set, suggesting a common contribution from shadowing. However, the J/ψ production kinematics are calculated differently, which will lead to some difference in the shadowing contribution. The calculations from Kopeliovich et al. include the Cronin effect, which provides a decrease in J/ψ production at low p T and an increase at higher p T , creating an R dAu that exhibits less suppression at high p T than at low p T . The calculations from Lansberg et al. do not include the Cronin effect, and therefore the p T shape of R dAu should be dominated by the effect of shadowing, and therefore the choice of nPDF set.
The spatial dependence of the shadowing has been taken into account in [27] , where it is assumed that the shadowing is proportional to the local density. This assumption allows for calculation of the R dAu vs p T in different centrality bins. The results of the calculation in the four PHENIX centrality bins are shown in Figures 11, 12 and 13 for backward, mid, and forward rapidity, respectively. Here we have chosen to include calculations using the EKS98 nPDF set along with those using the nDSg nPDF set as this will provide a direct comparison between the effects due to different nPDF sets, since the J/ψ production kinematics and σ abs values are identical between the two calculations. At mid and forward rapidity the calculations are similar to each other and show reasonable agreement with the R dAu distributions within the current statistical and systematic uncertainties, although the calculation appears to predict a slightly larger average suppression for peripheral collisions at forward rapidity than is seen in the data. This could be due to the value of σ abs used at forward rapidity, as the value of 4.2 mb was chosen by eye rather than fitted to the data, and it may not be independent of y.
At backward rapidity the calculations are in disagreement with the data for all but the most peripheral collisions, where both the calculations and the data show an R dAu consistent with 1.0 at all p T . While the calculations at backward rapidity using the nDSg nPDF set are roughly constant with p T for each centrality, the calculations using the EKS98 nPDF set show an enhancement in the suppression of R dAu with increasing p T for central and midcentral collisions, whereas the data shows the opposite trend. At backward rapidity and low p T (Bjorken x ≈ 0.1 for the parton in the Au nucleus) production occurs in the anti-shadowing region, while at high p T (x ≈ 0.3) production begins to move towards what is termed the EMC [38] region. In 1986, a suppression of the quark distributions within nuclei was discovered in the range 0.35 < x < 0.7 by the European Muon Collaboration (EMC) [38] in deep inelastic scattering. While there is still debate about the source of this suppression in the quark distributions, no direct evidence of an EMC effect has yet been reported in the gluon distributions. Few constraints exist in this region, and there is large disagreement in the modification of the gluon density between nPDF's. The nDSg nPDF set includes no suppression in the EMC region, and only a small antishadowing effect, while the EKS98 nPDF exhibits a sup-pression in the EMC region similar to that observed in the quark distributions, and a larger anti-shadowing effect (see [30] for a comparison of nPDF sets). The larger anti-shadowing combined with the inclusion of an EMC effect in the EKS98 nPDF set cause a decrease in the calculated R dAu as p T (and correspondingly, x) increases. The lack of a strong anti-shadowing effect combined with the absence of an EMC effect in the nDSg nPDF causes the calculation of R dAu to remain roughly constant with increasing p T .
In [39] the authors infer from measurements of Υ production at RHIC that a strong EMC effect must be present to explain the observed modification. Depending on the mapping of the J/ψ y and p T to x, which is model dependent, the high p T data at backward rapidity may allow us to probe this region. The large uncertainties present in the high p T R dAu , along with complications from competing physics effects in this region, however, prevent any strong conclusions from being drawn at this time. A third set of model calculations by Sharma and Vitev [40] is compared with the midrapidity 0-100% centrality integrated R dAu in Fig. 14 . This model describes J/ψ production using nonrelativistic quantum chromodynamics (NRQCD). The effect of nuclear shadowing is calculated using EKS98 in the EMC region (x > 0.25), while for lower values, power suppressed coherent finalstate scattering leads to a modification of parton x [41] . Initial state energy loss, which accounts for the radiative energy loss of the incoming particles through multiple interactions with the target nucleus is included. This effect reduces the energy of the incoming parton, so, to achieve the same final-state kinematics the parton must have a greater momentum, and therefore a larger value of x. This effectively shifts the portion of the gluon distribution sampled to higher x. Also included is a calculation of the Cronin effect. The solid curve in Fig. 14 shows the full calculation including the Cronin effect. The dashed curve in Figure 14 is the same calculation without the Cronin effect. This comparison gives a direct indication of the contribution from the Cronin effect, which is evidently over predicted when compared to the data. The results presented here will hopefully provide a much needed constraint on the Cronin effect at RHIC energies. The calculation including the Cronin effect indicate an R dAu that decreases at higher p T . This is consistent with data, however the current statistical and systematic uncertainties make determining the precise trend of R dAu difficult at high p T . Better data with a larger p T coverage is needed to determine the J/ψ modification at higher p T .
VII. SUMMARY & CONCLUSIONS
We have measured the J/ψ invariant yield and R dAu , as a function of p T over three rapidity ranges in d+Au collisions at √ s N N = 200 GeV using the PHENIX detector. These measurements provide a large improvement in statistical precision and p T reach over the previously published PHENIX d+Au results [16, 17] , and are the first measurements of the centrality dependence of the J/ψ p T distribution in d+Au collisions by PHENIX. The ∆ p 2 T values determined from the data show a marked increase with N coll that is similar at all rapidities.
The R dAu vs p T displays similar behavior at mid and forward rapidity, showing suppression at low p T with a gradual increase to a value consistent with 1.0. The R dAu at backward rapidity has a different distribution with p T , showing a more rapid increase from suppression to a value of 1.0, and transitioning to R dAu > 1.0 above 2 GeV/c . These trends are greater for central collisions, while the peripheral collisions show R dAu consistent with 1.0 across all rapidities.
We find an average R dAu for p T > 4 GeV/c of 1.27 ± 0.06 ± 0.11 at backward rapidity, and an R dAu consistent with 1.0 at mid and forward rapidity. This implies a CNM contribution in A + A collisions that is likely consistent with 1.0 at high p T across all rapidity. This could potentially explain the reported increase in R AA with increasing p T [26] . However more data and further work to understand the propagation of R dAu to R AA is needed to confirm this.
A comparison of the measured R dAu with three types of theoretical calculations was shown. The parameter independent dipole model of J/ψ production in p + A collisions agrees well with the shape of the data at mid and forward rapidities, while the shape of the predicted p T dependence is different from the data at backward rapidity. However the suppression is over-predicted at all rapidities. The second model uses 2 → 2 J/ψ production kinematics coupled with shadowing taken from both EKS98 and nDSg nPDF sets as well as an effective absorption cross section of 4.2 mb. The calculations with both EKS98 and nDSg show good agreement with the data at midrapidity in each centrality bin, as well as the centrality integrated case. At forward rapidity the shape of the distribution is in reasonable agreement with the data, while the overall level of suppression seems to be greater in the model calculations than the data. At backward rapidity, the model calculations using both EKS98 and nDSG nPDF sets are in strong disagreement with the data. At backward rapidity calculations using the nDSg nPDF set show a suppression that is constant with p T , while those using the EKS98 nPDF set predict an increase of suppression with increasing p T . The data show the opposite trend. The third model, an NRQCD calculation of high p T J/ψ production show a Cronin effect, which although generally consistent with the data, is significantly larger than observed in the data, and a suppression at high p T that cannot be confirmed due to the large uncertainties at high p T and the limited p T reach of the current data.
In summary, the data presented here cover a large range in x and Q 2 , providing a further constraint on the modification of the gluon distribution in nuclei, as well as providing constraints on the size of the Cronin effect on J/ψ production at RHIC. 
