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Abstract
Let A = (an,k)n,k0 be a non-negative matrix. Denote by Lp,q(A) the supremum of those L satisfying the following inequality:( ∞∑
n=0
( ∞∑
k=0
an,kxk
)q)1/q
 L
( ∞∑
k=0
xk
p
)1/p
(X ∈ p, X  0).
In this paper, we focus on the evaluation of Lp,p(At ) for a lower triangular matrix A, where 0 < p < 1. A Borwein-type result
is established. We also derive the corresponding result for the case Lp,p(A) with −∞ < p < 0. In particular, we apply them to
summability matrices, the weighted mean matrices, and Nörlund matrices. Our results not only generalize the work of Bennett, but
also provide several analogues of those given in [Chang-Pao Chen, Dah-Chin Lour, Zong-Yin Ou, Extensions of Hardy inequality,
J. Math. Anal. Appl. 273 (1) (2002) 160–171] and [P.D. Johnson Jr., R.N. Mohapatra, D. Ross, Bounds for the operator norms of
some Nörlund matrices, Proc. Amer. Math. Soc. 124 (2) (1996), Corollary on p. 544]. Our results also improve Bennett’s results
for some cases.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
For p ∈ R \ {0}, let p denote the space of all complex sequences X = {xk}∞k=0 such that ‖X‖p :=
{∑∞k=0 |xk|p}1/p < ∞. We write X  0 if xk  0 for all k. We also write X ↑ for the case that x0  x1  · · · .
The symbol X ↓ will be defined in a similar way. For p,q ∈ R \ {0}, the lower bound involved here is the number
Lp,q(A), which is defined as the supremum of those L obeying the following inequality:
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n=0
( ∞∑
k=0
an,kxk
)q}1/q
 L
( ∞∑
k=0
xk
p
)1/p
(X ∈ p, X  0),
where A 0, that is, A = (an,k)n,k0 is a non-negative matrix. We have Lp,q(A) ‖A‖p,q .
The study of Lp,q(A) goes back to the work of Copson. In [7] (see also [8, Theorem 344]), he established the
following so-called Copson’s inequality for 0 < p < 1:
∞∑
n=0
( ∞∑
k=n
xk
k + 1
)p
 pp
∞∑
k=0
x
p
k (X ∈ p, X  0). (1.1)
Inequality (1.1) is the natural analogue of Hardy’s inequality and it can be rewritten as Lp,p(C(1)t ) = p, where (·)t
denotes the transpose of (·) and C(1) = (an,k)n,k0 is the Cesàro matrix defined by
an,k =
{
1/(n + 1) if 0 k  n,
0 otherwise.
Copson’s result has been generalized by several authors. For instance, G. Bennett extended it in [2, Theorems 3.4
& 4.4] to those summability matrices A whose rows are increasing or decreasing. He gave upper bounds or lower
bounds to Lp,p(At ) for such A. In [2, Proposition 4.19] and [3, Theorem 14], Bennett also established the following
inequalities:
Lp,p
((
ANMW
)t) (K + 1)−1/p(ζ( 1
1 − p
)) p−1
p
(0 < p < 1), (1.2)
Lp,p
((
AWMW
)t) p
p + S(1 − p) (0 < p < 1), (1.3)
where ζ(p) =∑∞k=1 1kp is the Riemann zeta function,
wn K
(
w0 + · · · + wn
n + 1
)
(n 0),
and
S = sup
k0
(Wk+1/ωk+1 − Wk/ωk).
Here Wn =∑nk=0 ωk and W = {ωn}∞n=0 is a non-negative sequence with ω0 > 0. The matrices ANMW and AWMW are
called the Nörlund matrix and the weighted mean matrix, which are defined by the following rules, respectively:
an,k =
{
ωn−k/Wn if 0 k  n,
0 otherwise,
and
an,k =
{
ωk/Wn if 0 k  n,
0 otherwise.
For the case of Hausdorff matrices, the related results with 0 < p < 1 have been established by Bennett [1, Theo-
rem 7.18] (see also [2, Eq. (5.5)]) and the present authors [6, Theorem 2.3]. The former gave a Hardy-type formula
for Lp,p(H tμ) and the latter established the corresponding formula for Lp,p(Hμ), where Hμ is the Hausdorff matrix
associated with the probability measure μ.
Obviously, the lower bound problem of Copson type for the weighted mean matrices and the Nörlund matrices, or
more generally, for the summability matrices is less satisfactory still (cf. [2, Problem 4.20]). In this paper, we shall
establish a Borwein-type result for Lp,p(At ) and Lp∗,p∗(A) (see Theorem 2.1), where 0 < p < 1, 1/p + 1/p∗ = 1,
and A is a non-negative lower triangular matrix. Our result gives an upper estimate and a lower estimate for these two
values in terms of the constants M and C+A , defined by
an,k Man,j (0 k  j  n) (1.4)
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C+A := lim sup
n→∞
n∑
k=0
(k + 1)(an,k − an,k+1)+. (1.5)
Here M  1 and ξ+ = max{ξ,0}. We shall assume that M is the smallest value appeared in (1.4). If (1.4) fails, we
set M = ∞. As a consequence, we prove that Theorem 2.1 generalizes [2, Theorems 3.4 & 4.4] and provides several
analogues of those given in [5] and [9, Corollary on p. 544]. We also claim that our results improve the estimates
given in [2, Proposition 4.19] and [3, Theorem 14] for some cases. The details are given in Sections 2 to 4.
2. Main results
The first main result reads as follows.
Theorem 2.1. Let 0 < p < 1, 1/p + 1/p∗ = 1, and A = (an,k)n,k0 be a lower triangular matrix with A 0. Then
pMp−1
(
inf
n0
n∑
k=0
an,k
)
 Lp,p
(
At
)
min
{
pC+A , inf
n0
(
n∑
k=0
a
p
n,k
)1/p}
. (2.1)
The same inequalities still hold if Lp,p(At ) is replaced by Lp∗,p∗(A). Here M and C+A are defined by (1.4) and (1.5),
respectively.
Inequality (2.1) with the replacement of Lp,p(At ) by Lp∗,p∗(A) is a Borwein-type result (cf. [4, Theorem 2]) with
the correspondences:
C+A ↔ λ/M and inf
n0
(
n∑
k=0
a
p
n,k
)1/p
↔ a0,0,
where λ = lim infn→∞(n + 1)an,0. On the other hand, although C+A is closely related to the number C+|A| defined in
[5, p. 161], the term pC+A in (2.1) cannot be replaced by pC+|A|. A counterexample is the weighted mean matrix AWMW ,
where ω0 = 1, ωk ↑, and infk0 ωkω0+···+ωk > p. For this matrix, pC+|A| = p, but
Lp,p
((
AWMW
)t) inf‖X‖p=1,X0
( ∞∑
n=0
(an,nxn)
p
)1/p
 inf
n0
ωn
ω0 + · · · + ωn > p.
This shows that the term pC+A in (2.1) cannot be replaced by pC
+
|A|.
It is possible to find a matrix A such that the upper estimate in (2.1) is attained, but the value of Lp,p(At ) is greater
than the lower estimate. The following matrix is such a candidate:
Aα =
⎛
⎜⎜⎜⎜⎝
α 0 0 0 · · ·
0 1 0 0 · · ·
0 1/2 1/2 0 · · ·
0 1/3 1/3 1/3 · · ·
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎠ , (2.2)
where p < α < 1. We have C+Aα = 1. By using the fact that Lp,p(C(1)t ) = p, we infer that
Lp,p
(
Atα
)= inf‖X‖p=1,X0
{
(αx0)
p +
∞∑
n=1
( ∞∑
k=n
xk
k
)p}1/p
= p = pC+Aα .
Hence, the upper estimate in (2.1) is attained. On the other hand, M = 1, so the lower estimate in (2.1) is equal to
pα, which is less than Lp,p(Atα).
C.-P. Chen, K.-Z. Wang / J. Math. Anal. Appl. 341 (2008) 1284–1294 1287Theorem 2.1 has many applications. For example, the lower estimate in (2.1) improves the corresponding results
given in [2, Proposition 4.19] and [3, Theorem 14] for some cases. We illustrate it below. Consider the Nörlund matrix
ANMW , where ωn ↓. Then M = 1. By (2.1), we get Lp,p((ANMW )t ) p. On the other hand, (k + 1)ωk/Wk  1 for all
k, so by [2, Proposition 4.19], we obtain
Lp,p
((
ANMW
)t) 2−1/p(ζ (1/(1 − p)))(p−1)/p = o(p) as p → 0+.
This shows that for small p, the lower estimate in (2.1) for Lp,p((ANMW )
t ) is much greater than the one given in
[2, Proposition 4.19]. Another example is given at the place after Corollary 4.3. Next, consider the weighted mean
matrix, say AWMW, , associated with the sequence W = {ωn}∞n=0, where  = 0,1, . . . , ω0 = · · · = ω = 1, and ωn = 1/2
for n > . Applying (2.1) to M = 2 yields Lp,p((AWMW, )t ) p2p−1. On the other hand, [3, Theorem 14] tells us that
Lp,p
((
AWMW,
)t) p
p + S(1 − p) → 0 as  → ∞.
Here we use the fact that S W+1/ω+1 − W/ω =  + 2. Hence, for large , the lower estimate in (2.1) gives a
better estimate than the one obtained from [3, Theorem 14]. For other applications, we refer the readers to the next
two sections.
3. Matrices with increasing rows
For A 0 and an,k  an,k+1 (0 k < n), Eq. (1.4) with M = 1 is satisfied and C+A = lim supn→∞(n + 1)an,n. By
Theorem 2.1, we get the following result.
Corollary 3.1. Let 0 < p < 1, 1/p + 1/p∗ = 1, and A be a lower triangular matrix with A 0. If an,k  an,k+1 for
0 k < n, then
p
(
inf
n0
n∑
k=0
an,k
)
 Lp,p
(
At
)
min
{
p lim sup
n→∞
(n + 1)an,n, inf
n0
(
n∑
k=0
a
p
n,k
)1/p}
. (3.1)
The same inequalities still hold if Lp,p(At ) is replaced by Lp∗,p∗(A).
Corollary 3.1 is an analogue of [5, Corollary 1.2] with the correspondence
lim sup
n→∞
(n + 1)an,n ↔ sup
N0
{
inf
nN
(n + 1)an,N
}
.
Obviously, it generalizes [2, Theorems 3.4(b) & 4.4]. For a summability matrix (see [2] for the definition), (3.1) takes
the form
p  Lp,p
(
At
)= Lp∗,p∗(A)min{p lim sup
n→∞
(n + 1)an,n,1
}
. (3.2)
This inequality not only gives a lower estimate, but also provides an upper estimate for Lp,p(At ). It enables us easily
to derive the following result.
Corollary 3.2. Let 0<p<1, 1/p+1/p∗ =1, ω0 >0, ωn ↑ α, and α < ∞. Then Lp,p((AWMW )t ) = Lp∗,p∗(AWMW )=p.
Corollary 3.2 is an analogue of [5, (I***)]. Its proof is based on the fact that
lim sup
n→∞
(n + 1)an,n = lim sup
n→∞
ωn
Wn/(n + 1) =
α
α
= 1.
This cannot be extended to the case α = ∞ (see the matrix given after Theorem 2.1). By (3.1), we see that Corol-
lary 3.2 can be extended in the following way:
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(3.3) is true, where
inf
n0
n∑
k=0
an,k = lim sup
n→∞
(n + 1)an,n. (3.3)
Then Lp,p(At ) = Lp∗,p∗(A) = p lim supn→∞(n + 1)an,n for 0 < p < 1.
In this general result, A is not necessarily a summability matrix. For instance, by (∗), we have Lp,p(A˜tα) =
Lp∗,p∗(A˜α) = p for α  1 and for 0 < p < 1, where
A˜α =
⎛
⎜⎜⎝
α 0 0 · · ·
1/2 1/2 0 · · ·
1/3 1/3 1/3 · · ·
...
...
...
. . .
⎞
⎟⎟⎠ . (3.4)
Next, consider the case of Nörlund matrices. We cannot derive the exact value of Lp,p((ANMW )t ) directly from (3.2).
To solve this problem, we need the following result.
Theorem 3.3. Let 0 < p < 1, 1/p+1/p∗ = 1, ω0 > 0, ωn  0 for all n 1, and limn→∞ Wn = ∞. Then the following
two assertions are true:
(i) Lp,p((ANMW )t ) = Lp∗,p∗(ANMW )) p(lim→∞ K()), where
K() := sup
n0,N, kn+N
(n + N + 1)ωk
Wn+N
.
(ii) Lp,p((AWMW )t ) = Lp∗,p∗(AWMW )) p(lim→∞ κ()), where
κ() := sup
n, kn
(n + 1)ωk/Wn.
Obviously, κ()K() for all  1. Since K() ↓ and κ() ↓, the limit “lim→∞” in (i) and (ii) of Theorem 3.3
can be replaced by “inf∈N.” We have
K()
(
sup
n
ωn
)/(
inf
n
Wn
n + 1
)
.
By (3.2) and Theorem 3.3(i), we get the following analogue of [5, (I**)] and [9, Corollary on p. 544].
Corollary 3.4. Let 0 < p < 1, 1/p + 1/p∗ = 1, ωn ↓ α, and α > 0. Then Lp,p((ANMW )t ) = Lp∗,p∗(ANMW ) = p.
The case α = 0 of Corollary 3.4 is false, in general. A counterexample is the Nörlund matrix ANMW , where ω0 = 1,
ωn ↓ 0, and infk0 ω0ω0+···+ωk > p. For this matrix, α = 0, but
Lp,p
((
ANMW
)t) inf‖X‖p=1,X0
( ∞∑
n=0
(an,nxn)
p
)1/p
 inf
n0
ω0
ω0 + · · · + ωn > p.
4. Matrices with decreasing rows
For τ > 0 and  = 0,1, . . . , let SM(τ ) denote the class consisting of all non-negative lower triangular matrices
A = (an,k)n,k0 with ∑nk=0 an,k = τ for all n  . We have SM0(τ )  SM1(τ )  · · · and SM0(1) is the class of
all summability matrices. For A ∈ SM(τ ) with an,k  an,k+1 (n ; 0 k < n), we have
C+A = lim sup
n→∞
n∑
(k + 1)(an,k − an,k+1) = lim sup
n→∞
n∑
an,k = τ.k=0 k=0
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Corollary 4.1. Let 0 < p < 1, 1/p + 1/p∗ = 1, and A ∈ SM(τ ) for some τ > 0 and some . If an,k  an,k+1 for
0 k < n, then
pMp−1
(
inf
n0
n∑
k=0
an,k
)
 Lp,p
(
At
)
min
{
pτ, inf
n0
(
n∑
k=0
a
p
n,k
)1/p}
, (4.1)
where M is defined by (1.4). The same inequalities still hold if Lp,p(At ) is replaced by Lp∗,p∗(A).
The term “infn0
∑n
k=0 an,k” in (4.1) cannot be replaced by τ , in general. The matrix A˜α defined by (3.4) with
0 α < 1 provides such a counterexample, because A˜α ∈ SM1(τ ) with τ = 1 and infn0∑nk=0 an,k = α < 1 = τ .
Inequality (4.1) not only gives an upper estimate for Lp,p(At ), but also provides a lower estimate. The cases
M = ω0/α and M = α/ω0 of Corollary 4.1 give the following analogues of [5, (II**) & (II*)], respectively.
Corollary 4.2. Let 0 < p < 1, 1/p + 1/p∗ = 1, ωn ↓ α, and α  0. Then p(ω0/α)p−1  Lp,p((AWMW )t ) =
Lp∗,p∗(AWMW ) p.
Corollary 4.3. Let 0 < p < 1, 1/p + 1/p∗ = 1, ω0 > 0, and ωn ↑ α. Then p(α/ω0)p−1  Lp,p((ANMW )t ) =
Lp∗,p∗(ANMW ) p.
The matrix AWMW, given at the end of Section 2 shows that Corollary 4.2 improves the estimate of (1.3) for some
cases. On the other hand, for α  ω0,(
(α/ω0) + 1
)−1/p(
ζ
(
1/(1 − p)))(p−1)/p = o{p(α/ω0)p−1} as p → 0+.
This indicates that Corollary 4.3 also improves the case K = α/ω0 of (1.2) for small p.
5. Proof of Theorem 2.1
To prove Theorem 2.1, we need the following lemmas.
Lemma 5.1. Let A = (an,k)n,k0  0. If an,k  an,k+1 for all n, k  0, then
Lp,p(A) = inf‖X‖p=1,X0,X↑‖AX‖p (−∞ < p < 0).
Proof. Let X  0 with ‖X‖p = 1. We have xk → ∞ as k → ∞, so the increasing rearrangement, say X′, of the
sequence X exists. Set X′ = {x′k}∞k=0. Then X′  0,X′ ↑, and ‖X′‖p = 1. Moreover, x0 + x1 + · · · + xk  x′0 + x′1 +· · · + x′k for all k. Employing the summation by parts yields
∑
k=0
an,kxk −
∑
k=0
an,kx
′
k =
∑
k=0
(
k∑
j=0
xj −
k∑
j=0
x′j
)
(an,k − an,k+1)
+ an,+1
(
∑
k=0
xk −
∑
k=0
x′k
)
 0 (n,  0).
This verifies
∑∞
k=0 an,kxk 
∑∞
k=0 an,kx′k for all n. We know that p and 1/p have the same sign, so( ∞∑
n=0
( ∞∑
k=0
an,kxk
)p)1/p

( ∞∑
n=0
( ∞∑
k=0
an,kx
′
k
)p)1/p
,
that is, ‖AX‖p  ‖AX′‖p . Therefore, Lp,p(A) = inf‖X‖p=1,X0,X↑ ‖AX‖p. 
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defined below has the property: each of its row sums is one. This matrix is closely related to the matrix CN appeared
in [5, Lemma 2.3]. For N = 1, C1N reduces to the Cesàro matrix C(1).
Lemma 5.2. Let 0 < p < 1, 1/p + 1/p∗ = 1, and N ∈ N. Let C1N = (cn,k(N))n,k0 be the matrix with
cn,k(N) =
{
1
n+N (0 k < n + N),
0 (k  n + N).
Then Lp,p((C1N)t ) = Lp∗,p∗(C1N) = p. Moreover, for r ∈ N and r > max{N − 2,1/p}, there exists a se-
quence {XmN }∞m=0 such that XmN = (0, . . . ,0, xmr−N+1, . . .)  0, xmr−N+1  xmr−N+2  · · · , ‖XmN‖p = 1 for all m,
limm→∞ ‖XmN‖1 = 0, and limm→∞ ‖(C1N)tXmN‖p = p.
Proof. By [1, Proposition 7.9], it suffices to prove the case Lp,p((C1N)t ) = p. For X  0, we have ‖(C1N)tX‖p =‖C(1)tX′‖p , where X′ = {x′k}∞k=0 is defined by
x′k =
{
0 (0 k < N − 1),
xk−N+1 (k N − 1). (5.1)
This implies Lp,p((C1N)
t )Lp,p(C(1)t ) = p. For the rest of the proof, it suffices to prove the existence of {XmN }∞m=0
for r ∈ N with r > max{N − 2,1/p}. Choose a sequence, say {ρm}∞m=0 such that ρ0  r and ρm ↓ 1/p. Define
XmN := {xmk }∞k=0 by
xmk =
{
0 (0 k < r − N + 1),
(φ(ρm))
−1(k+N−1−ρm
k+N−1−r
)
/
(
k+N−1
r
)
(k  r − N + 1),
where
φ(t) =
( ∞∑
k=r−N+1
{(
k + N − 1 − t
k + N − 1 − r
)/(k + N − 1
r
)}p)1/p
.
We have XmN = (0, . . . ,0, xmr−N+1, . . .) 0, xmk ↓ for k  r − N + 1, and ‖XmN‖p = 1 for all m. By [10, Vol. I, p. 77,
Eq. (1.15)],(
k + N − 1 − ρm
k + N − 1 − r
)/(k + N − 1
r
)
∼ Γ (r + 1)
Γ (r − ρm + 1) (k + N − 1 − r)
−ρm as k → ∞.
Since ρm ↓ 1/p and 1/p > 1, it follows from the monotone convergence theorem that limm→∞ φ(ρm) = ∞. More-
over, there exists a constant C > 0 such that
lim sup
m→∞
∞∑
k=r−N+1
{(
k + N − 1 − ρm
k + N − 1 − r
)/(k + N − 1
r
)}
 C
∞∑
n=1
n−1/p < ∞.
So limm→∞ ‖XmN‖1 = 0. We know that C(1) is same as the Hausdorff matrix Hμ with dμ(θ) = dθ . By modifying the
argument given in [1, pp. 33–34], we can prove that ‖(C1N)tXmN‖p = ‖(C(1)t (XmN)′‖p → p as m → ∞, where (XmN)′
is obtained from XmN by means of (5.1). This finishes the proof. 
Now, we are ready to prove Theorem 2.1.
Proof of Theorem 2.1. We know that Lp,p(At ) = Lp∗,p∗(A) (see [1, Proposition 7.9]), so it suffices to prove (2.1).
Obviously, Lp,p(At ) infn0 ‖Aten‖p = infn0(∑nk=0 apn,k)1/p , where en = (. . . ,1, . . .) is the sequence with 1 at the
nth place and 0 otherwise. Let AN = (aN )n,k0 be the matrix with aN = an+N−1,k . For X  0, we have ‖At X‖p =n,k n,k N
C.-P. Chen, K.-Z. Wang / J. Math. Anal. Appl. 341 (2008) 1284–1294 1291‖AtX′‖p , where X′ is defined by (5.1). This implies Lp,p(AtN) Lp,p(At ) for all N  1, in other words, Lp,p(At )
infN1 Lp,p(AtN). We want to show that Lp,p(A
t
N) pC
+
A (N − 1), where
C+A (N) := sup
nN
n∑
k=0
(k + 1)(an,k − an,k+1)+.
With the help of [1, Proposition 7.9], we see that this inequality follows, if we can derive the same estimate for
Lp∗,p∗(AN). Let X  0,‖X‖p∗ = 1, and X ↑. Since X ↑, 1k+1
∑k
j=0 xj  1m+1
∑m
j=0 xj for all 0 k m. Applying
the summation by parts, we get
∞∑
k=0
aNn,kxk =
n+N−1∑
k=0
(
k∑
j=0
xj
)(
aNn,k − aNn,k+1
)

(
1
n + N
n+N−1∑
j=0
xj
){
n+N−1∑
k=0
(k + 1)(aNn,k − aNn,k+1)+
}
(n 0).
By using the fact that p∗ and 1/p∗ have the same sign, we conclude from the above inequality that ‖ANX‖p∗ 
C+A (N − 1)‖C1NX‖p∗, where C1N is defined as in Lemma 5.2. This inequality leads us to
Lp∗,p∗(AN) C+A (N − 1)
{
inf‖X‖p∗=1,X0,X↑
∥∥C1NX∥∥p∗}. (5.2)
By Lemmas 5.1, 5.2, and [1, Proposition 7.9], we infer that
inf‖X‖p∗=1,X0,X↑
∥∥C1NX∥∥p∗ = Lp∗,p∗(C1N )= Lp,p((C1N )t)= p. (5.3)
Putting (5.2) and (5.3) together yields Lp,p(AtN) = Lp∗,p∗(AN)  pC+A (N − 1), which enables us easily to derive
the upper estimate in (2.1). To establish the lower estimate, let X  0 with ‖X‖p = 1. We have p − 1 < 0. It follows
from [2, Lemma 3.13], (1.4), and Fubini’s theorem that
∥∥AtX∥∥p
p
=
∞∑
k=0
( ∞∑
n=k
an,kxn
)p
 p
{ ∞∑
k=0
∞∑
j=k
aj,kxj
( ∞∑
n=j
an,kxn
)p−1}
 pMp−1
∞∑
k=0
∞∑
j=k
aj,kxj
( ∞∑
n=j
an,j xn
)p−1
= pMp−1
∞∑
j=0
xj
( ∞∑
n=j
an,j xn
)p−1( j∑
k=0
aj,k
)
 pMp−1
(
inf
j0
j∑
k=0
aj,k
){ ∞∑
j=0
xj
( ∞∑
n=j
an,j xn
)p−1}
. (5.4)
The Hölder inequality tells us that
∞∑
j=0
xj
( ∞∑
n=j
an,j xn
)p−1
 ‖X‖p
( ∞∑
j=0
( ∞∑
n=j
an,j xn
)p)1/p∗
= ‖X‖p
∥∥AtX∥∥p−1
p
.
Inserting this estimate into the corresponding term in (5.4) gives ‖AtX‖p  pMp−1(infj0∑jk=0 aj,k)‖X‖p . This
leads us to the lower estimate in (2.1). We complete the proof. 
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To prove Theorem 3.3, we need the following lemma, which extends Lemma 5.2 from the matrix C1N to general
CN with  ∈ N.
Lemma 6.1. Let 0 < p < 1, 1/p + 1/p∗ = 1, and N, ∈ N. Let CN = (cn,k)n,k0 be the matrix with
cn,k =
{
1
n+N (0 k < n + N −  + 1),
0 (k  n + N −  + 1).
Then Lp,p((CN)t ) = Lp∗,p∗(CN) p. Moreover, the following two assertions hold:
(i) For N and for X  0 with X ↓, we have
∥∥(CN )tX∥∥pp  ∥∥C(1)tX′∥∥pp  ∥∥(CN )tX∥∥pp + p( + 1)Np ‖X‖pp, (6.1)
where X′ = {x′k}∞k=0 is defined by (5.1).
(ii) There exists a sequence {XN }∞N=0 such that XN  0, XN ↓, ‖XN‖p = 1, limN→∞ ‖XN‖1 = 0, and
limN→∞ ‖(CN)tXN‖p = p for all .
Proof. For X  0, ‖(CN)tX‖pp  ‖(C1N)tX‖pp . By Lemma 5.2, Lp,p((CN)t )  Lp,p((C1N)t ) = p. The left side
of (6.1) follows from the observation:∥∥(CN )tX∥∥pp  ∥∥(C1N )tX∥∥pp = ∥∥C(1)tX′∥∥pp (X  0).
Hence, to prove (i), it suffices to show the right side of (6.1). Assume that N , X  0, and X ↓. By the definition
of x′k , we get
∥∥C(1)tX′∥∥p
p
=
N−1∑
k=0
( ∞∑
n=N−1
x′n
n + 1
)p
+
∞∑
k=N
( ∞∑
n=k
x′n
n + 1
)p

N∑
k=0
( ∞∑
n=0
xn
n + N
)p
+
∞∑
k=N+1
( ∞∑
n=k−N+1
xn
n + N
)p
= Σ1 + Σ2, say. (6.2)
We know that ap + bp  (a + b)p for all a, b 0. Hence,
Σ1 
N−∑
k=0
( ∞∑
n=0
cn,kxn
)p
+
N∑
k=N−+1
{(
k−N+−1∑
n=0
xn
n + N
)p
+
( ∞∑
n=k−N+
cn,kxn
)p}
. (6.3)
The monotonicity of xn implies
∑k−N+−1
n=0
xn
n+N  (/N)x0 for all N −  < k N . Inserting this into (6.3) yields
Σ1 
N−∑
k=0
( ∞∑
n=0
cn,kxn
)p
+ 
p+1xp0
Np
+
N∑
k=N−+1
( ∞∑
n=0
cn,kxn
)p
. (6.4)
Like (6.3)–(6.4), we can prove
Σ2 
∞∑
k=N+1
{(
k−N+−1∑
n=k−N+1
xn
n + N
)p
+
( ∞∑
n=k−N+
cn,kxn
)p}
 
p
Np
∞∑
x
p
k−N+1 +
∞∑ ( ∞∑
cn,kxn
)p
. (6.5)k=N+1 k=N+1 n=0
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∥∥C(1)tX′∥∥p
p

∥∥(CN )tX∥∥pp + p( + 1)Np ‖X‖pp.
This finishes the proof of (i). Consider (ii). Let X0 = X1 = · · · = X[1/p]+1 = e0, where e0 = (1,0, . . .). For each
N > 1/p + 1, it follows from the case r = N − 1 of Lemma 5.2 that there exists XN with the properties: XN  0,
XN ↓, ‖XN‖p = 1, ‖XN‖1  1/N , and p − 1/N  ‖(C1N)tXN‖p  p + 1/N . Obviously, limN→∞ ‖XN‖1 = 0 and
limN→∞ ‖(C1N)tXN‖p = p. By (6.1), we get
∥∥(CN )tXN∥∥pp  ∥∥C(1)tX′N∥∥pp = ∥∥(C1N )tXN∥∥pp  ∥∥(CN )tXN∥∥pp + p( + 1)Np (N  ).
Making N → ∞, it follows that limN→∞ ‖(CN)tXN‖p = limN→∞ ‖(C1N)tXN‖p = p. This completes the proof. 
We make a remark here. In general, Lp,p((CN)
t ) = p. In fact, we have Lp,p((CNN )t ) 1N < p if N > 1/p. This
can be proved by considering the definition of CNN , and it also indicates that Lp,p((C

N)
t ) may be very small for some
pair of  and N . From (6.1), we also have
L↓p,p
((
CN
)t) := inf‖X‖p=1,X0,X↓
∥∥(CN )t∥∥p 
(
pp − 
p( + 1)
Np
)1/p
→ p as N → ∞.
Proof of Theorem 3.3. Let XN and X′N be defined as Lemma 6.1. We have (a + b)p  ap + bp for all a, b 0, so∥∥(ANMW )tX′N∥∥pp  ∥∥(A1)tX′N∥∥pp + ∥∥(A2)tX′N∥∥pp (N  0), (6.6)
where A2 = ANMW − A1 and A1 = (bn,k)n,k0 is the matrix obtained from ANMW by replacing the (n, k)th entry
of ANMW with 0 for all n, k with n −  < k  n. Consider N   + 1. Obviously, bn+N−1,k  K()/(n + N) for
0 k < n + N − , and bn+N−1,k = 0 for k  n + N − . This implies∥∥(A1)tX′N∥∥pp K()p∥∥(CN )tXN∥∥pp. (6.7)
On the other hand, it follows from the definition of A2 that
∥∥(A2)tX′N∥∥pp  
(
max{ω0, . . . ,ω−1}
WN−1
)p
‖XN‖pp. (6.8)
Putting (6.6)–(6.8) together yields
∥∥(ANMW )tX′N∥∥pp  (K())p∥∥(CN )tXN∥∥pp + 
(
max{ω0, . . . ,ω−1}
WN−1
)p
‖XN‖pp.
We have ‖XN‖p = 1 and WN → ∞ as N → ∞. By Lemma 6.1(ii), we get Lp,p((ANMW )t )  pK(). Hence,
Lp,p((A
NM
W )
t )  p(inf∈NK()) = lim→∞ K(). This prove (i). Next, consider (ii). Let {XmN }∞m=0 be the corre-
sponding sequence given in Lemma 5.2 with r = N , where N > 1/p. Denote by (XmN)′ the sequence obtained from
XmN by means of (5.1). Like A
NM
W , write A
WM
W = A1 + A2, where A1 is the matrix obtained from AWMW by replacing
the (n, k)th entry of AWMW with 0 for all n 0 and 0 k < . As proved above, we can easily derive∥∥(AWMW )t(XmN )′∥∥pp  ∥∥(A1)t(XmN )′∥∥pp + ∥∥(A2)t(XmN )′∥∥pp

(
κ()
)p∥∥(C1N )tXmN∥∥pp + 
(
max{ω0, . . . ,ω−1}
WN−1
)p∥∥XmN∥∥pp,
which gives Lp,p((AWMW )
t )  pκ() for all . Thus, Lp,p((AWMW )t )  p(inf∈N κ()) = lim→∞ κ(). This com-
pletes the proof. 
1294 C.-P. Chen, K.-Z. Wang / J. Math. Anal. Appl. 341 (2008) 1284–1294References
[1] G. Bennett, Factorizing the classical inequalities, Mem. Amer. Math. Soc. 120 (576) (1996) 1–130.
[2] G. Bennett, Inequalities complimentary to Hardy, Quart. J. Math. Oxford Ser. (2) 49 (196) (1998) 395–432.
[3] G. Bennett, Sums of powers and the meaning of p , Houston J. Math. 32 (3) (2006) 801–831.
[4] D. Borwein, Simple conditions for matrices to be bounded operators on p , Canad. Math. Bull. 41 (1) (1998) 10–14.
[5] Chang-Pao Chen, Dah-Chin Lour, Zong-Yin Ou, Extensions of Hardy inequality, J. Math. Anal. Appl. 273 (1) (2002) 160–171.
[6] Chang-Pao Chen, Kuo-Zhong Wang, Lower bounds of Copson type for Hausdorff matrices II, Linear Algebra Appl. 422 (2007) 563–573.
[7] E.T. Copson, Note on series of positive terms, J. London Math. Soc. 3 (1928) 49–51.
[8] G.H. Hardy, J.E. Littlewood, G. Polya, Inequalities, second ed., Cambridge University Press, Cambridge, 1967.
[9] P.D. Johnson Jr., R.N. Mohapatra, D. Ross, Bounds for the operator norms of some Nörlund matrices, Proc. Amer. Math. Soc. 124 (2) (1996)
543–547.
[10] A. Zygmund, Trigonometric Series, vols. I, II combined, third ed., Cambridge University Press, Cambridge, 2002.
