INTRODUCTION
A critical barrier to pen-based systems of any kind looms over their many promises-the recognition of handwritten input. It is a regular theme in the estimates of pencomputing in the industry and popular press (see, for example, Schwartz, 1992 Jerney, 1993; Wagoner, 1993; Baran, 1992) .
It would be most desirable for an AUI to not only recognize input, but also to improve its recognition of characters (letters, digits, gestures) from regular users. Supervised Competitive Learning offers one method for allowing the computer to regularly improve on its recognition task.
Stability versus Plasticity
When an adaptive learning system such as a backpropagation artificial neural net (ANN) is used to encode input patterns from an evolving environment, it suffers the stabilityplasticity dilemma formulated by Grossberg (1986) (Carpenter and Grossberg, 1987) model to build a supervised backpropagation network in his attempt to resolve the stability-plasticity dilemma (Sorheim, 1991 (Kohonen, 1982) , and Learning Vector Quantization in particular (Kohonen, 1988 (Kohonen, , 1990 (Aleksander and Morton, 1990 Gibbs (1993) gives vendor-provided data on several commercial recognizers. With welcome candor, GO Corporation has published its work in handwriting recognition within the PenPoint Operating System (Carr and Shafer, 1991 It should be possible to recover this energy encoding via the velocity and acceleration of the pen to a degree sufficient to determine the character or gesture being created (cf. Thomas, 1972, pp. 289-293) . Acceleration of the hand on the writing surface was used by Herbst and Liu (1982) in their signature verification system (cf. Wagoner, 1993) . They used quite sophisticated hardware-x-and y-accelerometers and resistance foil-strain gauge-to capture &dquo;downward&dquo; pressure as well; then the data was passed through a linear phase recursive digital filter.
Grid-Based Feature Abstraction
For all the advantages of energy-based features and their strong success in identifying digits, it became clear that a stronger recognizer could be constructed from combinations of feature sets than from any single feature set alone. (Fuller, 1991 The schematic definition of SCL is shown in Figure 1 . SCL receives the input pattern X and outputs the category name C. If the system fails to produce the correct category name, then the user gives the correct name to the system as the teaching value Y The system learns the association between X and Y so that it may respond correctly to a similar input X next time.
An SCL recognizer consists of a set of N ( > 0) prototype units (attention subsystem) and a Selector (orienting subsystem). Each prototype unit, n, (1 :5 i :5 N), is responsible for identifying all the input patterns that belong to a par- ticular subcategory (prototype). When the input pattern X is given, the output value, n, (X), from the unit n,, represents the certainty of X belonging to the subcategory of the unit, or equivalently, it represents the similarity between the input pattern and the combined prototype pattern of that subcategory. We assume that the output of each prototype unit is normalized to [ -1.0,1.0]; i.e., -1.0 < n, (X) <-1.0. Associated with each prototype unit, n,, the system maintains the following information: the name of the category, C,, to which the subcategory belongs; a set of exemplar input patterns, B,, that are selected by n, ; and the frequency, f , the number of times n, has won the competition. Recognize:
1. Get an input pattern X and present it to the n, .
2. K : _ {i I C, *-A and n,(X) > P}. 12. Train n, with { (X,1 ) } U { (u,1 ) ~ u E B, } until n, (X ) > <7~. 13. For all i such that i E K and n, (X) QL , train n, with {X, -1 } U { (u,1 ) ~ u E B, ) until n,(X) < QL; Goto 1. 
Additional Considerations in Feature Computation
In actual practice, several refinements proved necessary.
Since the on-line system is vulnerable to the whims of the user, some safeguards are required. Input is limited to 1000 points per stroke and 10 strokes per scribble; data beyond these are discarded. Furthermore, the feature computation would be very unwieldy for 10,000 points since SCL must recognize characters in real time. We ran tests using larger quantities of sampled points, but recognition was not improved by using any more than 60 sample points. If the incoming scribble has more than 60 points, the preprocessor performs a stroke-wise reduction to 60 points ( (Kimura, 1990) .
Each unit is an acyclic backpropagation net consisting of 3 layers: typically, 27 input units, 2 hidden units, and 1 output unit. The input layer is fully connected to both the hidden layer and the output layer. The hidden layer is fully connected to the output layer. There are no lateral connections, that is, no connections within the same layer. We used the activation and error functions of Kwasny (1991, 1992) , namely, c is the difference between the training value (1.0 if correct, -1.0 if incorrect) and the actual activation value of the prototype unit (which ranges from -1.0 to 1.0). The learning rate and the momentum value (q and cue in the tables below) were typically fixed to 0.0005 to 0.001 and 0.4 to 0.9, respectively. Momentum tends to let the networks escape from local minima (cf. Becker and le Cun, 1988; Fahlman, 1988; and Shynk and Roy, 1988) .
EXPERIMENTS Early Recognition Performance with Backpropagation
The first task for SCL was to recognize handwritten digits, 0-9, collected on a pen-based Lombard computer from GO Corporation. The data is captured by the x and y movement of the pen on a digitizing tablet. For example, the raw data for the five scribble shown in Figure 2 Table 3 . SCL results using fuzzy logic prototype units. 
SCL and Gestures
Taysi (1992) used an early version of SCL to build a gesture-based graphical editor for a simplified prototype of the visual programming language Hyperflow (Kimura, 1992 
