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Jammed particulate systems composed of various shapes of particles undergo the jamming tran-
sition as they are compressed or decompressed. To date, sphere packings have been extensively
studied in many previous works, where isostaticity at the transition and scaling laws with the pres-
sure of various quantities, including the contact number and the vibrational density of states, have
been established. Additionally, much attention has been paid to nonspherical packings, and partic-
ularly recent work has made progress in understanding ellipsoidal packings. In the present work, we
study the dimer packings in two dimensions, which have been much less understood than systems of
spheres and ellipsoids. We first study the contact number of dimers near the jamming transition. It
turns out that packings of dimers have “rotational rattlers”, each of which still has a free rotational
motion. After correcting this effect, we show that dimers become isostatic at the jamming, and the
excess contact number obeys the same critical law and finite size scaling law as those of spheres.
We next study the vibrational properties of dimers near the transition. We find that the vibrational
density of states of dimers exhibits two characteristic plateaus that are separated by a peak. The
high-frequency plateau is dominated by the translational degree of freedom, while the low-frequency
plateau is dominated by the rotational degree of freedom. We establish the critical scaling laws
of the characteristic frequencies of the plateaus and the peak near the transition. In addition, we
present detailed characterizations of the real space displacement fields of vibrational modes in the
translational and rotational plateaus.
I. INTRODUCTION
Jammed particulate systems composed of (frictionless)
particles are known to undergo the jamming transition
when they are compressed or decompressed [1]. In par-
ticular, the system of spherical particles has been studied
extensively by many previous works (see, e.g., Ref. [2]).
At the transition point where the pressure reaches zero,
the system becomes isostatic. The isostaticity here
means that the number of constraints of the system
equals the number of degrees of freedom (DOF); that is,
for sphere packings, the contact number equals ziso = 2d
where d is the spatial dimension. Close to the transition,
the excess contact number, ∆z ≡ z − ziso, scales as the
square root of pressure p or excess density ∆φ ≡ φ−φJ(>
0): ∆z ∝ p1/2 ∝ ∆φ1/2. Mechanical properties such as
elastic moduli also show the power-law scaling as a func-
tion of p or ∆φ. Moreover, soft modes emerge associ-
ated with the jamming transition. The vibrational den-
sity of states (vDOS) shows the characteristic plateau,
which extends towards the zero frequency at the transi-
tion point [3]. The onset frequency of the plateau, which
is denoted by ω∗, scales linearly with the excess contact
number: ω∗ ∝ ∆z. The variational argument [4–6] and
effective medium theory [7, 8] have been proposed to ex-
plain this scaling behavior of vDOS.
Jammed systems composed of various shapes of non-
spherical particles, such as ellipsoidal particles [9–19],
sphero-cylinders [20–24], and composites of spherical par-
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ticles [25–28], have also been studied numerically, theo-
retically, and experimentally. One of the most studied
nonspherical particles is the ellipsoidal particle. It is
found for ellipsoidal packings that the contact number
becomes smaller than the isostatic value ziso = 2df (df
is the number of DOFs that an ellipsoidal particle pos-
sesses) at the jamming transition, which is referred to as
hypostaticity [9, 11–14, 29]. This hypostaticity has at-
tracted attentions of previous works because it drastically
alters the mechanical and vibrational properties near the
jamming transition [12, 13, 29–31]. One might expect
that the packings of ellipsoidal particles are not mechan-
ically stable since the hypostaticity implies the shortage
of constraints. However, they actually have positive elas-
tic moduli and do not have zero-frequency modes in the
jammed phase φ > φJ . The hypostaticity indeed in-
duces the floppy modes, which, however, are not exactly
zero-frequency modes but are stabilized to become finite
frequency modes by the repulsive interactions between
ellipsoidal particles [12, 29]. Recent theoretical work [31]
proposed a variational argument to describe the vibra-
tional states in ellipsoidal packings and explain the scal-
ing behavior of the vDOS, including that of these floppy
modes, near the jamming transition. Here, we remark
that ellipsoidal shape is not the only nonspherical shape
to generate hypostatic packings. Sphero-cylinders also
show hypostaticity in their contact numbers, and vibra-
tional properties were reported to be similar to those of
ellipsoidal packings [24, 32].
In this work, we focus on another kind of nonspherical
particles, dimer particles. Compared to the ellipsoidal
particles described above, dimer particles have been still
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2much less understood. The ellipsoidal particles show
two major differences from the spherical particles. One
is asphericity of constituent particles, and the other is
hypostaticity. As a result, the vDOS of the ellipsoids
has a number of different characteristics compared to
spheres [12, 29, 31]. However, the dimer particles are
known to be isostatic at the jamming transition [14].
Namely, the dimer particles possess asphericity, but they
are not hypostatic in the jammed phase. In recent ex-
perimental and numerical works [33–35], structures of
two-dimensional asymmetric dimer packings were stud-
ied. For vibrational properties, it has been reported that
the dimer particles exhibit rotational vibrations in the
low-frequency region below the translational band [14].
However, the vDOS of the dimers has not been studied
yet. As a result, it remains to be addressed whether the
vDOS of the dimers exhibits the critical scaling behav-
iors near the jamming transition, such as the extension
of the characteristic plateau, which is indeed our main
topic in this work.
This article is organized as follows. In Section II, we
describe the numerical protocol to generate dimer pack-
ings and also formulate the equation of motion and the
dynamical matrix to study vibrational eigenmodes. Sec-
tion III contains our numerical results for the dimer pack-
ings. We start from the numerical results on the jamming
density. We next clarify that the present model has a lim-
itation when the density is much higher than the jamming
density. Then, we study the contact numbers of dimer
packings near the jamming density. It turns out that
when we analyze the contact numbers, we have to take
care of the “rotational rattlers”, which are a new type of
rattler. We finally present the results of vibrational prop-
erties of dimer systems, such as the vDOS, the contribu-
tion of rotational vibrations, and degree of localization.
Importantly, we find two characteristic plateaus in the
vDOS: the translational plateau at higher frequency and
the rotational plateau at lower frequency. Accordingly,
we define two characteristic frequencies: ω∗ for the onset
of the rotational plateau and ωR for the rotational peak
that separates the translational and rotational plateaus.
We numerically establish the scaling behaviors of ω∗ and
ωR near the jamming transition with the excess density
∆φ and with the aspect ratio of dimer particles. Sec-
tion IV summarizes our results and gives conclusions and
remarks.
II. MODEL AND METHODS
A. System description
We generated a numerical system composed of dimer
particles in two dimensions (2D). The number of con-
stituent dimers N ranges from 60 to 3600 in the present
work. Our model of a dimer particle is constructed by
connecting two monomers that are modeled by harmonic
disks. Figure 1 illustrates conformation of the dimer par-
a
b
FIG. 1. Conformation of dimer particle in 2D. Aspect ratio
is defined as α = a/b.
ticle. We set the major axis of the dimer as a and the
minor axis as b, and define aspect ratio α as α = a/b. The
system is a binary mixture in order to avoid crystalliza-
tion: 2N/3 of dimer particles have minor axis b = σ (ma-
jor axis a = σα), and N/3 have b = 1.4σ (a = 1.4σα), as
in the previous work [14], where the value of α is fixed to
be identical for all dimer particles. We also set the same
mass for all dimer particles as m.
In our dimer model, each monomer of a dimer interacts
with monomers belonging to the other dimers via purely
repulsive harmonic potential [14]. The total potential of
the system is described as the summation of harmonic
potential over all the monomers:
V =
∑
i>j
∑
ninj

2
(
1− rkikj
σij
)2
H
(
1− rkikj
σij
)
, (1)
where i and j represent the dimer i and dimer j, respec-
tively. ki, which represents a monomer of the dimer i, is
composed of a set of integers: ki ≡ (i, ni), where ni = ±1
designates the monomer that belongs to the dimer i. 
sets the energy scale, rkikj is the distance between the
monomer ki and monomer kj , σij = (bi + bj)/2 (bi and
bj are the minor axes of dimers i and j, i.e., the diam-
eters of monomers ki and kj , respectively), and H(x) is
the Heaviside step function: H(x) = 1 for x ≥ 0 and
H(x) = 0 for x < 0. Throughout this paper, we use m,
σ, and  as units of mass, length, and energy, respectively.
We note that frequency is measured by τ =
(
mσ2/
)−1/2
.
We first prepared a random configuration at suffi-
ciently small packing fraction φ0 = 0.2 and minimized
the potential energy using the FIRE algorithm [36]. Here,
the periodic boundary conditions are implemented on the
system. The packing fraction φ of 2D dimers is defined
as [14]
φ =
Nsb
2
s +Nlb
2
l
2L2
[
pi − cos−1 (α− 1) + (α− 1)
√
α(2− α)
]
,
(2)
where L is the system length, Ns = 2N/3 (Nl = N/3)
is the number of smaller (larger) particles, and bs = σ
(bl = 1.4σ) is the length of the minor axis of smaller
(larger) particles. We then gradually compressed the sys-
tem by increments of the packing fraction of δφ = 10−3.
After each compression, the energy minimization was ex-
ecuted. Here, we note that the minimization is termi-
3nated when either of the following two conditions is sat-
isfied [37]: (i) The total potential per particles is suf-
ficiently small V/N < 10−16; or (ii) The total poten-
tial energies of two successive FIRE steps t and t + 1
are nearly the same: |Vt+1 − Vt|/Vt < 10−16. We fi-
nally obtained the jamming transition point as the point
where the potential energy per particle is in a range of
1× 10−16 < V/N < 2× 10−16. To numerically achieve
this aim, we repeated compression and decompression on
the system around the transition point. Each time the
compression/decompression is switched, δφ is multiplied
by 0.5.
Once we obtained the configuration at the transition
point, we compressed the system to obtain the configu-
rations as a function of the excess density ∆φ = φ− φJ .
In these obtained packings, we recursively removed “rat-
tler” particles that have contacts fewer than the number
of DOF, df ≡ 3 (two translational DOFs and one rota-
tional DOF). In the following, the number of particles
without rattler particles is denoted as N .
B. Vibrational mode analysis
The Lagrangian L of the system is
L =
N∑
i=1
(
1
2
x˙2i +
1
2
y˙2i +
Ii
2
θ˙2i
)
− V, (3)
where xi and yi are spatial positions of the center of mass
of the dimer i, and θi is rotational angle of the dimer
i with respect to the x-axis. V is the total potential
energy defined by Eq. (1), and Ii is the inertia of the
dimer i. The detailed formulation of inertia is given in
Appendix A. We employ the normal coordinate of dimer
i as (xi, yi, ϕi) with ϕi =
√
Iiθi and that of whole the
system as r = (x1, y1, ϕ1, . . . , xN , yN , ϕN ). Then, the
equation of motion (Euler-Lagrange equation) is given
as
d2r
dt2
= −∂V
∂r
. (4)
When we suppose the harmonic vibrations around the
equilibrium coordination r0, the equation of motion (4)
is described as
d2u
dt2
= −Mu, (5)
where u ≡ r− r0 is the displacement from r0. M is the
so-called dynamical matrix, and its elements are
Mkl = ∂
2V
∂uk∂ul
, (6)
where k, l = 1, . . . , dfN , and uk is the kth component of
u. Explicit formulations ofMkl are given in Appendix B.
By diagonalizing the dynamical matrix, we obtained a set
of eigenvalues, λk, and eigenvectors, ek ≡ (ek1 · · · ekN),
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FIG. 2. Packing fraction at the jamming transition φJ . We
plot φJ as a function of the aspect ratio α that ranges from
1.001 to 1.9. The presented data are obtained by averaging
over 50 to 1500 samples, and error bars are also determined
by these samples.
with eki =
(
eki,x e
k
i,y e
k
i,ϕ
)
(i = 1, . . . , N). The eigenfre-
quencies are given as ωk =
√
λk, and the eigenvectors are
orthonormalized as ek · el ≡∑Ni=1 eki · eli = δkl where δkl
is the Kronecker delta.
In the present work, we performed vibrational eigen-
mode analysis on the “unstressed system”. Since the
monomers are modeled by harmonic disks in the present
model, forces acting between the monomers are always
repulsive. For this reason, we refer to this original state
as the stressed system. In the unstressed system, we re-
tain all the stiffness (i.e., the second derivative of poten-
tial) between monomers but drop the force in the analy-
sis. For the case of sphere packings, the theoretical un-
derstanding was first constructed based on the unstressed
system [4, 7], which was then extended to the stressed
system by considering effects of the forces [5, 8]. The
unstressed system of sphere packings exhibits the char-
acteristic plateau in vDOS and the critical behavior of
this plateau near the jamming transition. The forces in
sphere packings do not affect this plateau and its crit-
ical behavior, whereas they make the system mechani-
cally unstable [38] and alter the nature of the very low-
frequency vibrational modes [39]. In particular, quasilo-
calized vibrational modes are induced by the repulsive
forces [39–41]. In the present work, we limit ourselves to
analyzing the vibrational properties of unstressed dimer
packings. Based on the results of unstressed systems, we
will discuss the role of repulsive forces in dimer packings
in the near future.
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FIG. 3. Two types of contacts, (a) double contact and (b)
cusp contact, that cannot be addressed by the present mod-
eling of dimers. The arc described by the dashed line and
the arc described by the solid line represent a monomer of
a dimer and another dimer, respectively. (a) Double con-
tact: the dashed-line monomer of the dimer is embedded
into the solid-line dimer so deeply that it interacts with both
monomers of the solid-line dimer via contacts # 1 and # 2.
(b) Cusp contact: the dashed-line monomer of the dimer con-
tacts the solid-line dimer, covering the whole cusp line of this
other dimer.
III. RESULTS
A. Jamming density
By following the procedure described in Section II A,
we generated the configurations at the jamming tran-
sition where the potential per particle V/N is in
1× 10−16 < V/N < 2× 10−16. Figure 2 plots the jam-
ming density φJ as a function of the aspect ratio α. When
α → 1, the jamming density approaches that for the bi-
nary mixtures of disks, φJ ≈ 0.84 [2]. We also observe
the nonmonotonic dependence of φJ on α, where the peak
value is taken at approximately α = 1.4. These results
are consistent with previous observation by Ref. [14].
Starting from the configurations at the jamming tran-
sition, we compress the system to obtain the configura-
tions in the jammed phase φ > φJ (the excess density
∆φ > 0). We stress that we obtained φJ for each con-
figuration; then, ∆φ was defined for each configuration
separately.
B. Limitations of the present model of dimers
The rigorous way to simulate dimer particles is to con-
sider the particle as one elastic element of the dimeric
shape. In this case, the potential energy of the system is
given as the summation of the elastic deformation ener-
gies of all the dimer particles. By contrast, the present
model is an approximate model, where the potential en-
ergy is evaluated as the summation of the interparti-
cle potentials between constituent monomers. This ap-
proach introduces some limitations of the present model,
which we now clarify.
There are two types of contacts that cannot be prop-
erly addressed by the present model. One is “dou-
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FIG. 4. Plot of the number of double and cusp contacts as a
function of the excess volume fraction ∆φ. The aspect ratio
is α = 1.1. The system size is N = 3600. We obtain the
presented values by averaging over 100 samples at each ∆φ.
For the definition of the double and the cusp contacts, refer
to Fig. 3 and the main text.
ble” contact, which is illustrated in Fig. 3 (a). When
a monomer of a dimer deeply overlaps with another
dimer, the monomer makes contact with both constituent
monomers of the other dimer. This is an artificial effect
in the present model, and as such, the contact cannot be
properly addressed. The other is the “cusp” contact, as
illustrated in Fig. 3 (b). In this contact, a monomer of
a dimer contacts another dimer covering whole the cusp
line of the other dimer. The present model is reasonable
only for contacts where the deformation of a dimer can
be decomposed into the deformations of two monomers.
This “cusp” contact clearly violates this condition, and
such contacts cannot be properly addressed. Thus, as
long as we employ the present model, we have to discard
configurations that have any of the double and the cusp
types of contacts. These contacts can occur at the higher
packing fraction, and therefore, this condition gives an
upper limit of the excess volume fraction ∆φ that can be
studied in the present model.
We count the number of double and cusp contacts in
configurations at each excess density ∆φ. Figure 4 plots
the number of these contacts as a function of ∆φ for
the case of aspect ratio α = 1.1. The system size is
N = 3600. The number of cusp contacts is exactly zero
up to ∆φ = 10−3 and then becomes finite for ∆φ ≥
10−2.5. The number of the double contacts is exactly
zero up to ∆φ = 10−1.5. Thus, configurations with ∆φ ≤
10−3 include neither of these two contacts, and the upper
limit of the excess density is determined as ∆φ = 10−3
for α = 1.1. We perform the same analysis for several
different aspect ratios and obtain the upper limits of the
excess densities, as ∆φ = 10−1.5 for α = 1.5, and ∆φ =
10−4.5 for α = 1.03. We find that these values of the
upper limits are independent of the system size. In the
present work, we limit ourselves to the densities below
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FIG. 5. Contact number zJ at the jamming transition φJ .
We plot zJ as a function of aspect ratio α. The system size is
N = 240. The horizontal line indicates zero. The presented
data are obtained by averaging over 50 to 1500 samples.
these upper limits.
C. Contact number
We next study the contact number zJ at the jamming
transition φJ . We first review the known results for zJ of
spherical particles. Generally, when each particle has df
DOFs, the isostatic condition in the infinite system size
is ziso = 2df . For spheres, the number of DOFs equals
the spatial dimension, df = d; then, ziso = 2d. How-
ever for finite-size systems with N particles, two types
of finite-size effects appear [42]. First, because the sys-
tems are allowed to have d global translations, the iso-
static contact number is reduced to zNiso = ziso − 2d/N .
Second, because the systems must have positive bulk
modulus, the isostatic contact number is increased to
zNB = z
N
iso + 2/N = 2d − 2d/N + 2/N . It is established
for spheres that zJ = z
N
B holds for any system size [42].
Note that both zNiso and z
N
B converge to ziso in the ther-
modynamic limit of N →∞.
We now discuss whether this argument holds for the
dimer packings in 2D. Following the above arguments,
we obtain the isostatic contact numbers for dimers:
zNiso ≡ 2df −
2d
N
, (7)
zNB ≡ zNiso +
2
N
= 2df − 2d
N
+
2
N
, (8)
with the DOFs df = 3 and the spatial dimension d = 2 in
our 2D dimer system. To test the relation of zJ = z
N
B for
dimers, we numerically measured zJ of dimers for various
aspect ratios and plot the difference zJ from z
N
B of Eq. (8)
in Fig. 5. Clearly, zJ takes a smaller value than z
N
B , and
the difference grows larger as the aspect ratio increases.
To understand the origin of zJ < z
N
B , we look into
the vibrational eigenmodes obtained from the dynamical
matrix [43]. Remarkably, we find zero-frequency modes,
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FIG. 6. The numbers of shortages of contacts N
(
zNB − zJ
)
/2,
nontrivial zero-frequency modes (excluding trivial global
translational modes), and rotational rattlers. We plot these
three numbers as functions of aspect ratio α. The system size
is N = 240. The presented data are obtained by averaging
over 50 to 1500 samples. The definition of rotational ratters
is given in Fig. 7 and the main text.
in addition to two trivial zero-frequency modes of global
translations. Figure 6 compares the number of these non-
trivial zero-frequency modes (squres) and the number of
shortages of contacts, N
(
zNB − zJ
)
/2 (circles). These two
numbers are the same for all the studied aspect ratios.
Thus, the zero-frequency modes directly correspond to
the shortage of zJ from z
N
B .
Then, we look into the nature of these zero-frequency
modes. We find that these modes are spatially localized
to the dimers that have characteristic contacts as illus-
trated in Fig. 7: they have more than three contacts,
i.e., they are not rattler particles, but all of the con-
tacts are concentrated in one monomer while the other
monomer has no contacts. These dimers can obviously
rotate around one monomer without any energy cost;
thus, they can produce zero-frequency modes [44]. These
dimers can be considered as another type of rattler par-
ticle: their translational DOFs are constrained by their
three or more contacts, but the rotational DOFs are not.
In this paper, we refer to these dimer particles to as “rota-
tional rattlers”. Figure 6 (triangles) shows that the num-
ber of rotational rattlers coincides with the number of
nontrivial zero-frequency modes and the shortage of con-
tacts for all the studied aspect ratios. Thus, we conclude
that the dimer packings have rotational rattlers that
cause the nontrivial zero-frequency vibrational modes in
addition to the apparent shortage of contacts [45].
For the proper definition of the isostaticity of dimers,
the rotational DOFs of rotational rattlers should be ex-
cluded, as in the case of the translational DOFs of usual
rattlers. This exclusion is achieved by replacing the total
number of DOFs Ndf with Ndf − N ′, where N ′ is the
number of rotational rattlers. This leads to the modified
6FIG. 7. Schematic illustration of rotational rattlers. The
dimer of the oblique line pattern possesses three contacts,
which is equal to the number of DOF, so it is not a rattler.
However, three contacts concentrate in only one monomer
while the other monomer has no contacts. In this situation,
the dimer can rotate without any energy cost, i.e., it produces
a zero-frequency vibrational mode.
definition of the isostatic contact numbers for dimers:
z˜Niso ≡ 2df −
2(N ′ + d)
N
, (9)
z˜NB ≡ z˜Niso +
2
N
= 2df − 2(N
′ + d)
N
+
2
N
. (10)
Hereafter, we use these definitions as the isostatic contact
numbers.
Finally, we focus on the contact number at φ > φJ .
Although we focus on α = 1.5 in the following, all the
other aspect ratios exhibit similar behaviors. In the case
of spherical particles, the excess contact number ∆z =
z − ziso follows the square root law ∆z ∼ ∆φ1/2 [2].
More precisely, the excess contact number of N spherical
particles follows the finite-size scaling law N
(
z − zNiso
)
=
F
(
∆φ1/2N
)
, where F (x) ∼ 1 for small x and F (x) ∼ x
for large x [42] [46]. The existence of the finite-size scaling
law demonstrates that the jamming transition is a phase
transition. Here, we test whether these laws hold for
the jamming transition of dimers or not. Employing the
value of z˜Niso in Eq. (9), we plot the excess contact number
of dimers z−z˜Niso as a function of the excess density ∆φ for
several different system sizes N in Fig. 8 (a). At the high
packing fractions, the excess contact number follows the
square root law ∆z ∼ ∆φ1/2, as in the case of spheres [2].
We also observe that ∆z deviates from the square root
law when approaching the jamming density, which is a
signature of the finite-size effect. We then replot data
in the form of N
(
z − z˜Niso
)
versus ∆φ1/2N in Fig. 8 (b).
Clearly, all the data points collapse onto a single master
function N
(
z − z˜Niso
)
= G
(
∆φ1/2N
)
, where G(x) ∼ 1 for
small x and G(x) ∼ x for large x.
Therefore, the results in this subsection establish that,
when the rotational rattlers are properly excluded, the
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FIG. 8. Finite-size scaling of the excess contact number. (a)
Plot of the excess contact number ∆z = z− z˜Niso as a function
of excess density ∆φ. (b) Plot of the scaled excess contact
number N
(
z − z˜Niso
)
as a function of the scaled excess density
∆φ1/2N . The aspect ratio is α = 1.5. We observe the scaling
law of ∆z ∼ ∆φ1/2 in the high-density regime. The presented
data are obtained by averaging over 1000 to 5000 samples.
excess contact number of dimers near the jamming obeys
the same critical law and finite-size scaling law as those
of spheres. These results also allow us to determine the
range of densities in which the finite-size effect is negligi-
ble, that is, ∆φ ≥ 10−7 for N = 3600 and ∆φ ≥ 10−6 for
N = 1200. Note that this lower bound can be extended
by increasing the system size, while the upper bound dis-
cussed in Section III B cannot.
D. Vibrational properties
In this subsection, we will discuss the nature of vibra-
tional eigenstates, which are obtained by diagonalizing
the dynamical matrices as explained in Section II B. We
emphasize that the results are from the unstressed sys-
tem.
To characterize the statistics of the eigenfrequencies
7ωk, we calculate the vDOS:
g(ω) =
1
dfN −N ′ − d
dfN−N ′−d∑
k=1
δ
(
ω − ωk), (11)
where δ(x) is the Dirac delta function. We also ana-
lyze the nature of the eigenvectors ek by quantifying the
contribution of translational and rotational DOFs, and
the participation ratio. The contribution of translational
DOFs to mode k is defined as
Tk =
N∑
i=1
[(
eki,x
)2
+
(
eki,y
)2]
, (12)
as in the case of ellipsoids [12]. The contribution of ro-
tational DOFs is the counterpart of Tk, and defined as
Rk = 1− Tk. (13)
The participation ratio pk is defined as
pk =
(∑N
i=1
∣∣eki ∣∣2)2
N
∑N
i=1
∣∣eki ∣∣4 . (14)
as in the case of spheres [47]. The participation ratio
pk measures the extent of vibrational localization in the
mode k. We emphasize that Rk and pk give the informa-
tion of the eigenvectors in normal coordinates described
in Section II B.
1. General nature of vibrational eigenmodes
We first focus on the vibrational states of dimers with
the aspect ratio α = 1.5, which are presented in Fig. 9.
The excess packing fraction is ∆φ = 10−2, and the sys-
tem size is N = 3600. The top panel of Fig. 9 shows
the vDOS. The structure of the vDOS is very similar to
that of sphere packings. In particular, it has the char-
acteristic plateau at intermediate frequencies. The sec-
ond top panel shows the contribution of rotational DOFs,
Rk. We see that Rk ≈ 0 for the high-frequency edge and
low-frequency regime below the plateau. On the other
hand, Rk takes approximately 0.3 to 0.6 in the interme-
diate, plateau regime. Therefore, the rotational DOFs
are relevant only in the vibrational states in the plateau
region. The third top panel shows the participation ratio,
pk. The plot demonstrates that the modes in the high-
frequency edge are strongly localized and the modes in
the plateau regime are extended, which are very simi-
lar to the case for spheres. We also observe that the
modes in the low-frequency regime below the plateau
are largely extended and their eigenfrequencies are dis-
tributed discretely, which suggests that these modes are
phonons. We indeed confirm that the frequencies of these
modes are consistent with the discretized levels of acous-
tic phonons of this system. Therefore, at α = 1.5, the
FIG. 9. Vibrational eigenstates for aspect ratio α = 1.5.
We plot the vDOS g(ω), contribution of rotational DOFs Rk,
and the participation ratios pk. The excess volume fraction
is ∆φ = 10−2, and the system size is N = 3600. The values
of g(ω) are obtained by averaging over 100 samples, and the
other quantities are presented by the scatter plot of all the
modes in all 100 samples.
vibrational states of dimers are composed of the local-
ized high-frequency edge, the intermediate plateau, and
low-frequency acoustic phonons. These features are very
similar to those of spheres, apart from the fact that the
rotational DOFs are relevant in the plateau modes for
dimers.
We turn our attention to the vibrational states of
dimers with the aspect ratio α = 1.1. The excess packing
fraction is ∆φ = 10−3, and the system size is N = 3600.
The vDOS, Rk, and pk are presented in Fig. 10, in the
same way as in Fig. 9. The vDOS for α = 1.1 appears to
be very different from that for α = 1.5; we observe two
8FIG. 10. Vibrational eigenstates for aspect ratio α = 1.1.
We plot quantities of g(ω), Rk, pk as in Fig. 9. The excess
volume fraction is ∆φ = 10−3, and the system size is N =
3600. Letters of “A” to “D” indicated in the panel of g(ω)
correspond to the modes visualized in Fig. 14. See also the
caption of Fig. 9.
characteristic plateaus, and they are separated by a peak.
Rk ≈ 0 in the plateau of high frequency, while Rk ≈ 0.8
in that of low frequency. This result indicates that the
rotational DOFs do not play any role in the vibrations in
the high-frequency plateau, while they are relevant in the
low-frequency plateau. Hereafter, we refer to the high-
frequency plateau as the “translational plateau” and the
low-frequency plateau as the “rotational plateau”. The
participation ratio of the translational plateau modes is
pk ≈ 0.3, while the rotational plateau modes take smaller
values of pk . 0.1. This observation suggests that the ro-
tational plateau modes can be localized in the space of
normal coordinates (we will discuss this point based on
the real space displacement field later in Section III D 3).
Interestingly, Rk takes the largest values in the peak at
approximately ω ≈ 0.2. We refer to this peak as the “ro-
tational peak”. In the regime of 0.06 . ω . 0.3 includ-
ing this rotational peak, the distribution of eigenfrequen-
cies are discretized. We speculate that these discretized
modes are optical types of modes. To fully clarify the na-
ture of these modes, however, we need to analyze the dy-
namic structure factors [48], which is beyond the scope of
this work. In summary, the vibrational states of dimers
at α = 1.1 are characterized by the emergence of the
translational and rotational plateaus that are separated
by the rotational peak.
We repeated a similar analysis for various different as-
pect ratios (1.001 ≤ α ≤ 1.9). We find that the results of
larger aspect ratios are similar to that for α = 1.5, while
those for smaller aspect ratios are similar to α = 1.1.
Therefore, the vibrational states of dimers are catego-
rized into these two types of behaviors, depending on the
aspect ratio.
2. Critical behaviors near the jamming transition
We now study the packing fraction dependence of
vDOS near the jamming transition. Figure 11 plots the
vDOS g(ω) for several different values of packing fraction
∆φ and for aspect ratio α = 1.5 in (a), α = 1.1 in (b),
and α = 1.03 in (c). For (a) α = 1.5, the vDOS shows the
characteristic plateau at intermediate frequencies. We re-
call that the vibrational states in the plateau have contri-
butions from rotational DOFs. As we approach the jam-
ming transition as ∆φ→ 0, this plateau extends towards
zero frequency, which is similar to that observed in the
vDOS of spheres. For (b) α = 1.1 and (c) α = 1.03, the
vDOSs have the translational plateau at high frequency
and the rotational plateau at low frequency, which are
separated by the rotational peak. As we approach the
transition, the rotational plateau extends towards zero
frequency, while the translational plateau and the rota-
tional peak are nearly unchanged.
From the above observations, we define two character-
istic frequencies: ωR for the frequency of the rotational
peak, and ω∗ for the onset of the rotational plateau. We
first study the excess density ∆φ and aspect ratio α de-
pendencies of ωR. We used N = 1200 systems for this
analysis. Note that although the rotational peak is ab-
sent for α = 1.5, we still observe the sharp increase in
Rk as shown in Fig. 9. Therefore as a reference, we re-
port the frequency at which Rk takes the maximum as
ωR for α = 1.5. Figure 12 plots the ωR against α− 1 for
various ∆φ. ωR is nearly independent from ∆φ but in-
creases with α. This increase can be fitted into the linear
function of α − 1, especially for the small α. This α de-
pendence is natural for the fundamental frequency scale
of rotation, as explained below. When we consider purely
rotational vibration, the equation of motion (Eq. (5)) re-
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FIG. 11. Packing fraction dependence of the vibrational den-
sity of the state for aspect ratio (a) α = 1.5, (b) α = 1.1, and
(c) α = 1.03. The system size is N = 3600. The presented
data are obtained by averaging over 100 samples.
duces to
d2ϕl
dt2
= −
N∑
k=1
Mϕl,ϕk(ϕk − ϕ0k). (15)
As shown in Eq. (B14) of Appendix B, the dynamical ma-
trix elementsMϕl,ϕk are proportional to (α− 1)2; there-
fore, the fundamental frequency scale of rotation is pro-
portional to α−1. This α dependence originates from the
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FIG. 12. The frequency ωR to characterize the rotational
peak in the vDOS. We plot ωR as a function of the aspect
ratio of α − 1 for several different volume fractions ∆φ. ωR
scales linearly with α− 1, as ωR ∝ α− 1.
geometric fact that the displacement of monomers due to
the pure rotation of dimers is proportional to α− 1 and
causes an energy cost proportional to (α− 1)2 (with con-
stant stiffness). Therefore, ωR ∝ (α− 1) is reasonable
geometrically.
In relation to the scaling behavior of ωR ∝ (α− 1),
we can discuss the heights of the rotational and trans-
lational plateaus of the vDOS. Figures 11 (b) and (c)
show that the rotational plateau increases with decreas-
ing α, whereas the translational plateau decreases with
decreasing α. These tendencies are reasonable as dis-
cussed below. We establish that the rotational peak at
ωR separates the rotational and translational plateaus.
Suppose that most of the translational DOFs and the ro-
tational DOFs are confined in the translational (ω > ωR)
and rotational (ω < ωR) plateaus, respectively, which
is reasonably supported by the values of Rk in Fig. 10.
Then, when ωR becomes close to the zero frequency as
α approaches unity, the frequency regime in which ro-
tational DOFs emerge decreases, and the height of the
rotational plateau increases. We can observe this behav-
ior in Fig. 11.
We next focus on the excess density ∆φ and aspect
ratio α dependencies of ω∗. Figure 13 plots ω∗ as a func-
tion of the excess contact number ∆z for different values
of aspect ratio α = 1.03, 1.1, 1.5 [49]. Remarkably, ω∗
scales linearly with ∆z, as ω∗ ∝ ∆z. For spherical par-
ticles, the vDOS shows the characteristic plateau, and
its onset frequency ω∗ also scales linearly with ∆z [3].
Therefore, our result establishes the common scaling law
for the onset of the “rotational plateau” of dimers and the
plateau of spheres. In addition, ω∗ slightly decreases as
the aspect ratio α goes to unity. However, this tendency
is very subtle, and the precise determination of the α de-
pendence of ω∗ requires the data at α to be much closer
to unity. This requires conducting simulations with a
much larger system size, which are not available in this
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FIG. 13. The frequency ω∗ to characterize the onset of the
rotational plateau in the vDOS. We plot ω∗ as a function of
the excess contact number ∆z for different values of aspect
ratio α. ω∗ scales linearly with ∆z, as ω∗ ∝ ∆z. Additionally,
as α becomes closer to unity, ω∗ decreases.
work.
3. Real space displacements in the plateau modes
In the previous subsections, we established that the
vDOSs of the dimers with a small aspect ratio have the
translational plateau and rotational plateau, which ex-
hibit the critical behaviors near the jamming transition.
These two plateaus can be distinguished by the rotational
DOFs, i.e., they are relevant in the rotational plateau but
not in the translational plateau. This result is true in the
space of normal coordinates. This subsection focuses on
the real space displacement fields in the translational and
rotational plateau modes.
We analyze the displacement fields of the vibrational
modes in real space. In normal coordinates, the vibra-
tional eigenstates are expressed by the translational and
rotational components, eki =
(
eki,x e
k
i,y e
k
i,ϕ
)
, for dimer
i. However, we can also express the vibrational eigen-
states as displacement fields of monomers, which we de-
note by e˜ki =
(
ek(i,+1),x e
k
(i,+1),y e
k
(i,−1),x e
k
(i,−1),y
)
for
dimer i. These two descriptions can be transformed from
each other by
e˜k(i,±1),x = e
k
i,x ±
bi
2
(α− 1)
[
cos
(
ϕi + e
k
i,ϕ√
Ii
)
− cos ϕi√
Ii
]
,
(16)
e˜k(i,±1),y = e
k
i,y ±
bi
2
(α− 1)
[
sin
(
ϕi + e
k
i,ϕ√
Ii
)
− sin ϕi√
Ii
]
.
(17)
We note that ek =
(
ek1 . . . e
k
N
)
describes the vibrations
in the phase space of (x, y, ϕ), where translational and ro-
tational motions are treated as different objects. On the
FIG. 14. Visualization of vibrational eigenmodes for the case
of aspect ratio α = 1.1. The excess volume fraction is ∆φ =
10−3, and the system size is N = 3600. (A) to (D) correspond
to the frequency position of each visualized mode, which are
indicated in the panel of g(ω) of Fig. 10: (A) high-frequency
edge, (B) translational plateau, (C) rotational plateau, and
(D) the low-frequency edge. The values of frequencies and
participation ratios of these modes are provided in the figures.
other hand, e˜k =
(
e˜k1 . . . e˜
k
N
)
describes the vibrations
in the real space of (x, y), where both translational and
rotational motions are expressed as translational motions
of monomers, namely, treated on equal footing. We can
define the participation ratio for the real space displace-
ment fields as
p˜k =
(∑2N
i=1
∣∣e˜ki ∣∣2)2
2N
∑2N
i=1
∣∣e˜ki ∣∣4 . (18)
We can also define the contribution of the rotational
DOFs for the real space displacement fields as
R˜k =
∣∣e˜k − e˜ktrans∣∣
|e˜k| . (19)
Here, e˜ktrans is defined as
e˜ktrans (i,±1),x = e
k
i,x, (20)
e˜ktrans (i,±1),y = e
k
i,y, (21)
which corresponds to the displacement fields of
monomers that originated from only the translational
DOFs in ek.
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FIG. 15. Analysis on real space displacements in the vibra-
tional eigenmodes for the aspect ratio α = 1.1. We plot the
contribution of rotational DOFs R˜k and the participation ra-
tios p˜k. The excess volume fraction is ∆φ = 10
−3, and the
system size is N = 3600. For comparison, we also plot the
values of Rk and pk based on the normal coordinates, which
are presented in Fig. 10.
In Fig. 14, we visualize the displacement fields, e˜k,
in four representative eigenstates for the aspect ratio
α = 1.1, whose frequencies are indicated in the top panel
of Fig. 10. The panel (A) shows a mode in the high-
frequency edge. This vibrational state is highly local-
ized onto a few particles. The panel (D) shows a vi-
brational state in the low frequency edge below the rota-
tional plateau. This vibrational state is more ordered and
spatially extended, which exhibits a feature of an acous-
tic phonon. These features are similar to those of the
corresponding vibrational modes in sphere packings [50].
Now, we discuss the features of translational and ro-
tational plateau modes. The panel (B) shows a transla-
tional plateau mode, while the panel (C) shows a rota-
tional plateau mode. In both cases, the vibrational states
are disordered and spatially extended. These features are
very similar to those of the plateau modes in sphere pack-
ings [50]. We note that the rotational plateau mode (C)
appears to be more “swirly” compared to the transla-
tional plateau mode (B). However, this difference can-
not be attributed to the rotational nature of the modes
because sphere packings already show similar swirly mo-
tions in the vibrational modes in the lower-frequency part
of the plateau [1, 50]. Apart from the swirly motions,
the visualization of real space displacements does not in-
dicate any strong difference between these two types of
modes. In contrast, the values of Rk and pk indicate
large differences between these two modes, as shown in
Fig. 10. We discuss this point below.
First, the displacement field of the rotational plateau
mode (C) does not appear to be very “rotational”, re-
gardless of high values of Rk ≈ 0.8. In the displacement
fields, the purely rotational motion of dimers appears as
the pair of arrows (rooted at two monomers) with the
opposite directions. However in the panel (C), such pairs
of arrows cannot be found. This visual inspection is sup-
ported by the values of R˜k shown in Fig. 15: R˜k indicates
much lower values of R˜k ≈ 0.2 than those of Rk ≈ 0.8
for the rotational plateau modes. The large difference
between Rk and R˜k can be understood when we go back
to the transformation formula Eqs. (16) and (17); the
factor of (α− 1) suppresses the impact of the rotation
in the displacements in the real space. This situation is
analogous to the rotation of a rod. When the rod is very
short, a large rotation does not cause large displacements
of its edges. Therefore, these results show that the trans-
lational motions of dimers are more dominant than the
rotational motions of dimers for the real space displace-
ments, even for the rotational plateau modes.
In addition, the displacement field of the rotational
plateau mode (C) does not appear to be very localized,
regardless of low values of pk . 0.1. This visual in-
spection is again supported by the values of p˜k shown in
Fig. 15: p˜k indicates the higher values of p˜k ≈ 0.3 than
those of pk . 0.1 for the rotational plateau modes, which
are almost the same as those of the translational plateau
modes. This observation suggests that the vibrational
localization takes place only in the rotational DOFs that
do not strongly affect the real space displacements.
In summary, these analyses reveal that the real space
displacements for both the translational and rotational
plateau modes are disordered and spatially extended. Re-
markably, the displacement field of the rotational plateau
mode is still dominated by the translational motions of
dimers, and the rotational motions only introduce slight
modifications to it, as evidenced by the low values of
R˜k ≈ 0.2. We emphasize, however, that the distinction
between the translational and rotational plateau modes is
still clear and definite. For translational plateau modes,
the rotational motions are fully frozen and never intro-
duce even small modifications to the displacement field,
as evidenced from nearly zero values of R˜k ≈ 0.
IV. CONCLUSION
In this work, we study critical behaviors of vibrational
properties near the jamming transition for dimer pack-
ings in two dimensions. Our dimer particle is modeled
by connecting two harmonic disks. However, we revealed
that this usual modeling of dimers encounters problems
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that involve the unusual contacts between dimers, i.e.,
the double contact and the cusp contact. We then clari-
fied that the unusual contacts appear only at high pack-
ing fractions and that the model is free from this problem
near the jamming transition. Our main results are ob-
tained from the density region without this problem.
We first studied the contact number of dimers near
the jamming transition. We found that the contact num-
ber at the jamming transition, zJ , is smaller than the
naive isostatic contact number of dimers. This appar-
ent shortage of contact number originated from the pres-
ence of “rotational rattlers”, in which the dimer has three
contacts or more, but these contacts are concentrated in
one monomer of the dimer so that the dimer still has a
free rotational motion. Therefore, we corrected this ef-
fect of rotational rattlers on the isostatic contact number
and defined the excess contact number ∆z as that mea-
sured from this corrected isostatic contact number. We
then established that ∆z defined in this way obeys the
same critical law and finite size scaling law as those of
sphere packings; namely, it follows the square root law of
∆z ∝ ∆φ1/2 for large systems, as well as the finite size
scaling law of N∆z = G
(
∆φ1/2N
)
, where G(x) ∼ 1 for
small x and G(x) ∼ x for large x.
We next studied the vibrational properties of dimers
near the jamming transition. The vDOS of dimers with a
large aspect ratio is composed of a high-frequency edge,
the plateau in the intermediate frequency, and the acous-
tic phonon in the low-frequency edge, which are very
similar to the features of vDOS of spheres. We note,
however, that the vibrational states in the intermediate
plateau have a rotational nature. Interestingly, for the
case of the small aspect ratio, the plateau at the interme-
diate frequency is separated into two plateaus by a peak.
The vibrational states of the high- and low-frequency
plateaus are dominated by the translational and rota-
tional DOFs, respectively, which are thus called “trans-
lational plateau” and “rotational plateau”. We also call
the peak that separates the two plateaus the rotational
peak. However, we remark that the displacement fields
in the real space are still dominated by the translational
DOFs even for the modes in the rotational plateau.
In addition, we defined two frequencies to character-
ize the above features of vDOS: ωR for the frequency of
the rotational peak and ω∗ for the onset of the rotational
plateau. The frequency ωR to characterize the rotational
peak is independent of the packing fraction but depends
on the aspect ratio as ωR ∝ (α− 1), which is reasonable
as the fundamental frequency scale of rotational vibra-
tions in this model. On the other hand, the onset of
the rotational plateau ω∗ depends on the packing frac-
tion; it scales as ω∗ ∝ ∆z, which is the same scaling law
as that of the plateau in spheres. These results estab-
lish a fundamental view on the vibrational properties of
dimers near the jamming transition. In this work, we
restricted ourselves to the vibrational properties of the
unstressed system. Of course, these findings should be
supplemented with studies of original, stressed systems.
We are now working on this direction.
As a final remark, we would compare the vibrational
properties of dimers with those of ellipsoids [29, 31]. The
characteristic frequencies of the rotational bands scale
linearly with α− 1 in ellipsoids, which is the same as the
scaling behavior of ωR in dimers. On the other hand, el-
lipsoids have the quartic vibrational modes in the lowest-
frequency region, which are totally absent in dimers. In-
stead, dimers have the extended rotational plateau in the
vDOS, which does not appear in the vDOS of ellipsoids.
We tentatively attribute these differences in vibrational
properties to the difference between “hypostaticity” of
ellipsoids and “isostaticity” of dimers. However, for a
deeper understanding of the rotational plateau modes in
dimer packings, we need further numerical and theoreti-
cal studies.
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Appendix A: Moment of inertia of a dimer
In this appendix, we provide the formulation of the
moment of inertia of a dimer i, Ii.
We set a coordinate system, (x, y), on the dimer parti-
cle that is illustrated in Fig. 1. We set the origin of this
coordinate system at the center of the dimer, and x and
y axes along the major and the minor axes of the dimer,
respectively. Then, the moment of inertia of the dimer i,
Ii, is formulated as
Ii =
∫ ai/2
−ai/2
dx
∫ y(x)
−y(x)
dy ρi
(
x2 + y2
)
(A1)
= ρi
∫ ai/2
−ai/2
dx 2x2y(x) + ρi
∫ ai/2
−ai/2
dx
2
3
y(x)
3
, (A2)
where ρi is an areal density of the 2D dimer i with:
ρi =
m
ai2
2α2
[
pi − cos−1 (α− 1) + (α− 1)√α(2− α)] ,
(A3)
and y(x) is
y(x) =

√
b2
4 −
(
x− a−b2
)2
, x ≥ 0,√
b2
4 −
(
x+ a−b2
)2
, x < 0.
(A4)
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By performing the integration in Eq. (A2), we obtain the
moment of inertia Ii as
Ii = ai
2C(α), (A5)
where C(α) is a function of only the aspect ratio α:
C(α) =
2α2
pi − cos−1 (α− 1) + (α− 1)√α(2− α)

∫ 0
−1/2
dx
√
1
4α2
−
(
x+
α− 1
2α
)2[
2x2 +
2
3
(
1
4α2
−
(
x+
α− 1
2α
)2)]
+
∫ 1/2
0
dx
√
1
4α2
−
(
x− α− 1
2α
)2[
2x2 +
2
3
(
1
4α2
−
(
x− α− 1
2α
)2)] .
(A6)
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FIG. 16. α dependency of C(α), shown in Eq. (A6).
The behavior of C(α) is shown in Fig. 16.
Appendix B: Dynamical matrix
Here, we provide the explicit formulations of the el-
ements of dynamical matrix, Mkl, defined in Eq. (6)
(k, l = 1, . . . , dfN).
The distance between the monomer ki of the dimer i
and the monomer kj of the dimer j is formulated as
rkikj =
√
X2kikj + Y
2
kikj
, (B1)
Xkikj = xj − xi +
α− 1
2
[
bjnj cos
ϕj√
Ij
− bini cos ϕi√
Ii
]
,
(B2)
Ykikj = yj − yi +
α− 1
2
[
bjnj sin
ϕj√
Ij
− bini sin ϕi√
Ii
]
,
(B3)
where ni (nj) takes values of 1 or −1 to represent the
monomer of the dimer i (j). Additionally, the force
fkikj and the stiffness κkikj acting between these two
monomers (which correspond to the first and second
derivatives of the potential, Eq. (1), respectively) are
fkikj ≡

σij
(
1− rkikj
σij
)
H
(
1− rkikj
σij
)
, (B4)
κkikj ≡

σij2
H
(
1− rkikj
σij
)
, (B5)
where we recall that H(x) is the Heaviside step function:
H(x) = 1 for x ≥ 0 and H(x) = 0 for x < 0. Then, we
can formulate the elements of dynamical matrix, Mkl,
as follows. Note that we use variables ξi to designate
elements of the dynamical matrix (ξ = x, y, ϕ) in the
following. In the sense of the definition in Eq. (6), this
should be converted as k = df (i− 1) + nξ, where nξ = 1
for ξ = x, nξ = 2 for ξ = y, nξ = 3 for ξ = ϕ. We recall
here that ki is a set of integers composed of (i, ni), and
represents a monomer of dimer i.
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The elements for i = j are
Mxaxa =
N∑
i6=a
∑
nani
(
κkaki +
fkaki
rkaki
)
X2kaki
r2kaki
− fkaki
rkaki
, (B6)
Myaya =
N∑
i6=a
∑
nani
(
κkaki +
fkaki
rkaki
)
Y 2kaki
r2kaki
− fkaki
rkaki
, (B7)
Mϕaϕa =
N∑
i6=a
∑
nani
(
κkaki +
fkaki
rkaki
)(
bana(α− 1)
2rkaki
√
Ia
)2(
−Xkika sin
ϕa√
Ia
+ Ykaki cos
ϕa√
Ia
)2
− fkaki
bana(α− 1)
2rkaki
√
Ia
(
bana(α− 1)
2
√
Ia
− Xkaki√
Ia
cos
ϕa√
Ia
− Ykaki√
Ia
sin
ϕa√
Ia
)
, (B8)
Mxaya =
N∑
i6=a
∑
nani
(
κkaki +
fkaki
rkaki
)
XkakiYkaki
r2kaki
, (B9)
Mxaϕa =
N∑
i6=a
∑
nani
−
(
κkaki +
fkaki
rkaki
)
Xkaki
rkaki
bana(α− 1)
2rkaki
√
Ia
(
Xkaki sin
ϕa√
Ia
− Ykaki cos
ϕa√
Ia
)
+ fkaki
bana(α− 1)
2rkaki
√
Ia
sin
ϕa√
Ia
,
(B10)
Myaϕa =
N∑
i6=a
∑
nani
−
(
κkaki +
fkaki
rkaki
)
Ykaki
rkaki
bana(α− 1)
2rkaki
√
Ia
(
Xkaki sin
ϕa√
Ia
− Ykaki cos
ϕa√
Ia
)
− fkaki
bana(α− 1)
2rkaki
√
Ia
cos
ϕa√
Ia
,
(B11)
15
and the elements for i 6= j are
Mxixj =
∑
ninj
−
(
κkikj +
fkikj
rkikj
)
X2kikj
r2kikj
+
fkikj
rkikj
, (B12)
Myiyj =
∑
ninj
−
(
κkikj +
fkikj
rkikj
)
Y 2kikj
r2kikj
+
fkikj
rkikj
, (B13)
Mϕiϕj =
∑
ninj
−
(
κkikj +
fkikj
rkikj
)
binibjnj(α− 1)2
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