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Abstrakt 
Tato práce se zabývá předzpracováním dat při získávání znalostí z databází. Konkrétně několika 
metodami diskretizace, doplňování chybějících hodnot a normalizace. V práci je vysvětlen postup při 
návrhu aplikace diskretizujicí numerické atributy databáze. Metody byly úspěšně otestovány a 
výsledky jsou v této práci uvedeny. 
 
 
 
 
Abstract 
This thesis discusses preprocessing methods in knowledge discovery. There are four methods of 
discretization, filling in the missing values and normalization is investigated. There is closer view on 
building the application which discretizate numeric atribute in database. All methods were 
successfully tested and the results were added. 
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1 Úvod 
V této bakalářské práci se zabývám problematikou předzpracování dat při získávání znalostí 
z databází. Téma jsem si vybral, protože získávání znalostí je mladý a rychle se rozvíjející obor, který 
v sobě skýtá velký potenciál a mohu v něm uplatnit znalosti z několika disciplín. Dá se předpokládat, 
že v budoucnu bude potřeba získávání různorodých a užitečných informací z databází stále 
naléhavější. Množství dat, které dnešní svět vyprodukuje, čím dál rychleji roste, a proto se hledají 
cesty, jak se s těmito daty vypořádat a dalším způsobem je využít. Samotný obor nachází uplatnění 
v bankovním sektoru a pojišťovnictví, telekomunikacích, marketingu nebo i v průmyslu. Důležitým 
odvětvím je také medicína a genetické inženýrství. Takto získané znalosti lze efektivně využít pro 
podporu rozhodování a tím častěji dosáhnout očekávaných výsledků. 
Data se musí nejdříve zpracovat do podoby umožňující vyhledávat samotné znalosti. 
Záznamy v datech jsou často neúplné, zkreslené, uložené na několika různých místech a nebo je jich 
příliš mnoho. Tyto záznamy jsou čištěny, modifikovány nebo redukovány, aby byly vhodně 
uzpůsobeny pro samotné dolování znalostí. Já se v této práci zabývám doplňováním chybějících 
hodnot, částečně normalizací a hlavně diskretizací dat. Celý proces samotného předzpracování dat je 
natolik obsáhlá etapa získávání znalostí z dat, že ve zde vymezeném prostoru by nebylo možné 
obsáhnout a popsat všechny využívané postupy a metody. 
 Kapitola 2 se podrobněji zabývá tímto nově vzniklým oborem. Vymezuji v ní pojem 
získávání znalostí z databází  a uvádím vlastnosti, které musí získaná informace splňovat, aby mohla 
být považována za znalost. Zmiňuji se i o business intelligence, dnes velice populárním pojmu. 
Poslední podkapitola popisuje proces získávání znalostí a jednotlivé etapy, ze kterých se skládá. 
 Kapitolu 3 věnuji samotnému předzpracování dat. V úvodu kapitoly popisuji etapy tvořící 
předzpracování dat a zdůvodňuji potřebu předzpracování z pohledu celého procesu získávání znalostí. 
Další podkapitoly se zabývají klasifikací typů atributů, čištěním dat,  integrací. V podkapitole 3.5 se 
zabývám diskretizací, což je hlavní část této práce. Rozebírány jsou čtyři různé metody.  
 Kapitola 4 popisuje návrh samotné aplikace, která je součástí praktické části této bakalářské 
práce. Uvádím diagram tříd a popisuji, jakým způsobem bude aplikace využívána.    
 Následuje kapitola 5, ve které se zabývám implementací aplikace. Vysvětluji v ní zvolené 
postupy implementace, kterými jsem jednotlivé metody předzpracování řešil. V podkapitole 5.5 
popisuji prostředky, které jsem použil pro implementaci grafického uživatelského rozhraní. 
 Poslední podkapitola je věnována výsledkům získaným jednotlivými metodami 
předzpracování dat. Také zde uvádím srovnání s dalším nástrojem určeným k získávání znalostí dat, 
jehož součástí jsou i moduly pro předzpracování dat. 
 3 
 
2 Získávání znalostí z databází 
2.1 Jak obor vznikl 
Ke konci minulého století se rapidně začala zvyšovat schopnost generovat, získávat a shromažďovat 
velké množství dat. Výpočetní technika se postupně stala každodenní součástí života mnoha lidí. 
Nejen v obchodním styku byly využity čárové kódy, kartotéky pacientů se začaly uchovávat 
v elektronické podobě, úřady se propojily a přešly na velké společné databáze. Vědci měli k dispozici 
mnohem větší výpočetní sílu, mohli vygenerovat větší množství dat. Všechny obory ale měly jedno 
společné, s nárůstem objemu dat vyvstala potřeba tato data dále zpracovávat a získávat z nich další 
užitečné informace využitelné pro různé analýzy, podporu řízení, správy a rozhodování.  
 Nastalý stav vyústil ve vznik technologie tzv. datových skladů, která umožňuje řešit úlohy 
zaměřené hlavně na interakční dotazování pomocí analytických nástrojů technologie OLAP (Online 
Transaction Processing). Další snahou bylo poskytnutí nástrojů a metodiky pro automatizování 
analýzy dat. Vznikl tak nový počítačový obor zabývající se získáváním znalostí z databází. 
Následující kapitola částečně čerpá z [1][2]. 
2.2 Bližší pohled 
V [1] je získávání znalostí z databází specifikováno takto: 
Jde o automatizovanou extrakci modelů dat představujících znalost, která je obsažena v 
datech uložených v rozsáhlých databázích, datových skladech, na webu či v jiných 
rozsáhlých úložištích dat nebo proudech dat. 
 
Při získávání znalostí z databází využíváme poznatky z mnoha oborů, jako jsou matematická 
statistika, strojové učení, databázová technologie a řada dalších. Získané znalosti reprezentují vzory a 
modely dat, na které existují některé požadavky, které musí být splněny, abychom je mohli považovat 
za nově nabytou znalost. Těmito požadavky jsou: 
• Netriviálnost – za znalost nelze považovat například informaci získanou pouze na základě 
použití agregační funkce při dotazu nad databází. Nabytá informace musí být získána 
formálně propracovaným netriviálním způsobem.  
• Skrytost – informace nesmí být z dat na první pohled zřejmá. Původní struktura databáze 
nebyla navrhnuta za účelem ukládání takové znalosti.  
• Potenciální užitečnost – určuje jakou měrou může být nově získaná znalost využita pro 
podporu nějakého rozhodnutí.  
 
Znalost zpravidla reprezentují vzory a modely dat, které se v datech vyskytují často. Toho se 
využívá při analýze nákupů, kdy se vyhledávají položky, které zákazníci často kupují společně. To se 
nazývá analýzou nákupního košíku. Dalším využitím může být modelování odezvy na marketingovou 
kampaň cílenou na určitou skupinu zákazníků nebo identifikace stávajících klientů, kteří se chystají 
odejít ke konkurenci. Odchod klienta můžeme předpovědět třeba na základě jeho snížené aktivity a 
zvýšeného počtu stížností ohlášených v zákaznickém centru. 
Existují ale situace, kdy chceme naopak vyhledávat vzory, které se vyskytují zřídka a mohou 
představovat například neobvyklé chování zákazníků a tím pomoci odhalit různé podvody nejen 
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v bankovnictví a pojišťovnictví. Změnu chování může představovat výskyt neobvyklých transakcí na 
účtu klienta banky. Hledáním neobvyklého chování a pohybu osob ve sledovaném prostoru lze 
zabránit útokům teroristů. Jiné využití může být při analýzách elektronické pošty a vyhledávání 
nežádoucích zpráv.   
Abychom mohli získat nějakou znalost, potřebujeme dostatečně kvalitní data, která popisují 
daný problém, který chceme řešit. V datech se můžou vyskytovat chybějící nebo špatně zadané 
hodnoty a další nepřesnosti. Dalším požadavkem je dostatečné množství relevantních dat. Už výše 
jsem zmínil využití datových skladů. Ty sice nemusíme využívat, ale práci mohou značně ulehčit. 
Data se nachází na jednom místě, standardizovaná a v určité kvalitě. Celkově jsou pro získávání 
znalostí lépe uzpůsobeny. Přípravou dat se zabývá předzpracování dat, tedy jeden z významných 
kroků v celém procesu získávání znalosti.  
Pro tento obor se používá několik pojmenování. Obvykle se uvádí pod pojmem dolování dat 
nebo dolování z dat, ve skutečnosti se ale jedná pouze o jeden z kroků celého tohoto procesu. Méně 
často se používá označení bagrování dat. 
Další pojem související se získáváním znalostí je business intelligence. Pojem označuje 
metody, techniky a podpůrné nástroje a technologie sloužící pro podporu rozhodování. Cílem je v co 
nejkratší době mít k dispozici relevantní data. Obrázek 2.1 znázorňuje vztah mezi potenciálem 
podpory rozhodování, množstvím dostupných prostředků a role jednotlivých uživatelů zapojených do 
celého procesu.  
 
 
 
 
 
Obrázek 2.1: Vztah dolování dat a business intelligence (převzato z [1]) 
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2.3  Proces získávání znalostí 
Proces získávání znalostí se skládá z několika fází. Ty se často v iteracích opakují. Jednotlivé fáze 
spolu souvisí, ale pořadí nemusí být pevně dodrženo. V závislosti na výstupu provedené fáze je 
možné se vrátit a provést ji celou nebo její část znovu tak, aby bylo dosaženo požadovaného výstupu. 
Obrázek 2.2 znázorňuje celý proces. Z něj také vidíme, že dolování dat je jenom část celého procesu. 
 
 
 
 
1. Čištění dat – odstranění zašuměných a nekonzistentních dat. 
2. Integrace dat – pocházejí-li data z více zdrojů, provádíme jejich integraci a sjednocení. Často se 
tak děje společně s čištěním dat, která jsou pak ukládána do datového skladu. 
3. Výběr dat – cílem tohoto kroku je vybrat data relevantní pro řešenou úlohu. 
4. Transformace dat – data jsou převedena do formy vhodné pro dolování například použitím 
sumarizace nebo agregace. Někdy se tento krok provádí ještě před výběrem dat. Může být 
provedena i redukce dat, čímž se docílí menší reprezentace dat bez ztráty integrace. 
5. Dolování dat – hlavní krok získávání znalostí, jehož prostřednictvím nalézáme požadované vzory 
a modely dat použitím konkrétního sofistikovaného algoritmu. 
6. Vyhodnocení modelů a vzorů – záměrem je určit skutečnou zajímavost nalezených vzorů. 
7. Prezentace znalosti – získaná znalost je převedena do formy srozumitelné uživateli. 
 
Kroky 1 až 4 patří do předzpracování dat, kterým se budu podrobněji zabývat v kapitole 3. 
Obrázek 2.1: Proces získávání znalostí z databáze 
Obrázek 2.2: Proces získávání znalostí z databáze 
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3 Předzpracování dat 
Kapitola 3 vysvětluje proč je důležité data předzpracovávat, uvádí jeho jednotlivé kroky, popisuje 
základní dělení atributů a hlavně se věnuje různým metodám diskretizace, tématu, kterému je 
věnována velká část praktické části této práce. V kapitole částečně čerpám z [1][2]. 
3.1 Úvod do předzpracování dat 
Abychom dosáhli požadovaných výsledků pří získávání znalostí, musíme vycházet z dat, kterým 
rozumíme a můžeme jim důvěřovat. Data často pocházejí z několika rozlišných zdrojů a obsahují 
mnoho nesprávných nebo chybějících hodnot a jsou nekonzistentní. Některé atributy mohou chybět 
úplně, protože při návrhu databázové struktury se nepočítalo s tím, že by mohly být potřeba. 
K takovým chybám v datech dochází mnoha způsoby, ať už je to špatný návrh aplikace pro sběr dat, 
nedostačující ošetření vstupů od uživatele nebo chybou ve výpočetní technice. Taková data potom 
vedou k nepřesnému nebo zcela špatnému výsledku. Zpracováním dat do formy vhodné pro získávání 
znalostí se zabývá předzpracování dat.  
Tuto část procesu lze rozdělit do několika úloh. Přesné zařazení jednotlivých úkonů nemusí být 
striktně dodrženo. Například odstranění redundance dat lze chápat jako čištění dat a zároveň i jako 
redukci dat. Těmito úlohami jsou: 
• Čištění dat – spočívá v doplnění chybějících hodnot, nalezení a odstranění odlehlých 
hodnot a odstranění nekonzistencí. Nebudou-li uživatelé důvěřovat datům, ze kterých 
vycházíme, nebudou pro ně důvěryhodné ani výsledky, kterých jsme dosáhli.  
• Integrace dat – získaná data mohou pocházet z různých zdrojů jako jsou databáze, datové 
kostky nebo soubory. Atributy mohou mít různá jména v několika databázích, přitom ale 
označují stejnou vlastnost a to způsobuje redundanci a nekonzistenci dat. Proto je nutností 
data integrovat do přijatelné podoby. 
• Transformace dat – pro některé metody je vhodnější použít transformovaná data. 
Transformací se rozumí například normalizace, při které se původní rozsah hodnot převede 
na vhodnější, například [0.0, 0.1]. Další operací je agregace, která se často provádí před 
uložením dat do datového skladu. 
• Redukce dat – často nepotřebujeme všechna data, která máme k dispozici. Celý proces lze 
urychlit vyjmutím nepotřebných a nerelevantních dat při zachování vlastností původního 
souboru hodnot. Obvykle se používá již zmíněná agregace, redukce dimenzionality a 
redukce počtu hodnot.  
• Diskretizace dat – jedná se o formu redukce dat, při které se původní numerická data 
nahrazují kategorickým atributem a tím se značně snižuje mocnost dat při uspokojivém 
zachování původní informace. 
3.2 Klasifikace typů atributů 
Atributy se rozlišují do tří základních skupin v závislosti na vlastnostech oboru hodnot: 
• Kvantitativní (numerický) – obor hodnot je spojitý a má definováno uspořádání (např. 
vzdálenost, rychlost). 
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• Kategorické – není definováno uspořádání, kardinalita atributu je nízká. (např. názvy, typ 
počítače, velikost oblečení, různé kategorie) 
• Ordinální – je definováno uspořádání, kardinalita je nízká (např. vojenská hodnost). 
3.3 Čištění dat 
Data získaná ze skutečného světa bývají často nekompletní, zašuměná a nekonzistentní. Při čištění dat 
se snažíme tato data doplnit, identifikovat odlehlé hodnoty a nekonzistence napravit.  
 
 
3.3.1 Chybějící hodnoty 
Chybějící hodnoty atributu mohou negativně ovlivnit výsledek celého procesu. Musíme zvážit, jak 
velký je podíl chybějících hodnot a způsob, jak s nimi naložit. Existuje několik metod [2]: 
1. Ignorování celého záznamu – metoda je vhodná, pouze chybí-li v záznamu další hodnoty 
jiných atributů.  
2. Ruční doplnění hodnot – tento způsob lze aplikovat pouze pro malý objem dat. U 
rozsáhlých databází není proveditelný z důvodu velké časové náročnosti.  
3. Použití globální konstanty – všechny chybějící hodnoty se nahradí předem zvolenou 
společnou konstantou (např. NULL, 0). Při vyšším výskytu chybějících hodnot může 
negativně ovlivnit celý výsledek, protože dolovací algoritmus bude zvolenou hodnotu 
nesprávně považovat za zajímavý vzor. 
4. Použití průměrné hodnoty – použije se průměrná hodnota zbývajících hodnot atributu. 
5. Použití mediánu – chybějící hodnota se nahradí mediánem souboru hodnot atributu 
6. Použití průměrné hodnoty všech vzorků patřících do stejné třídy – použije se průměrná 
hodnota všech záznamů patřících do stejné třídy. Využívá se při klasifikaci. 
3.3.2 Zašuměná data 
Šumem v datech se rozumí náhodné chyby a odchylky. Ty můžou vzniknout vlivem lidského faktoru, 
chybou programu nebo použitím špatného kódování či formátování hodnot (např. pro datum). 
Následující techniky se využívají pro vyhlazení zašuměných dat: 
1. Plnění do košů – lokálně vyhlazuje setříděná numerická data. Při plnění se hodnoty 
rozřazují do tzv. košů, přičemž v každém koši je stejný počet hodnot. Následně se všechny 
hodnoty v koši nahradí buď průměrem nebo mediánem koše. Odpovídající hodnoty z košů 
Obrázek 3.1: Čištění dat (převzato z [2]) 
 8 
 
pak nahrazují původní hodnoty souboru dat. Jinou možností je vyhlazení hranicemi košů, 
při kterém se minimální a maximální hodnota v koši stanou hranicemi koše. Následně jsou 
hodnoty v koši nahrazeny hranicí tomuto bodu nejbližší. Plnění do košů patří 
mezi diskretizační metody, o kterých se podrobněji zmiňuji v kapitole 3.5. 
2. Regrese – data se vyhlazují nahrazením původních hodnot hodnotami regresivní křivky. Při 
lineární regresy se hledá přímka, která nejlépe aproximuje body dvou atributů tak, aby 
jeden mohl být použit pro predikci toho druhého. 
3. Shlukování – hledají se shluky hodnot, které k sobě mají nejblíže. Pomocí shlukování lze 
odhalit odlehlé hodnoty, které nenáleží do žádných ze shluků.  
3.4 Integrace a transformace dat 
Pro získání nějaké znalosti jsou často potřeba data z mnoha rozlišných zdrojů. Pro účely dolování je 
nezbytné převést je do odpovídající formy. Úlohy tímto se zabývající se nazývají integrace a 
transformace dat. 
 
Mezi hlavní problémy, které integrace řeší, patří [1]: 
• Konflikty schématu – integrace řeší konflikty na úrovni schématu zejména pomocí metadat. 
Ke konfliktům může dojít, pocházejí-li data z různých zdrojů, které sice popisují stejnou 
skutečnost, ale jiným schématem databáze.  
• Konflikty hodnot – odpovídající si atributy obsahují různé hodnoty, což je způsobeno 
například použitím různého formátu pro zápis stejné informace. 
• Konflikty identifikace – pro identifikaci totožných objektů reálného světa mohou být užity 
různé způsoby.  
• Redundance – jedná se o více výskytů stejné nebo odvoditelné informace v datech. Někdy 
lze najít redundanci i pomocí silné korelace mezi dvěma atributy. Eliminací redundance lze 
proces získávání znalostí výrazně urychlit.  
 
Transformace dat obvykle zahrnuje [1]: 
• Agregaci – data jsou agregována, toho se obvykle využívá při plnění datových skladů. 
• Generalizaci – data jsou nahrazena koncepty z konceptuální hierarchie. Například hodnoty 
numerického atributu věk mohou být nahrazeny hodnotami nezletilý, dospělý, důchodce. 
Obrázek 3.1: Integrace a transformace dat (převzato z [2]) 
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• Normalizace – numerická data jsou transformována mapováním na rozsah specifického 
intervalu, například <0.0, 1.0>, protože to vyžaduje daný dolovací algoritmus nebo by s 
nezmodifikovaným souborem hodnot mohlo dojít k nepříznivému ovlivnění výsledku. 
• Konstrukce atributů – jedná se o vytváření odvozených atributů vhodnějších pro samotnou 
úlohu dolování.  
 
Zde se ještě zmíním o min-max normalizaci, při které dochází k lineární transformaci 
původního atributu na nový požadovaný rozsah. Vztah pro výpočet hodnoty znormalizované do 
rozsahu intervalu <0, 1> je  
)..xmin(x)..xmax(x
xxminx
x
i1i1
i
i
−
−
=′
)..( 1
,                                              (3.1) 
kde ix′ značí původní hodnotu transformovanou do nového rozsahu, )..( 1 ixxmin a 
)..( 1 ixxmax  je nejmenší, respektive největší hodnotou původního souboru hodnot. 
3.5 Diskretizace dat 
Diskretizací dat se redukuje počet hodnot daného číselného spojitého atributu. Toho se docílí 
rozdělením jeho rozsahu hodnot na intervaly, kterými se pak původní hodnoty nahradí. Takto získaný 
kategorický atribut, s menším počtem hodnot, zjednodušuje původní data při dostatečném zachování 
původní informace a zároveň urychluje následný proces dolování znalostí.  
 Metody diskretizace lze rozdělit do několika tříd například podle toho, jestli je diskretizace 
prováděna od menších celků k větším nebo naopak. Pokud diskretizace začíná nalezením jednoho 
nebo několika bodů, kterými se rozsah hodnot rozdělí a pak se tento postup rekurzivně aplikuje na 
výsledné intervaly, jedná se o diskretizaci shora dolů. Druhý přístup považuje na začátku všechny 
body atributu za potenciálně rozdělující rozsah hodnot a pak některé z nich postupně spojuje do 
výsledných intervalů. Postup je opět rekurzivně aplikován na výsledné intervaly. Zde se jedná o 
diskretizaci zdola nahoru. 
 U prvních tří, zde uvedených metod, se jedná o postup shora dolů. Postup zdola nahoru je 
uplatněn u diskretizace adaptivním slučováním intervalů. 
3.5.1 Diskretizace na intervaly stejné šířky 
Algoritmus rozděluje rozsah hodnot atributu na intervaly stejné šířky. Šířka intervalu se určí vztahem 
rozsah_hodnot/počet_intervalů. V praxi se šířka posledního intervalu přizpůsobí. Nevýhodou je, že 
mohou vznikat intervaly, do kterých nespadne žádná z hodnot a zároveň se odlehlé hodnoty mohou 
stát dominantními. Tento problém lze řešit odstraněním určitého procenta krajních, tedy potenciálně 
odlehlých, hodnot.  
Uvádím příklad diskretizace souboru těchto hodnot: 1, 3, 3, 6, 9, 9, 9, 10, 12, 18, 18,  26, 28, 
28, 30, 30. Zvolená šířka intervalu je 6. 
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Interval Hodnoty 
[1, 7) 1, 3, 3, 6 
[7, 13) 9, 9, 9, 10, 12 
[13, 19) 18, 18 
[19, 25) - 
[25, 30] 26, 28, 28, 30, 30 
Tabulka 3.1: Diskretizace do šířky 
3.5.2 Diskretizace na intervaly stejné hloubky 
Metoda rozděluje rozsah hodnot atributu na intervaly přibližně stejné hloubky. Hloubkou se rozumí 
počet hodnot spadajících do daného intervalu. Narozdíl od předchozí metody není náchylná na 
odlehlé hodnoty a nikdy se nestane, že bude vytvořen interval, do kterého nenáleží žádná z hodnot.   
Další příklad ukazuje rozdělení výše uvedených hodnot do intervalů o hloubce 4. 
 
Interval Hodnoty 
[1, 6] 1, 3, 3, 6 
[9, 10] 9, 9, 9, 10 
[12, 26] 12, 18, 18, 26 
[28, 30] 28, 28, 30, 30 
Tabulka 3.2: Diskretizace do hloubky 
3.5.3 K-means 
Algoritmus k-means patří k nejznámějším metodám shlukování založených na rozdělování. Ty 
rozdělují n bodů do k tříd, přičemž musí platit k≤n. Zařazení bodů se řídí podobností jednotlivých 
bodů, která se u metody k-means určuje pomocí vzdálenostní funkce bodu od středu shluku, který 
reprezentuje aritmetický průměr všech bodů v daném shluku již zařazených.  
 
 Na vstupu algoritmu je zvolený počet shluků k. Poté se ze souboru bodů náhodně vybere 
k hodnot, kde každá reprezentuje střed jednoho shluku. Všechny ostatní body jsou zařazeny do 
příslušejících shluků na základě vzdálenosti od jejich středů. Pro každý shluk se vypočítá nový střed. 
Obrázek 3.2: Shlukování bodů pomocí metody k-means (převzato z [2]) 
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Poté se body přerozdělí a celý proces se opakuje. Jako podmínka ukončení iterace se používá suma 
čtverců chyb všech objektů v databázi. Iteraci lze také ukončit, pokud už nedojde k přeřazení žádného 
z bodů.  
Algoritmus je celkem spolehlivý, tvoří-li data poměrně dobře oddělené kompaktní shluky. 
Výpočetní složitost algoritmu je Ο(nkt), kde n představuje celkový počet bodů, k je počet shluků a t 
značí počet iterací. Díky své složitosti lze dobře použít na větší objemy dat. 
Jeho nevýhodou je, že uživatel musí zadat počet shluků a také to, že je náchylný na zašuměná 
data a odlehlé hodnoty. Dalším negativem může být časté uvíznutí v lokálním minimu, způsobené 
náhodným zvolením počátečních středů shluků. 
Algoritmus k-means [2]: 
1. libovolně zvol k středů shluků z množiny hodnot D 
2. opakuj 
3.       přiřaď každý bod do shluku, k jehož středu má nejmenší vzdálenost 
4.       vypočítej střed každého shluku 
5. dokud body jsou přeřazovány 
 
Existuje několik dalších variant metody k-means. Mohou se lišit ve způsobu výběru 
počátečních bodů, kritériu pro určení podobnosti nebo způsobu výpočtu středu shluku. Více se lze 
dočíst v [2]. 
3.5.4 Metoda adaptivního slučování 
Jedná se o metodu diskretizace numerických atributů, která bere v potaz jak vzdálenost jednotlivých 
bodů, tak i váhu (počet výskytů) hodnot. Startovním bodem metody je setřídění numerických hodnot 
atributu a vytvoření jednoprvkových intervalů tak, že každý interval reprezentuje právě jednu hodnotu 
z rozsahu hodnot atributu. Následné se spojují sobě nejbližší intervaly.   
Převzato z [3]: 
Kritéria rozhodující o tom, které intervaly jsou nejbližší, jsou následující: 
Máme-li n intervalů i1, i2, … in a každý z intervalů ii má svůj reprezentativní střed c a 
obsahuje hodnoty {x1, x2, … xk}, pak lze definovat průměrnou vzdálenost uvnitř 
libovolného takového intervalu i jako: 
),,(1),(
1
cxDw
k
ciDist i
k
i
di∑
=
=                                          (3.2) 
kde k je počet hodnot intervalu i, wi je počet výskytů dané hodnoty (váha hodnoty) 
a Dd(xi,c) je vzdálenost bodů od reprezentativního středu intervalu i, která je definována 
následujícím vztahem: 
∑
=
−=
k
i
iid cxcxD
1
),(                                                        (3.3) 
Na základě takto definované průměrné vzdálenosti uvnitř intervalu lze odvodit 
průměrnou vzdálenost uvnitř vzniklého spojením dvou sousedních intervalů. Tím je 
definována vzdálenost mezi dvěma intervaly (rozdíl mezi intervaly): 
)(),( ij
ji
ji
ji ccNN
NN
ccDiff −
+
= ,                                     (3.4) 
kde ci a cj jsou reprezentativní středy obou intervalů, které spojujeme, Ni a Nj jsou 
počty prvků v obout intervalech. V daném okamžiku se samozřejmě budou spojovat ty 
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intervaly, mezi nimiž je vzdálenost nejnižší. Je zřejmé, že tato metrika zohledňuje jak 
vzdálenost mezi body, tak i jejich hustotu. 
Reprezentativní střed intervalu získáme jako aritmetický průměr všech hodnot 
uvnitř daného intervalu. Reprezentativní střed tedy získáme jako 
∑
∑
=
=
= k
i
i
k
i
ii
x
wx
c
1
1
,                                                                    (3.5) 
Kde xi jsou prvky uvnitř intervalu, každý prvek má v intervalu wi výskytů a celkem 
interval obsahuje k prvků. 
 
Celý proces spojování intervalů se iterativně opakuje, dokud není splněna ukončovací 
podmínka. Ta může být následující: 
dcc ii 31 >−+                                                                  (3.6) 
Podmínka říká, že vzdálenost středů každých dvou sousedních intervalů musí být větší než 
trojnásobek průměrné vzdálenosti všech sousedních hodnot. V závislosti na charakteristikách souboru 
hodnot lze pro získání lepších výsledků podmínku upravit. 
 Tabulka 3.3 uvádí získané intervaly pro tento soubor hodnot: 1, 3, 3, 6, 9, 9, 9, 10, 12, 18, 18,  
26, 28, 28, 30, 30. 
 
 
Interval Hodnoty 
[1, 3] 1, 3, 3 
[6, 6] 6 
[9, 10] 9, 9, 9, 10 
[12, 12] 12 
[18, 18] 18, 18 
[26, 28] 26, 28, 28 
[30, 30] 30, 30 
Tabulka 3.3: Metoda adaptivního slučování 
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4 Návrh aplikace 
V praktické části této práce se budu zabývat návrhem, implementací a testováním samotné aplikace. 
Cílem je vytvořit program v programovacím jazyce Java, který implementuje zvolené metody 
předzpracování dat. Dalším bodem zadání je ověření funkčnosti aplikace na zvoleném vzorku dat. 
Součástí aplikace má být i grafické rozhraní. Aplikace bude nezávislá na platformě, díky vybranému 
implementačnímu jazyku. Tato kapitola popisuje návrh aplikace. 
 Ke zpracování byly zvoleny 4 metody diskretizace, 3 různé způsoby vypořádání se 
s chybějícími hodnotami a jedna metoda normalizace dat. Všechny metody budou pracovat nad 
numerickými atributy. Jako vstup aplikace poslouží databáze MySQL pro její velkou rozšířenost a 
snadnou dostupnost.  
Obrázek 4.2 znázorňuje základní strukturu aplikace. Snažil jsem se vytvořit tři na sobě co 
nejméně závislé celky. Jeden pro zprostředkování přístupu do databáze, druhý pro samotnou 
reprezentaci načtených dat a práci s nimi a třetím je grafické uživatelské rozhraní. 
Od uživatele se při spuštění aplikace očekává zadání jména a adresy databáze, se kterou chce 
pracovat, a přihlašovacích údajů, pomocí kterých k ní bude připojen. To vše skrze třídu grafického 
uživatelského rozhraní ConnectionPropertiesWindow.  Tato třída předá vstup třídě Connection, která 
vytvoří spojení s databází a získá nezbytné informace. V dalším okně, reprezentujícím třídu 
ChooseTableWindow, si uživatel vybere ze seznamu tabulek, které jsou v dané databázi k dispozici.  
Dále má uživatel dvě možnosti - buď se vrátit a zvolit jinou databázi, nebo vstup potvrdit a nechat 
aplikací načíst zvolenou tabulku. Hlavním grafickým oknem aplikace je třída 
ChooseAttributeWindow. Ta uživateli poskytuje pohled na zvolenou tabulku. Nyní se uživatel opět 
může vrátit na jedno z předchozích oken nebo aplikaci ukončit. V hlavním okně je mu poskytnuta 
volba numerického atributu, který chce předzpracovávat. Může zvolit jeden ze způsobů doplnění 
chybějících hodnot nebo jejich ignorování, zda chce hodnoty znormalizovat a pomocí záložek vybrat 
jednu ze čtyř metod diskretizace. Každá metoda má svoji záložku, protože vyžaduje rozlišné vstupy 
od uživatele. Potvrdí-li uživatel své volby a nechá aplikaci data zpracovat, otevře se poslední 
z grafických oken, a sice ResultWindow. To zobrazuje výchozí tabulku s modifikovanými daty ve 
sloupci, který byl určen pro předzpracování. Lze zadat název, pod kterým má být nově vytvořená 
tabulka uložena do databáze, výsledek operace zrušit nebo celou aplikaci ukončit. Grafické 
uživatelské rozhraní blíže popisuji v kapitole 5.5. 
Jak jsem již zmínil výše, operace nad databází zprostředkovává třída Connection. Po 
připojení k databázi a volbě tabulky jsou informace o všech numerických atributech uchovány ve 
třídě NumericAttributes, o které se podrobněji zmiňuji dále.  
Abstraktní třída Column specifikuje metody dostupné ve třídách, které od ní dědí. Těmito 
třídami jsou ColumnDouble, ColumnFloat, ColumnInteger, ColumnLong. Tyto třídy zapouzdřují data 
zvoleného atributu a operace, které nad nimi lze provádět. Každá třída reprezentuje jiný datový typ. 
Toto rozlišení bylo nezbytné, protože ne všechny kroky předzpracování dat jsou stejné pro desetinná 
a celá čísla (zaokrouhlování atd.). Dalším důvodem je nutnost rozlišovat datový typ dat při načítání 
z databáze a dalšími operacemi nad těmito daty.  
Pro dvě diskretizační metody jsem vytvořil vlastní třídy Adaptive a KMeans, protože tvoří 
komplexnější celky. Všechny ostatní jsou zahrnuty ve třídě Column nebo jejich potomcích. Metody 
předzpracování, které nejsou závislé na datovém typu hodnot, jsou implementovány v rámci třídy 
Column, ty ostatní ve třídách dědících v závislosti na datového typu.  
 Některé metody diskretizace převádí data do podoby využívající intervaly, a proto jsem do 
návrhu začlenil třídu Interval.  
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5 Implementace 
V této kapitole se věnuji samotné implementaci aplikace. Nejdříve popisuji způsob realizace 
doplňování chybějících hodnot, poté normalizace a poslední podkapitola se zabývá implementací 
diskretizačních metod. 
5.1 Třída Interval  
Všechny diskretizační metody, kromě metody K-means, pracují s intervaly. Nově vytvořené intervaly 
následně nahrazují původní hodnoty, které do nich náleží. Z tohoto důvodu jsem vytvořil univerzální 
třídu Interval, kterou využívají všechny tři metody. Každá z instancí třídy reprezentuje jeden interval.  
 
 
Obrázek 5.1: Třída Interval 
 
Na obrázku 5.1 je třída znázorněna. Uchovává v sobě i zda je interval otevřený nebo 
uzavřený. Instanci třídy vytvářím konstruktorem Interval(), kterému předávám čtyři parametry 
v následujícím pořadí: levá hranice, pravá hranice, otevřený zprava, otevřený zleva. Metodou 
intersection() zjišťuji, zda hodnota, která jí byla předána, do intervalu náleží. Metoda toString() zase 
vrací řetězcovou reprezentaci intervalu.  
5.2 Chybějící hodnoty 
Aplikace dává uživateli na výběr tři možnosti, jak se vyrovnat s chybějícími hodnotami. První z nich 
je smazání celého řádku tabulky, ve kterém se chybějící hodnota nacházela. Další dvě chybějící 
hodnotu doplní. Jakým způsobem je popsáno níže. Tato část předzpracování dat se provádí jako první 
krok celého procesu. 
5.2.1 Ignorování záznamu 
Smazání chybějících záznamů provádím zavoláním metody noneFillInMissingValues(). Metoda je 
implementována přímo ve třídě Column, protože u jednotlivých datových typů nejsou žádné 
odlišnosti ve způsobu odstranění chybějících hodnot. Metoda v datovém členu data třídy Column 
vyhledá všechny výskyty hodnoty null a odstraní je. 
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5.2.2 Doplnění aritmetickým průměrem 
Nahrazení chybějících hodnot aritmetickým průměrem se provede zavoláním metody 
averageFillInMissingValues(), která je pro jednotlivé datové typy lehce odlišná. Proto jsem ji ve třídě 
Column deklaroval jako abstraktní a tím zajistil, že bude implementována ve všech třídách od ní 
zděděných a to podle potřeb daného datového typu. Prvním krokem je získání aritmetického průměru 
ze zbylých hodnot data daného číselného atributu. Při výpočtu průměru hodnot celočíselného 
datového typu, je nezbytné výsledek zaokrouhlit zpět na celé číslo.  V dalším kroku se všechny 
hodnoty null nahradí získaným průměrem.  
5.2.3 Doplnění mediánem 
Implementace doplnění chybějících hodnot mediánem je podobná jako implementace doplnění 
aritmetickým průměrem. Metoda má název medianFillInMissingValues() a hodnoty doplňuje 
mediánem získaným ze zbylých hodnot v data.  
5.3 Normalizace 
V případě, že uživatel zadal volbu normalizace dat, je zavolána abstraktní metoda 
minMaxNormalization() třídy Column, která je implementována v jednom z potomků. Ta pomocí 
metod getMinValue() a getMaxValue() stejné třídy zjistí nejmenší a největší hodnotu vyskytující se 
v předzpracovávaných datech. Poté na každou položku z vektoru data aplikuji vzorec 3.1. 
5.4 Diskretizace dat 
V této aplikaci jsem implementoval čtyři různé metody diskretizace dat. Dvě z metod jsou 
implementovány přímo ve třídě Column, popřípadě ve třídě od ní dědící. Protože další dvě metody,  
k-means a metoda adaptivního slučování intervalů, jsou rozsáhlejší, mají každá svoji třídu. Ve třídě 
Column je pak metoda, která vytvoří instanci této třídy a předá jí data ke zpracování. 
5.4.1 Diskretizace do hloubky 
Diskretizace do hloubky se spouští zavoláním metody depthDiscretizate(). V prvním kroku metody se 
všechny hodnoty vzestupně seřadí. Z takto upravených dat se následně vytvářejí intervaly o 
uživatelem zadané hloubce. Levou hranici prvního intervalu tvoří nejmenší hodnota. Pravá hranice se 
hledá postupným procházením následujících hodnot, dokud není splněna požadovaná hloubka 
intervalu. Je-li například hloubka stanovena na 5, musí být v každém intervalu (kromě posledního) 5 
hodnot z diskretizovaných dat. Pátá hodnota by byla pravou hranicí intervalu. Další hodnota větší jak 
levá hranice posledního intervalu se stává levou hranicí následujícího intervalu a celý proces se 
opakuje. Poslední interval může mít jinou šířku z toho důvodu, že počet hodnot nemusí být dělitelný 
zadanou hloubkou intervalu. Vytváří se intervaly z obou stran uzavřené. Nyní zbývá už jen hodnoty 
numerického atributu nahradit odpovídajícími intervaly. Příslušnost hodnoty k intervalu se zjišťuje 
pomocí metody intersection() třídy Interval.  
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5.4.2 Diskretizace do šířky 
Tento způsob diskretizace se provede zavoláním metody widthDiscretizate(), která je ve třídě Column 
uvedena jako abstraktní, a proto musí být implementována i ve třídě, která od ní dědí. V prvním 
kroku metody vytvářím intervaly, které mají uživatelem zadanou šířku a šířka posledního intervalu se 
opět přizpůsobí. Levá hranice prvního intervalu je nejmenší hodnota z diskretizovaných dat. Pravá 
hranice se získá přičtením požadované šířky k levé hranici intervalu. Takto vytvořený interval je 
zleva uzavřený a zprava otevřený. V dalším intervalu se jako levá hranice použije pravá hranice 
intervalu předchozího. Celkový počet intervalů se získá jako podíl rozsah hodnot/šířka. Nakonec 
procházím všechny hodnoty a ty nahrazuji intervaly, do kterých přísluší. U této metody často vznikne 
situace, kdy do některých intervalů nespadne žádná z hodnot. 
5.4.3 Algoritmus k-means 
Jak jsem již zmínil výše, algoritmus k-means je implementován ve své vlastní třídě nazvané KMeans, 
znázorněné na obrázku 5.2. Třída Column pak obsahuje metodu kMeansDiscretizate(), která vytvoří 
instanci této třídy a zavolá její metodu run(), jenž spustí celý algoritmus zařazování do uživatelem 
zadaného počtu shluků. Z třídy Column je počet shluků předán konstruktorem. Následně jsou pomocí 
metody getData() načtena již zdiskretizovaná data.  
Třídu KMeans tvoří dvě vnitřní třídy KValue a KCluster. Třída KValue reprezentuje jednu 
hodnotu numerického atributu a KCluster představuje shluk těchto hodnot. Každý shluk KCluster 
v sobě uchovává své identifikační číslo shluku a hodnotu svého středu. Každá hodnota KValue pak 
drží samotnou hodnotu a informaci o tom, ke kterému shluku přísluší.  
 
 
 
 
Obrázek 5.2: Diagram třídy KMeans 
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Po vytvoření objektu třídy KMeans se vytvoří uživatelem zadaný počet shluků, tedy instancí 
třídy KCluster. Následně je potřeba nastavit počáteční středy shluků. To se provede náhodným 
výběrem hodnot z položek atributu. Nyní procházím všechny body KValue a přiřazuji je do shluků, 
od jejichž středů mají nejmenší vzdálenost. Pro přiřazení bodů do shluků slouží metoda 
assignToCluster(). Jsou-li všechny hodnoty správně přiřazeny, zavolá se metoda updateMeans(), aby 
iniciovala aktualizaci středů všech shluků. Se změnou středů se může změnit i příslušnost 
jednotlivých hodnot ke shlukům. To je i podmínkou pro hlavní cyklus v metodě run(), který běh 
celého algoritmu řídí a zajišťuje iterativní opakování celého procesu.  
 Na konci celého procesu zbývá projít všechny hodnoty, podívat se ke kterému shluku náležejí 
a nahradit je středem tohoto shluku.  
5.4.4 Algoritmus adaptivního slučování intervalů 
Tato metoda diskretizace dat je implementována ve třídě Adaptive. Instance třídy je vytvářena ve třídě 
Column v metodě adaptiveDiscretizate(), přičemž se  jejímu konstruktoru předávají data ke 
zpracování (hodnoty číselného atributu). Celý proces slučování intervalů je spuštěn a řízen metodou 
run().  
Strukturu třídy Adaptive znázorňuji na obrázku 5.3. Skládá se ze dvou tříd vnitřních. Těmi jsou 
AdaptiveValue, reprezentující číselnou hodnotu, a AdaptiveInterval reprezentující samotný interval. 
Objekty třídy AdaptiveValue v sobě zapouzdřují svoji hodnotu, váhu (tj. počet výskytů této hodnoty 
v diskretizovaném atributu) a číslo intervalu, ke kterému náleží.  
  
 
Obrázek 5.3: Diagram třídy Adaptive 
 
Instance třídy AdaptiveInterval si drží počet hodnot spadajících do tohoto intervalu, své číslo pro 
určení identifikace, hodnotu reprezentativního středu, průměrnou vzdálenost bodů od 
reprezentativního středu a průměrnou vzdálenost mezi body náležejícími tomuto intervalu. 
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 Na začátku se zjistí průměrná vzdálenost všech sousedních bodů. Ta je využita v podmínce 
pro ukončení procesu slučování intervalů (viz vzorec 3.6). V dalším kroku metody všechny hodnoty 
vzestupně seřadím. Tyto hodnoty se pak postupně prochází tak, že pro každou odlišnou hodnotu je 
vytvořena nová instance AdaptiveValue a je spočítána její váha. Pro tuto instanci je potom vytvořen 
nový interval AdaptiveInterval. Tím vzniknou jednoprvkové intervaly. Následně se hledají dva vedle 
sebe ležící intervaly, které mezi sebou mají nejmenší vzdálenost, aby mohly být sloučeny do jednoho. 
Vzdálenost dvou intervalů získávám ze vztahu 3.4. Ve třídě Adaptive se o to stará metoda 
distanceOfIntervals(). Intervaly se slučují tak, že všechny prvky z druhého intervalu se přiřadí do 
toho prvního a pravá hranice druhého se stane pravou hranicí prvního. Druhý interval je pak smazán. 
Posledním krokem je aktualizace vlastností intervalu zavoláním metody update() vnitřní třídy 
Interval. Celý proces se iterativně opakuje, dokud není splněna podmínka pro ukončení slučování.  
5.5 Grafické uživatelské rozhraní 
Pro tvorbu grafického uživatelského rozhraní aplikace jsem použil komponenty dostupné v balíku 
javax.swing. Všechna grafická okna, kromě ResultWindow, jsou reprezentována vždy jednou třídou 
zděděnou od  javax.swing.JFrame. Třída ResultWindow dědí od javax.swing.JDialog, protože je jako 
jediné okno modální. Na obrázku 5.4 je ukázka hlavního okna aplikace, které popíšu trochu 
podrobněji. 
 
 
Obrázek 5.4: Hlavní okno aplikace 
 
V tomto okně uživatel vybírá atribut, který se bude předzpracovávat, dále jakým způsobem se 
zpracují chybějící hodnoty, jestli se budou data normalizovat a způsob diskretizace. Velikost okna lze 
měnit, aby bylo možno okno roztáhnout a v tabulce zobrazující data zobrazit více informací. Při 
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vertikální změně velikosti se zvětší pouze tabulka. Tabulku tvoří komponenta JTable a je naplněna 
daty získanými dvěmi metodami třídy Connection -  getAttributesName() vracející záhlaví tabulky 
(názvy atributů) a getTableContent() určené pro získání samotného obsahu tabulky. Pro nabídku 
atributů jsem použil komponentu JList, která umožňuje zobrazit zadané hodnoty jako seznam, 
ve kterém lze označit právě jednu položku. Výběr způsobu doplnění hodnot a volba normalizace tvoří 
objekty JradioButton, jenž jsou přidány do dvou skupin ButtonGroup, čímž jsem vyloučil volbu více 
možností zároveň. Nejdůležitější části je volba diskretizace. Pro tu jsem použil komponentu 
JTabbedPane, která mi umožnila vytvořit několik samostatných záložek a mezi nimi přepínat. Každá 
záložka představuje jednu metodu diskretizace. Na každé záložce je tlačítko JButton s reakcí 
nadefinovanou podle potřeb zvolené metody. 
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6 Výsledky 
V této kapitole se zabývám výsledky předzpracování dat vytvořenou aplikací. V průběhu celého 
vývoje a testování aplikace jsem používal databázi „Bridges“, kterou je možné získat z [7].  Databáze 
celkem obsahuje 13 atributů, z toho 4 numerické.  
Tři níže uvedené tabulky ukazují výsledky tří různých diskretizací atributu „LENGTH“. 
Nejmenší hodnotou atributu je 0 a největší 4 558. Celkem má 108 hodnot, ale vyskytují se v něm i 
chybějící hodnoty reprezentované hodnotou null, kterých je 26. V následujícím příkladu jsou 
nezadané hodnoty ignorovány, tudíž se pracuje pouze s 82 hodnotami.  
Budeme-li výsledek hodnotit z pohledu počtu hodnot v jednotlivých intervalech, je zřejmé, že 
diskretizace na intervaly stejné hloubky se zadanou hloubkou 15 dává nejlepší výsledky. Jednotlivé 
intervaly obsahují téměř stejný počet hodnot. Relativně rovnoměrný počet hodnot v intervalech dává i 
metoda adaptivního slučování intervalů (podmínka 3.6 pro ukončení byla mírně upravena) a 
diskretizace do šířky vrátila, podle očekávání, více jak polovinu všech hodnot zařazených pouze do 
jednoho intervalu. Zvolená šířka intervalu byla 1000, díky čemuž bylo vytvořeno 5 intervalů jako u 
zbývajících metod. Podíváme-li se ale na uvedené intervaly z jiného pohledu, zjistíme, že interval 
[3756, 4558] metody adaptivního slučování oproti intervalu [2264, 4558] metody diskretizace do 
hloubky odhalil shluk tří nejdelších mostů. O tuto informaci jsme přišli kvůli nutnosti do druhého 
zmíněného intervalu přiřadit i hodnoty pohybující se kolem 2300.  
 
 
Interval Počet hodnot 
[0, 1000] 23 
[1030, 1200] 16 
[1240, 1652] 15 
[1690, 2250] 15 
[2264, 4558] 13 
Celkem 82 
Tabulka 6.1: Diskretizace do hloubky (15)  
bez doplnění chybějících hodnot 
 
Interval Počet hodnot 
[0, 1000) 13 
[1000, 2000) 48 
[2000, 3000) 17 
[3000, 4000) 2 
[4000, 4558] 2 
Celkem 82 
Tabulka 6.2: Diskretizace do šířky (1000) 
bez doplnění chybějících hodnot 
 
 
 
Interval Počet hodnot 
[0.0, 1092] 30 
[1120, 1508] 22 
[1620, 2000] 11 
[2122, 3000] 16 
[3756, 4558] 3 
Celkem 82 
Tabulka 6.3: Adaptivní slučování intervalů 
bez doplnění chybějících hodnot 
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 V dalších třech tabulkách uvádím výsledky diskretizace stejného atributu, ale s chybějícími 
hodnotami nahrazenými mediánem zbylých hodnot atributu. Celkový počet hodnot tedy činí 108. Je 
zjevné, že mnohokrát opakující se výskyt stejné hodnoty značně ovlivnil výsledky všech tří způsobů 
diskretizace. Nejrovnoměrnější výsledky poskytla opět metoda diskretizace do hloubky a nejhůře se 
s daty vyrovnala diskretizace do šířky.  
 
 
Interval Počet hodnot 
[0, 1000] 23 
[1030, 1200] 16 
[1240, 1273] 28 
[1300, 1700] 15 
[1710, 2300] 16 
[2365, 4558] 10 
Celkem 108 
Tabulka 6.4: Diskretizace do hloubky (15) 
 
Interval Počet hodnot 
[0, 1000) 13 
[1000, 2000) 74 
[2000, 3000) 17 
[3000, 4000) 2 
[4000, 4558] 2 
Celkem 108 
Tabulka 6.5: Diskretizace do šířky (1000) 
 
 
Interval Počet hodnot 
[0, 0] 1 
[804, 900] 8 
[950, 1092] 21 
[1120, 1200] 9 
[1240, 1365] 33 
[1417, 1508] 6 
[1620, 1730] 6 
[1770, 2000] 5 
[2122, 2423] 12 
[2663, 3000] 4 
[3756, 4558] 3 
Celkem 108 
Tabulka 6.6: Adaptivní slučování intervalů 
 
Ze získaných čísel vyplývá, že nahrazení chybějících hodnot je potřeba provést zejména 
v situacích, kdybychom smazáním celého záznamu přišli o jinak cenné informace. Nenese-li zbytek 
záznamu s chybějící hodnotou informaci potřebnou pro dolování dat, je lepší ho odstranit a tím získat 
méně zkreslená data samotného atributu. Na druhou stranu můžou nastat situace, kdy právě ona 
chybějící hodnota je to, co pro nás představuje cennou informaci a chybějící hodnoty se vůbec 
nenahrazují. 
Hodnoty atributu „LENGTH“ jsem použil i pro otestování shlukovacího algoritmu k-means. 
Chybějící hodnoty jsem nedoplňoval, aby nedocházelo ke zkreslení výsledků. Metodu jsem nechal 
najít 5 shluků. Přeřazování bodů mezi shluky se ukončilo po 48-mi iteracích. Středy shluků a počet 
hodnot do těchto shluků zařazených jsou uvedeny v tabulce 6.7.  
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Střed shluku Počet hodnot 
1005.56 41 
1553.30 20 
2228.14 14 
2790.75 4 
4104.66 3 
Celkem 82 
Tabulka 6.7: Diskretizace k-means (5) 
 
Nalezené shluky přesně odpovídají charakteristice dat zadaného atributu. Krátkých mostů je 
nejvíce (hodnoty atributu jsou nahuštěny u sebe) a s rostoucí délkou se jejich počet snižuje. 
Algoritmus našel shluky sobě nejvíce podobných délek. Při opakovaném spuštění diskretizace 
metodou k-means se výsledky vždy nepatrně liší, což je způsobeno náhodnou volbou počátečních 
středu shluků. Pro srovnání jsem metodu otestoval i na datech znormalizovaných do intervalu  
<0.0, 1.0>. Výsledky jsou uvedeny v tabulce 6.8.  
 
Střed shluku Počet hodnot 
0.22526 44 
0.35929 19 
0.52595 16 
0.85081 2 
1.0 1 
Celkem 82 
Tabulka 6.8: Diskretizace k-means (5) 
znormalizovaných dat  
 
 
Střed shluku Počet hodnot 
1037.268 41 
1566.632 19 
2228.143 14 
2790.750 4 
4104.667 3 
Celkem 81 
Tabulka 6.9: Diskretizace k-means (5)  
aplikací RadpiMiner 
 
Pro srovnání hodnot získaných mnou vytvořenou aplikací jsem použil i volně dostupnou 
aplikaci RapidMiner, která poskytuje širokou škálu modulů umožňujících namodelovat a provést celý 
proces získávání znalostí z databází. Test jsem provedl stejným způsobem jako jeden z výše 
uvedených, jehož hodnoty jsou v tabulce 6.7. Počet shluků byl 5, hodnoty nebyly normalizovány a ty 
chybějící nebyly doplněny. Počet získaných hodnot je o jednu nižší, protože aplikace RapidMiner 
považovala hodnotu 0, která se v datech vyskytuje právě jednou, za chybějící hodnotu. V mé aplikaci 
pokládám za chybějící pouze hodnoty null.  Dalším důvodem mírné odlišnosti může byt to, že 
RapidMiner provádí shlukování několikrát po sobě a následně vybírá nejlepší z výsledků. 
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7 Závěr 
Navrženou aplikaci se mi podařilo naimplementovat se všemi zvolenými metodami předzpracování 
dat. Jako největší komplikace při řešení zadané práce se ukázalo být načítání dat z databáze. Problém 
spočíval v nutnosti vytvářet třídy zvlášť pro každý datový typ. Implementované metody jsou funkční 
a byly otestovány na testovacím vzorku dat. Pro ověření správnosti výsledků jsem použil i jiný volně 
dostupný software.  
 Rozšířením může být podpora i jiných databází než pouze MySQL, možnost zpracovávat více 
atributů najednou nebo vypisování statistik o zpracovávaných datech a samotných výsledcích. Za 
úvahu by stálo i přidání exportu do textového nebo CSV souboru. Další rozšíření by mohla být 
provedena v samotném způsobu diskretizace. Algoritmus k-means by se dal rozšířit o inicializační 
metodu, jenž by nahradila náhodné vybírání počátečních středů shluků, u kterého se často stává, že 
všechny zvolené body jsou si velice blízké a metodě trvá déle, než vytvoří požadované shluky. 
Mohou nastat i situace, kdy uživatel potřebuje hodnoty zařadit do ručně definovaných intervalů. To 
by mohlo být implementováno i s možností zadávat intervalům vlastní názvy. Normalizaci lze rozšířit 
o možnost zadání libovolného požadovaného rozsahu. 
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