A multiple-source approximation system (MSAS) is a tuple F := (U, {R i } i∈N ), where U is a non-empty set, N an initial segment of the set N of positive integers, and each R i , i ∈ N, is an equivalence relation on the domain U . A quantified propositional modal logic LMSAS was defined in [1] in order to study MSAS. In this paper, we will present an algebraic semantics for LMSAS. Syntax of the logic LMSAS is given as follows:
Axiom schema: (Ax1). All axioms of classical propositional logic. (Ax2). ∀xα → α(t/x), where α admits the term t for the variable x. (Ax3). ∀x(α → β) → (α → ∀xβ), where the variable x is not free in α.
(Ax4). ∀x[t]α → [t]∀xα, where the term t and variable x are different. (Ax5). [t](α → β) → ([t]α → [t]β). (Ax6). α → t α. (Ax7). α → [t] t α. (Ax8). t t α → t α.
Rules of inference:
We note that this is different from both propositional quantification of modal logic, and modal predicate logic.
Next, we present an algebraic semantics for LMSAS. We begin with the following definition.
Definition 1 A BAOs A := (A, ∩, ∼, 1, f i ) i∈∆ is said to be a complete BAOs (CBAOs) if it satisfies the following properties for all X ⊆ A:
In this paper, we are interested only in those (complete ) BAOs where ∆ = N and each f k satisfies the following additional conditions:
So by a (complete) BAOs, we shall mean a (complete) BAOs A := (A, ∩, ∼, 1, f i ) i∈∆ where ∆ = N and each f k , k ∈ N satisfies the above three additional conditions. The class of all complete BAOs is denoted by C. We show completeness of LMSAS with respect to C.
Let A := (A, ∩, ∼, 1, f i ) i∈N be a BAO's. By an assignment in A, we mean a function θ : P V → A. θ can be extended uniquely, in the standard way, to a meaning functionθ : F → A where in particular,
Definition 2 A BAO's A := (A, ∩, ∼, 1, f i ) i∈N is said to be a realization for LMSAS, if for every assignment θ : P V → A the following is satisfied:
Note that every complete BAOs is a realization for LMSAS.
Let A := (A, ∩, ∼, 1, f i ) i∈N be a BAOs. Then we write A α ≈ β if and only if for every assignment
The Lindenbaum algebra L for LMSAS, constructed following the standard technique, turns out to be a realization for LMSAS. As we are not able to show that the Lindenbaum algebra is a CBAOs, we need to do some more work in order to get the completeness theorem with respect to CBAOs. Note that we would achieve our goal if we could embed any LMSAS realization A := (A, ∩, ∼, 1, f i ) i∈N into some complex algebra. At this point one may think of the BAOs consisting of all subsets of the set of all ultra-filters of the BAOs A, as described in the Jónsson-Tarski Theorem. But the embedding given in this theorem may not preserve infinite joins and meets. This problem can be overcome if we consider the BAOs consisting of all subsets of the set of all Q-filters [2] instead of ultra-filters. Here, Q is a countably infinite collection of subsets of A satisfying certain conditions and the embedding obtained in this case preserves all the infinite joins and meets in Q. Since this embedding may not preserve all existing joins and meets, question again arises whether even this embedding will be able to give us the desired result. The answer is yes. In fact, for the canonical assignment θ c which maps p ∈ P V to its equivalence class, the joins and meets shall be preserved for the sets Q α := {θ c (α(c j /x)) : j ∈ N}, where α is a wff which has only one free variable x. Thus taking Q := {Q α : α has the single free variable x}, we get the result. 
Future work:
We have proved completeness of LMSAS with respect to the class of CBAO's and LMSAS realization. However, an independent algebraic characterization of the LMSAS realization is yet to be obtained.
