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STATISTICS OF GAUSSIANS ON LOCAL FIELDS AND THEIR
TROPICALIZATIONS
YASSINE EL MAAZOUZ AND NGOC MAI TRAN
Abstract. We study multivariate Gaussian distributions on local fields such as the
field of p-adic numbers. We introduce the Bruhat-Tits building as a parameter space
for Gaussian distributions and study some classic statistical problems in this setting.
Finally we study geometric and probabilistic structures of the tropicalization of such
distributions.
1. Introduction
A local field K is a locally compact, non-discrete and totally discontinuous field. A typ-
ical example is the field of p-adic numbers Qp for p prime. There is an extensive literature
on local fields in number theory [Cas86], analysis [vR78, Sch84, Sch07], representation the-
ory [CR66], mathematical physics [VVZ94, Khr13] and probability [Eva01b, EL07, AZ01].
Here we consider the statisticals problems where the data points follow a multivariate
Gaussian on local fields. As shown by Evans [Eva01b], Gaussian distributions on Kd
display a tight link between orthogonality and independence. In general, d-dimensional
K-Gaussians are parametrized by lattices in Kd. These lattices are analogous to the
covariance matrix of real Gaussians, with the Bruhat-Tits building for the special linear
group SLd(K) plays the role of the cone of positive seimidefinite matrices. These prop-
erties allow solutions to statistical problems to be stated in terms of the geometry of the
underlying lattices. In this paper we offer two such results, one on maximum likelihood
estimation, the other on conditional independence of Gaussians on Kd.
Theorem 1. Let X = {x1, . . . , xN} be a dataset of points in Kd of full rank. Then there is
a unique full-dimensional Gaussian G in Kd that maximizes P(X|G), whose corresponding
lattice is given by LX = span(X).
Theorem 2. Let X := (X1, . . . , Xd)
T be a Gaussian vector in Kd and I a proper subset
of [d]. The maximal subsets J := {j1, . . . , jr} of [d] \ I such that Xj1 , . . . Xjr are mutually
independent given XI are the bases of an Fq-realizable matroid with base set [d] \ I.
For simplicity we stated Theorem 1 with the full-rank assumption. Generalizations to
the low rank case is discussed in Section 3. We also remark that the proof of Theorem 2
gives an explicit construction of the matroid.
One motivation for our work is the quest for the analogue of the Gaussian measure on
the tropical affine space. In the recent years, this space has found fundamental appli-
cations in a diverse range of applications, from phylogenetics [YZZ17, LMY18] to social
choice theory [EVDD04, Tra13], game theory [AGG12] and economics [BK13, TY15]. Of
the various ways to define a ‘tropical Gaussian measure’ [Tra18], tropicalizing a Gaussian
vector on a local field is the most theoretically attractive approach, for it opens up the
possibility to formulate probabilistic questions in tropical algebraic geometry. We show
that in dimension two, the tropicalization of such Gaussian measures is an interesting
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family of distributions which are in bijection with normalized supermodular function on
the discrete cube {0, 1}2. We shall define the relevant terms in the text.
Theorem 3. Let K be a local field with module number q and valuation val. Let X be a
non-degenerate Gaussian vector in K2 with lattice Λ, and V := val(X) its image under
valuation. Define φΛ : Z2 → R via
φΛ(v) = logq(P(V ≥ v)).
Then a function φ : Z2 → R equals to φΛ for some lattice Λ if and only if φ is the
restriction to lattice points of a tropical polynomial P : R2 → R given by
(1) P (−v) = c00 ⊕ c10  v1 ⊕ c01  v2 ⊕ c11  v1  v2,
where c00 = 0, and
(2) c00 + c11 ≥ c01 + c10.
In other words, P is supported on the discrete cube with supermodular coefficients.
Our paper is organized as follows. Section 2 reviews the essential background on
Gaussian measures over local fields. Section 3.1 proves Theorem 1 and 2 and gives an
algorithm to compute the defining lattice of a K-Gaussian. Section 3.2 proves Theorem 3.
Section 4 discusses the structure of Bruhat-Tits buildings of the group SLd(K). We
conclude in Section 5 with discussions on two major research directions. The first concerns
the relation between Bruhat-Tits buildings and conditional independence statements.
The second is the generalization of Theorem 3 to higher dimensions (cf. Example 20 and
Conjecture 21). We hope that this work will fuel more investigations in the novel area of
statistics over local fields.
2. Background
In this section we collect standard, essential facts about Gaussian measures over local
fields. The study of such measures was pioneered by Steve Evans over a series of papers
[Eva89, Eva93, Eva01a, Eva02, EL07, Eva06] and monograph [Eva01b]. For an extensive
treatment on analysis over local fields, see [vR78, Sch84].
A local field K is a locally compact, non-discrete, totally disconnected, topological
field. Fix a local field K. Let K× be the set of all invertible elements in K. There exists
a valuation map val : K → Z∪{+∞} which in turn defines an ultrametric norm |.| on K
with values in {qm,m ∈ Z}∪ {0}, where q = pc (for c ∈ N∗ and a prime number p) is the
module number of K. Associated with K are the local ring R := {x ∈ K, val(x) ≥ 0},
its unique maximal ideal m = {x ∈ K, val(x) > 0} and the residue field k := R/m. Note
that k is a finite field of cardinality q. For x ∈ R, we denote by x¯ the image of x in k and
for a vector v ∈ Rd we denote by v¯ ∈ kd the vector of the images of its entries in k. We
also fix a uniformizer by choosing an element ρ ∈ K such that |ρ| = q−1 (or equivalently
val(ρ) = 1).
Fix a local field K with module number q and valuation val. Let d ≥ 1 be a positive
integer. Equip the finite dimensional vector space Kd with the norm
‖.‖ : x 7→ ‖x‖ := max
1≤i≤d
|xi| = q−mini val(xi).
We fix a set F of representatives of classes in R/m such that F contains 0 and all elements
of F \ {0} are of valuation 0. We identify elements of k with their representative in F .
With these notations, elements in K have a unique power series representation.
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Proposition 4 ([Rob03], §9.4.4 ). Let x ∈ K×. There exists a unique integer n ∈ Z and
a unique sequence (uk)k≥n of elements in F such that:
x =
∑
k≥n
ukρ
k
We denote by K∨d the dual space of Kd (the space of linear forms on Kd). There
exists a natural definition of orthogonality on Kd given as an analogue for Pythagoras’
theorem in Euclidean spaces. As in the classical settings, orthogonality implies linear
independence.
Definition 5. Let F = {x1, . . . , xn} ⊂ Kd be a collection of vectors. We say that F is
orthogonal if
∀α1, . . . , αn ∈ K,
∥∥∥∥∥
n∑
i=1
αixi
∥∥∥∥∥ = max1≤i≤n |αi| ‖xi‖
Proposition 6 ([vR78], Exercise 5.A). Let F = {x1, . . . , xn} ⊂ Kd be a finite set of vec-
tors in Kd and for 1 ≤ j ≤ n let yj = (y1,j, . . . , yd,j)T = ρ−mini val(xij)xj be a normalization
of xi = (x1,j, . . . , xd,j)
T . Then,
F is orthogonal if and only if y1, . . . , yn are k-linearly independent in kd
A matrix in Rd×d is said to be orthogonal if its row vector are orthogonal. The set of
such orthogonal matrices has a group structure as stated by the following corollary. An
important consequence is that there is an analogue of a Gram-Schmidt process on Kd,
and a singular value decomposition for matrices over K.
Corollary 7. The set of d × d matrices with orthonormal columns in Kd is exactly the
group GLn(R) = {U ∈ GLd(K) ∩Rd×d : U−1 ∈ Rd×d} of invertible matrices in Rd×d.
Proposition 8 ([Sch84], Theorem 50.8). Let (ek)1≤k≤n be a collection of linearly inde-
pendent vectors in Kd. There exists a collection of orthonormal vectors (vk)1≤k≤n such
that spanK((ei)1≤i≤k) = spanK((vi)1≤i≤k) for all k ∈ {1, . . . , n}
Proposition 9 ([Eva02], Theorem 3.1). Let A ∈ Kd×n, there exist two orthogonal ma-
trices U ∈ GLd(R) and V ∈ GLn(R) and a matrix D ∈ Kd×n such that A = UDV and
all off diagonal entries of D are zero.
A lattice in Kd is a compact R-submodule of Kd. By [Wei13, Chapter II-Proposition
5], all compact R-submodules of Kd are finitely generated, and thus are of the form A·Rm
for some A ∈ Kd×m. In this paper we shall frequently use one of two canonical choices
for A: an orthonormal form, and a lower triangular form.
Lemma 10 (Orthonormal form of a lattice). Let n ≤ d be an integer. K-lattices of
rank n in Kd are exactly those of the form ρk1R.u1 ⊕ · · · ⊕ ρknR.un for some sequence of
integers k1, . . . , kd and orthonormal vectors (u1, . . . , un) of K
d.
Proof. Let L = A.Rn be a rank n lattice where A ∈ Kd×n. By Proposition 9, there
exists a diagonal matrix D := diag(α1, . . . , αd) ∈ Kd×n and two orthogonal matrices U ∈
GLd(R), V ∈ GLn(R) such that A = UDV . Then L = UD.Rn = α1R.u1 ⊕ · · · ⊕ αdR.ud
where u1, . . . , ud are the orthonormal columns of U . Let ki = val(αi) and vi = ρ
−kiαiui.
Then the {vi} are orthonormal, so we have : L = ρk1R.v1 ⊕ · · · ⊕ ρkdR.vd. Conversely,
sets of this form are obviously rank n lattices of Kd. 
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Definition 11. Say that a matrix A ∈ GLd(K) is lower triangular if
Aij = 0 for all 1 ≤ i < j ≤ d, Aii = ρni , and
∀1 ≤ j < i ≤ d Aij is a power series in ρ that does not exceed the monomial ρni−1
Lemma 12 (Canonical form of a lattice). Let Λ be a lattice of rank d. There exists a
unique matrix A ∈ GLd(K) such that A is lower triangular, and Λ = A.Rd. Call A the
canonical form of the lattice Λ.
Proof. We start by proving uniqueness. Let A and B be two matrices satisfying the
conditions above. Since A and B represent the same lattice, each column vector of A is
a linear combination with coefficients in R of the columns of B and vice versa. Thanks
to the lower triangular form of A and B, the ith column of A is a linear combination
of the columns indexed by i, i + 1, . . . , d in B with coefficients in R. By Defition 11, it
follows that A and B have the same last column. Let 2 ≤ d, and suppose that columns
indexed by j + 1, . . . , d in A and B are identical. We have again Ajj = Bjj thanks to
the lower triangular form of A and B. The condition on the power series representation
of Aij for i > j of Definition 11 allows us to conclude that the j
th column of A and
B are equal. Thus A = B and hence the uniqueness. As for existence, let Λ = A.Rd
where A ∈ GLd(K). We transform A to a lower triangular matrix A′ by multiplying on
the right with elementary matrices (with entries in R) and permutation matrices which
are all elements of GLd(R). Since orthogonal matrices stabilize the standard lattice R
d,
Λ = A′Rd. Using a suitable rescaling of the columns of A′, we can transform A′ to satisfy
condition the first two conditions of Definition 11. For any given 1 < j ≤ d, we can
replace any column Q′i,. with Q
′
i,. − x.Q′j,. where x ∈ R and still satisfy the first two
conditions of Definition 11. Using this observation, we can eliminate terms that exceed
ρni in the power series representation of off diagonal elements of A′ starting from the
second row all the way down to the last one. The resulting A then satisfies the last
condition of Definition 11, concluding the proof. 
Parallel to Kac’s characterization of classical Gaussians [Kac39], Evans [Eva01b, Def-
inition 4.1] defined the Gaussian measure on Kd to be one that is invariant under or-
thonormal transformations. That is, say that a random variable X on Kd has a centered
Gaussian distribution if whenever X1, X2 are independent copies of X, and A ∈ K2×2 is
a matrix with orthonormal columns, then(
X1
X2
)
d
= A
(
X1
X2
)
.
Evans completely characterized all non-trivial Gaussian measures on Kd. The following
is a rephrase of his results (Theorems 4.4 and 4.6 of [Eva01b]) in terms of lattices over Kd.
Theorem 13. The distributions of Kd-valued Gaussian random variables are exactly the
normalized Haar measures on compact lattices in Kd of the form A.Rn where n ≤ d is
an integer and A ∈ Kd×n.
In other words, the law of each Gaussian on Kd is completely specified by a lattice Λ.
This is analogous to the classical case, where the law of each centered Gaussian in Rd is
completely specified by its covariance. We note that for Gaussians over a local field the
mean is not well-defined [Eva01b], so lattices in Kd are indeed the central objects of the
theory of Gaussian over K. Independence of K-Gaussians can also be stated in terms
orthogonality of the rows of A.
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Lemma 14 ([Eva01b], Theorem 4.8). Let f1, ..., fn ∈ K∨d be linear forms (identified as
row vectors of a matrix) and Z a standard Gaussian vector in Kd. Then
(fi(Z))1≤i≤n are mutually independent ⇐⇒ f1, . . . , fn are orthogonal
3. Proof of main results
3.1. Maximum likelihood and conditional independence. We now prove Theo-
rems 1 and 2 stated in the introduction. Let λ be the unique Haar measure on Kd
such that λ(Rd) = 1. Given a full rank lattice L ⊂ Kd, normalized Haar measure on
L is a Gaussian distribution and it has a probability density function fL =
1
λ(L)
1L. Let
X = {x1, . . . , xN} be a dataset of points in Kd of full rank. The likelihood of observing
X assuming that the data coming from the Gaussian distribution with lattice L is given
by
L (X, L) =
N∏
i=1
fL(xi).
Our goal in the settings of Theorem 1 is to maximize the likelihood in terms of L. Note
that this is equivalent to finding a lattice L that contains all the data points X and has
minimal λ measure. The proof relies on the following result, which gives an expression
for λ(L) in terms of its matrix representation.
Lemma 15. Let λ be the unique Haar measure on Kd such that λ(Rd) = 1. Then for a
full rank lattice L := A.Rd , we have that λ(L) = q− val(det(A)).
Proof. By Proposition 9, there exists an orthogonal matrix U ∈ GLd(R) and a sequence
n1, . . . , nd of integers such that L = Udiag(ρ
n1 , . . . , ρnd)Rd. We have
diag(ρn1 , . . . , ρnd)Rd = ρn1R× · · · × ρndR
and then λ(diag(ρn1 , . . . , ρnd)Rd) =
d∏
i=1
λ1(ρ
niR) = q−(n1+···+nd) where λ1 is the unique
Haar measure on K such that λ1(R) = 1. Since orthogonal matrices do not change the
measure we also have λ(L) = q−(n1+···+nd). Furthermore, L = ARd = Udiag(ρn1 , . . . , ρnd)Rd,
thus val(det(A)) = (n1 + · · ·+ nd). This concludes the proof. 
Proof of Theorem 1. Define the lattice LX := spanR(X). Since X is of full rank, LX is also
full rank. Now let L be any other lattice that contains X. Then L(X, L) = λ(L)−1 and
L(X, LX) = λ(LX)−1 . Since LX ⊂ L we have λ(L) ≥ λ(LX). Thus L(X, L) ≤ L(X, LX).
The lattice LX maximizes the likelihood. Suppose that LX ( L by means of a basis change
without loss of generality we can suppose that L = Rd. There exists an orthogonal matrix
U and a diagonal matrix D := diag(ρn1 , . . . , ρnd) such that LX = UDR
d. Since LX ( L we
have ni ≥ 0 for any 1 ≤ i ≤ d and there exists k such that nk > 0. Thus λ(LX) < λ(L).
Then LX is the unique lattice that maximizes the likelihood. 
Proof of Theorem 2. Without loss of generality we can suppose that I = [k] for some
k < d. By Lemma 12, there exists a lower triangular matrix A such that the support of
X is the lattice A.Rd. Then there exist a standard Gaussian vector Y such that X = AY .
Let B = (Aij)k+1≤i,j≤d be the down-right (d− k)× (d− k) block of A, and {fi : k + 1 ≤
i ≤ d} the linear forms defined by the rows of B. For a subset J := {j1, . . . , jr} of [d] \ I,
by Lemma 14, we have that Xj1 , . . . , Xjr are mutually independent given XI if and only
if {fji : 1 ≤ i ≤ r} are orthogonal. We identify linear forms with vectors in (K∨)d−k
and define vi by ‖fji‖ = q−vi and we define the matrix CI := diag(ρ−v1 , . . . , ρ−vd−k)B ∈
k(d−k)×(d−k). By Lemma 14.
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{fji : 1 ≤ i ≤ r} are othogonal ⇐⇒ the rows of CI indexed by J are linearly independent.
We then deduce that the desired conditional independence statements translate to linear
independence of rows of CI over the residue field k, which is a finite field of cardinality
q. The conclusion then follows. 
In the case where X spans a proper subspace WX := spanK(X) of K
d we can define
a Haar measure λ on WX and the likelihood function defined for every full rank lattice
of WX as L(X, L) =
∏
x∈X
1xi∈L
λ(L)
. The maximum likelihood estimate in this case is again
LX := spanR(X), and it is the minimal lattice with respect to inclusion amongst those
that maximize the likelihood.
3.2. Tropicalization of K-Gaussians. The tropicalization of a vector x ∈ Kd is the
vector val(x) := (val(x1), . . . , val(xd)). Tropicalization sends a Gaussian random variable
on Kd to a distribution on Zd called a tropicalized Gaussian. For d = 1, all tropicalized
Gaussians are geometric random variables [Tra18]. For d ≥ 2, however, tropicalization of
K-Gaussians with non-trivial lattices result in very interesting distributions on Zd. To see
this, let X be a non degenerate Gaussian vector supported on a lattice Λ with canonical
form A. Let V be the image of Λ under valuation. The tail distribution function QΛ of
V is the function: QΛ(v) := P(V ≥ v) for all v ∈ Zd. We claim that there exists a map
ϕΛ : Zd → Z≤0 such that QV (v) = qϕΛ(v).
Lemma 16. There exists a function φΛ : Zd → Z≤0 such that ∀v ∈ Z2, QΛ(v) = qφΛ(v).
Proof. We have P(V ≥ v) = P(X ∈ ∆v) where ∆v := diag(ρv1 , . . . , ρvd)Rd. Using the
Haar measure λ on Kd we also have P(X ∈ ∆v) = λ(∆v ∩ Λ)/λ(Λ). Thus P(V ≥ v) =
q− val(∆v∩Λ)+val(Λ) and we can define φΛ(v) = val(Λ)− val(∆v ∩ Λ)

For the standard Gaussian on Kd whose lattice Λ is a dilation of the standard lattice,
then ϕΛ(v) = min(0, C−v1, C−v2, 2C−v1−v2) for some constant C. For general lattices,
however, ϕΛ has a nontrivial dependence on v. Theorem 3 spells out this dependence.
Proof of Theorem 3. Let X be a full-dimensional Gaussian in K2 whose lattice Λ has
canonical form
Λ =
[
ρn1,1 0
ρn2,1x2,1 ρ
n2,2
]
R2
where n1,1, n1,2 ≤ n2,2 are integers and x1,2 is an element in K with valuation zero. Let
V = (V1, V2) be the tropicalization of X. For v = (v1, v2) ∈ Z2, we have
P(V ≥ v) = P(V1 ≥ v1) P(V2 ≥ v2|V1 ≥ v1)
= q−max(v1−n1,1,0)P(V2 ≥ v2|V1 ≥ v1).
The distribution of X|V1 ≥ v1 is the Gaussian distribution given by the lattice
Λv1 =
[
ρn1,1+max(v1−n1,1,0) 0
ρn2,1+max(v1−n1,1,0)x2,1 ρn2,2
]
R2,
so the probability P(V2 ≥ v2|V1 ≥ v1) is given by:
P(V2 ≥ v2|V1 ≥ v1) = q−max(v2−min(n2,2,n1,2+max(v1−n1,1,0)),0).
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Therefore,
ϕΛ(v) = min(n1,1 − v1, 0) + min(min(n2,2, n1,2 + max(v1 − n1,1, 0))− v2, 0)
= min(0, n1,1 − v1, n1,2 − v2, n1,1 + n2,2 − v1 − v2)
Then ϕΛ is the restriction to lattice points of the tropical polynomial PΛ given by (1),
where c00 = 0, c10 = n1,1, m01 = n2,1 and c11 = n1,1 + n2,2. Since n2,2 ≥ n2,1, it is easy
to check that (2) holds. Conversely, suppose that φ satisfies the Theorem’s hypothesis.
One can reparametrize the coefficients of P to obtain the ni,j’s, and thereby form the
lattice Λ. 
(n1,1, n2,1)
(n1,1 + (n2,2 − n2,1), n2,2)
v1 −m1
0
v2 −m2
v1 + v2 −m1,2
(a) Regions of linearity of PΛ.
(2, 0, 0)
(1, 1, 0)
(1, 0, 1) (0, 1, 1)
(b) Regular subdivision of the Newton polytope
of PΛ induced by its coefficients.
Figure 1. Description of the polynomial PΛ in dimension d = 2. The
function ϕΛ is the restriction of this polynomial to Z2.
Note that when n2,1 = n2,2, the tropical variety of PΛ is the 1-skeleton of the normal
fan of a square. In that case the two entries of X are independent and the probability
distribution of V is just a product of two geometric distributions. When n2,1 < n2,2, the
rows of the lower triangular matrix are no longer orthogonal and thus the entries of V are
not independent by Lemma 14. This induces a unimodular triangulation on the square
and the tropical variety of the polynomial PΛ takes the shape described in Figure 1a.
4. Bruhat-Tits buildings
For classical Gaussians, the cone of positive semi-definite d×d matrices is the parameter
space for Gaussians on Rd up to scaling. For K-Gaussians, the role of covariance matrices
is taken up by lattices in Kd, and the analogue of the positive semidefinite cone is the
Bruhat-Tits building for the group SLd(K). We briefly recall some definitions. For a
reference on buildings, see [AB08].
Let L1 and L2 be two full rank K-lattices in K
d. We say that L1 and L2 are equivalent
if there exists a scalar c ∈ K× such that L1 = cL2. This defines an equivalence relation
on the set of full rank K-lattices in Kd. We denote by [L] the equivalence class of a
lattice L. Two equivalence classes C1 and C2 are said to be adjacent if there exist two
representative lattices L1 and L2 such that C1 = [L1] , [L2] and ρL1 ⊂ L2 ⊂ L1. This
relation is symmetric, but not transitive. Bd is the flag simplicial complex whose vertices
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are the equivalence classes of full rank lattices in Kd and whose 1-simplices are the
adjacent equivalence classes. Bd is known as the Bruhat-Tits affine building of SLd(K).
The following result relates adjacent cells of the Bruhat-Tits building with the matrix
representations of the corresponding lattices.
Proposition 17. Let S be the set elements c.P such that c ∈ K× and P ∈ GLd(K)∩Rd×d
such that ρP−1 ∈ Rd×d . Let A,B ∈ GLd(K) be two invertible matrices and LA =
A.Rd, LB = B.R
d their associated lattices.
(i) [LA] = [LB] if and only if A = cBU for some c ∈ K× and U ∈ GLd(R)
(ii) [LA] and [LB] are adjacent if and only if A
−1B ∈ S.
Proof. (i) Suppose that [LA] = [LB].There exist c a non zero scalar in K such that
LA = cLB. Then A = cBU where U is an orthogonal matrix in GLd(R). Conversely if
A = cBU clearly the lattices LA and LB are in the same equivalence class.
(ii) Suppose [LA] and [LB] are adjacent. Then there exists a non zero scalar c in K such
that ρLA ⊂ cLB ⊂ LA. Then there exist two invertible matrices U and V in Rd×d such
that ρA = cBU and cB = AV . Then V U = ρI and ρV −1 = U ∈ Rd×d. We have then
A−1B = 1
c
V ∈ S. Conversely we can easily obtain the inclusions ρLA ⊂ cLB ⊂ LA when
A−1B ∈ S holds. 
Example 18. The building B2(Qp) is an infinite tree with degree p+1. Here is a drawing
of the building B2(Q2).
Figure 2. The Building B2(Q2)
Since the set S in Proposition 17 gives a certificate of adjacency for any pair of vertices,
all vertices of Bd have the same degree, which is given explicit by a formula below.
Proposition 19. Bd(K) is an infinite graph of uniform degree deg(Bd(K)) which only
depends on the dimension d and the cardinality of the residue field k (the module of the
field K) and we have:
deg(Bd(K)) =
d−1∑
l=1
∑
1≤k1<···<kl≤d
qk1+···+kd−(1+···+l)
where q = |k| is the cardinal of finite field k.
8
Proof. As remarked above, the degree is the same for all vertices if it is finite. Let C be
a class of full rank lattices which is adjacent to the standard lattices class I = [Rd] (with
C 6= I). Then, there exists a unique representative Λ of C such that ρ.Rd ⊂ Λ ⊂ Rd.
Let A be the canonical matrix associated with Λ. We consider Aii = ρ
i the diagonal
coefficients of A and  = (1, . . . , d). Since Λ ⊂ Rd, we have A ∈ Rd×d so all entries of A
have positive valuation.
The inclusion p.Rd ⊂ Λ implies that all vectors of the form p.ei are R-linear combination
of the columns of A. That means that i ∈ {0, 1} and then by simple a argument using
condition (C) and the fact that A has positive valuation entries we get:
∀1 ≤ i ≤ d, i ∈ {0, 1}
if i = 0 then: ∀ 1 ≤ j < i, Aij = 0.
if j = 1 then: ∀ j < i ≤ d,Aij = 0.
(3)
Notice that thanks to the last two conditions we an additional condition on  which is
 6= 0 and  6= 1 (otherwise we would have C = I). Conversely, one could easily check that
a matrix A that has positive valuation entries, satisfies condition C and the properties
in (3) defines a lattice class that is adjacent to I. The residue field k being finite, there
is a finite number of matrices satisfying both condition C and (3). This proves that the
degree of Bd(K) is finite and also gives a way of computing it. Using conditions (3) and
the fact that  6= 0 and  6= 1, we have:
deg(Bd(K)) =
d−1∑
l=1
∑
1≤k1<···<kl≤d
q(k1−1)+···+(kl−l)

5. Summary and open questions
This paper investigates statistical problems over local fields. We provided theorems on
maximum likelihood estimation, conditional distribution, and distributions of tropicalized
Gaussians. A major research question is to relate the building Bd(K) with statistical
questions on Gaussians in Kd, such as conditional independence. Another direction is to
generalize Theorem 3 to d ≥ 3. For a given lattice Λ, one can express it in canonical form
and repeatedly condition on the values of v1 and v2 to compute an explicit expression
for ϕΛ. We demonstrate this with an example. Extensive computations in K
3 led us to
Conjecture 21 below.
Example 20. We consider the lattice Λ =
1 0 01 ρ2 0
1 ρ ρ2
R3. There exist a unique maxi-
mal (in the sens of inclusion) sublattice of Λ representable by a diagonal matrix, we call
this lattice the independence lattice of Λ, we denote it by ind(Λ) and we have
ind(Λ) =
ρ3 0 00 ρ3 0
0 0 ρ2
R3
We can compute the coefficients cI for I ⊂ [3] and |I| ≤ 2 using the proof of Theorem
3 and all that is left is to compute the coefficient c1,2,3. The computation of ind(Λ) gives
us the region of linearity of PΛ corresponding the monomial c1,2,3 − v1 − v2 − v3 and in
this case it is the orthant O3,3,2 := {v ∈ R3, v ≥ (3, 3, 2)T}. Using the coefficients we
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already computed we can then deduce c1,2,3.
We eventually find that :
PΛ = min(0,−v1,−v2,−v3, 2− v1 − v2, 1− v1 − v3, 1− v2 − v3, 4− v1 − v2 − v3).
The support of PΛ is the unit cube {0, 1}3, with supermodular coefficients given by
c∅ = 0, c100 = 0, c010 = 0, c001 = 0, c110 = 2, c101 = 1, c011 = 1, c111 = 4.
(a) Tropical variety of PΛ.
(b) Regular subdivision of the Newton
polytope of PΛ induced by its supermod-
ular coefficients.
Figure 3. Tropical geometry of the Gaussian measure on λ
Conjecture 21. Let V be the tropicalization of a full-dimensional Gaussian in Kd with
lattice Λ. Define φΛ : Zd → R via
φΛ(v) = logq(P(V ≥ v)).
Then a function φ : Zd → R equals to φΛ for some Λ if and only if φ is the restriction
to lattice points of a tropical polynomial PΛ : Rd → R supported on the {0, 1}d cube with
integer supermodular coefficients. That is,
PΛ(v) =
⊕
I⊆[d]
cI  v−I
where (cI) are integers satisfying:
c∅ = 0,∀I, J ⊂ [d], cI∪J + cI∩J ≥ cI + cJ .
Furthermore, the coefficients of PV induces a regular subdivision of the cube consists of
edges parallel to ei or ei − ej for i, j ∈ [d], i 6= j.
References
[AB08] Peter Abramenko and Kenneth S Brown. Buildings: theory and applications, volume 248.
Springer Science & Business Media, 2008.
[AGG12] Marianne Akian, Stephane Gaubert, and Alexander Guterman. Tropical polyhedra are
equivalent to mean payoff games. International Journal of Algebra and Computation,
22(01):1250001, 2012.
[AZ01] Sergio Albeverio and Xuelei Zhao. A decomposition theorem for Le´vy processes on local fields.
J. Theoret. Probab., 14(1):1–19, 2001.
[BK13] Elizabeth Baldwin and Paul Klemperer. Tropical geometry to analyse demand. Unpublished
paper.[281], 2013.
10
[Cas86] John William Scott Cassels. Local fields, volume 3. Cambridge University Press Cambridge,
1986.
[CR66] Charles W Curtis and Irving Reiner. Representation theory of finite groups and associative
algebras, volume 356. American Mathematical Soc., 1966.
[EL07] Steven N Evans and Tye Lidman. Expectation, conditional expectation and martingales in
local fields. Electronic Journal of Probability, 12(17):498–515, 2007.
[Eva89] Steven N Evans. Local field gaussian measures. In Seminar on Stochastic Processes, 1988,
pages 121–160. Springer, 1989.
[Eva93] Steven N Evans. Local field brownian motion. Journal of Theoretical Probability, 6(4):817–
850, 1993.
[Eva01a] Steven N Evans. Local field U-statistics. Contemporary Mathematics, 287:75–82, 2001.
[Eva01b] Steven N Evans. Local fields, gaussian measures, and brownian motions. Topics in probability
and Lie groups: boundary theory, 28:11–50, 2001.
[Eva02] Steven N Evans. Elementary divisors and determinants of random matrices over a local field.
Stochastic processes and their applications, 102(1):89–102, 2002.
[Eva06] Steven N. Evans. The expected number of zeros of a random system of p-adic polynomials.
Electron. Comm. Probab., 11:278–290, 2006.
[EVDD04] Ludwig Elsner and Pauline Van Den Driessche. Max-algebra and pairwise comparison matri-
ces. Linear Algebra and its Applications, 385:47–62, 2004.
[Kac39] M Kac. On a characterization of the normal distribution. American Journal of Mathematics,
61(3):726–728, 1939.
[Khr13] Andrei Y Khrennikov. p-Adic valued distributions in mathematical physics, volume 309.
Springer Science & Business Media, 2013.
[LMY18] Bo Lin, Anthea Monod, and Ruriko Yoshida. Tropical foundations for probability & statistics
on phylogenetic tree space. arXiv preprint arXiv:1805.12400, 2018.
[Rob03] Ash Robert. A Course In Algebraic Number Theory. 2003.
[Sch84] WH Schikhof. Ultrametric Calculus (Cambridge Studies in Advanced Mathematics, 4). Cam-
bridge University Press, Cambridge, 1984.
[Sch07] Wilhelmus Hendricus Schikhof. Ultrametric Calculus: an introduction to p-adic analysis,
volume 4. Cambridge University Press, 2007.
[Tra13] Ngoc Mai Tran. Pairwise ranking: Choice of method can produce arbitrarily different rank
order. Linear Algebra and its Applications, 438(3):1012–1024, 2013.
[Tra18] Ngoc Mai Tran. Tropical gaussians: A brief survey. arXiv preprint arXiv:1808.10843, 2018.
[TY15] Ngoc Mai Tran and Josephine Yu. Product-mix auctions and tropical geometry. arXiv preprint
arXiv:1505.05737, 2015.
[vR78] Arnoud CM van Rooij. Non-Archimedean functional analysis. Dekker New York, 1978.
[VVZ94] Vasilii Sergeevich Vladimirov, Igor Vasilievich Volovich, and Evgenii Igorevich Zelenov. p-adic
Analysis and Mathematical Physics. World Scientific, 1994.
[Wei13] Andre´ Weil. Basic number theory., volume 144. Springer Science & Business Media, 2013.
[YZZ17] Ruriko Yoshida, Leon Zhang, and Xu Zhang. Tropical principal component analysis and its
application to phylogenetics. arXiv preprint arXiv:1710.02682, 2017.
11
