The numerical simulations for solving the transport equations lead to the large computation and need to implement parallel calculation. On the unstructured grids, the communicating delays, sorting algorithms and inserting algorithms limit the performance of current algorithms, which decrease the scalable parallel performance. This paper presents an effective way to implement the scalable parallel numerical simulation on the clusters by combining the energy groups and the space domain decomposition. Based on the list schedule, we first design a multi-group parallel method to solve the load unbalance problem which is brought about by the energy group parallel decomposition. After we describe the priority algorithm to arrange the orders for all meshes, we present a parallel algorithm based on geometry domain decomposition. A parallel code combining those two algorithms was designed. Using the code, we solved a two dimension particle transport equations on a cluster, performance results show the algorithms have well scalability.
is 50% on 126 processors. Mo Zeyao presents a parallel flux sweep algorithm [9] [10] for the neutron transport on the unstructured meshes, for two different scale applications, the parallel solver has respectively achieved speedup larger than 72 using 92 processors and 78 using 256 processors on two different parallel computers.
The above study shows that the parallel algorithms on the unstructured meshes have some similarities, and implement the modest levels of parallelism, and the largest number of processors of parallel algorithms can only scale to 256. Especially, due to the strong dependence of the meshes, the current algorithms are difficult to scale to the large processors, they rely on the communicating delay, sorting algorithm and inserting algorithm [11] .
The purpose of this paper is to develop implement the scalable parallel numerical simulation of multi-group particle time-dependent transport equations on the unstructured meshes by combining the energy group and the space domain decompositions. Based on the list schedule we first design a multi-group parallel method to solve the load unbalance problem which is brought out from the energy group parallel decomposition. After describing the priority algorithm to arrange the orders for all meshes, we present a parallel algorithm based on geometry domain decomposition. Performance analyses indicate that the algorithms get a better parallel efficiency. A parallel code combining those two algorithms was designed. Using the code, we solved a two-dimension particle transport equations on a cluster, performance results show the algorithms have well scalability. Parallel efficiency is 82% on 2048 processors relative to 256.
The rest of the paper is organized as follows. In sec.2, we discuss the particle transport equations and the numerical method. In sec.3, we develop a multigroup parallel method to solve the load unbalance problem. In sec.4, after describing the priority algorithm to arrange the orders for all meshes, we present a parallel algorithm based on geometry domain decomposition. We give the computational results in sec.5. Finally, in sec.6 we make some conclusions and recommendations for the future work.
MULTI-GROUP TIME-DEPENDENT PARTICLE TRANSPORT EQUATIONS AND NUMERICAL METHOD
Under 2-D cylindrical Lagrange coordinates, multi-group time-dependent particle transport equation can be defined by [9] (1)
where ϕ g = ϕ g (x,r,ξ,w,t), g = 1,2,…,G, (x, r) ∈ Ω xr , −1 ≤ ξ ≤ 1, 0 ≤ ω ≤ π, 0 ≤ t ≤ T max represents the particle flux of gth group along velocity angular direction (ξ ,ω) at time t and at location (x,r). And (2) represents the fission source.
(
represents the scatter source. G represents the total number of particle groups.
Ω xr represents geometry domain.
represents the known transport section. And V g represents the particle velocity of gth energy group. Equation (1) is defined in energy, time, velocity phase-space and high dimensions geometry space. Equation (1) has been written with the form of independent groups. For the time, equation (1) is discretized by the implicit difference format. For the velocity phase-space, equation (1) is discretized by discrete ordinate (Sn) method. And for the geometry space, equation (1) is discretized by discontinuous finite element of arbitrary triangles and quadrangles.
A MULTI-GROUPS PARALLEL METHOD FOR LOAD BALANCE
According to equation (2), the computation of fission source Q fg is composed of the angle fluxes for all energy groups, and the computational amount of each Q fg is equal. On the other hand, according to equation (3), scatter source Q sg is accumulated from No.1 to No.g group.
When we design the parallel algorithm according to the energy group decomposition, we should ensure that each processor has not only the almost equal number of energy groups, but also the sum of the ranks of energy groups.
Suppose the total number of energy groups is G, the rank of each energy group is from 1 to G, the number of processors is P and the rank of each processor is from 0 to P−1. According to the multiple and non-multiple relation
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(1) When G = (2k + 2)P, k = 0,1,2,…, we can assign 2k + 2 energy groups to each processor. First for the No.1 to P of energy groups, we assign one energy group to each processor according to the increscent rank of processors. Then for the No.(P + 1) to 2P of energy groups, we assign one energy group to each processor according to the decreasing rank of processors. And so on. Table 1 gives the sketch map. In this case, each processor has not only the equal number of energy groups, but also the sum of the ranks of energy groups, and the loads of processors are balance. (2) When G = (2k + 1)P, k = 0,1,2,…, we can assign 2k + 1 energy groups to each processor. First for the No.1 to the No.P of energy groups, we assign one energy group to even number processors and one energy group to odd number processors. And From the No.(P + 1) to the No.2P of energy group, we assign one energy group to odd number processors and one energy group to even number processors. Then for the No.(2P + 1) to the No.3P of energy groups, we assign one energy group to each processor according to contradictory order. Finally, for the residual energy groups, we assign them to processors used case (1) . Tables 2 and 3 illustrate these two cases respectively. The expression of energy groups is different to the parity of P. In this case, each processor has the equal number of energy groups, and one rank difference between the sums of the ranks of energy groups on each processor, the loads of processors are almost balance.
Journal of Algorithms & Computational Technology Vol. 4 No. 3 367 Table 1 . The list schedule method when G = (2k + 2)P, k = 0,1,2,….
No. of processors No. of energy groups
(3) When G = nP + r, n = 0,1,2,…, and r ≥ 1, the number of energy groups in each processor are not equal because G is not integer multiple of P. In order to implement load balance, we also divide the energy groups into two parts. For the first part energy groups from the No.1 to the No.r, we assign one energy group in contradictory order to the processor with the rank from 0 to r−1. For the residual nP pieces of energy groups, we assign them to processors used case (1) and (2) due to the integer multiple relations between G and P. Table 4 gives the sketch map. In this case, the total number of energy groups is only 1 group difference between processors, and the sum of the ranks of energy groups is min( p−r−1, r) difference between processors.
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No. of processors No. of energy groups
0 1 ( 3 P−1)/2 + 1 3P … (2K + 1)P 1 P P+ 1 3P−1 … (2K + 1)P−1 2 2 ( 3 P−1)/ 2 + 2 3P−2 … (2K + 1)P−2 3 P-1 P + 2 3P−3 (vK + 1)P−3 … … … … … … P−1 ( P−1)/2 + 1 2P 2P + 1 … 2KP + 1
0 1 3 P/2 + 1 3P … (2K + 1)P 1 P/2 + 1 P + 1 3P−1 … (2K + 1)P−1 2 2 3 P/2 + 2 3P−2 … (2K + 1)P−2 3 P/2 + 2 P + 2 3P−3 ( 2 K + 1)P−3 … … … … … … P−1 P 2P 2P + 1 … 2KP + 1
SN PARALLEL ALGORITHM BASED ON GOEMETRY DOMAIN DECOMPOSITION
Based on the space meshes, we usually calculate the problem by the method of "sweeping". During a sweep, it is locally solved for each spatial cell in the meshes in a specified order for a single direction in the discrete ordinates set. This order is constrained by the interaction of the discrete ordinates set with the spatial meshes. Because of the constraints placed on the sweep ordering, it is difficult to solve in parallel. Tasks (cell-angle pairs) assigned to a processor cannot begin until cells upstream from them have been solved, if their neighbor meshes at the geometry boundary are assigned to other processors, this processor must waiting for communication.
We present an algorithm to solve 2-D neutron transport equations in parallel on the space domain decompositions. We organize the parallel computation according to the arranged order, enlarging the computation granularity and reducing the times of communication, decreasing the dependence on the delay of communication. All these can bring a good efficient algorithm, and can gain better parallel computing performance combining with the load balance algorithm. We apply the partition software Chaco [12] to decompose the system domain into subdomains distributed to different processors. By applying the software Chaco we can distribute the meshes on unstructured grid automatically with small communicating surface. After finishing the domain decomposition, the keys of the parallel algorithm are: (1) how to design the priorities of the tasks to gain an efficient sorting algorithm; (2) how to design the mode of the communication in the parallel computing to gain a good ratio of computing and communication.
Journal of Algorithms & Computational Technology Vol. 4 No. 3 369 Table 4 . The list schedule method when G = nP + r, k = 0,1,2,…, and r ≥ 1.
No. of processors No. of energy groups
0 r r+ 1 r + 2P … r + nP 1 r−1 r + 2 r + 2P −1 … r + nP −1 2 r−2 r + 3 r + 2P −2 … r + nP −2 … … … … … … r−1 1 2 r 2P + 1 nP + 1 … … … … … … P−1 r + P r + P + 1 … r + (n−1)P + 1
Prioritization Algorithm
The determining factor in the performance of the parallel algorithm based on geometry domain decomposition is the assignment of priorities to meshes. The dependencies between the unstructured meshes are more complicated than structured meshes, just because there is not obvious what a "columnar" decomposition like KBA method on an unstructured mesh is or what the corresponding ordering should be. The purpose of this chapter is to develop a good sweep ordering method before the parallel computation of the meshes.
The prioritization algorithm is presented as follows:
First for each direction, the sequence calculating orders of all meshes is determined by the data dependencies between meshes. We can calculate the meshes that belong to the domain boundary and have no dependencies on any meshes, and we define the priority of those meshes to 1. Then we can calculate the meshes that are the direct down meshes of the meshes with the priority 1, and we define the priority of those meshes to 2. And so on. According to the calculating orders, we assign to each mesh a priority equal to the highest priority of its father meshes plus 1. The value is smaller, and the priority is higher. Figure 1 gives the priorities of a single direction, in Figure 1 Then we assign the priorities for all directions and all meshes. When there are no dependency between directions, the priorities are same to the single direction. If there are dependencies between directions, we must assign the priorities over again. We take a single mesh and a single direction as a task. According to the dependencies between directions and meshes, after determining the father and son tasks, we assign to each task a priority equal to the highest priority of its father task plus 1. The value is smaller, and the priority is higher. Figure 2 gives the priorities of the tasks.
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Parallel Solution Algorithm for the Multi-group Particle Transport Equations on the Unstructured Meshes We can calculate the meshes that belong to the domain boundary and have no dependencies from any meshes. The priority of a mesh can be assigned by its father meshes' priorities. We first calculate the meshes that have the higher priorities. The meshes that have the same priorities can be calculated simultaneously, and the meshes that have lower priorities must wait until their father meshes have been calculated. The meshes on the decomposition border need data communication. In this paper, we assign the priorities to all meshes and all directions, so all the directions can be calculated simultaneously. Compared with the existent algorithm, the new parallel algorithm with the priorities avoids managing the queues of meshes and using the time-consuming inserting algorithm.
SN Parallel Algorithm
After arranging all meshes in the order of the priority algorithm, we will develop the communication and computation methods to exploit the parallelism. For the meshes with the same priority belong to the same processor, we should calculate the meshes at the boundary at first for two reasons. First, if some processors are waiting for the communication of the meshes at the boundary, it can get the data to calculate as soon as possible to reduce the waiting time, on the other hand, when a processor finished the calculation of the meshes at the boundary, it can send out the data and calculate the other meshes with the same priority in the same processor, which can overlap the communication and calculation. All these can increase the parallel efficiency.
It is unavoidable to communicate between processors when we solve the particle transport equations in parallel. But the large amount of communications will decrease the parallel efficiency. When we design the parallel algorithm, we hope the communication cost can be reduced. So designing a good communication mode is one of the important ways to increase the parallel efficiency. It is necessary to transmit data between the neighbor processors. If we determine the way of geometry domain decomposition, the data amount of communication is fixed. Then we can pack the messages with the same mesh priority into a long message in order to reduce the time of communication.
Basing on the description above, we describe the algorithm on geometry domain decomposition in Figure 3 .
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According to the relation of meshes, determine the serial calculating sequence of all meshes for all directions.
Evaluate the parallel calculating priority of all meshes for all directions.
According to the priority of each element, calculate in order:
ipromax (the largest priority)
Calculate the meshes that need to send out data and need not receive data from other meshes;
Receive the data from meshes at the partition boundary;
Calculate the meshes that need to receive and send out data;
Send out the data at the partition boundary;
Calculate the rest meshes with the priority i ; Enddo Figure 3 . Sn parallel algorithm on geometry domain decomposition.
ANALYSIS OF ALGORITHMS AND COMMPUTATIONAL RESULTS
Suppose the load of each processor is W i , i = 0,1,…,P − 1, the degree of load balance is defined by
The value of η is closer to 1, the algorithm has the better load balance. According to the relation of G and P, we can obtain the degree of load balance η = f (G, P) for the multi-groups parallel method for load unbalance: 1) When G = (2k + 2)P, where k = 0,1,2,…, each processor has not only the equal number of energy groups, but also the sum of the ranks of energy groups, and the loads of processors are balance. So η = 1; 2) When G = (2k + 1)P, where k = 0,1,2,…, if P is odd, η = 1 and if P is even, then
3) When G = nP + r, where n = 0,1,2,…, and r ≥ 1, if n is even, and if n is odd, if ms · r + G ≥ (P − r) · ms, namely G ≥ (P − r − 1) · ms, then else,
where ms is the number of angle directions. After analyzing all the cases, the degree of load balance is more close to 1 along with the augment of G when the number of processors P is invariable, that is, when P is invariable. Figure 4 gives the degree of load balance η along with the number of groups for 225 meshes and 160 angular directions, which shows that the load balance is better when the number of groups G is increased.
Computation of the source item needs the neutron flux coupling of all the groups. Each processor must communicate with other P-1 processors. One communication need 32 g i · nt data, where g i is the sum of the ranks of energy groups in processor i and nt is the total number of meshes. The total communication time of the method for energy group domain decomposition is (4) where α is message startup time, T B is the time for sending a bit data.
As a case, we discuss the problem defined on a ball constituted by 225 meshes and 160 angular directions to illustrate the performance of the Sn parallel algorithm on geometry domain decomposition given by section 4. The problem has 36,000 tasks (cell-angle pairs), and the total progression of priorities is 65, such that the average number of tasks of each priority is 553. Suppose the number of processors is P, then each processor has about 553 /P tasks for every priority. There are 40 communication steps, and each step has the data of 40 or 50 cells. On the other hand, the parallel Sn sweep algorithm of paper [9] 1,600 communication steps for the same problem. So our parallel algorithm has less communication steps, and may have better performance on parallel computer with higher latency, like clusters. We have implemented our sweep scheduling algorithm in a new parallel Sn code using Message Passing Interface (MPI), and conducted our timing studies on a Xeon cluster. The Xeon cluster contains 2048 processors and uses the InfiniBand interconnected network with latency equal to 5∼6 microseconds. Table 5 lists the parallel executing time for 150 time steps, speedup and efficiency for the multi-groups parallel method for the load unbalance problem. The test problem is defined on a ball constituted by 225 meshes, 160 angular directions, and 24 groups. The data show that the list scheduling method has the linear speedup and high parallel efficiency. The super speedup is conduced by the effect of cache. The number of energy groups limits the number of processors that may be used. So we must combine the multi-groups parallel method with the Sn domain decomposition parallel method to implement the scale parallel computation.
In order to test the performance of the Sn domain decomposition parallel method, we test the problem defined on a ball constituted by 900 meshes, 160 angular directions, and 24 groups on the same Xeon cluster. Table 6 list the parallel executing time for 150 time steps, speedup and efficiency. The test time shows that the speedup on 128 processors is only 40.06 and the parallel efficiency is only 31.3%. The reason for the decline of parallel efficiency is the rise of the ratio of communication to computation when the problem is unchangeable and the number of processors is increased. Figure 5 and 6 respectively give the testing time and parallel efficiency for the parallel algorithm combining the energy group and the geometry domain decomposition in difference size of the meshes on the same Xeon cluster. results in Figure 5 and 6 show that the parallel algorithm combining the energy group and the geometry domain decomposition has well scalability and the parallel efficiency is 82% on 2048 processors relative to 256. The parallel efficiency is related with the particle flux results. The particle flux is defining on the geometry space, energy group, velocity phase-space and time space. The number of angular directions, groups and meshes will conduce the precision of the particle flux. In general, the larger number of angular directions, groups and meshes will supply more calculation operations for parallel computation and result to the higher parallel efficiency with the same number processors. At the same time, the less number of angular directions, groups and meshes will result to the less parallel efficiency with the same number processors. So the number of angular directions, groups and meshes will influnce the parallel efficiency. Now we demonstrate the effects of angular directions on the parallel efficiency for the problem with 14400 meshes and 24 groups. In figure 7 , we plot the highest parallel efficiencies we could obtain for various angular directions. From these plots, we see that increasing the angular directions almost always increase the parallel efficiency, our parallel algorithms take advantage of some pipelining effects. Figure 6 . Parallel efficiency of parallel algorithm combining group and geometry domain decomposition (160 angular directions, and 24 groups). Figure 8 gives the effects of groups for the problem with 225 meshes and 160 angular directions. From these plots, we see that increasing the angular directions almost always increase the parallel efficiency with the same number of processors, our multi-groups parallel methods have better parallel performance for the larger number of groups.
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CONCLUSIONS
This paper presents an effective way to implement the scalable parallel numerical simulation on the clusters by combining the energy group and the space domain decomposition. Based on the list schedule algorithm we first design a multi-group parallel method to solve the load unbalance problem. Then we present a parallel algorithm based on geometry domain decomposition. Experiments indicate that the algorithms get a better parallel efficiency. A parallel code combining those two algorithms was designed. Using the code, we solved a two-dimension particle transport equations on a cluster, performance results show that the algorithms have well scalability. Parallel efficiency is 82% on 2048 processors relative to 256.
There are a number of directions for future research in this area. The method utilizing asynchronous message passing to exchange the ghost data can increase scaling in many clusters. Second, the low complexity prioritization methods need to be developed. Third, there is a continuing need for the development of more effective spatial decompositions. Finally, the parallel algorithms of this paper can be generalized to the other Sn methods, like half Sn method, which may have high parallel efficiencies.
