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ABSTRACT
Context. We implement an electron avalanche photodiode (e-APD) in the MIRC-X instrument, upgrade of the 6-telescope near-
infrared imager MIRC, at the CHARA array. This technology should improve the sensitivity of near-infrared interferometry.
Aims. We characterize a near-infrared C-RED ONE camera from First Light Imaging (FLI) using an e-APD from Leonardo (previ-
ously SELEX).
Methods. We first used the classical Mean-Variance analysis to measure the system gain and the amplification gain. We then developed
a physical model of the statistical distribution of the camera output signal. This model is based on multiple convolutions of the Poisson
statistic, the intrinsic avalanche gain distribution, and the observed distribution of the background signal. At low flux level, this model
constraints independently the incident illumination level, the total gain, and the excess noise factor of the amplification.
Results. We measure a total transmission of 48 ± 3% including the cold filter and the Quantum Efficiency. We measure a system
gain of 0.49 ADU/e, a readout noise of 10 ADU, and amplification gains as high as 200. These results are consistent between the two
methods and therefore validate our modeling approach. The measured excess noise factor based on the modeling is 1.47 ± 0.03, with
no obvious dependency with flux level or amplification gain.
Conclusions. The presented model allows measuring the characteristics of the e-APD array at low flux level independently of preex-
isting calibration. With < 0.3 electron equivalent readout noise at kilohertz frame rates, we confirm the revolutionary performances of
the camera with respect to the PICNIC or HAWAII technologies. However, the measured excess noise factor is significantly higher
than the one claimed in the literature (<1.25), and explains why counting multiple photons remains challenging with this camera.
Key words. Instrumentation: detectors, Techniques: high angular resolution, Methods: data analysis, Infrared: general
1. Introduction
Optical long baseline interferometry allows imaging at higher
angular resolution than classical monolithic telescopes for a
given wavelength. For instance, the gain in resolution is about a
factor 3 (resp., 8) between a diffraction-limited 40-m single-dish
telescope and the Very Large Telescope Interferometer (VLTI,
Haguenauer et al. 2012) (resp., the CHARA array; Gies et al.
(2018)). As it is a natural trade-off between the damaging ef-
fect of atmospheric turbulence at shorter wavelengths and the
increased sky brightness at longer wavelengths, many interfer-
ometric instruments operate in the near-infrared (NIR), like PI-
ONIER and GRAVITY at the VLTI (Le Bouquin et al. 2011;
GRAVITY collaboration et al. 2017); CLIMB, CLASSIC, Jou-
FLU, and MIRC-X at CHARA (Monnier et al. 2006; ten Brum-
melaar et al. 2012; Scott et al. 2014). As a typical example,
single-mode optical interferometry in the H-band (1.6 µm) re-
quires individual exposure times of about 10 ms. In this spectral
range, to cope with atmospheric effects and to stabilize the inter-
ferometric fringe patterns implies to measure and servo-control
the fringe positions during a fraction of the coherence time, i.e.
during less than a few milliseconds. Fringe tracking in the NIR
thus needs fast detectors working at kHz speed and allows to
push the instrument sensitivity by allowing minute-long expo-
sures to be done on the scientific detector (GRAVITY collabora-
tion et al. 2017).
In addition, in the H-band, the total instrument and sky back-
ground is about 10 photons per exposure per telescope. Consid-
ering that at least 100×10 pixels are commonly needed to encode
the spectrally dispersed fringe signal, the background noise is
much lower than one photon per pixel and per exposure. Typical
readout noise of PICNIC or HAWAII detectors for such frame
rate and format are ∼8 electrons per exposure and per pixel (Pe-
dretti et al. 2004; Beckmann et al. 2014). Consequently, the de-
tector readout noise has remained the limiting factor for decades.
The situation has changed in the 2000s with the development
of matrices of electron Avalanche Photo-Diodes (e-APD) in the
NIR. These detectors promised to deliver sub-electron readout
noise thanks to amplification of the signal before the readout. On
the one hand, a French collaboration of industrial (SOFRADIR,
CEA-LETI) and academic (IPAG, LAM, ONERA) partners de-
signed and built several prototypes of the so-called RAPID de-
tector (Feautrier et al. 2014; Guieu et al. 2014). On the an-
other hand, the Leonardo company (former SELEX) in collab-
oration with the ESO developed the SAPHIRA detectors and
used as wavefront sensors and a fringe tracker for the GRAVITY
instrument (Finger et al. 2016; GRAVITY collaboration et al.
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2017). This detector was made available as a commercial prod-
uct, called C-RED ONE, by the First Light Imaging company
(Greffe et al. 2016).
Within the framework of the installation of adaptive optics
on the CHARA array (ten Brummelaar et al. 2016) and with the
aim of pushing the sensitivity of high-angular resolution imag-
ing in the NIR, we purchased the first two C-RED ONE cameras
in 2017. The first one has been used to upgrade the H-band 6-
telescope combiner MIRC, now called MIRC-X (Monnier et al.
2012; Kraus et al. 2018), at the focus of the CHARA optical in-
terferometer since mid-2017. The second one will be used in the
K-band copy of this instrument, called MYSTIC, and expected
to be installed in 2019 at CHARA (Monnier et al. 2018).
The goal of this paper is to measure the characteristics of
the e-APD detector of MIRC-X at our typical low flux level and
to determine if photon-counting is achievable in realistic opera-
tional conditions.
After this introduction, the second section describes the C-
RED ONE camera and the e-APD technology. In the third sec-
tion, we present a classical characterization of the detector noise
and amplification of the camera, based on the Mean-Variance
method. In the fourth section, we introduce an innovative model
of the signal distribution which allows us to extract the excess
noise factor and the gain. The fifth section discusses the obtained
results and compares them with the literature, especially the sig-
nificant discrepancy of the excess noise factor. The paper ends
with a brief summary and conclusion.
2. The C-RED ONE camera
2.1. e-APD technology
The e-APD technology consists in applying a bias voltage in a
lower layer of the pixel. The electron generated by the incident
photon in the absorption region migrates to the bottom of the
pixel. When the electron travels through the multiplication re-
gion, it is accelerated by the bias voltage. At some point, the ki-
netic energy is high enough to ionize an atom of the substrate by
a collision. The two electrons are accelerated again, generating
new electrons by collision. This avalanche process is explained
in further details in Finger et al. (2010) and Finger et al. (2012).
The avalanche process is a stochastic process. An incident
photon can lead to different numbers of final electrons with a
given probability distribution. In this paper, we call this proba-
bility distribution the avalanche gain distribution M. From this
amplification gain distribution, we can derive two principal char-
acteristics of the system: the mean avalanche gain and the excess
noise factor. The mean avalanche gain is defined by
Gav = 〈M〉. (1)
The excess noise factor (ENF) is defined by
ENF =
〈M2〉
〈M〉2 . (2)
The ENF is the additional noise brought by the avalanche pro-
cess on the output signal, compared to the photon noise obtained
without the avalanche process. In the following, we also make
use of the mean total gain, defined as:
G = Gsys Gav, (3)
where Gsys is the system gain in ADU/e.
2.2. Camera readout
Our C-RED ONE cameras (Fig. 1-left) embark SAPHIRA MCT
SWIR Mark13 e-APD 320×256 pixels detectors whose overall
characteristics are summarized in Tab. 1.
Table 1. Characteristics of the SAPHIRA MCT SWIR Mark13 detector
embarked in our C-RED ONE camera, as specified by the manufacturer.
Characteristics Values
Format 320 × 256 pixels
Detector sensitivity 0.8 to 3.5 µm
Readout Speed, full frame single read 3500 frames/s
Total noise for 1 ms of integration,
looking at a 300 K scene
0.4 e/pixel
Quantum Efficiency > 70 %
Cold filters transmission (at 1.55 µm) 81 %
H-band filter cutoff 1.739 µm
Excess Noise Factor (ENF) 1.25
System Gain 0.59 ADU/e
Operating temperature 80 K
The camera offers various readout modes. Our custom read-
out is inspired from the PICNIC camera from the IOTA ob-
servatory (Monnier et al. 2006). First, it consists of multiple
consecutive reads of the same pixel (NREADS) before mov-
ing to the next pixel on the row. A row is then read multiple
times (NLOOPS) before moving to the next row. Those multi-
ple NREADS and NLOOPS are then averaged. It reduces the
readout noise and extends the integration time while keeping a
somewhat simultaneous integration window for the various pix-
els of the same row. In the following, we call a frame the pro-
cess of reading the entire array once, with this combination of
NREADS and NLOOPS. Finally, the array is read multiple times
non-destructively (NFRAMES_PER_RESET) before the detec-
tor is reset and the process starts again. Note that it is possible to
read sub-windows of the full pixel array. Cropping is possible in
the row and column directions and this increases the frame rate.
In most implementations of the on-the-ramp mode, the set
of NFRAMES_PER_RESET along the ramp is collapsed into a
single value of flux per pixel by the mean of a linear fit. This
is not the case in interferometric instruments where a fast frame
rate is necessary (Pedretti et al. 2004; Le Bouquin et al. 2011).
Instead, we analyze the flux of each frame individually in the
ramp, by subtracting the measurement of the previous frame.
A typical setup used for on-sky observations consists of read-
ing a window of 320 × 17 pixels, with NREADS = 12 and
NLOOPS = 8. It provides a frame rate of ≈ 355 Hz. The detec-
tor is generally reset every 100 frames only. In the experiments
of this paper, we used NREADS = 8 and NLOOPS = 2 in order
to increase the frame rate to ≈ 1916 Hz. This was necessary to
lower the background signal per pixel and per frame. Each data
set has a total of 2000 frames.
Before being analyzed, we correct the RAW data from a
parasitic electronic signal from the pulse-tube, which appears
as a nearly sinusoidal additive signal. The process is explained
in Lanthermann et al. (2018). We then compute the flux per
frame, in ADU, by taking the difference between two consec-
utive frames.
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Fig. 1. Left. Picture of the MIRC-X C-RED ONE. Right. Scheme of the experimental setup. 1: H band single-mode fiber fed by a white-light
source; 2: Dispersion prism; 3: Camera cold stop and baffle; 4: Low pass cold filter; 5: Detector.
2.3. Cold optics
The C-RED ONE camera is delivered in a standalone cryostat,
operating at 80 K thanks to a pulse-tube. It has an f/4 cold aper-
ture at about 35 mm from the detector and 15 mm from the ex-
ternal surface of the cryostat window (e.g., where the last warm
optics can be located). Our MIRC-X camera holds four low-pass
cold filters to remove the thermal background. Two have a cut-
off wavelength at 1.739 µm, and two at 2.471 µm. The latter is
mandatory to increase the rejection at wavelengths longer than
3 µm. The theoretical amount of electrons due to the thermal
background flux seen by a pixel in a single frame can be com-
puted as follows:
FBKGthermal =
∫ ∞
0
B(λ, 300K) A Ω T (λ) QE(λ)
1
f
dλ, (4)
https://www.overleaf.com/project/5b8e824862a9062358c47262
where B(λ, 300K) is the blackbody emission at 300 K,
A = (24 µm)2 is the surface of a pixel, Ω = pi/64 str is the
solid angle corresponding to the cold aperture, T (λ) is the
combined transmission of the filters, QE(λ) is the quantum
efficiency, and f = 1916 Hz is the frame rate. We measured
the combined transmission and quantum efficiency of the
camera at 1.55 µm by the mean of a NIST-traceable calibrated
diode. The result is 48 ± 3%. This value is somewhat in
agreement with the theoretical specifications of 55% at this
wavelength. Using the theoretical transmission and quantum
efficiency values gives an incident background on the detector
of FBKGthermal = 0.042 e/frame/pixel.
2.4. Warm optics setup
The data set used for the model presented in this paper have
been taken with the optical configuration used for on-sky obser-
vations, but with the instrument fed by an internal thermal white-
light source (Fig. 1-right). In summary, the light is injected into
a fiber whose output acts as the entrance slit of a simple spec-
trograph. A prism disperses the light over 12 pixels across the
H-band. The image on the detector, therefore, consists of 3 × 12
illuminated pixels. The neighboring pixels are not illuminated by
the flux coming from the fiber. In the following, we used only the
value of a single pixel of the spectrum, which receives the flux
from a sharp spectral band of approximately 0.05 µm centered
on 1.55 µm.
3. Detector characterization
3.1. Mean-Variance analysis
The Mean-Variance method is a very common way of measur-
ing the gain and the readout noise of a detector (Bohndiek et al.
2008). It uses the fact that the temporal variance of a photometri-
cally stable signal is proportional to the flux signal. The propor-
tionality coefficient is the total gain times the excess noise factor.
The interception of the fit with the y-axis gives the readout noise.
To measure the system gain of our detector, we perform a Mean-
Variance curve at an avalanche gain of 1 (i.e., without avalanche
process).
G i  alibration : system gain
 15
• PTC at G_av = 1 
• G_sys-mes = 0.49  
(G_sys-man = 0.78)
• G_mes/G_man = (G_cal * G_sys-mes)/(G_av * G_sys-man)  
= 0.93 * 0.49 / 0.78 = 0.58 
Consistent with model’s results
Fig. 2. Mean-Variance curve at avalanche gain = 1 (no avalanche pro-
cess). The horizontal axis shows the mean flux in ADU/frame/pixel
while the vertical axis gives the temporal variance. The blue dots are
the data points. The black line is the fit of a linear function on the data
points.
We measure a system gain Gsys = 0.49 ADU/e. Note that
this is somewhat different from the expected system gain of
0.59 ADU/e provided on the data sheet from FLI. We dig into
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the calibration data of the manufacturer. Depending on the por-
tion of the curve that we fit, the gain can vary from 0.42 to 0.61.
These differences may be explained by non-linearity of the de-
tector at different flux levels. We do not study the effects of the
non-linearity in this paper because we focus on the low-light-
level regime.
The Mean-Variance analysis also allows estimating the de-
tector readout noise, as the floor noise obtained without illumi-
nation. The readout noise is ≈ 17 ADU RMS, derived from the
variance of 293 ADU2 from the fit. Using the system gain, this
corresponds to ≈ 35 e, which is comparable to the 45 e measured
with no APD gain by Finger et al. (2016) on a similar device and
with a similar method.
We have identified that this detector noise is in fact partially
correlated between the pixels. When using proper filtering (Lan-
thermann et al. 2018), we typically achieve detector noise as low
as ≈ 12 ADU RMS.
3.2. Avalanche Gain
The avalanche gain is the mean value of electrons at the end of
the avalanche process for one incident photo-electron. It repre-
sents the amplification of the incoming signal before the readout.
To calibrate the avalanche gain, we measure the flux registered
by the camera at different requested avalanche gains and divide
it by the flux measured with no avalanche gain for the same inci-
dent flux. At the wavelength of 1.55 µm, the quantum efficiency
of the camera is constant with the avalanche gain as shown in
Figure 6 of Finger et al. (2016). We double checked the tempo-
ral stability of the flux using a calibrated diode. Over the course
of the experiment, the calibrated photometry of our light source
was stable within a few percents.
Figure 3 displays the measured avalanche gain compared to
the manufacturer calibration. The unity gain is used as a refer-
ence to compute the avalanche gain and therefore lies on the red
curve by definition. Our measured avalanche gain is consistently
0.93 times the avalanche gain calibrated by the manufacturer. Al-
though not presented in Fig. 3, we have verified that this relation
applies for avalanche gain up to 150.
The calibration from the manufacturer is based on a different
method that is a mean-variance analysis for each amplification
gain. Our independent measurement confirms this calibration.
The remaining discrepancy of a few percents on the absolute
gain is not an issue in our operational scenario. Nor the real-time
fringe tracking algorithms neither the instrument data reduction
algorithms rely on an absolute knowledge of the gain.
3.3. Attempt of photon counting
For a total gain of 50 ADU/e or higher, the signal of incom-
ing individual photons should overwhelm the readout noise of
12 ADU and therefore allows photon counting. This is especially
true since the expected excess noise factor (ENF) is small (1.25).
The ENF is the noise added by the avalanche process of the e-
APD. The lower it is, the lower the avalanche process add noise.
It has a limit of 1 for noiseless avalanche process. The effect
of the ENF on the photon counting is that it spread the signal
distribution of one photon. To explore this possibility of individ-
ual photon counting, we compute the histograms of the temporal
sequences of the values of a single illuminated pixel. Typical his-
tograms are shown in Fig. 4. We interpret the histogram of the
background as the sum of (1) a Gaussian distribution of RMS
12 ADU corresponding to the detector readout noise; and (2) a
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Fig. 3. Derived avalanche gain as a function of the avalanche gain pro-
vided by the manufacturer. The red line is the 1:1 relation. The black
line is a linear fit, excluding the unity gain.
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Fig. 4. Histograms of counts measured on a single pixel, with a low-flux
illumination (< 1 e/frame/pixel, darker blue) and with a high flux illu-
mination (> 3 e/frame/pixel, lighter blue). The total gain is 50 ADU/e.
The histogram without illumination is shown in green and represents
the intrinsic statistic of the 0-photon events.
small tail toward positive values corresponding to the few frames
with a background photon (approximately one over 23 frames).
The histogram measured in the low flux regime shows a break
at 25 ADU. We interpret this break as the transition between the
0-photon events and the 1 or more photon events. It means that
we can derive the proportion of 0-photon events, hence the in-
coming flux. In the high flux regime, the fraction of 0-photon
event becomes negligible. The clear transition between the 0-
photon event and the 1- or more photons events is not noticeable
anymore. Therefore, it appears that it is not possible to perform
discretized photon-counting with this camera. In the following,
we develop a simple model that reproduces these histograms and
allows us to measure the excess noise factor.
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4. Modeling the photonic signal
We record histograms for various illuminations and various
gains. Because of the very low flux levels we are interested in, it
was unfortunately impossible to build an absolute calibration of
the illumination.
4.1. Model
In the following, we call F the mean flux reaching the considered
pixel and coming from the internal source, in e/frame/pixel. This
is an unknown parameter. F = 0 is, by definition, the mean of the
histogram of the background counts (in green in Fig. 4). We de-
veloped a simple model with the goal to reproduce the observed
distributions H(ADU) as a function of the parameters G (gain in
ADU/photon), the F (flux in photon/frame/pixel) and the ENF
(excess noise factor). Our model is described by the following
equation:
H =
(3)︷             ︸︸             ︷
BKG(ADU,G) ∗
(2)︷        ︸︸        ︷∑
p
[
P(p,F) ·
(1)︷                ︸︸                ︷
MC(ENF,
ADU
G
)
]
, (5)
where the ∗ sign is for convolution, the · sign is for multipli-
cation, BKG(ADU,G) is the measured distribution without illu-
mination, P(p,F) is the Poisson probability of a p-photon event
given a mean flux Flux, and
MC =
p−1 convolutions︷                                                   ︸︸                                                   ︷
M(ENF,ADU/G) ∗ M(ENF,ADU/G) ∗ ... (6)
is the iterative self-convolution of the gain distribution because
each avalanche generates its own avalanche gain distribution.
This model is based on the following realistic assumptions and
follows these steps:
1. The amplification gains of the individual photons summed
up in a frame with p-photon are not correlated. Therefore the
distribution of the p-photon frames is represented by p − 1
convolutions of the gain distribution M.
2. These p-photon frames are uncorrelated, therefore the com-
bined distribution is a weighted sum, according to the Pois-
son distribution for the desired flux.
3. The background flux is additive and uncorrelated with the il-
lumination flux. Therefore the distribution given by the pre-
vious steps is convoluted by the distribution measured on the
background.
The key physical ingredient of this model is the gain distribution
M.
4.2. Prescription for the gain distribution
The mean gain G and the excess noise factor ENF are intrin-
sic properties of the gain distribution M. A Gaussian distribu-
tion (Kardynał et al. 2008) truncated over R+ can only model
low ENF values (< 1.2). This is because the fraction of non-
physical “negative amplifications” becomes numerically signifi-
cant at larger ENF values. A decreasing exponential distribution
truncated over R+ (Tsujino et al. 2009) has a fixed ENF of 2.0. It
is unsuited to reproduce the expected ENF of 1.25 of our camera.
The Gamma distribution is classically used to model the pho-
ton distribution in EMCCD cameras (Hirsch et al. 2013). It de-
scribes the process of multiplication of a single electron inside
the pixel. The Gamma distribution is an intrinsically asymmetric
function defined and normalized over R+. It is defined by 2 posi-
tive parameters k and θ (see Appendix A). The former parameter
describes the shape of the function, while the latter describes its
scale. These 2 parameters can be directly linked to the ENF and
the mean gain by:
k =
1
ENF − 1 (7)
and
θ = G(ENF − 1). (8)
The Gamma distribution allows spanning the entire range of
ENF values between 1 and +∞. Figure A.1 displays four ex-
amples of the Gamma distribution. Interestingly, the exponential
distribution and the Gaussian distribution are special cases of the
Gamma distribution. Therefore these two situations are included
in our parameter space.
4.3. Fit strategy
Our model uses three free parameters (the mean gain G, the ex-
cess noise factor ENF, and the mean photonic flux F) in order to
reproduce the observed distribution H(ADU). The background
distribution BKG(ADU) is measured by turning off the internal
source.
We first run a brute-force minimization by computing the re-
duced chi-squared χ2r between the data and the model for each
point in the cube (G, ENF, F). At the end of the brute force
method, we run a classical gradient descent toward the best-fit
parameters with the minimum χ2r position in the cube as the start-
ing point. The whole process on the 25 data files takes ≈3 hours
with 25 points on the grid for each parameter. We checked that
this sampling is enough to sample the degeneracy by process-
ing some data sets with 50 and 100 points on the grid for each
parameter.
5. Results and discussion
5.1. Best-fit quality
Fig. 5 shows the results of the minimization for a data set with
a low flux level. The overall shape of the data is convincingly
reproduced by the best-fit solution. The solution has no degen-
eracy, there is only one minimum for each parameter. This is
because the fraction of 0-photon events is well constrained by
the "bump" at 0. Knowing the flux, the mean on the histogram
constrains the gain. Then, the ENF is constrained by the shape
of the histogram tail.
Appendix C shows all the results. The best-fit models repro-
duce convincingly the data for all flux and gain. This confirms
that the Gamma distribution is an adequate model of the amplifi-
cation process. As expected, for F > 3 e/frame/pixel, the degen-
eracy of the model increased significantly, as shown on Fig C.3,
C.4 and C.5. This is due to the fact that the proportion of 0 pho-
ton events is not significant enough anymore to constrain the flux
with the data histograms. The χ2r maps show that we have only a
lower limit to F. As a consequence, we only have a higher limit
for G, and ENF is poorly constrained.
5.2. Gain
Figure 6 displays the best-fit gain versus the expected gain as
calibrated by the manufacturer. The results obtained with differ-
ent flux levels and gains are self-consistent: our best-fit gain (G)
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Fig. 5. Example of χ2r minimization result. This example is from data with Gman = 76.7, the expected gain from the manufacturer calibration. The
parameters that minimize the χ2r are F = 0.46, G = 52.2 and ENF = 1.38. Diagonal. Minimum χ2r as a function of ENF (top left), G (middle) and
F (bottom right), the two other parameters being free. Lower left. Maps of minimum χ2r as a function of two parameters. Upper right. Histogram
for the data with illumination in blue, histogram of the background in light green, and histogram obtained with the parameters that minimize the
χ2r in orange.
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Fig. 6. Best-fit gain as a function of the expected gain from the manu-
facturer calibration. The black line is a linear fit, while the red line is
the expected 1:1 relation. The different colors of the data points show
the different flux estimated by the model-fitting.
is consistent 0.71 times the expected gain from the manufacturer
calibration (Gman). We notice that the higher the flux level, the
larger the uncertainties. This is due to the degeneracy at high flux
levels. Interestingly, the best-fit gains for those high flux data are
still consistent with the ones at low flux.
We analyzed several pixels in order to check the uniformity
of the results in the matrix (see Appendix B). The results are
consistent over the pixels and show a mean gain G = 0.70 ±
0.04×Gman. This is in overall agreement with the fully indepen-
dent calibrations presented in Sec. 3. With these more classical
methods, we obtained a ratio of Gsys measured/Gsys man ×Gava ratio =
0.49/0.59× 0.93 = 0.77 for the total gain, compared to the man-
ufactured calibration. This also confirms that our simple model
is adequately capturing the statistic of the amplification process.
5.3. Excess Noise Factor
Figure 7 shows the measured ENF as a function of the avalanche
gain. The median value of all the measured ENF is 1.49 ± 0.12.
As expected, the uncertainty increases for measurements at
higher flux but the error bars all remain compatible with the me-
dian value. As for the gain, we performed the same study on
several pixels. The results are summarized in Appendix B. The
mean ENF over the pixels is 1.47 ± 0.03.
The discrepancy between our measured ENF and the value
reported in the literature is striking. Finger et al. (2016) measure
an ENF of 1.3 at a temperature of 90 K and 1.1 at 40 K. Their
method to measure the ENF is independent of a gain distribu-
tion model. They control the illumination by using a black body
source located in front of the detector. They compare the noise
on the detector with the photon noise expected for the controlled
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Fig. 7.Best-fit ENF as a function of the avalanche gain. Colors represent
the flux estimated by the best-fit. The black line is the median value of
measurements. The red line is the value from the manufacturer.
flux. Based on this calibration, the value expected by the manu-
facturer for our camera is 1.25 for an operating temperature of
80 K.
The detailed study of a MARK13 SAPHIRA presented by
Atkinson et al. (2018) gives interesting clues on the ENF. Their
Figure 6 shows a histogram of the detector signal with very low
illumination (about 0.1 photon/frame/pixel). The histogram has
a peak at the position of the 0-photon events whose shape is simi-
lar to the histogram without illumination, and a tail for the one or
more photons events. As in our measurements, there is no sepa-
ration between those two distributions. We run our model on the
data extracted from Figure 6 of Atkinson et al. (2018). The re-
sults are presented in Fig. C.6. The model reproduces adequately
the shape of the observed histogram. The best fit ENF = 1.45 is
consistent with the results obtained on our own data.
The first possibility is the somewhat arbitrary choice of the
gain distribution model M in our study. We also tried a Gaussian
model defined over R+. The resulting ENF were not significantly
different.
Another possibility is that the illumination contains photons
at higher wavelengths. These photons are absorbed deeper in
the pixel, possibly inside the multiplication region. This would
create a less amplified signal, spreading the gain distribution.
But our optical setup disperses the spectrum of the white-light
source. Based on the spectral calibration of the instrument, we
are sure that the pixels considered for this study only receive
photons between 1.55 and 1.6 µm coming from the white-light
source. Remember that the photons of the warm background are
already taken into account in the background histogram.
Another hypothesis is that the signal of individual photon
is temporally smeared. In Finger et al. (2016), the detector re-
sponse time is of the order of 1 ms. As the measurement of the
ENF in the same paper is made at 1 kHz, the signal would not be
smeared. In our experiment, we took data at 1900 Hz, which is
faster than the detector response time. But the claim is that the
detector response time is dominated by the electron migration
in the substrate and not by the avalanche process (Finger et al.
2016). Hence, it would delay the signal, not smear it. Another
smearing occurs due to our specific readout mode, for photons
arriving between consecutive readout that are averaged together
into a single frame. We read an entire row several times before
reading the others, and average these measurements. As we read
20 rows, it means that only 5% of the photons are smeared this
way. This is too low to explain the difference between our value
and the ones in the literature. Moreover, such an effect skews
the distribution of gain toward the lower values (negative skew-
ness), not toward the higher values (positive skewness) as seen
in Figure 6 of Atkinson et al. (2018) and across this paper.
The last possibility is that the results existing in the litera-
ture have been obtained for relatively high flux (several tens of
photons per frame and per pixel), while our study and the one of
Atkinson focuses on very low flux levels (less than 5 photons per
frame and per pixel, and more typically less than 1 photon per
frame and per pixel). We suspect that the physics of the detector
is not the same when there is one or several electrons migrating
in the amplification zone.
5.4. Consequences for photon-counting
As shown in Sect. 3.3, photon counting by fully separating the
distributions of zero, single, or multiple photon events is not pos-
sible with our camera. This is due to the unexpected ENF of 1.47.
However, Fig. 4 shows that we do see two different distributions
at low flux: the one of the 0-photon events, and the one of the 1 or
more photon events. Therefore, one could define a threshold that
would separate, with some statistical uncertainties, the frames
with and without photons. Computing this optimal threshold for
each gain and each frame rate is out of the scope of this paper.
Although disentangling the 0- and the ≥1-photon events may
appear attractive, we did not implement it in the data reduction
pipeline of the instrument. Indeed, when dealing with a signif-
icant fraction of ≥2-photon events, such threshold dramatically
complicates the un-biasing of the fringe bi-spectrum. Detailed
discussion on the impact of the measurement statistic in the
fringe bi-spectrum can be found in Basden & Haniff (2004), Gor-
don & Buscher (2012) and Garcia et al. (2016). We are currently
upgrading the bi-spectrum de-biasing algorithm in the MIRCX
pipeline based on our new understanding of the signal statistic
presented in this study.
5.5. Consequences on instrument performance
We simulate the SNR of the MIRC-X instrument for two realis-
tic situations. First, we simulate a flux of 0.1 e/pixel/ms which
is typically obtained on faint objects, such as Young Stellar
Objects. These are the primary science goals of MIRC-X. The
fringe visibility is often high (close to 1) because the objects
are unresolved. Secondly, we simulate a flux of 100 e/pixel/ms
which is typical of bright objects, such as fully resolved Stel-
lar Surfaces. These targets have very low visibility (e.g. 0.01).
We estimate the detector and background noise by using actual
measurements in background exposures obtained with the for-
mer PICNIC camera and with the C-RED ONE at an avalanche
gain of 60 (best compromise between readout noise and tunnel-
ing noise, Lanthermann et al. 2018). We used the measured ENF
= 1.47 for the C-RED ONE camera, and ENF = 1 for the PIC-
NIC camera, as this one doesn’t have additional noise from an
avalanche process. For both cameras, the fringe signal is encoded
into 100 pixels. Results are shown in Fig. 8.
The operational limit for fringe detection is defined by
SNR > 3. In the low flux regime, the simulation shows an im-
provement of one decade in term of necessary integration time
between the former PICNIC camera and the new C-RED ONE.
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Fig. 8. Simulation of the SNR as a function of the coherent integration
time in two operational conditions of flux and fringe visibility, for the
previous PICNIC camera of MIRC and the new C-RED ONE camera
of MIRC-X.
It corresponds to a gain in sensitivity of 2.5 magnitudes. In the
high flux regime, the PICNIC camera is more efficient but the
difference is rather small in term of limiting magnitude. For the
specific case of averaging many exposures on bright targets with
the goal to reach a high SNR, the PICNIC camera remains theo-
retically advantageous because it doesn’t suffer from the Excess
Noise Factor. However, this is not true in practice because other
effects quickly become dominant such as the piston noise or the
calibration accuracy.
This simulation compares realistically with the results ob-
tained on sky so far. The typical limiting magnitude of the in-
strument with the former PICNIC camera was H ≈ 5.5. Since
the upgrade, it has been possible to observe several Young Stel-
lar Objects and massive stars at magnitudes H ≈ 7.5. Overall, in
term of scientific productivity for MIRC-X, the sensitivity boost
obtained in the low flux regime largely overcome the possible
sensitivity losses in the high flux regime.
6. Conclusions
We have characterized the first near-infrared C-RED ONE cam-
era sold by the First Light Imaging company. This SAPHIRA
electron avalanche photo-diode camera is now part of the
MIRC-X instrument operating in the H band and installed at the
combined focus of the CHARA array.
We have presented the characterization of this C-RED ONE
camera in the operational scenario of the MIRC-X instrument
(multiple readouts, kHz frame rate and low flux illumination).
We first performed a classical analysis based on the Mean-
Variance curve and mean flux level in order to determine the
system gain and amplification gain. We have then presented a
simple, but innovative, modeling of the signal distribution from
the camera at low flux level. It enabled us to estimate both the to-
tal gain and the excess noise factor brought by the amplification
process. The model reproduces adequately the observed distri-
butions of photon events for a large range of flux and gains. We
have also applied our model to existing literature data to confirm
our measurements.
We measured a system gain and total gain slightly lower
than the ones calibrated by the manufacturer. This result is ob-
served consistently when using the Mean-Variance method and
our model based on the signal distribution. Our modeling also
revealed that the ENF (1.47) is significantly higher than the val-
ues in the literature for this type of detectors (1.25). We could
not determine the reason for such a discrepancy. After reviewing
various possibilities, we proposed that the amplification process
could behave differently in the low flux regime and high flux
regime.
From section 5.5, we show that the C-RED ONE in the
MIRC-X instrument brings a theoretical improvement in sensi-
bility of 2.5 magnitudes in the H band for faint objects, when its
performances are comparable to the former PICNIC camera for
bright objects. More generally, with < 0.3 electron equivalent
readout noise at kilohertz frame rates computed from the back-
ground histograms (Fig 4), we confirm the revolutionary perfor-
mances of the camera with respect to the PICNIC or HAWAII
technologies for high frame rate applications. In current oper-
ation, the camera has improved the limiting magnitude of our
MIRC-X instrument by up to two magnitudes, the exact value
depending on the atmospheric coherence time and the setup of
the spectrograph. However, the observed higher excess noise fac-
tor is consistent with the fact that we cannot separate the events
with different numbers of photons in the observed signal distri-
bution.
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Appendix A: Gamma distribution
Fig. A.1. Different examples of gain distribution modeled with the
Gamma distribution. Upper left corner: ENF = 1.05 and G = 40. Upper
right corner: ENF = 1.3 and G = 40. Lower left corner: ENF = 1.9 and
G = 40. Lower right corner: ENF = 1.3 and G = 80.
Figure A.1 shows four examples of the Gamma distribution
for different values of avalanche gain and ENF. On the upper left
corner, we see a Gaussian distribution. On the lower left corner,
we are in the regime of an exponential distribution. The proba-
bility density function of the Gamma distribution is defined by
f (x, k; θ) =
xk−1e−x/θ
θkΓ(k)
(A.1)
for x > 0 and k, θ > 0, and where Γ(k) is the gamma function.
For this distribution, the k parameter describes the shape of the
distribution and θ parameter describes the scale of the distribu-
tion.
Appendix B: Different pixels’ results
Table B.1 summarizes the results obtained for 5 different pixels,
in order to quickly assess the homogeneity of the result across
the detector.
Table B.1. Results of gain and ENF for 5 different pixels
Pixel coordinate G/Gman ENF
(67; 7) 0.72 1.49
(67; 9) 0.73 1.49
(66; 9) 0.71 1.49
(67; 11) 0.69 1.44
(66; 13) 0.63 1.43
The coordinates are measured within the 320× 20 pixel win-
dow. The gain factor is computed with the linear fit of the gain of
the best-fit model as a function of the manufacturer gain (Fig. 6).
The ENF is obtained with the median of the different ENF mea-
sured by the model for various fluxes (Fig. 7). The plots shown
in the main sections of the paper were for pixel (66; 9). The ta-
ble B.1 shows that we obtain similar values for other pixels.
Appendix C: Different minimization results
This appendix presents the results of minimizations for different
typical configurations. Figure C.1 is for a low flux and low gain
configuration. Figure C.2 is for a low-flux/high-gain configura-
tion. Figure C.3 is for a high flux and low gain configuration.
Figure C.4 is for a high-flux/high-gain configuration. Figure C.5
is for a high flux at the maximum gain used for this study. Fig-
ure C.6 is for the data from Fig. 6 of Atkinson et al. (2018).
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Fig. C.1. χ2r minimization result example for low flux, low gain
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Fig. C.2. χ2r minimization result example for low flux, high gain
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Fig. C.3. χ2r minimization result example for high flux, low gain
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Fig. C.4. χ2r minimization result example for high flux, high gain
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Fig. C.5. χ2r minimization result example for high flux, highest gain
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Fig. C.6. χ2r minimization result for Atkinson et al. (2018) data
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