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Abstract
We consider the generalized eigenvalue problem
A ⊗ x = λB ⊗ x, x  0, x /= 0,
where A and B are (entrywise) nonnegative n × n matrices, and the “max” product ⊗ satisfies
(A ⊗ x)i := nmax
m=1 aimxm.
The case B = I has been studied by several authors, and for irreducible (e.g., positive) A there is exactly
one eigenvalue λ in the above “max” sense.
The generalized problem is different, and for example neither existence nor uniqueness of eigenvalues
is guaranteed, even for 2 × 2 positive matrices A and B, which can be analysed by graphical methods. For
general n, existence and uniqueness are discussed by different methods including degree theory.
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1. Introduction
The “generalized” eigenvalue problem
Ax = λBx, x /= 0 (1.1)
has been studied in many contexts, for example for matrices and for differential and other operators.
Here we shall consider matrix problems, cf. [10], and we note that (1.1) frequently occurs more
naturally in applications than the “standard” eigenvalue problem where B = I , the identity matrix,
cf. [7].
Recently various authors have examined the corresponding standard problem in the so-called
“max-algebra”. For our purposes, this will mean
A ⊗ x = λx, x  0, x /= 0, (1.2)
where A and x are assumed to be (entrywise) nonnegative, and
(A ⊗ x)i := nmax
m=1 aimxm.
For this problem one has the following fundamental result – cf. [1,6].
Theorem 1.1. Let A be a nonnegative irreducible n × n matrix. Then problem (1.2) admits a
unique eigenvalue λ(A) given by
λ(A) = max(ai1i2 · · · aip−1ipaipi1)1/p, (1.3)
where the maximum is taken over all tuples (i1, . . . , ip) for which the indices i1, i2, . . . , ip are
distinct, and p = 1, 2, . . . , n.
The eigenvalue λ(A) is called the maximum cycle geometric mean of A; cf. [8, p. 367]. We
remark that all eigenvectors corresponding to the eigenvalue λ(A) are positive – cf. [1], and for
the special case when A is positive, see Lemma 3.2. We refer to [2,3] and the references therein for
further details and applications of such problems to communication networks, synchronization
problems, shortest paths, etc.
It is our purpose here to consider the analogous generalized eigenvalue problem
A ⊗ x = λB ⊗ x, x  0, x /= 0, (1.4)
where A,B are nonnegative (in fact positive unless otherwise stated) n × n matrices. We remark,
cf. [1], that there are connections between (1.2) and Perron–Frobenius theory. In the latter context,
a generalized eigenvalue problem has been studied in [4], and we shall return to this at the end.
In Section 2 we shall explore the possible numbers of eigenvalues (0, 1, 2 or ∞) and cor-
responding (normalized) eigenvectors (1 or ∞) when A and B are 2 × 2 matrices. We employ
certain geometric properties of the graphs of the functions
x → (A ⊗ x)j /(B ⊗ x)j , j = 1, 2,
corresponding to algebraic conditions on certain 2 × 2 determinants.
In the remaining sections we shall extend some of these results to general n, again with the aid
of conditions involving 2 × 2 determinants. Specifically, existence of eigenvalues is established
in Section 3 via degree theory, and some uniqueness results are given in Section 4, for example
via the adjoint problem involving AT and BT.
We remark that if x is an eigenvector then so is tx for any positive number t , so an eigenvalue
will be called “simple” if the corresponding “eigenray” is unique.
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2. The two-by-two case
In this section, we discuss algebraic and geometric connections for (1.4), in the case n = 2.
For the algebra, we define Cij as the determinant with column i of A followed by column j
of B, Rij for the corresponding construction for rows instead of columns, and
D11 =
∣∣∣∣a11 b11a22 b22
∣∣∣∣ , D12 = ∣∣∣∣a12 b12a21 b21
∣∣∣∣ .
For the geometry, we seek eigenvectors x in the form (1, s)T for s  0. (Another description will
be used in Section 3, but the one above seems more appropriate here. Note that s = ∞ corresponds
to the eigenray generated by (0, 1)T.) Let us define
fj (s) = (A ⊗ x)j /(B ⊗ x)j = max{aj1, aj2s}/ max{bj1, bj2s}, j = 1, 2. (2.1)
Then the intersection points (λ, s) of the graphs of f1 and f2 generate the eigenvalues and
eigenvectors of (1.4).
It is easily seen that the graph of fj consists of three segments, left (L), middle (M) and right
(R). If Rjj < 0 then fj is nondecreasing; L and R are on the horizontal lines λ = aj1/bj1 and
λ = aj2/bj2, and M is a segment of the line λ/s = aj2/bj1 through the origin. If Rjj > 0 then
fj is nonincreasing; the above horizontal line heights are reversed and M is a segment of the
hyperbola λs = aj1/bj2. If Rjj = 0 then fj is constant; the two horizontal lines coincide and M
can be viewed as a single point.
Our first consequence is as follows.
Proposition 2.1
(a) If C11C22  0 then the eigenvalue problem (1.4) admits at least one positive eigenvalue λ
with a positive eigenvector x.
(b) If R11R22  0 then the eigenvalue problem (1.4) admits at most one positive eigenvalue λ.
Proof
(a) The signs of C11 and C22 determine the relative heights of the (L) and (R) segments respec-
tively for f1 and f2. Specifically, the sign of C11 (resp. C22) equals the sign of f1 − f2 for
small (resp. large) enough s. Thus, under the stated condition, the graphs of f1 and f2 must
“cross” (perhaps nonstrictly) and therefore have a finite intersection point.
(b) f1 and f2 are (perhaps nonstrictly) monotonic in opposite senses. 
We note the duality between existence and uniqueness, and this will be explored further in
Section 4.
Next we consider some conditions involving strict determinantal inequalities – these are evi-
dently “stable” under perturbation of A and B. Note that an isolated intersection point (λ, s) as
above generates a simple eigenvalue. We shall call λ “stably” simple if both fj are differentiable
at s and
(f ′1 − f ′2)(s) /= 0. (2.2)
We start with the case when R11R22 < 0, i.e., f1 and f2 are monotonic in opposite senses. In
contrast with the “standard” eigenvalue problem (1.2), the generalized problem (1.4) (with positive
matrices) may have no eigenvalues at all.
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Proposition 2.2. If R11R22 < 0, then the eigenvalue problem (1.4) has
(a) no eigenvalues if and only if C11C22 > 0,
(b) one stably simple eigenvalue (and no other eigenvalues) if and only if
C11C22 < 0.
Proof. In (b), the graphs of f1 and f2 cross at a point satisfying (2.2) and in (a), one graph is
completely above the other. 
Since the various determinants we use are not independent, we shall give examples to show
that our conditions are nonvacuous. For (a) and (b) (respectively) we have
A =
(
3 4
2 3
)
, B =
(
1 1
1 2
)
(2.3)
and
A =
(
1 3
2 1
)
, B =
(
2 1
1 1
)
. (2.4)
In Example (2.4) the eigenvalue is λ = √3 with eigenvector (3, 2√3)T.
We turn now to problems where both Rjj have the same sign. In this situation there are more
possibilities for the eigenvalues. To limit the number of cases, we assume that Rjj and C11 are
negative.
Proposition 2.3. Assume that both Rjj < 0 and C11 < 0. Then the eigenvalue problem (1.4) has
(a) no eigenvalues if and only if D12 < 0, or C22 and C21 are both negative,
(b) one stably simple eigenvalue (and no other eigenvalues) if and only if
C22 > 0 /= C21,
(c) two stably simple eigenvalues (and no other eigenvalues) if and only if
C22 < 0 < C21.
Proof. The condition on C11 forces the (L) segment for f1 to be below that for f2. If D12 < 0
then the (R) segment for f1 is below the (L) segment for f2, so there are no solutions. The sign
of C21 is the sign of the slope of the (M) segment of f1 minus that of f2, and C22 dictates the
relative heights of the (R) segments. The remaining results now follow readily. 
Again we give examples to show that our assumptions can be fulfilled. For (a), (b) and (c)
respectively we have
A =
(
1 3
1 4
)
, B =
(
2 1
1 1
)
, (2.5)
A =
(
1 3
3 4
)
, B =
(
2 1
3 3
)
, (2.6)
A =
(
1 4
2 4
)
, B =
(
3 2
4 1
)
. (2.7)
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In Example (2.6) the only eigenvalue is λ = 1 with eigenvector (3, 2)T while in Example (2.7)
there are two eigenvalues λ = 1/2 and λ = 2 with eigenvectors (8, 3)T and (1, 2)T, respectively.
Next we consider certain “limiting” cases where there are many eigenvalues and/or eigenrays.
The former possibility is described in the following.
Proposition 2.4. Assume that both Rjj < 0. Then the eigenvalue problem (1.4) admits infinitely
many eigenvalues if (i) C21 = 0 and (ii) R12 and R21 are both negative.
Proof. By (i), the (M) segments for f1 and f2 are on the same line through the origin. Then (ii)
ensures that those segments overlap nontrivially. 
As an example, let
A =
(
1 4
2 4
)
, B =
(
4 1
4 2
)
. (2.8)
Then there are infinitely many eigenvalues comprising the interval [1/2, 2].
An eigenvalue may also be multiple, i.e., it may have many eigenrays. For instance, ifC11C22 =
0 then either the (L) or the (R) segments for f1 and f2 coincide for a nontrivial s interval of the form
[0, s0] or [s1,∞]. An elementary example is A = B when intervals of both the above types exist.
An eigenvalue can also have (entirely positive) eigenvectors given by a nontrivial positive finite s
interval, but this requires (L) and (R) segments for different fj to overlap, forcing D11D12 = 0.
For example, suppose
A =
(
1 4
4 1
)
, B =
(
2 2
2 1
)
. (2.9)
There are infinitely many rays of eigenvectors, given by s ∈ [1, 2], corresponding to the unique
eigenvalue 2. We remark that the cone of eigenrays is given by the convex hull of the rays generated
by (1, 1)T and (1, 2)T, or, perhaps more appropriately for the “max” problem we are considering,
by their “max hull” (again with nonnegative combinations).
The above conditions are not exhaustive. For example, one can interchange: the matrices A
and B (reversing the monotonicity of both fj ); or the rows of both matrices (reordering the scalar
equations corresponding to (1.4)); or their columns (so eigenvectors are of the form (s, 1)T).
Nevertheless they give a complete qualitative picture of the possibilities, and we summarize as
follows.
Theorem 2.5. The set of eigenvalues of (1.4) can be empty, one or two singletons, or a nontrivial
interval [c, d], say. Any eigenvalue can be simple or multiple, except that eigenvalues that are
interior points of the set of eigenvalues must be simple. The eigenrays corresponding to any
eigenvalue form a sector {(r cos θ, r sin θ) : r > 0, α  θ  β}, where 0  α  β  π2 .
We conclude this section with two examples illustrating (lack of) “stability”. The first is given
by
A =
(
2 2
6 3
)
, B =
(
2 1
3 1
)
. (2.10)
Then 2 is a simple eigenvalue which is as unstable as possible. Arbitrarily small perturbations
can yield no, one (multiple), two or infinitely many eigenvalues. The second example is
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A =
(
2 2
2 2
)
, B =
(
2 1
1 2
)
. (2.11)
Despite the fact that the simple eigenvalue 1 at s = 1 “almost” satisfies (2.2) in the sense that
(f1 − f2)′(1) /= 0, a multiple eigenvalue can be obtained by arbitrarily small perturbation.
3. Existence of eigenvalues
In this section we will establish sufficient conditions for the existence of eigenvalues of (1.4)
for n × n matrices A,B, where A is positive and B is either positive or equals the identity
matrix I .
As we have seen, existence conditions for eigenvalues of (1.4) can be given in terms of 2 × 2
determinants, provided A and B are 2 × 2 matrices. In what follows we will see how such
determinants can also be used for n × n matrices.
Lemma 3.1. Assume, for a solution x of (1.4), that (A ⊗ x)i = aij xj and
(B ⊗ x)k = bkixi . Then
∣∣∣akj bkiaij bii ∣∣∣  0.
Proof. Since (A ⊗ x)i(B ⊗ x)k = (A ⊗ x)k(B ⊗ x)i we obtain
aij xj bkixi = nmax
m=1 aimxm
n
max
m=1 bkmxm
= nmax
m=1 akmxm
n
max
m=1 bimxm
 akj xj biixi .
Suppose that xj = 0. Then (A ⊗ x)i = 0, which is impossible since A is positive and x /= 0.
Similarly xi /= 0, and the result follows. 
We will use the above idea to establish sufficiency of various existence conditions for (1.4)
for general n. The first one is the two-by-two determinant condition (T) that for all i, j, k ∈
{1, 2, . . . , n} with k /= i, k /= j ,∣∣∣∣akj bkiaij bii
∣∣∣∣  0. (3.1)
By strict (T) we shall mean the condition where the inequality in (3.1) is strict.
In the 2 × 2 case, it is easily seen that condition (T) coincides with
C11  0  C22,
with strict inequality for the strict conditions. We mention that, for given positive n × n matrices
A and B, the pair A, B + tI satisfies strict (T) when t is sufficiently large, and similarly for any
such A and B = I . This demonstrates that strict (T) is nonvacuous for n × n matrices, and also
shows that positivity of eigenvectors of (1.2), as promised in Section 1, follows from the next
result.
Lemma 3.2. If A,B satisfy strict (T) then (1.4) implies that x is positive.
Proof. Suppose (1.4) holds andxk = 0 for some k. Then there is i /= k such that (B ⊗ x)k = bkixi ,
and j /= k such that (A ⊗ x)i = aij xj . Thus Lemma 3.1 contradicts the strict form of (3.1). 
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Our basic existence result is as follows.
Theorem 3.3. If A,B satisfy strict (T) then the eigenvalue problem (1.4) admits at least one
positive eigenvalue λ with a positive eigenvector x.
Proof. We will employ the degree of a map due to Brouwer [5]. We refer to Lloyd [9] for an
introduction to degree theory. We use four properties of the degree that we list below for the
convenience of the reader.
(D1) Let S be a bounded open subset of RN , where N is a positive integer (N = n − 1 in our
application). Let f : S → RN be a continuous map defined on the closure S of S. If y ∈ RN is
different from f (x) for all x in the boundary S of S then the degree deg(f, S, y) is a well-defined
integer.
(D2) If h : [0, 1] × S → RN is a continuous map (called a homotopy) and y ∈ RN is such that
h(t, x) /= y for all x ∈ S and all t ∈ [0, 1], then deg(h(t, ·), S, y) is independent of t ∈ [0, 1].
(D3) If f (x) = Qx + b, where Q is a real invertible N × N matrix and b ∈ RN , then
deg(f, S, y) /= 0 if the unique solution x of f (x) = y lies in S.
(D4) If f is as described in (D1) and deg(f, S, y) /= 0 then there exists x ∈ S such that
f (x) = y.
We define the set
S :={(x1, x2, . . . , xn) ∈ P1 : x1, x2, . . . , xn > 0}, (3.2)
where P1 is the hyperplane given by x1 + x2 + · · · + xn = 1. The closure of S is
S = {(x1, x2, . . . , xn) ∈ P1 : x1, x2, . . . , xn  0}.
If C is a positive n × n matrix (or I ) we define the continuous map fC : S → S by
fC(x) =
(
n∑
m=1
(C ⊗ x)m
)−1
C ⊗ x.
Let x ∈ S. Then there exists λ > 0 such that A ⊗ x = λB ⊗ x if and only if fA(x) − fB(x) = 0.
We note that S is an open bounded subset of P1, and the values of fA − fB lie in the hyperplane
P0 given by x1 + x2 + · · · + xn = 0.
An outline of the rest of the proof is as follows. Identifying P1 and P0 with subsets of Rn−1, we
can define the degree deg(fA − fB, S, 0) according to (D1) if fA(x) − fB(x) /= 0 for all x ∈ S.
This is equivalent to the condition that every eigenvector x of (1.4) is positive, for which we can
use Lemma 3.2. We then deform A,B to simpler matrices without changing the degree (via (D2))
until we can apply (D3) to show that it is nonzero. Then (D4) will imply existence of eigenvectors
and eigenvalues.
For t ∈ [0, 1] let B(t) := tB + (1 − t)I , and consider the homotopy
h(t, x) :=fA(x) − fB(t)(x), t ∈ [0, 1], x ∈ S.
Suppose that h(t, x) = 0 for some t ∈ [0, 1], x ∈ S. Then A ⊗ x = λB(t) ⊗ x for some λ > 0.
Since the pair A,B(t) satisfies the assumptions of Lemma 3.2 we conclude that x is a positive
vector. Thus for all t ∈ [0, 1], x /∈ S so the degree
deg(ht , S, 0), ht (x) :=h(t, x)
is well defined by (D1) and independent of t ∈ [0, 1] by (D2), since h is continuous.
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We consider a second homotopy H given by
H(s, x) :=fA(s)(x) − fI (x) = fA(s)(x) − x, s ∈ [0, 1], x ∈ S,
where A(s) := sA + (1 − s)E and E is the matrix with entries all equal to 1. If H(s, x) = 0 then
A(s) ⊗ x = λx for some λ > 0 and so Lemma 3.2 again shows that x is a positive vector. As
above, the degree
deg(Hs, S, 0), Hs(x) :=H(s, x)
is well defined and independent of s ∈ [0, 1]. Clearly, h0 = H1 and
H0(x) :=H(0, x) =
(
1
n
− x1, . . . , 1
n
− xn
)
has nonzero degree by property (D3). It follows that
deg(h1, S, 0) = deg(h0, S, 0) = deg(H1, S, 0) = deg(H0, S, 0) /= 0.
Therefore, by property (D4), there exists x ∈ S such that fA(x) = fB(x). This x is a positive
vector and satisfies (1.4) for some positive λ. 
By taking limits, we can relax strictness in Theorem 3.3. When n = 2, condition (T) takes the
form C11C22  0, so the following extends Proposition 2.1(a) to general n.
Theorem 3.4. If A,B satisfy condition (T) then the eigenvalue problem (1.4) admits at least one
positive eigenvalue λ with a positive eigenvector x.
Proof. IfB = I then the result follows from Theorem 3.3, so we shall assume thatB > 0. Suppose
A,B satisfy (T), and define Bm = B + m−1I,m = 1, 2, . . . . Then A,Bm satisfy strict (T) and
as was shown in Theorem 3.3 there is an eigenvalue λm, and an eigenvector xm ∈ S of (3.2),
satisfying
A ⊗ xm = λmBm ⊗ xm. (3.3)
In particular, the maximal entry of xm lies in the interval [n−1, 1], so
n−1
n
min
j=1 a1j  (A ⊗ xm)1 
n
max
j=1 a1j , n
−1 nmin
j=1 b1j  (Bm ⊗ xm)1  1 +
n
max
j=1 b1j .
These inequalities imply that the sequences {λm} and {λ−1m } are bounded. Thus we can take
convergent subsequences (as m → ∞) in (3.3) to give the existence of λ. If the corresponding x is
not positive, we may change its zero components by a sufficiently small ε > 0 without changing
A ⊗ x and B ⊗ x. Then x becomes a positive eigenvector. 
If we interchange the roles of A and B in (1.4), then we obtain a new eigenvalue which is the
reciprocal of the old one. Permutation of rows and/or columns corresponds to permutation of the
equations in (1.4) and/or of the eigenvector components. Thus the above result remains true under
the corresponding permuted versions of condition (T).
4. Uniqueness of eigenvalues
By strong (T) we shall mean that strict (T) holds, and also (3.1) holds with strict inequality
when j = k /= i. In the case n = 2, strong (T) is equivalent to the combination of C11 < 0 < C22
and C21 < 0 < C12. For an example, consider
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A =
(
2 2
1 1
)
, B =
(
3 1
1 1
)
. (4.1)
One could also interchange A and B and/or permute rows and/or columns, as indicated above.
For general n we have
Theorem 4.1. Let A,B satisfy strong (T). Then (1.4) admits a unique eigenvalue λ and it is given
by
λ = max
(
ai1i2 · · · aip−1ipaipi1
bi1i1 · · · bip−1ip−1bipip
)1/p
, (4.2)
where the maximum is taken over all tuples (i1, i2, . . . , ip) for which the indices i1, i2, . . . , ip are
distinct, and p = 1, 2, . . . , n.
Proof. Let λ be an eigenvalue of (1.4) with eigenvector x (these exist by Theorem 3.3). Let
k ∈ {1, 2, . . . , n} and choose i such that (B ⊗ x)k = bkixi . Then choose j such that (A ⊗ x)i =
aij xj . Lemma 3.1 implies∣∣∣∣akj bkiaij bii
∣∣∣∣  0.
This contradicts our assumption that A,B satisfy strong (T) if i /= k. Therefore, we have
(B ⊗ x)k = bkkxk for k = 1, 2, . . . , n. (4.3)
It follows that λ and x also solve
A˜ ⊗ x = λx, (4.4)
where A˜ is the matrix whose entry in the ith row and j th column is aij /bii . We now complete the
proof by applying Theorem 1.1 to (4.4). 
We mention that under strong (T) the known results (cf. [1]) on the eigenvalue problemA ⊗ x =
λx all carry over to (1.4).
The matrices of Example (2.6) show that the invariance of λ and x noted in (4.4) need not hold
even under strict (T). For the matrices A,B of Example (2.6) we have
A˜ =
(
1
2
3
2
1 43
)
,
so (4.4) has eigenvalue 43 with eigenvector (9, 8)T. This eigenvalue 43 is different from the eigen-
value λ = 1 of the generalized problem (1.4).
Section 2 shows that (T) alone does not imply uniqueness of eigenvalues, so let us look at the
adjoint problem
AT ⊗ y = μBT ⊗ y, y  0, y /= 0, (4.5)
where T denotes transpose. In the following we use the “max inner product”
〈x, y〉 = max(x1y1, . . . , xnyn) for x, y  0.
We then obtain the following analogue of the usual adjoint relation:
〈A ⊗ x, y〉 = nmax
k=1
(
n
max
m=1 akmxm
)
yk = nmax
m=1
(
xm
n
max
k=1 akmyk
)
= 〈x,AT ⊗ y〉.
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We can now prove a uniqueness result which exhibits a certain duality. Compare Proposition
2.1(b), noting that Rij is just Cij for the adjoint problem.
Theorem 4.2. If (4.5) admits an eigenvalue then (1.4) has at most one eigenvalue.
Proof. Suppose (1.4) and (4.5) hold for some λ,μ, x, y. We have
λ〈B ⊗ x, y〉 = 〈A ⊗ x, y〉 = 〈x,AT ⊗ y〉 = μ〈x, BT ⊗ y〉 = μ〈B ⊗ x, y〉.
Since B is positive and x, y /= 0, 〈B ⊗ x, y〉 > 0 which implies λ = μ. 
Corollary 4.3. Let A,B and AT, BT both satisfy (T). Then (1.4) admits exactly one eigenvalue.
This result allows us to handle some of the examples in Section 2 within a general framework.
For Example (2.4), and more generally under the conditions of Proposition 2.3(a), the matrix pairs
A,B andAT, BT both satisfy (T). Similarly for Example (2.9), and more generally wheneverA and
B satisfy (T) and are symmetric. Hence Corollary 4.3 applies in each case, and the corresponding
eigenvalues of (1.4) must be unique.
In [4], Bapat et al. extend some Perron–Frobenius theory to the generalized eigenvalue problem
Ax = λBx. They assume that A,B are nonnegative n × n matrices whose entries satisfy
aij  bij for all i /= j, i, j = 1, 2, . . . , n (4.6)
and which admit a nonnegative vector u such that Au < Bu. The following theorem shows that a
similar condition yields existence and uniqueness of an eigenvalue for the corresponding “max”
problem (1.4).
Theorem 4.4. Let A,B be positive n × n matrices which satisfy (4.6) and
A ⊗ u < B ⊗ u for some u  0. (4.7)
Then the eigenvalue problem (1.4) has a unique eigenvalue λ. This eigenvalue is given by Eq.
(4.2).
Proof. We may assume that u = (u1, u2, . . . , un)T > 0. Since we can replace aij , bij by
aijuj , bij uj , respectively, we may assume that u = (1, 1, . . . , 1)T without loss of generality.
Further, we may assume that bii  1 for all i. We then have the inequalities (4.6) and
aij < bii  1 for i, j = 1, 2, . . . , n. (4.8)
Suppose (1.4) holds for some λ and x = (x1, x2, . . . , xn)T. Choose m such that
xm = nmax
i=1 xi > 0.
By (1.4) and (4.8) there is k such that xk > 0 and
amkxk  λbmmxm > λamkxm  λamkxk.
We conclude that λ < 1.
Next we claim that (4.3) holds, i.e.,
bkkxk = nmax
j=1 bkj xj for k = 1, 2, . . . , n.
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Suppose that bkixi = maxnj=1 bkj xj . Then
akixi  λ
n
max
j=1 bkj xj = λbkixi .
Since xi > 0 and λ < 1, we obtain aki < bki . By (4.6), i = k as claimed.
Property (4.3) shows that every eigenvector of (1.4) is positive. We now proceed as in the
proof of Theorem 3.3 and use degree theory to show existence of an eigenvalue. We apply the
same homotopies, noting that the entries of A and B(t) = (1 − t)B + tI , t ∈ [0, 1], also satisfy
inequalities (4.6) and (4.8) so A ⊗ x = λB(t) ⊗ x, x  0, implies that x > 0.
Finally, as in the proof of Theorem 4.1, property (4.3) allows us to show that the eigenvalue is
unique and is given by (4.2). 
Ifn = 2 then (4.6) and (4.7) implyC11 < 0 < C22 andR11 < 0 < R22 so existence and unique-
ness of an eigenvalue already follow from Proposition 2.1. For n  3, however, condition (T) is
not implied by the conditions of Theorem 4.4. For example, the matrices
A =
⎛⎝1 2 11 1 3
1 2 1
⎞⎠ , B =
⎛⎝3 2 11 4 3
1 2 3
⎞⎠
fail condition (T) because the determinant with i = 2, j = 3, k = 1 is∣∣∣∣akj bkiaij bii
∣∣∣∣ = −2.
On the other hand, A and B satisfy (4.6) and (4.7) with u = (1, 1, 1)T, and the eigenvalue
generated by Theorem 4.4 is λ = √2/2, with a corresponding eigenvector given by
x =
(
1,
3
4
√
2, 1
)T
.
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