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ABSTRACT
Context. To identify the galaxies responsible for the reionization of the Universe, we must rely on the investigation of the Lyman
Continuum (LyC) properties of z . 5 star-forming galaxies, where we can still directly observe their ionizing radiation.
Aims. The aim of this work is to explore the correlation between the LyC emission and some of the proposed indirect indicators of
LyC radiation at z ∼ 4 such as a bright Lyα emission and a compact UV continuum size.
Methods. We selected a sample of 201 star-forming galaxies from the Vimos Ultra Deep Survey (VUDS) at 3.5 ≤ z ≤ 4.3 in the
COSMOS, ECDFS and VVDS-2h fields, including only those with reliable spectroscopic redshifts, a clean spectrum in the LyC range
and clearly not contaminated by bright nearby sources in the same slit. For all galaxies we have measured the Lyα EW, the Lyα
velocity shift with respect to the systemic redshift, the Lyα spatial extension and the UV continuum effective radius. We then selected
different sub-samples according to the properties predicted to be good LyC emission indicators: in particular we created sub-samples
of galaxies with EW(Lyα) ≥ 70 Å, Lyαext ≤ 5.7 kpc, rUV ≤ 0.30 kpc and |∆vLyα| ≤ 200 km/s. We stacked all the galaxies in each
sub-sample and measured the flux density ratio ( fλ(895)/ fλ(1470)), that we consider to be a proxy for LyC emission, and compared
these ratios to those obtained for the complementary samples. Finally, to estimate the statistical contamination from lower redshift
interlopers in our samples, we performed dedicated Monte Carlo simulations using an ultradeep U-band image of the ECDFS field.
Results. We find that the stacks of galaxies which are UV compact (rUV ≤ 0.30 kpc) and have bright Lyα emission (EW(Lyα) ≥ 70 Å),
have much higher LyC fluxes compared to the rest of the galaxy population. These parameters appear to be good indicators of LyC
radiation in agreement with theoretical studies and previous observational works. In addition we find that galaxies with a low Lyα
spatial extent (Lyαext ≤ 5.7 kpc) have higher LyC flux compared to the rest of the population: such a correlation had never been
analysed before and seems even stronger than the correlation with high EW(Lyα) and small rUV . These results assume that the
stacks from all the sub-samples present the same statistical contamination from lower redshift interlopers. If we subtract a statistical
contamination from low redshift interlopers obtained with the simulations from the flux density ratios ( fλ(895)/ fλ(1470)) of the
significant sub-samples we find that these samples contain real LyC leaking flux with a very high probability, although the true
average escape fractions are very uncertain.
Conclusions. Our work indicates that galaxies with very high EW(Lyα), small Lyαext and small rUV are very likely the best candidates
to show Lyman Continuum radiation at z ∼ 4 and could therefore be the galaxies that contributed more to reionization.
Key words. Galaxies: Star-Forming Galaxies, Lyman Continuum emission, Lyα emission, compact size
? Based on data obtained with the European Southern Observatory
Very Large Telescope, Paranal, Chile, under Large Program 185.A–
0791.
1. Introduction
Understanding the processes that led to the reionization of the
Universe is among the most challenging tasks of modern extra-
galactic astronomy. The most likely objects responsible for this
phenomenon were star-forming galaxies and active galactic nu-
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clei (AGN) that, at z ∼ 6, completely ionised the intergalactic
medium (IGM) thanks to the emission of the so-called Lyman
continuum (LyC) radiation (Robertson et al. 2010; Shull et al.
2012; Robertson et al. 2015; Becker & Bolton 2013; Giallongo
et al. 2015), which is at λ < 912 Å. However, at redshift higher
than z ∼ 4.5, the IGM becomes less transparent to LyC photons
due to the increasing number of intervening absorption systems
and can prevent the direct detection of Lyman continuum flux
(Madau 1995; Madau et al. 1999; Dijkstra et al. 2004; Inoue &
Iwata 2008; Prochaska et al. 2009; Laursen et al. 2011; Inoue
et al. 2014; Worseck et al. 2014). It is therefore not possible to
directly study the LyC emission of the sources responsible for
the reionization. What we can do, is to study the ionising emis-
sion properties of lower redshift galaxies and later infer if these
properties are more common during the reionization epoch.
At z & 2.5, the LyC radiation is redshifted into the op-
tical spectral region and therefore, for galaxies in the range
2.5 . z . 4.5, it can be detected using ground-based obser-
vations. For galaxies at lower redshift, we must instead rely on
space-based observations. The ionizing radiation is significantly
attenuated by neutral gas and dust in the interstellar and circum-
galactic medium of the sources (Leitherer et al. 1995; Deharveng
et al. 2001). Therefore, the detection of LyC emission in individ-
ual galaxies is a rather difficult task. Furthermore, at high redshift
the search for LyC emitters (LCEs) is made much complicated
by the high probability of contamination by lower redshift inter-
lopers, the faintness of the sources and the increase of the IGM
opacity with redshift (Vanzella et al. 2010, 2012; Inoue et al.
2014). In particular, the line of sight (LoS) contamination is one
of the main limitations of LyC studies when imaging and spec-
troscopic observations are taken from the ground (Vanzella et al.
2012). Indeed low-redshift galaxies can mimic the LyC emis-
sion from high-redshift sources if they are located very close to
the target galaxies and the spatial resolution does not allow to
distinguish the two objects. These nearby contaminants can only
be identified in high-resolution HST images because they appear
blended in ground-based observations. In most cases, the puta-
tive LyC emission appears offset in HST images with respect
to the main optical galaxy, indicating the presence of a possible
lower-redshift contaminant (Nestor et al. 2011; Mostardi et al.
2013; Grazian et al. 2016).
Blind searches for LCEs have not been, indeed, very pro-
ductive so far. Only three LyC emitters have been found with
blind searches in the local Universe (Bergvall et al. 2006; Leitet
et al. 2011, 2013; Leitherer et al. 2016) and only two detec-
tions have been reported at high redshift (Shapley et al. 2016;
Mostardi et al. 2015). To overcome this lack of detections, sev-
eral pre-selection methods to find good LyC leaker candidates
have been proposed, leading to the discovery of six further LCEs
at low redshift (Borthakur et al. 2014; Izotov et al. 2016) and
one LCE at high redshift (Vanzella et al. 2016). It has been
found indeed that some galaxy properties can be related to a
high escape fraction of ionizing radiation. These features are
the nebular emission line strengths (Zackrisson et al. 2013),
high [OIII]λ5007/[OII]λ3727 ratios that could trace density-
bounded HII regions (Jaskot & Oey 2013; Nakajima & Ouchi
2014) and the non-saturation of the metallic low-ionisation ab-
sorption lines that trace a low covering fraction of the absorb-
ing gas along the line of sight (Heckman et al. 2011; Alexan-
droff et al. 2015; Vasei et al. 2016). It is also believed that the
faintest, low-mass star forming galaxies are responsible for the
bulk of the ionizing radiation during the reionization epoch: the
observed UV luminosity function is very steep at high-z and
these faint galaxies should be very numerous (Ouchi et al. 2009;
Wise & Cen 2009b; Yajima et al. 2011; Bouwens et al. 2012;
Mitra et al. 2013; Mason et al. 2015) hence providing the neces-
sary ionizing budget. Since high redshift Lyman Alpha Emitters
(LAEs) are in general low-mass galaxies (e.g. Finkelstein et al.
2007; Bouwens et al. 2007; Pentericci et al. 2010), characterized
by a faint UV continuum, a bright Lyα emission line has also
been proposed as a pre-selection tool to look for LyC emitters
(Verhamme et al. 2015; Dijkstra et al. 2016). UV morphology
can also be used as an indirect indicator of LyC emission: very
compact star-forming regions can photoionize the ISM creating
the so-called density-bounded regions (Nakajima & Ouchi 2014)
or can shape low density channels through the ISM by mechani-
cal feedback, facilitating the escape of LyC and Lyα radiation. A
connection between the LyC, Lyα emissions and UV compact-
ness is therefore expected at some level.
There have been several theoretical studies investigating the
above correlations. For example Dijkstra et al. (2016) explore
the correlation between LyC and Lyα radiation using a large
suite of simplified models of the multi-phase ISM that span the
wide range of astrophysical conditions encountered in observed
galaxies. They model the source of LyC and Lyα radiation sur-
rounded by a collection of spherical clumps of dust and neutral
hydrogen gas which are opaque to LyC radiation and that are
embedded within a hot inter-clump medium (as in Hansen & Oh
2006; Laursen et al. 2013; Gronke & Dijkstra 2014). In these
models LyC photons can escape from the galaxy if their sight-
line does not encounter any clump. They find that galaxies with
a low escape fraction of Lyα photons ( f Lyαesc ), also present a low
escape fraction of LyC photons ( f LyCesc ), while galaxies with high
values of f Lyαesc present a large spread in f
LyC
esc . Finally, they find
that galaxies that show LyC emission typically have narrower
and more symmetric Lyα line profiles and a low velocity offset
with respect to the systemic redshift.
Verhamme et al. (2015) use a similar approach to study the
LyC-Lyα connection. They use the classic shell model to picture
the galaxy in two different configurations: 1) totally ionized ISM
and 2) riddled (i.e. with ionised holes) ionization-bounded ISM.
In the first case they find a Lyα spectrum characterized by a very
narrow profile with a small shift with respect to the systemic
redshift (as Dijkstra et al. 2016) whereas in the second case they
find a Lyα peak well centered at the systemic z but with a flux
redwards. They find also that, for galaxies with very low or null
outflow velocity for which the Lyα profile is characterized by
a double peak, a small separation between the two peaks is a
strong indicator of LyC emission.
As mentioned before, these indirect indicators have been
partly confirmed by observations. Izotov et al. (2016) showed
that a selection for compact star-forming galaxies showing high
[OIII]λ5007/[OII]λ3727 ratios (>5) appears to pick up very ef-
ficiently sources with escaping Lyman continuum radiation at
low redshift: they find LyC emission from all the five galaxies
selected by these criteria, considerably increasing the number
of known LCEs at low redshift. On the other hand, Rutkowski
et al. (2017), selecting a sample of z ∼ 2 star-forming galaxies
with the same constraint on the [OIII]λ5007/[OII]λ3727 ratio
as Izotov et al. (2016), did not find any individual detections.
Verhamme et al. (2017) analyzed the Lyα spectral proper-
ties of several known LyC emitters finding that all the LCEs in
the local Universe are characterized by a double peak Lyα pro-
file with a small peak separation in agreement with the theoreti-
cal expectations. Furthermore, they find that several known LyC
sources present a Lyα in emission with very high EW and a large
Lyα escape fraction ( f Lyαesc > 20%) as predicted by Dijkstra et al.
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(2016). Finally, they observe a correlation between the escape
fraction of ionizing photons and the SFR surface density. This is
an evidence that the compactness of star-forming regions could
play a significant role in the escape of ionizing radiation.
In our previous paper (Marchi et al. 2017), we also found an
indication of a possible positive trend of the flux density ratio
( fν(910)/ fν(1500)) as a function of Lyα EW using a sample of
12 LAEs at z ∼ 3.8 in the VIMOS Ultra Deep Survey (VUDS, Le
Fèvre et al. 2015). A similar correlation has been also found by
Micheva et al. (2017) with a sample of 18 LAEs at z ≥ 3.06 in
the SSA22 proto-cluster. These studies give support to the cor-
relation between the escape of Lyα photons (that is correlated to
the Lyα EW) and the escape of LyC radiation.
Finally we mention Ion2, a high redshift galaxy that was
initially identified as a possible LyC emitter by Vanzella et al.
(2015): subsequent observations confirmed the presence of LyC
radiation from this source (Vanzella et al. 2016; de Barros et al.
2016). This galaxy also presents many physical properties typi-
cal of LCEs and discussed above as indirect indicators (e.g. small
UV size and high Lyα EW). Finally, six more LyC emitting can-
didates, have been recently proposed by Naidu et al. (2016) but
their LyC emission has still to be verified.
These latest results seem to indicate that the use of indirect
indicators to identify the best LyC emitters candidates could be
very efficient. In this paper we extend this analysis to high red-
shift to test some of the proposed trends, using a large sample of
galaxies at z ∼ 4 with spectra from the VUDS survey. Thanks to
this large dataset, we can select different sub-samples of galaxies
according to the properties predicted to be good LyC emission
indicators and then test if the population of galaxies in each sub-
sample does present an excess in the LyC part of the spectrum.
This paper is organised as follows. In Section 2 we describe
the selection criteria that we used to select our sample of high
redshift star-forming galaxies from the VUDS dataset. In Sec-
tion 3 we describe the methods to evaluate the different galax-
ies’ properties, the criteria to select each sub-sample and the
technique to evaluate the flux density ratio, fλ(895)fλ(1470) , for each
sub-sample. In Section 4 we present the obtained results. Fi-
nally, in Section 5 we discuss the effects of contamination from
lower redshift interlopers on our samples. Throughout the paper
we adopt the Λ cold dark matter (Λ-CDM) cosmological model
(H0 = 70 km s−1Mpc−1, ΩM = 0.3 and ΩΛ = 0.7). All magni-
tudes are in the AB system. All EWs presented in this paper are
given in the rest-frame and positive values correspond to those
lines measured in emission.
2. Sample selection
We selected a sample of star-forming galaxies from the VUDS
database 1 (Le Fèvre et al. 2015; Tasca et al. 2017), which
is the largest, up to date, spectroscopic survey of galaxies at
z > 2. VUDS acquired approximately 7000 spectra of galax-
ies at 2 ≤ z ≤ 6 in the COSMOS, ECDFS and VVDS-2h
fields. We selected all galaxies with reliable redshifts in the range
3.5 ≤ z ≤ 4.3. In order to measure a possible LyC signal in the
wavelength range covered by the VUDS spectra (3800−9400 Å),
we require sources at z > 3.5 to observe the LyC wavelength
domain redshifted into the spectral interval of the VUDS obser-
vations. The upper redshift limit is related to the almost totally
opaque IGM at z > 4.5 (Madau 1995; Laursen et al. 2011; Inoue
et al. 2014). We however use a more restricted cut at z = 4.3
1 The first public release is available at http://cesam.lam.fr/vuds/DR1/
but our sources are selected from the entire database
to maximise the Signal to Noise (given that at z > 4.3 there are
only few good quality spectra).
The redshift determination of the VUDS targets is explained
in details in Le Fèvre et al. (2015). Briefly, each spectrum is
analysed by two different VUDS team members using the EZ
tool (Garilli et al. 2010), a cross-correlation engine to compare
spectra and a wide library of galaxy and star templates, along
with a visual inspection of the spectra when only emission lines
are present. A quality flag is assigned to each redshift, follow-
ing the scheme that was tested in previous surveys (e.g. VVDS,
Le Fèvre et al. 2014). In our analysis we included only galaxies
with VUDS reliability flags 3, 4, 23 and 24 corresponding to a
probability greater than 95% for the spectroscopic redshift to be
correct (see Le Fèvre et al. 2015, for more details). The spectra
are calibrated using spectrophotometric standard stars with a rel-
ative flux accuracy of better than ∼5% over the wavelength range
3600 to 9300 Å. In addition, each spectrum is corrected for atmo-
spheric extinction and for wavelength-dependent slit losses due
to atmospheric refraction, taking into account the geometry of
each source as projected into the slit (Thomas et al. 2017). The
spectra are also corrected for the galactic extinction (Le Fèvre
et al. 2015). With an integration of 14 net hours per target per
grism, the VUDS spectra reach a S/N on the continuum at 8500Å
of S/N = 5 for iAB = 25, and S/N = 5 for an emission line with
a flux fλ = 1.5 × 10−18erg/s/cm2/Å.
With these criteria we selected 246 galaxies. From this sam-
ple we excluded 37 galaxies due to spectral defects or strong
residuals from skyline subtraction in the LyC region of the spec-
trum (870 − 910 Å rest-frame), and 1 galaxy with possible AGN
features. We also discarded 6 further objects whose spectra were
clearly contaminated by very bright neighbours, after visually
checking the 2-dimensional spectra and the available low reso-
lution images. Finally, given that even a few spurious excess in
the LyC region of the spectrum can affect our measurements, we
checked that the 2-dimensional spectrum of each source was not
contaminated by higher-order spectra coming from other slits in
the same mask. We found only one source that could present this
kind of contamination and we excluded it from the sample.
The final sample contains 201 galaxies. 106 of these are in
the COSMOS field, 22 in the ECDFS field and 73 in the VVDS-
2h field. The redshift and R magnitude distributions of the galax-
ies in the final sample, with the scatter plot between these two
quantities, are shown in Fig. 1. The median redshift and R mag-
nitude are z = 3.81 and R = 24.91, respectively.
In Marchi et al. (2017) and Guaita et al. (2016) a careful
cleaning procedure based on multi-band high resolution HST
imaging was applied, to exclude all the galaxies contaminated
by any possible interloper. In these papers we found contami-
nation fractions of 28% and 52%, respectively. This procedure
cannot be applied on the present sample since the availability of
multi-color HST imaging would restrict the application of this
procedure only to a very small subset (∼ 35 galaxies) reducing
the sample significantly. Instead, we simply excluded the clearly
contaminated objects as previously explained in this section. We
assume, for the rest of the analysis that all the sub-samples that
we will define in the next section, contain a statistically similar
contamination. We discuss the effects of the contamination from
faint low-redshift interlopers on our samples in Section 5 and in
the Appendix.
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Fig. 1. R magnitude as a function of the redshift for the 201 star-forming galaxies in the final sample. The distributions of the two quantities are
shown on the sides of the plot.
3. Method
3.1. Lyα and UV properties
The indirect indicators of LyC emission that we can in principle
use exploiting the VUDS data, are: the Lyα EW and the Lyα
FWHM (Dijkstra et al. 2016), the Lyα velocity offset with
respect to the systemic redshift (Dijkstra et al. 2016; Verhamme
et al. 2015), the Lyα extension (Verhamme et al. in prep) and
the UV compactness (Wise & Cen 2009a; Izotov et al. 2016).
In this section we describe the methods used to evaluate these
quantities and their errors for the galaxies in our sample.
– Lyα EW
We use the values of the Lyα EW from Cassata et al. (2015),
that are evaluated using a continuum and line flux esti-
mate from the IRAF splot tool. The EW(Lyα) distribution is
shown in Fig. 2. ∼ 10% of the sample has EW(Lyα) ≥ 55 Å
and ∼ 25% has EW(Lyα) ≥ 25 Å in agreement with the
statistics at this redshift (e.g. Shapley et al. 2003; Stark et al.
2010). We note that these fractions are slightly higher than
those found by Cassata et al. (2015), also with the VUDS
data. This is due to the fact that we included in our sample
only the spectra with quality flag 3 and 4 (probability greater
than 95% for the spectroscopic redshift to be correct, see Le
Fèvre et al. 2015) while Cassata et al. (2015) used also galax-
ies with a less secure spectroscopic redshift which usually do
not show Lyα in emission. As already explained in the previ-
ous section however, we decided to include only the galaxies
with secure spectroscopic redshifts in our sample to avoid
the presence of spurious objects in our redshift range.
The errors on the EW(Lyα) were evaluated following Eq. 7
in Vollmann & Eversberg (2006) and are on average ∼ 17%
of the measured values.
– Lyα velocity offset (∆vLyα)
To estimate the Lyα velocity offset with respect to the sys-
temic redshift, a good knowledge of the systemic redshift
is needed: this can be obtained either from photospheric stel-
lar absorption lines (such as OIV(1343 Å) and SiIII(1417 Å))
which are too weak in our individual spectra, or from neb-
ular emission lines. Only 12 galaxies in our sample show
CIII(1907.07Å) in emission: in these cases the systemic red-
shift was estimated from the centroid of the line. We note
that, since the VUDS resolution does not allow to distin-
guish the CIII(1907.07Å) doublet, we used a single Gaus-
sian fit to estimate the centroid. For 33 further sources, that
are characterized by strong SiII(1260.42Å), CII(1334.53Å)
and/or SiII(1526.71Å) in absorption, we applied the relation
found by Steidel et al. (2010) between the redshift of the
inter-stellar absorption lines (zIS ) and the systemic redshift:
zsys = zIS + 0.00299 − 0.00291(2.7 − zIS ) (1)
that was derived analysing a sample of 86 galaxies at z ∼
2.3 for which the systemic redshift was known from the Hα
emission line. We assume here that this relation is also valid
at the redshifts of our sample (though see the discussion in
the next paragraph). We then measured the center of the Lyα
line and estimated ∆vLyα with respect to the systemic.
The distribution of the Lyα velocity offset is shown in Figure
2. It presents an extended tail to negative velocities, which
are not commonly observed in star-forming galaxies, both
at low and high redshift (e.g. Guaita et al. 2013; McLinden
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et al. 2014; Song et al. 2014). We could not test the Stei-
del et al. (2010) relation at our redshifts, so it might be that
these negative velocities come from a bad evaluation of the
systemic redshifts from the IS absorption lines. However, as
shown in Figure 2, this is likely not the case, since there are
galaxies with negative velocity where the systemic redshift
was evaluated from the CIII(1907.07Å) emission. We also
note that Gronke (2017) recently found that a small fraction
of Lyα emitters from the ’MUSE-Wide’ survey shows nega-
tive velocities 2 up to ∼ −300 km/s, although their systemic
redshifts were derived in a different way, namely from a shell
model fit of the Lyα line.
The errors on the velocity shifts were evaluated summing
quadratically the uncertainties on the determination of the
Lyα centroid and the centroid of the CIII(1907.07Å) emis-
sion or IS absorption lines. The individual centroid errors
depend on the S/N at the peak of the line, the resolution of
the spectrum (∼ 1300km/s) and on a constant that depends
on the kind of noise, that we assume 1/1.46 as in Lenz &
Ayres (1992). For example, for an average S/N ∼ 5 both at
the peak of the Lyα and at the peak of the CIII(1907.07Å) or
at the bottom of the IS absorption lines, we obtained individ-
ual errors of ∼ 80km/s, and a final error of ∼ 110km/s. We
note that for very bright lines, the S/N is higher than 5 and
therefore the uncertainty on the Lyα velocity shift is slightly
lower.
– Lyα spatial extent (Lyαext)
The Lyα spatial extent was evaluated directly from the 2-
dimensional spectrum of the sources. We collapsed the 2-d
spectrum in the wavelength range of the Lyα and then ap-
plied a Gaussian fit along the y-axis perpendicular to the
spectral dispersion. The Lyα spatial extent was then evalu-
ated as the FWHM of the best fit. We could measure this
parameter for the 70 galaxies with EW(Lyα) > 10 Å that did
not present any skylines close to the position of the Lyα in
the spectrum. For the objects with lower EW(Lyα) the S/N
was not sufficient to derive the measurement. We note that
our estimates of the Lyαext cannot be taken as absolute es-
timates of this quantity since we did not deconvolve it by
the Point Spread Function (PSF) of the observations. How-
ever, this is not an issue for our analysis since we are only
interested in the relative Lyα extensions and, since the ob-
servations were taken under very similar conditions, we can
assume that the PSF affects all the sources in the same way.
The distribution of the Lyα spatial extent is shown in Fig. 2.
Given that the Lyαext is measured only on objects with bright
Lyα, the main uncertainty involved in its estimate is the
choice of the background in the 2-dimensional spectrum, be-
fore fitting the Gaussian profile. The reason is that this back-
ground is estimated on relatively few pixels, due to the lim-
ited length of the slits in the spatial direction. We therefore
allowed the background to vary within the 2σ error of its
mean value for 1000 times, and then fitted again a Gaussian
profile to the line. The errors are finally obtained from the
dispersion of the FWHM distribution and vary from 0.1 kpc
to a maximum of 1 kpc, with an average value of ∼ 10% of
the measured Lyαext.
– UV rest-frame morphologies (rUV )
We used the effective radii obtained by Ribeiro et al. (2016)
with GALFIT for the rest-frame UV continuum sizes. These
2 Note that Gronke (2017) defines the velocity offset as ∆vLyα =
c z−zLyαz+zLyα , so their positive offsets correspond to negative values accord-
ing to our definition.
measurements were available for the 115 objects covered by
deep I band imaging (HST, F814W) in the COSMOS and
ECDFS fields (U-band rest-frame). The distribution of these
values is show in Fig. 2. We note that we took only the ob-
jects for which GALFIT converged. The errors on rUV were
also evaluated with GALFIT and are on average ∼ 0.2 kpc.
In principle also the FWHM of the Lyα line would be measur-
able from the spectra. However, models predict that the LyC
emitters are those with very narrow emission (∼ 200 km/s ac-
cording to Dijkstra et al. 2016), which are not measurable in the
low resolution VUDS spectra (R ∼ 230).
3.2. The escape fraction of LyC photons
The escape fraction of LyC photons is the fraction of ionizing
radiation that is able to escape from the galaxy into the IGM
without being absorbed, relative to the total number of photons
produced (Wyithe & Cen 2007; Wise & Cen 2009b), and refer-
ences therein). Determining this quantity, known as the absolute
escape fraction, fesc, requires knowledge of the intrinsic num-
ber of ionising photons produced by the galaxy itself. However,
the intrinsic spectral energy distribution (SED) of a galaxy is not
known a priori, especially in the rest-frame far UV where dust
reddening could be severe.
A related quantity, more used in observational studies, is the
relative escape fraction, which is defined as (Steidel et al. 2001;
Siana et al. 2007):
f relesc(LyC) =
Lν(1470)/Lν(895) · fν(895)/ fν(1470)
e−τIGM,z
, (2)
where Lν(1470)/Lν(895) is the ratio of the intrinsic luminosities
at 1470 and 895 Å rest frame and fν(895)/ fν(1470) is the ratio
of the observed flux densities at the same wavelengths. e−τIGM,z
is the transmissivity that takes into account the photoelectric ab-
sorption of photons with λ ≤ 912Å by the IGM and that then
depends on the redshift.
The intrinsic luminosity ratio, Lν(1470)/Lν(895), depends on
the physical properties of the galaxies, such as the mean stellar
ages, metallicities, stellar initial mass functions (IMFs), and star
formation histories (SFHs). Under reasonable assumptions, it is
usually taken as 3-5 (see Guaita et al. 2016, and the discussion
in Section 4). The transmissivity can be estimated by simulating
several absorbers in different lines of sight and evaluating the
mean intergalactic attenuation curve (Inoue et al. 2014; Worseck
et al. 2014). We highlight here that there is a large scatter in
the IGM transmission around the mean at each given redshift, as
shown, for example, in Fig. 2 of Vanzella et al. (2015) and as
computed directly from spectral fitting (Thomas et al. 2017).
The quantity that we can measure directly from the VUDS
spectra is the flux density ratio ( fν(895)fν(1470) ) that we use in this paper
as an indicator of LyC emission. We explore the caveats of this
assumption in Section 4.
Since the single spectra have low S/N at LyC wavelengths
and cannot give precise values of the LyC signal, to increase the
sensitivity of our measures, we grouped the galaxies in differ-
ent sub-samples according to the properties derived in the previ-
ous section, and then, for each sub-sample, we produced stacked
spectra where we measured directly the ratio between the LyC
and the UV continuum density fluxes, fλ(895)fλ(1470) , as explained in
Section 3.4. We note that in our previous paper (Marchi et al.
2017), we tried to evaluate the flux density ratio from the indi-
vidual spectra and obtained a tentative trend between the flux
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Fig. 2. Distributions of the parameters that we analysed in this work (see Section 3.1). The green vertical lines correspond to the cuts that we
applied to select the sub-samples (see Section 3.3). Note that we left out one source with EW(Lyα) = 269 Å from the EW(Lyα) histogram for
clarity. We also color coded the distribution of the Lyα velocity offset according to the line used to measure zsys: magenta indicates zsys from
the CIII(1907.07Å) line and blue indicates the zsys from the interstellar absorption lines. In each panel we show the average error on the relevant
parameter in the upper right. Note that for the EW(Lyα) we show the error for EW(Lyα) = 50 Å; for the Lyαext we plot for reference an error of
0.6 kpc, which corresponds to a 10% error of the value used to divide the samples.
density ratio and the Lyα EW for the galaxies in our sample.
However, those values were only upper limits and had large er-
rors. For this reason, we do not attempt here to do the same pro-
cedure, but rely on the stacks of sub-samples selected according
to the observed properties to have better estimates of this quan-
tity.
3.3. Definition of the sub-samples
In this Section we explain the criteria that we used to select the
different sub-samples. Given that the properties we want to ex-
plore were measured in different subsets (e.g. ∆vLyα in 45 galax-
ies, rUV in 115 objects and so on) also the division in sub-samples
according to the galaxies’ properties is different.
– EW(Lyα) sub-samples
Theoretical predictions and observational studies in the lo-
cal universe (e.g. Dijkstra et al. 2016; Verhamme et al. 2017)
suggest that the escape fractions of Lyα and LyC photons are
correlated. Since high Lyα escape fractions generally imply
high Lyα EWs, we can use this quantity to test the correlation
between Lyα and LyC radiation. We measured the EW(Lyα)
for all the 201 galaxies in the final sample. For this reason,
we could study the dependence of the flux density ratio with
the EW(Lyα) imposing different cuts on this quantity and
see how the LyC emission changes increasing the EW(Lyα)
cut. We start with a cut at EW(Lyα) = 25 Å, to include
in the sub-sample all the LAEs, and then we increase it to
EW(Lyα) = 50 Å and finally to EW(Lyα) = 70 Å. We there-
fore selected and stacked all the galaxies with EW(Lyα) ≥
25 Å, EW(Lyα) ≥ 50 Å and EW(Lyα) ≥ 70 Å and finally
compared the values of fλ(895)fλ(1470) obtained for these samples
with those of their complementaries.
– ∆vLyα sub-samples
According to theoretical predictions (Dijkstra et al. 2016;
Verhamme et al. 2015), the galaxies with a higher proba-
bility to leak LyC emission, have a Lyα emission line that
emerges very close to the systemic redshift (for example
∆vLyα < 150 km/s according to Verhamme et al. 2015). We
therefore selected and stacked all the sources with Lyα ve-
locity offset around zero, −200 ≤ ∆vLyα ≤ 200 km/s, and
those with ∆vLyα > 200 km/s and ∆vLyα < −200 km/s. We
had to select galaxies in a larger range of ∆vLyα with respect
to the predicted values because we would have had too few
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galaxies in the interval |∆vLyα| < 150 km/s to do a reliable
stack.
– Lyαext sub-samples
We did not find in the literature any study focused on the rela-
tion between the Lyα emission size and the presence of LyC
radiation, that could drive our sample division. The distribu-
tion of the observed sizes is also more or less flat between 4
and 9 kpc (see Figure 2). Recently Yang et al. (2017) found
an anti-correlation between the Lyα extension and the Lyα
escape fraction. Since we expect a correlation between Lyα
and LyC escape fractions (Dijkstra et al. 2016), we suppose
that the Lyα compactness could favour the escape of LyC ra-
diation. To investigate this scenario, we selected the 20 most
compact sources in Lyα to see if this sample has a higher LyC
emission compared to the galaxies with a larger Lyα exten-
sion. We selected a sub-sample with Lyαext ≤ 5.7 kpc and a
complementary sample with Lyαext > 5.7 kpc. We chose 20
objects because it is the minimum number required to pro-
duce a stack not dominated by the errors.
– rUV sub-samples
Izotov et al. (2016) demonstrated that a selection for
UV compact objects, along with a selection for high
[OIII]λ5007/[OII]λ3727 emitters, appears to pick up very
efficiently LCEs in the local universe. We want to test this
correlation at higher redshifts. The only indication that we
have at z ∼ 3 is the size of the well known LCE Ion2
(Vanzella et al. 2016; de Barros et al. 2016), with rUV =
0.3 kpc. Since we have a sufficient number of objects with
rUV ≤ 0.3 kpc (20 sources), we decided to define this as a
sub-sample and, to investigate the dependence between the
UV radius and the LyC signal, compare its flux density ratio
with that of the complementary sample (rUV > 0.3 kpc).
We summarise in Table 1 the division in different sub-
samples and complementary samples, showing also the number
of galaxies in each sample. In Figure 2, the green vertical lines
correspond to the values that we chose to select the different sub-
samples.
3.4. Stacking procedure and fλ(895)/ fλ(1470) evaluation
We followed the same stacking procedure described in Marchi
et al. (2017). We first shifted each one-dimensional spectrum
to its rest-frame and normalised it using its mean value in the
wavelength range 1420 − 1520 Å where no particular features
are present. To bring the spectra rest-frame, we used the sys-
temic redshifts, for the sources that presented inter-stellar ab-
sorption lines or the CIII(1907.07Å) line (45 galaxies, see Sec
3.1), and the VUDS official redshifts for the other sources (see
Le Fèvre et al. 2015, for details on the redshift evaluation). To
take into account the noise of each spectrum, we computed the
stack as a weighted average of the normalised spectra in each
sub-sample, using the statistical errors of the individual flux den-
sity ratios fλ(895)fλ(1470) as weights
3. To make the average, we resam-
pled each spectrum to the same grid that goes from 870 Å to
1700 Å with a step of 5.355/(1 + zmedian). 5.355 is the nominal
VIMOS Low Resolution Å/pixel scale of the observed-frame
spectra, and zmedian is the median redshift of the sub-sample.
The flux density ratio fλ(895)/ fλ(1470) can be measured
directly from the stack, averaging the signal in the interval
3 The errors have been evaluated with the classic errors propagation
from the standard deviations around the mean values in the LyC and
UV ranges (870 − 910Å and 1420 − 1520Å, respectively).
870 − 910 Å. However, given the very small size of some of our
sub-samples, taking this value simply from the stack would not
give a reliable estimate of the flux density ratio and its error. For
this reason, we used the bootstrapping technique to estimate the
uncertainty on this quantity. Using this approach does not require
making any assumptions on the distribution of our data. For each
sub-sample of N galaxies, we therefore created 5000 realizations
of it, randomly extracting N galaxies with replacement. We then
stacked each realization and computed the flux density ratio. We
finally evaluated the mean and the 68% confidence level of each
fλ(895)/ fλ(1470) distribution.
4. Results
The flux density ratios representative of each sub-sample, mea-
sured as explained in Section 3.4 and converted from fλ to fν, are
shown in Figure 3. The blue dots are the values corresponding to
the sub-samples defined in the y-axis and the magenta dots are
those corresponding to the complementary samples as indicated
in Table 1. The lavender vertical band is the 1σ confidence inter-
val for the total sample of 201 galaxies. We expect that the av-
erage signal of LyC is almost washed away in the total sample,
given that this is probably dominated by sources with no LyC
leakage, and we assume, for the moment, that the signal fν(895)fν(1470)
observed in the total sample basically comes from contamina-
tion from low redshift interlopers. This will be further discussed
in Section 5.
We can see from Figure 3 that most of the sub-samples (blue
dots) show a fν(895)fν(1470) much larger than the 1σ interval obtained
for the entire sample (lavender band) and that their complemen-
tary samples (magenta dots) are instead in agreement with it.
The only exceptions are the ∆vLyα samples that we better discuss
later.
The parameters which appear to (anti)correlate the strongest
with the flux density ratio are EW(Lyα), Lyαext and rUV . The
higher is the Lyα equivalent width, the higher is the flux density
ratio, and the smaller are the Lyα spatial extent and the UV ef-
fective radius, the higher is the LyC radiation. In particular, the
sub-samples with Lyαext ≤ 5.7 kpc and rUV ≤ 0.30 kpc have val-
ues for the flux density ratio that are more than 2σ higher than
their complementaries.
We note that the uncertainties in the flux density ratio of
some sub-samples are particularly large. This is because some
of these sub-samples contain very few sources (in particular the
sub-sample with EW(Lyα) ≥ 70 Å contains only 14 galaxies).
In Figure 4 we show the normalised spectral stacks of the
sub-samples with Lyαext ≤ 5.7 kpc (cyan line) and with Lyαext >
5.7 kpc (purple line) for reference. The excess in the LyC range
is clearly visible even from the simple stack in the sub-sample
with small Lyαext, while a much lower signal is present in the
stack of the sub-sample with higher Lyαext in this range. We em-
phasize that we are looking for a differential LyC signal between
the sub-samples, because at this stage, we are not taking into ac-
count the contamination from lower-redshit interlopers and we
are assuming the same statistical contamination in all the sub-
samples.
The spectral stacks for the three most significant parameters
(EW(Lyα) ≥ 70 Å, Lyαext ≤ 5.7 kpc and rUV ≤ 0.30 kpc) are
not independent, since many objects belong to more than one
of these sub-samples. We show in Figure 5 the Venn diagram
with the number of sources contained in each sub-sample and
the sources in common. We could not measure all the param-
eters for all the galaxies in the final sample, so the sources in
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Sub-sample Number of sources Complementary sample Number of sources
EW(Lyα) ≥ 25 Å 52 EW(Lyα) < 25 Å 149
EW(Lyα) ≥ 50 Å 25 EW(Lyα) < 50 Å 176
EW(Lyα) ≥ 70 Å 14 EW(Lyα) < 70 Å 187
Lyαext ≤ 5.7 kpc 20 Lyαext > 5.7 kpc 50
|∆vLyα| ≤ 200 km/s 17 |∆vLyα| > 200 km/s 28
rUV ≤ 0.3 kpc 20 r > 0.3 kpc 95
Table 1. Number of sources in each sub-sample considered. (1) Selection criterion for the sub-sample; (2) Number of sources in the sub-sample;
(3) Selection criterion for the complementary sub-sample; (4) Number of sources in the complementary sub-sample.
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fν(895)/fν(1470)
EW(Lyα)≥ 25Å
EW(Lyα)≥ 50Å
EW(Lyα)≥ 70Å
Lyαext≤ 5. 7kpc
rUV≤ 0. 3kpc
|∆vLyα| ≤ 200km/s
Fig. 3. Flux density ratios evaluated from the stacks of the samples in the y-axis (blue dots) and from the complementary samples (magenta dots)
as indicated in Table 1. The lavender vertical band is the 1σ confidence interval evaluated for the total sample of 201 galaxies.
common between the three sub-samples could be more than the
present numbers. We are not able to study the LyC properties
of the sources in common between the sub-samples because the
number of galaxies that satisfy all the three conditions is too low
(see Figure 5) and the stack is dominated by noise.
To test the correlation between the different parameters, we
evaluated the Spearman’s rank correlation coefficients between
the sub-samples for which we measured EW(Lyα), Lyαext and
rUV . We found that the most correlated parameters are, as ex-
pected, the Lyα spatial extension and the UV effective radius,
with a coefficient of 0.32, that implies that the smaller is rUV ,
the smaller is Lyαext. We also found a relatively weak anti-
correlation between the Lyα spatial extension and the EW(Lyα),
in the sense that the galaxies with lower EW(Lyα), present a
more extended Lyα profile. In principle this weak trend could
be due to an improper extraction of the 1-dimensional spectra
for objects with large Lyα spatial extension because the extrac-
tion aperture is determined from the UV portion of the spectra.
Therefore, for extended Lyα emission, part of the Lyα flux could
be lost and lower EW could be measured from the 1-dimensional
spectrum. However, we checked that this is not the case for our
galaxies by re-extracting the spectra directly from the original
2-dimensional frames for a subsample with large Lyα exten-
sion. In addition, a similar result was also found independently
by Momose et al. (2016). Finally, we also observe a weak anti-
correlation between Lyα EW and the UV size in agreement with
Law et al. (2012). All the three parameters, therefore, seem to
show some level of correlation.
So far we have compared the flux density ratio of the dif-
ferent sub-samples and not their relative escape fraction of LyC
photons, that depends also on the intrinsic luminosity ratio and
on the mean trasmissity of the sub-sample considered (see Equa-
tion 2). We could reasonably conclude that galaxies in the signif-
icant sub-samples likely emit more ionizing radiation, only if the
intrinsic luminosity ratio and the transmissivity do not intervene
in changing our results. The transmissivity depends on the red-
shift of the sources (see Section 3.2), and since our sub-samples
have very similar median redshifts, the transmissivity is approxi-
mately the same (within 10%) for all the sub-samples. The intrin-
sic luminosity ratio depends instead on different galaxies’ prop-
erties, in particular the age of the stellar populations (see for ex-
ample Table 3 in Guaita et al. 2016). As evaluated in Grazian
et al. (2016), for typical star-forming galaxies at z ∼ 3, it varies
between 1.7 and 7.1 for ages between 1 Myr and 0.2Gyr, adopt-
ing the Bruzual & Charlot (2003) library. There is no evidence
to date that galaxies which are UV compact or have a Lyα with
a small spatial extent, have younger ages, so we expect that our
sub-samples selected according to these two quantities have ap-
proximately the same age. For these sub-samples we can there-
fore interpret the differences in the measured density flux ratios
in terms of relative escape fraction. On the other hand, galaxies
with a very high Lyα EW are in general believed to be younger
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Fig. 4. Comparison of the spectral stacks of the sub-samples with Lyαext ≤ 5.7 kpc (cyan line) and with Lyαext > 5.7 kpc (purple line). The vertical
lavender bands indicate the LyC range (870 − 910 Å) and the UV range (1420 − 1520 Å) where we have normalised each spectrum. The signal in
the LyC range in the stack of the sub-sample with Lyαext ≤ 5.7 kpc is about 2.5 times higher than that of the sub-sample with Lyαext > 5.7 kpc.
The spectra in the Figure have been smoothed by 3 times the step of the stacked spectrum, which is 1.06 Å for the stack of the sub-sample with
Lyαext ≤ 5.7 kpc and 1.12 Å for the sub-sample with Lyαext > 5.7 kpc, to emphasize the difference in the LyC region between the two sub-samples.
Fig. 5. Venn diagram showing the number of sources contained in each
significant sub-sample (EW(Lyα) ≥ 70 Å, Lyαext ≤ 5.7 kpc and rUV ≤
0.30 kpc) and the sources in common.
than the rest of the star-forming galaxies population (e.g. Mal-
hotra & Rhoads 2002; Gawiser et al. 2007) and have therefore
lower intrinsic luminosity ratios. For this reason, the higher flux
density ratio observed in the sub-sample with EW(Lyα) ≥ 70 Å
with respect to its complementary, does not necessarily have to
be due entirely to a higher relative escape fraction. Since we have
shown that the three parameters are marginally correlated this
could be also partially true for the other sub-samples: however
the correlation between Lyα EW and the spatial extent (both
UV and Lyα) is quite weak. Finally, we note that the differ-
ences between the flux density ratios obtained for the interesting
sub-samples and those obtained for the complementaries, are too
large to be entirely erased by a change in the intrinsic luminosity
ratio between the sub-samples.
Finally, we tested that the errors on the individual measure-
ments (EW(Lyα), Lyαext and rUV ) do not influence the results of
the stacks, by performing Monte Carlo simulations. For each pa-
rameter, we created 100 different versions of the original subset
by varying each real measured value within a Gaussian distribu-
tion with the error on the measure as sigma. For each of these
new subsets, we then re-selected the interesting sub-samples
(e.g. EW(Lyα) ≥ 70Å), bootstrapped them and evaluated the
mean flux density ratio. For the Lyα EW and the UV effective ra-
dius, we obtained flux density ratio distributions that were com-
pletely inside the intervals shown in Figure 3. For the Lyα spa-
tial extent, we obtained a distribution that is slightly larger than
the flux density ratio interval shown in Figure 3, even though it
is still much higher than the complementary sample. This test
proves the validity of our sub-sample division, even considering
the uncertainties on the parameters.
The results obtained for the velocity shift of the Lyα with
respect to the systemic redshift, are not in agreement with theo-
retical expectations (Dijkstra et al. 2016; Verhamme et al. 2015).
This could be due to several reasons: first, our evaluation of the
systemic redshift could be wrong, since it relies in most cases
on an average relation that was tested only at lower redshift and
the uncertainties on the measurements are relatively high. Sec-
ond, we know that in ∼ 30% of the galaxies the Lyα emission
is actually double peaked (e.g. Yamada et al. 2012; Kulas et al.
2012), but the peak separation is smaller than the VUDS resolu-
tion and we might be underestimating the velocity of the main
(red) peak. Therefore the division in sub-samples according to
the velocity offset could be incorrect. Last, we cannot entirely
discard the possibility that there is no real relation between the
leakage of LyC emission and the velocity offset of the Lyα line,
contrary to model predictions.
5. Estimating f relesc after correction from
contamination
As explained in Section 2, our sample is most probably contam-
inated in the sense that some of the objects selected could have
nearby lower redshift faint galaxies (interlopers) that contribute
to the flux in the LyC range of the extracted spectrum. For this
reason, it would be incorrect to simply transform the values of
the flux density ratio derived above into a LyC escape fraction.
Since most of the galaxies in our sample (∼ 165 galaxies) do not
have multi-band high resolution HST imaging, the careful clean-
ing procedure performed in Marchi et al. (2017) and Guaita et al.
(2016) is not possible. In principle, we do not expect any correla-
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tion between contamination and the physical properties analysed
in this work. If anything, we would expect a higher probability
of contamination in objects with a more extended profile in the
UV rest-frame than in compact objects, while the observations
of the flux in the 895Å region indicate the contrary if this was
completely a contamination effect. In any case to transform the
results obtained in the previous Section into relative escape frac-
tions of LyC photons, we need to estimate the amount of flux
that could come from the lower redshift interlopers in each sub-
sample.
One way to do this is to perform simulations, following the
method outlined in Vanzella et al. (2010). The procedure is fully
explained in the Appendix A: briefly we used a very deep U-
band image of the CDFS field (Nonino et al. 2009), which cor-
responds to the LyC flux rest-frame for sources at redshift ∼ 4,
to determine the expected average integrated contribution of the
foreground blue sources, by placing different rectangular aper-
tures (corresponding to our spectroscopic slits) and performing
Monte Carlo simulations. We find that the median value of the
simulated flux, which corresponds to the contamination, is very
similar for all of our sub-samples, depending only slightly on
the sample-size, in the sense that larger samples have slightly
larger median contamination, thus validating our previous as-
sumptions. On the other hand, the estimated contamination de-
pends strongly on the maximum magnitude of possible contam-
inants that we set in the simulations (Umax, see Section 2).
Adopting a conservative approach and setting Umax = 25, we
proceed to estimate the relative escape fraction of LyC photons
of the significant sub-samples, i.e. the samples where we believe
there is real LyC signal in the 895 Å region. We therefore run our
simulations for the sub-samples selected as EW(Lyα) ≥ 70 Å,
Lyαext ≤ 5.7 kpc and rUV ≤ 0.30 kpc to obtain the contamina-
tion. As an example, we show in Figure 6 the distribution of the
simulated fluxes for the sub-sample with Lyαext ≤ 5.7 kpc. We
show both the distribution obtained assuming Umax = 25 (ma-
genta histogram) and that assuming Umax = 26 (blue histogram).
In both cases the observed flux, which is the symbol in the Fig-
ure, is much higher than the simulated value, implying that there
is probably real LyC escaping the galaxies in the sub-sample.
To evaluate the average relative escape fraction, we first eval-
uated the real LyC flux of our sub-samples, fν(LyC), subtracting
the 2σ percentile of the distribution obtained with the simula-
tions from the observed value, f obsν (895), and then we estimated
the resulting flux density ratio, fν(LyC)fν(1470) . To convert it to an escape
fraction, we evaluated the transmissivity averaging the individ-
ual galaxy’s transmissivities of each sub-sample (0.25 for the
EW(Lyα) ≥ 70 Å sub-sample, 0.22 for the Lyαext ≤ 5.7 kpc sub-
sample and 0.28 for the rUV ≤ 0.30 kpc sub-sample). The indi-
vidual values have been evaluated using the analytical prescrip-
tion given by Inoue et al. (2014). For easier comparison with
earlier studies (e.g. Steidel et al. 2001; Grazian et al. 2016, 2017;
Marchi et al. 2017), we adopted a value of Lν(1470)/Lν(895) =
3, which corresponds to young star-forming galaxies with age
∼ 10 Myr, assuming a constant Bruzual & Charlot SFH and a
Chabrier IMF (Chabrier 2003). We point out that this is simply a
multiplicative factor in the evaluation of the relative escape frac-
tion, and it is therefore possible to re-scale f relesc with other values
of Lν(1470)/Lν(895) if needed.
We obtain upper limits of f relesc ∼ 33% for the sub-sample
with EW(Lyα) ≥ 70 Å (67% if we subtract the 1σ percentile of
the simulated distribution), f relesc ∼ 48% for the sub-sample with
Lyαext ≤ 5.7 kpc (85% subtracting 1σ) and f relesc ∼ 23% for the
sub-sample with rUV ≤ 0.30 kpc (50% subtracting 1σ). Clearly
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Fig. 6. Distribution of the simulated observed-frame f simν coming from
foreground sources for the sub-sample with Lyαext ≤ 5.7 kpc impos-
ing Umax = 25 (magenta histogram) and Umax = 26 (blue histogram).
The continuum vertical lines are the median of the distributions and
the dashed and dotted lines are the 1σ and 2σ confidence intervals,
respectively. The symbol on the Figure is the average observed-frame
f obsν (895) obtained for the sub-sample.
these values are just indicative, since they crucially depend on
the real contamination that is present in each sub-sample. Given
the small sizes of these significant sub-samples (14, 20 and 20
objects respectively) and the fact that there are several objects
in common, even the presence of a single contaminated source
could sensibly change the results. In addition, as evident from
Figure A.1 in the Appendix, with this choice of Umax and slits
size in the simulations, we are probably underestimating the con-
tamination since the flux obtained from the simulations does not
account for the flux in the full sample stack. Note however, that
if instead of using the simulations to estimate the contamination,
we simply assume that the full sample of 201 galaxies is dom-
inated by contamination and subtract its flux density ratio from
the significant subsamples, we obtain similar high values for f relesc
for the three samples above.
The values we find for f relesc are quite high and could seem at
odd with observational results finding lower average values or
very stringent upper limits (Boutsia et al. 2011; Grazian et al.
2016; Guaita et al. 2016): however the significant sub-samples
represent only less than 10% of the total galaxy population. If
the galaxies with high LyC emission are indeed only a very small
fraction of the entire star forming population, we do not expect
to detect significant emission when stacking large samples of
objects without any pre-selection.
6. Summary and conclusions
In this work we have analysed some of the proposed correla-
tions between LyC emission and other galaxies properties at high
redshifts, exploiting the high quality and large number of spec-
tra coming from the VUDS survey. We initially selected star-
forming galaxies from the VUDS dataset at 3.5 ≤ z ≤ 4.3, pay-
ing particular attention in retaining only galaxies with a clean
spectrum in the LyC region and galaxies with no clear contam-
ination from bright neighbours in the same slit. For each of the
201 selected galaxies, we then evaluated (if possible) the Lyα
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EW, the Lyα velocity offset with respect to the systemic red-
shift, the Lyα spatial extension and the UV effective radius. Un-
fortunately, we could not estimate all these parameters for all the
galaxies in the sample, because for example in some cases an
evaluation of the systemic redshift was not possible, or the lack
of high resolution HST data did not allow us to estimate the UV
radius. To analyse the correlations between these parameters and
LyC emission, we defined different sub-samples according to
the properties predicted to be good LyC emission indicators. We
therefore selected the most compact galaxies in Lyα (Lyαext ≤
5.7 kpc) and UV (rUV ≤ 0.30 kpc), the galaxies with the high-
est EW(Lyα) (EW(Lyα) ≥ 70 Å) and those with the Lyα peak
closest to the systemic redshift (−200 ≤ ∆vLyα ≤ 200 km/s).
Since we cannot reliably measure the flux in the LyC range for
individual objects, we created spectral stacks of all the galaxies
in each sub-sample and estimated the average flux density ratios
( fν(895)fν(1470) ) from the stacks. Our main results are the following:
• We find that galaxies which are UV compact (rUV ≤
0.30 kpc) and have a high Lyα emission (EW(Lyα) ≥ 70 Å)
are likely to have higher LyC emission, since these stack
show a significant excess of flux in the LyC range com-
pared to the complementary samples. This is in agreement
with theoretical studies (Dijkstra et al. 2016; Verhamme et al.
2015; Wise & Cen 2009a) and with previous observational
studies at low redshift (Izotov et al. 2016; Verhamme et al.
2017). An indication that a high Lyα emission was related to
the presence of LyC emission was also found in our recent
work (Marchi et al. 2017).
• We find that galaxies with a small Lyα spatial extent
(Lyαext ≤ 5.7 kpc) have much larger fluxes in the LyC range,
compared to the complementary samples. A possible rela-
tion between the spatial extent of Lyα and the presence of
LyC emission has never been studied before. According to
our data, this parameter might even be more correlated to the
presence of LyC emission than the other parameters, since
the stack of the spatially small emitters shows a flux in the
LyC range that is the highest of all the sub-samples.
• Although the above three parameters are correlated at some
level, there are only very few objects where all three con-
ditions (rUV ≤ 0.30 kpc, EW(Lyα) ≥ 70 Å and Lyαext ≤
5.7 kpc) are met. Part of the reason is that we could not
measure all parameters for all galaxies in the initial sample.
These few objects are obviously the best candidates for be-
ing real LyC emitters: however since they are so few, their
spectral stack is dominated by noise in the LyC range.
• We could not apply any cleaning procedure to exclude con-
tamination from lower-redshift interlopers in our samples,
because multi-wavelength HST imaging, that is needed for
identifying the contaminants, is not available for most of the
sources. We believe that the contamination should be ap-
proximately the same in all the sub-samples, given that it
should not correlate with any of the galaxy properties. We at-
tempted to estimate (and subtract) a statistical contamination
to the LyC flux using Monte Carlo simulations performed on
a very deep U band image of the ECDFS field, which cov-
ers the observed wavelength of the LyC emission at z ∼ 4.
We find that it is difficult to give an accurate estimate of the
real contamination with the simulations because of the un-
certainties involved, especially in the choice of the parame-
ters to reproduce the observations (Umax, see Section A.1).
Also, the small number of galaxies in the significant sub-
samples means that the simulated contamination flux has a
very large distribution. For a reasonable choice of parame-
ters in the simulation, we find that comparing the observed
fν(895) fν(1470) in the three significant sub-samples to the
simulated ones, there is a very high probability that a signif-
icant fraction of the fν(895) flux comes from real LyC leak-
age, resulting in large escape fractions for the galaxies with
very high EW(Lyα), small rUV and small Lyαext.
The physical picture that emerges from our results is that the
conditions that regulate the escape of LyC and Lyα photons,
must be closely related. Galaxies with compact UV morpholo-
gies and compact and strong Lyα emission are the sources that
most likely show LyC emission. This is in agreement with the
scenario proposed by Nakajima & Ouchi (2014) where compact
star-forming regions can photoionise the ISM, creating density-
bounded regions or optically thin paths through the ISM. These
paths could be seen as "holes" in the ISM caused for example
by supernovae driven winds (Dove et al. 2000; Sharma et al.
2017), and would allow the simultaneous escape of LyC and
Lyα radiation. The natural consequence would be the observed
strong correlation between Lyα EW and LyC emission. In addi-
tion, small HI column densities cause less scattering of the Lyα
photons through the ISM, resulting in more compact Lyα spa-
tial profiles (Yang et al. 2017). This would produce the observed
anti-correlation between Lyα size and LyC emission.
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Appendix A: Statistical contamination from
lower-redshift interlopers
Appendix A.1: Method
To simulate the contribution of low redshift interlopers to the
flux in the LyC range we follow the method outlined in Vanzella
et al. (2010). We start from a very deep U-band image of the
ECDFS field (Nonino et al. 2009), which corresponds to the LyC
flux rest-frame for sources at redshift ∼ 4 as those in our sam-
ple, and we calculate the expected average integrated contribu-
tion of the foreground blue sources placing different rectangular
apertures (corresponding to our spectroscopic slits) and perform-
ing Monte Carlo simulations. Using the SExtractor algorithm
(Bertin & Arnouts 1996), we initially detected all sources down
to a magnitude limit of about 30 and then generated a new U-
band image composed only by the detected sources separated by
null pixels requiring the SExtractor checkimage ’OBJECT’. We
did this to avoid the contamination from background fluctuations
and therefore consider only the contamination from lower red-
shift interlopers. Since in the real case, relatively bright neigh-
bours are easily recognized as contaminants in the 2-dimensional
spectra (that we have carefully checked), we have also excluded
from the image, the sources brighter than a given U-mag (Umax)
and replaced them with null pixels. In general it is also true
that when planning spectroscopic observations of high redshift
(faint) sources, slits would not be placed on targets with very
bright neighbours.
We then placed N random rectangular slits (with N the size of
the sub-sample that we want to simulate) on the final image, and
measured the mean flux coming from these slits. The rectangular
apertures that we put on the image have dimensions 17×33 pix2
which correspond to 1×2 arcsec2. 1 arcsec mimics the slit width
used to acquire the VUDS spectra and 2 arcsec takes into ac-
count the fact that we cannot discriminate foreground sources
closer than the seeing (2× seeing). We have assumed a mean see-
ing of 1 arcsec which was the nominal condition of the VUDS
survey, although observations were carried out in service mode
and we do not have a precise statistics of the weather conditions
during the acquisition of the spectra.
Finally, we estimated the expected average integrated contri-
bution of the foreground sources for each sub-sample, perform-
ing the above procedure 10000 times and evaluating the median,
1σ and 2σ confidence levels of the mean f simν distribution. The
median and dispersion of the final distribution depend on the
number N of slits and on the choice of Umax.
Appendix A.2: Dependence on Umax
The most delicate parameter to choose is Umax. Indeed, modi-
fying this value, significantly changes the results of our simula-
tions. Following Vanzella et al. (2010), we start by considering
Umax = 25 and Umax = 26.
In Figure A.1 we show the simulated observed-frame f simν
coming from foreground sources for the total sample of 201
galaxies. The blue histogram (magenta histogram) is the distri-
bution of the observed-frame f simν obtained imposing Umax = 26
(Umax = 25). The continuum vertical lines are the medians of the
two distributions, and the dashed and dotted lines correspond to
the 1σ and 2σ confidence intervals respectively. The symbol on
the Figure is the average observed-frame f obsν (895) obtained for
the total sample. From the stack we cannot directly measure the
average flux in the LyC range, because we normalise each spec-
trum at its value in the UV range during the stacking procedure.
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Fig. A.1. Distributions of the simulated observed-frame f simν coming
from foreground sources for the total sample of 201 galaxies imposing
Umax = 26 (blue histogram) and Umax = 25 (magenta histogram). The
continuum vertical lines are the medians of the two distributions and the
dashed and dotted lines correspond to the 1σ and 2σ confidence inter-
vals. The symbol on the Figure is the average observed-frame f obsν (895)
obtained for the total sample.
For this reason, we get f obsν (895) multiplying the flux density ra-
tio with the mean UV flux of the sample. To evaluate the latter,
we averaged, for each galaxy in the sample, the signal in the UV
range of the spectrum (1420 − 1520Å) and then evaluated the
mean and the 1σ error using the bootstrapping technique.
This simple exercise outlines the effect of the choice of
Umax on the results of the simulations. Indeed, if we assume
Umax = 25, the 2σ value of the distribution of the simulated
flux is about twice the value of the distribution obtained assum-
ing Umax = 26, implying a much higher contamination. In both
cases the observed 895 Å flux is much higher than the simulated
values. This could imply that the total sample contains not only
contaminated sources but also some real LyC emitting galaxies,
although this possibility is quite unlikely since we expect that
the LyC emission is almost wiped out in the stack. Most proba-
bly our simulations underestimate the real contamination, at least
for this particular choice of parameters. One further possibility
is that our choice of slits width is too optimistic and the spectra
contain scattered light from objects that are located just outside
the slit. We explore this scenario in Section A.4.
Appendix A.3: Dependence on the sample size
The shape of the distribution of the simulated flux, as well as
the median and the 1σ and 2σ values, depend also on the num-
ber of slits putted on the image in each simulation. We show
in Figure A.2 the two distributions obtained for the total sam-
ple of 201 galaxies (blue histogram) and for the sub-sample
with Lyαext ≤ 5.7 kpc (magenta histogram), which is formed
by 20 galaxies, using the same Umax (we chose the value of
Umax = 25). It is now possible to see the effect of using a differ-
ent number of slits on the distribution of the simulated contam-
ination flux. Indeed, when a lower number of slits is used, the
distribution is much more extended (magenta histogram). Fur-
thermore, while the median value of the distribution (indicated
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Fig. A.2. Comparison of the two distributions of the simulated
observed-frame f simν coming from foreground sources for the total sam-
ple (blue histogram, 201 slits per simulation) and for the sub-sample
with Lyαext ≤ 5.7 kpc (magenta histogram, 20 slits per simulation) us-
ing Umax = 25. The continuum vertical lines are the medians of the two
distributions, the dashed lines correspond to the 1σ confidence intervals
while the dotted lines to the 2σ confidence intervals.
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Fig. A.3. Simulated contamination flux as a function of the number of
slits used in the simulations. The flux in the Figure is the median value
of the distribution and it is expressed in units of 10−30erg s−1cm−2Hz−1.
in the Figure with a vertical line) does not change much, only
few percents as expected, the values of the 1σ (dashed lines)
and 2σ (dotted lines) confidence intervals significantly change.
To validate the results obtained in Section 4, we need to ver-
ify the assumption that we made in Section 2, that is that all our
sub-samples have approximately the same level of contamina-
tion. With this purpose, we performed a set of simulations for
each value of N in a range between 10 and 100 with a step of 5,
fixing Umax = 25. We show in Figure A.3 the median values of
each distribution of simulated fluxes as a function of the number
of slits used in the simulations. We obtain that the median con-
tamination does not change much varying the number of slits
used. Actually, Figure A.3 shows that if we put in the simula-
tions a smaller number of slits, the contamination is lower. Our
0.00 0.05 0.10 0.15 0.20 0.25 0.30
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Fig. A.4. Comparison of the two distributions of the simulated
observed-frame f simν coming from foreground sources for the total
sample (201 slits per simulation) using two different slits dimensions
(1×2 arcsec2, magenta histogram, and 1×2.4 arcsec2, blue histogram)
and fixing Umax = 25. The continuum vertical lines are the medians of
the two distributions, the dashed lines correspond to the 1σ confidence
intervals while the dotted lines to the 2σ confidence intervals. The sym-
bol on the Figure is the average observed-frame f obsν (895) obtained for
the total sample.
most significant sub-samples are formed by very few galaxies
compared to their complementaries (see Table 1), therefore the
excess in the flux density ratio observed in these sub-samples
cannot be interpreted as contaminated flux but as true emission.
Appendix A.4: Dependence on the slits dimension
As described in Section A.1, so far we have used slits of
1 × 2 arcsec2, assuming an average seeing of 1 arcsec, which
was the nominal condition of the VUDS survey. However, the
observations were carried out by ESO in service mode so it is
possible that the seeing was not always strictly within this limit.
In addition light could scatter into the slits from sources that
are placed immediately outside the slit. For this reason we per-
formed again our simulations using a slightly larger slit to test
the dependence of the results. As an example, we use slits of
1 × 2.4 arcsec2 to simulate an average seeing of 1.2 arcsec (the
same effect would be obtained using larger slits to take into ac-
count scatter light). In Figure A.4 we show the comparison of the
two distributions of the simulated observed-frame f simν for the
total sample (201 slits per simulation) using the different slit di-
mensions (1×2 arcsec2, magenta histogram and 1×2.4 arcsec2,
blue histogram) and fixing Umax = 25. As expected, the dis-
tribution obtained using wider slits is shifted to higher values
of contamination, although the effect is lower than the one pro-
duced by the change in Umax described in Section A.2. Also in
this case the observed 895 Å flux value from the entire sample of
201 galaxies (which is the symbol in Figure A.4) is larger than
the simulated values for both slit sizes.
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