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Abstract
Difficult tracheal intubation assessment is an impor-
tant research topic in anesthesia as failed intubations
are important causes of mortality in anesthetic practice.
The modified Mallampati score is widely used, alone or
in conjunction with other criteria, to predict the diffi-
culty of intubation. This work presents an automatic
method to assess the modified Mallampati score from
an image of a patient with the mouth wide open. For
this purpose we propose an active appearance mod-
els (AAM) based method and use linear support vec-
tor machines (SVM) to select a subset of relevant fea-
tures obtained using the AAM. This feature selection
step proves to be essential as it improves drastically the
performance of classification, which is obtained using
SVM with RBF kernel and majority voting. We test our
method on images of 100 patients undergoing elective
surgery and achieve 97.9% accuracy in the leave-one-
out crossvalidation test and provide a key element to an
automatic difficult intubation assessment system.
1. Introduction
Difficult tracheal intubation remains a constant and
significant source of morbidity and mortality in anes-
thetic practice and failed intubations lead to complica-
tions ranging from airway trauma, severe hypoxemic
brain injuries to death of the patient. Before anesthe-
sia induction, accurate difficult airway identification al-
lows optimal preparation, including dedicated equip-
ment, experienced personnel or specific techniques in
order to avoid such complications.
Assessment of difficult intubation prior to anesthe-
sia induction is an important research topic in anes-
thesia and several screening tests have been proposed.
Among them, the modified Mallampati score [7, 9] is
commonly used by physiologists to assess the difficulty
of intubation. This score classifies the airway into 4
classes according to the visibility of the oro-pharyngeal
structures observed on a patient opening the mouth and
sticking his tongue out. The view is graded as follows
(see fig.1): class I, soft palate, fauces, uvula, and pillars
are visible; class II, soft palate, fauces, and uvula are
visible; class III, soft palate and base of the uvula are
visible; class IV, soft palate is not visible at all.
Although it has been shown to have little discrimi-
native power in predicting tracheal intubation difficulty
when used alone, the modified Mallampati test is still
an important source of information when used in com-
bination with other measures [6]. Among the various
commonly used predictive models of difficult intuba-
tion, which use the modified Mallampati test, lies the
Arne´ model where a simplified score is computed de-
pending on certain physiological factors and the med-
ical history of the patient [1]. Another similar scoring
was put forward by Naguib et al. who performed a clin-
ical study [8] to identify four risk factors that correlated
with the difficult intubation, among which is the modi-
fied Mallampati score. As these and many other studies
show, the Mallampati classification is an essential factor
in the difficult intubation prediction, Mallampati score
1 and score 4 showing especially strong correlation with
easy and difficult intubation respectively. Therefore, an
automatic and objective classification of the modified
Mallampati score is an important step in the process of
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Figure 1. Modified Mallampati classification and AAM mask
developing an automatic difficult intubation assessment
system. This will allow us to eliminate inaccurate clas-
sifications or inter-physician variations which are gen-
erally due to incorrect points of view.
In this work, we propose an effective method to as-
sess the modified Mallampati score of patients from a
frontal image of the head of the patient, with the mouth
open and the tongue protruding to its maximum. For
that purpose, we use active appearance models (AAM)
to segment the inside of the mouth and describe the
shape of the opening and the texture of the back of the
throat. The most important coefficients of the projection
of a new image on the AAM principal components are
then used to perform classification using support vector
machines (SVM).
The rest of the paper is organized as follows: Sec-
tion II describes the proposed methodology, Section III
contains information about the dataset and the data col-
lection, Section IV details the results we obtain with our
algorithm and finally Section V concludes the paper.
2. Methodology
2.1. Active appearance models
Active appearance models [3] are statistical models
of deformable objects which contain both the shape and
texture variation among a set of training images of the
object. The training process of AAMs consists first of
obtaining statistical shape and texture models separately
by applying the Principle Component Analysis (PCA):
s = s+ Φsbs and g = g + Φtbt (1)
where s and Φs represent the mean and eigenvectors of
the covariance matrix of the shape, and g and Φt repre-
sent those of the texture. In order to obtain a complete
model of appearance the model parameter vectors bs
and bt are concatenated and a third PCA is applied to
this concatenated vector:
s = s+ Qsc and g = g + Qtc (2)
where c is the complete appearance model parameters
vector, and Qs and Qt are the principal modes of the
combined variation, retaining a certain amount of the
total variance.
Using this model a new instance of the object can be
generated by alternating the model parameters c. The
idea of the AAM search algorithm is then to synthesize
a new example by the adjustment of model parameters,
and it is generally treated as a minimization problem of
the difference between the synthesized image and the
original unseen image.
In this work, we define an AAM consisting of 12
points located on the lower edge of the upper lip (or
upper incisors, depending on their visibility) and on
the line on the back of the tongue such that the parts
defining the modified Mallampati score are included in
the object (as shown by the yellow contour in fig1).
The AAM fits perfectly to the Mallampati classification
case, not only because it efficiently segments the ob-
ject and models the shape and texture variations among
different subjects but it also includes certain preprocess-
ing steps such as shape alignment and texture warping
which make us invariant to factors like translation, rota-
tion and scaling.
We have manually annotated 100 images of differ-
ent subjects and trained an AAM using these manual
annotations. Then, we back-project these manually an-
notated points and the texture inside onto the three dif-
ferent eigenspaces defined by the model and obtain for
each subject the model parameter vectors bs, bt, c
which constitute our complete set of features.
At this stage, we use the manual annotations of the
mouth to calculate the model parameters to exclude the
effect of model fitting accuracy in the classification pro-
cess. In the future, using AAM will allow to automat-
ically segment the contour of the mouth by fitting the
model, providing full automatization of the system.
2.2. Feature selection and classification
Once we obtain the full set of features (the three dif-
ferent model parameter vectors), we perform a selection
of features on these three sets separately. By discarding
irrelevant and redundant features, feature selection pro-
vides performance improvement in classification. This
is due to the fact that the AAM parameters are ordered
depending on the ratio of the total variation they explain
and since this variation is not necessarily caused by the
different Mallampati classes, certain coefficients intro-
duce noise if taken into account. Feature selection is
thus a crucial step in the classification process.
In order to select the most relevant subset of fea-
tures, we train linear support vector machines (SVM) in
a recursive manner, removing one feature at each iter-
ation (backward feature elimination), similarly to what
is done in [4]. Linear SVM is a supervised learning
method used for binary classification. The model re-
sulting from a linear SVM is a hyperplane of the form:
w · x− a = 0 (3)
which maximizes its distance to the nearest training data
point of both classes. The normal vector to the hyper-
plane, w, can be seen as features weights where the
highest weight indicates the feature that contributes the
most to separating the two classes. At each iteration or-
dering the features in decreasing order of weight wi and
eliminating the feature with the lowest weight allows
obtaining a ranking of the features. As linear SVM is a
binary classifier, six different classifiers are trained, in
a 1-against-1 fashion, resulting in six different rankings
of features.
Then once we obtain the feature subsets using these
rankings, we train six different SVM with RBF kernel
using the publicly available LibSVM implementation
[2]. Once again the SVM are trained in a 1-against-1
fashion as better results are generally obtained by this
method, compared to other multiclass SVM such as 1-
against-all [5]. Details of the cross-validation and pa-
rameter optimization are presented in the results sec-
tion. The final classification of the modified Mallampati
score is then obtained by the majority voting of these 6
classifiers.
3. Dataset
The dataset used is composed of 100 images of dif-
ferent subjects, equally balanced between classes. The
images are acquired at the University Hospital in Lau-
sanne (CHUV), and the subjects are actual patients who
undergo the regular preoperative assessment for anes-
thesia prior to their elective surgeries. The recording
process of the images is part of a larger project on the
automatic assessment of difficult intubation. The sub-
jects included in the dataset are aged between 24 and
81 and the proportion of female subjects is 39%.
The assessment of the ground truth for the modi-
fied Mallampati score is then performed by experienced
anesthesiologists only on the basis of these images. The
Mallampati classification depends highly on the angle
of view of the mouth in the images. The images were
taken by trained staff such that the head is positioned
to obtain the best visibility of the oropharyngeal fea-
tures. Once we obtain an accurate image based Mal-
lampati classification, we will use videos of patients ro-
tating their heads vertically to classify each frame and
assess the lowest score obtained in the video, which cor-
responds to the optimal view, for that patient.
4. Results and discussion
In this section we report the results of the classifi-
cation using the leave-one-subject-out cross validation
method. For each of the 100 subjects we train six differ-
ent support vector machines (one class against another).
Each time the kernel and regularization parameters of
the SVM are optimized using a 5-fold cross validation
on the 99 samples in the training set. The corresponding
sample that was left out is then classified by the six bi-
nary SVM and the final modified Mallampati score is
obtained by majority voting.
Feature selection is a key step in the proposed
method as explained in Section 2.2. Indeed, we see
from the analysis of the feature rankings that, in gen-
eral, the coefficients corresponding to principle modes
explaining a very small portion of the total variance are
assigned higher weights. The optimal number of fea-
tures used by each of the six SVM is experimentally
determined by comparing the overall accuracy obtained
by using different numbers of features, which is shown
in fig. 2.
We have performed the tests using the coefficients
obtained from the shape model, texture model and
the combined appearance model separately to identify
which type of features is the most efficient in discrimi-
nating the different Mallampati classes. For each model
we keep a number of principal components explaining
more than 99.99% of the total variance, resulting in a
total of 23 shape features, 100 texture features and 99
combined features, which are then ranked using the lin-
ear SVM method explained in Section 2.2.
Intuitively, the information about the modified Mal-
lampati score is contained mainly in the texture rather
than the shape of the mouth opening. This hypothesis is
confirmed by the poor results obtained using only the
coefficients bs modelling the variations in the shape,
while using only the coefficients bt leads to perfor-
mances of the same quality as using the coefficients c,
modelling the complete appearance. It can thus be con-
Figure 2. Classification accuracy vs num-
ber of features
cluded that taking into account the shape does not help
to improve the classification performance (see fig. 2).
The best classification performance is obtained using
33 features of the texture model. Table 1 presents
the confusion table for the corresponding leave-one-
out cross validation test. The classification of 3 of the
100 samples was ambigous due to an equal number of
votes in the majority voting scheme. These samples are
discarded in the calculation of the final accuracy and
not included in the confusion table. In order to avoid
such ambiguties, future work will include a probabilis-
tic weighting of each classifier in the voting scheme. 95
of the rest of the 97 are correctly classified, correspon-
ding to a 97.94% overall accuracy and 100% recall and
precision for Mallampati class 4, which is an important
indicator of difficult intubation.
5. Conclusion
In this paper, we proposed an AAM based method to
assess the modified Mallampati score of patients from
an image of the mouth cavity. We select the relevant
features obtained by the AAM using linear SVM and
obtain the classification by the majority voting of six
different binary SVM classifiers. We perform tests on
images of 100 patients and show that with the optimal
number of features we can correctly classify 95% of the
total samples, taking into account the 3 samples that
were ambigously classified.
To our knowledge this is the first work proposing
an automatic system to assess the modified Mallampati
score from images. The modified Mallampati score is
often criticized for the lack of objectivity in the way
practitioners assess it, especially due to the angle of
view. This leads to different scores on the same patient,
Table 1. Confusion Table, OA=0.979
1 2 3 4
1 21 2 0 0 0.913
2 0 25 0 0 1
3 0 0 24 0 1
4 0 0 0 25 1
1 0.926 1 1
when examined by different practitioners. The pro-
posed image based method can be extended to analyse
videos and will allow objectively assessing the modified
Mallampati score. This work thus provides an essential
element to an automatic difficult intubation assessment
system.
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