Abstract. We construct a cofibration category structure on the category of closure spaces Cl, the category whose objects are sets endowed with a Čech closure operator and whose morphisms are the continuous maps between them. We then study various closure structures on metric spaces, graphs, and simplicial complexes, showing how each case gives rise to an interesting homotopy theory. In particular, we show that there exists a natural family of closure structures on metric spaces which produces a non-trivial homotopy theory for finite metric spaces, i.e. point clouds, the spaces of interest in topological data analysis. We then give a closure structure to graphs and simplicial complexes which may be used to construct a new combinatorial (as opposed to topological) homotopy theory for each skeleton of those spaces. We show that there is a Seifert-van Kampen theorem for closure spaces, a well-defined notion of persistent homotopy and an associated interleaving distance, and, as an illustration of the difference with the topological setting, we calculate the fundamental group for the circle and the wedge of circles endowed with different closure structures.
Introduction
Homotopy theory has long been one of the primary tools used to study topological spaces, and generalizations of the theory have had dramatic implications in other areas as well, in particular in algebra and algebraic geometry. There have recently been a number of attempts to extend the reach of homotopy theory to more discrete geometrical objects, such as graphs [1] , directed graphs [19] , and simplicial complexes [4, 3, 2] , and then to try to characterize combinatorial properties of these objects in terms of their discrete homotopy invariants. In parallel, a different approach to discretization is seen in [23] , in which the homotopies themselves are discretized, and this is then used to show the existence of certain relations in the fundamental group of geodesic spaces. Ideas from algebraic topology are also being used to study spaces where the natural topologies available don't capture the desired topological picture. This occurs, for instance, when trying to infer information about the topology of a manifold given a set of points sampled from it, a problem which has motivated much of the development of topological data analysis [26, 9, 18] . (We remark in passing that, although it's true that there are many topologies on finite sets which have interesting homotopy groups, the neighborhoods in such topologies are typically unrelated to a metric on the points, which is undesirable when studying a set of points sampled from a metric space. For an extensive discussion of finite topological spaces, see [5] .)
In this article, we develop homotopy theory in the category of closure spaces, which, as we will show, allows for the application of homotopy theory in all of the situations mentioned above, and which additionally reduces to the standard theory for topological spaces. Although our approach is not necessarily equivalent to the ones cited earlier, it nonetheless produces a unified construction of homotopy theory in all of these different contexts, in addition to defining a non-trivial homotopy theory for point clouds. Historically, homotopies on closure spaces were first defined, and the theorems in Subsection 5.1 were first stated, in [14] , with the aim of developing an alternate version of shape theory, which was pursued in [15, 16] . These homotopy groups were then applied to directed graphs in [13] . To the best of our knowledge, our work in this article is the first to apply the homotopy of closure structures to finite metric spaces and general skeleta of simplicial complexes, as well as the first to advance the general theory further since the articles cited above. Our main contributions are the cofibration category structure, the identification of a collection of closure structures on finite metric spaces well-adapted to topological data analysis, and another for graphs, digraphs, and simplicial complexes, the Seifert-van Kampen theorem for closure spaces, and the study of covering spaces for closure spaces and its application to the computation of the fundamental group of the circle with different closure structures. As our development is somewhat abstract, in the remainder of this introduction we will describe the core idea behind our approach in the context of point clouds.
Given a set of points sampled from a topological probability space X, it's natural to ask whether the topological invariants of X can be recovered from the sample. Most current attempts at doing so, in particular persistent homology and homological manifold learning, begin by replacing the points with balls of varying radii, effectively thickening the original set of observations. In manifold learning [22, 21, 11] , the aim is then to prove that, under favorable conditions, i.e. with high probability given an appropriate radius and a dense enough sample, the union of the balls centered at the sample points is homotopy equivalent to the space from which the samples were drawn, or else that some topological invariants of the original space may be recovered. In persistent (Čech) homology [9, 18, 12] , one attempts to recover topological information from a metric invariant built using a one-parameter family of unions of balls around the sample points.
Instead of approximating our target space with other topological spaces built on a finite sample, however, our point of departure is to ask what sort of homotopy theory one may construct directly on finite sets of points, and then to construct (weak) homotopy equivalences between the sets of samples and the spaces from which they're sampled. While this might at first appear to lead to a trivial theoryand indeed it does, if one stays within the category Top -what we find is that, by changing the category, we are able to develop a homotopy theory which provides information about the global configuration of sample points without invoking an auxiliary topological space. This is accomplished by 'coarsening' the continuous maps rather than thickening the space. As we will see, this focus on the maps makes homotopy into a functor from the category of closure spaces to the category of groups. This, in particular, enables us to easily define a homomorphism between homotopy groups starting from a morphism in our category, something which remains difficult with other approaches, in particular for maps between metric spaces which do not preserve the metric. we can recover from properties of X. From a homotopical point of view, we would like to find a category in which there is an equivalence between S 1 and X that we may invert in the homotopy category, which means, at the very least, that we need to have non-trivial morphisms from S 1 to X, even though, topologically, the only continuous maps are the constant maps. In closure spaces, however, we have a new class of maps to consider. In Section 3, we show that, on a family of closure structures on metric spaces, there is an ǫ-δ version of continuity for these closure spaces, which we describe here. Suppose that, for some pair of non-negative real numbers (q, r), we say that a map f :
(Distances are taken mod 1.) According to this defintion, the 'nearest neighbor map' f :
10 , 1 ∪ 0, is (q, r)-continuous for r ≥ 1/5 and q < r, although it is clearly discontinuous topologically. As we will see in Sections 3-5, we may also construct homotopies and homotopy groups so that, for a certain range of (q, r), both spaces have the same fundamental group as the (topological) circle. This example illustrates two important points. The first is that topologically continuous maps are, in some sense, too rigid to be useful for a homotopy theory of point clouds, and the second is that they are not the only choice.
We make three additional observations about the modified notion of continuity above. First, note that for the pair q = 0, r = 1 10 , the map f is not 0, 1 10 -continuous. In particular, this illustrates how modifying continuity in this way allows (topological) discontinuities at any point, but only if the jumps at (topologically) discontinuous points are controlled, the allowable size of the (topological) discontinuity being given by the pair (q, r).
Second, we observe that not every topologically continuous map is (q, r)-continuous for all q and r. Consider, for instance, multiplication by 2 on the real line, i.e. f : R → R, f (x) := 2x. While clearly continuous, f is not (q, r)-continuous for any pair (q, r) where q > 1 2 r > 0. To see this, first observe that any interval I x,r,ǫ := (x − r − ǫ, x + r + ǫ) must necessarily be the image of the interval
2 (x + r + ǫ) . It's therefore clear that, for sufficiently large x, q > 1 2 r and sufficiently small ǫ, there is no δ > 0 for which the interval f x 2 − q − δ, x 2 + q + δ ⊆ I x,r,ǫ , and so f is not (q, r)-contiuous at the point x/2. This illustrates that, while local discontinuities are allowed, a (q, r)-continuous function must be rather uniformly controlled at the scale which determines (q, r)-continuity. While at first perhaps unsettling, we will see that, for point clouds, this rigidity has the desirable effect of keeping nearby points near each other after the application of a (q, r)-continuous function.
Finally, we remark that (q, r)-continuous maps between metric spaces need not be coarse maps in the sense of coarse geometry. That is, at large enough scales, a (q, r)-continuous map may send points which are initially a finite distance apart arbitrarily far away from each other, so long as the local (q, r)-continuity condition is satisfied. As an example, take the set of points
. This function is (1, 1)-continuous, but it is not a coarse map, since there is no uniform bound on d (F (a, b), F (c, d) ). Together, these examples illustrate the fundamental features of the maps between the closure structures that we be our main interest: on metric spaces, they are wild at small scales, rigid at medium scales, and flexible at large scales.
The plan of the paper is as follows. In Section 2, we give a formal introduction to closure spaces, Section 3 gives details of a specific family of closure operators of interest on metric spaces, in particular for topological data analysis on point clouds, Section 4 gives the Cofibration Category structure on the category of closure spaces, and in Section 5 we study covering spaces, the fundamental group of the circle endowed with different closure structures, and closure operators on graphs and skeleta of simplicial complexes.
The category Cl
A closure structure on a space X collects all of the information about the neighborhoods of points in X. It is weaker than a topology, but, as we will see, still allows for the construction of a rich homotopy theory, extending classical homotopy on the subcategory Top. Among other things, this will allow us to construct weak homotopy equivalences between spaces which are topologically very different, but where there exist closure structures with similar characteristics, giving rise to isomorphic homotopy groups.
In the examples and computations in this article, we will be mainly concerned with a natural family of closure structures induced by a metric, but the theory holds unchanged in the general setting. For additional general results on closure spaces, we refer the reader to the results on closure spaces in the book [10] . Definition 2.1. Let X be a set. A Čech closure operator on X is a map c :
A pair (X, c) is called a or closure space, and for a set A ⊂ X, we call c(A) the closure of A. If A = {x}, we will write c({x}) as c(x).
Given two Čech closure operators c 1 and c 2 on the same space X, we say that c 1 is finer than c 2 , and c 2 is coarser than c 1 , iff, for each A ⊂ X, c 1 (A) ⊂ c 2 (A).
Remark 2.2. Note that the definition above immediately implies that the closure operator is monotone, i.e. A ⊂ B =⇒ c(A) ⊂ c(B). We sometimes say that the map c puts a Čech closure structure on X. Definition 2.3. Let (X, c) be a closure space. We say that a subset A ⊂ X is closed if c(A) = A, and that A ⊂ X is open if X − A is closed. Remark 2.4. A pair (X, c X ) is sometimes called a pretopology in the literature. However, since these pairs, and not topologies, are our main objects of study, we have elected to revert to the older nomenclature used in [10] , which we believe does not semantically relegate these spaces to secondary, or preparatory, status. This convention also has the advantage of making Čech closure structures terminologically distinct from pretopologies in the sense of Grothendieck, which are different objects altogether. In this article, a closure space will always refer to a space with a closure operator that satisfies the axioms above, although the reader should be warned that there is some variation in the literature. In particular, except when explicitly stated, we will not require that c 2 = c, which, combined with the axioms above, would make the closure operator into what is known as a Kuratowski closure operator. As Kuratowski closure operators induce a topology whose closed sets are the closed sets given by the operator, we will refer to spaces with Kuratowski closure operators simply as topological spaces.
While open and closed sets exist in closure spaces, in the following they take a secondary role to the neighborhoods of a set, defined below, which are not necessarily open or closed.
Definition 2.5. Let (X, c) be a closure space. We say that a set U ⊆ X is a neighborhood of a set A ⊆ X if A ⊆ X − c(X − U ). A neighborhood system of a set A is the collection of neighborhoods of A.
Remark 2.6. Note that, as in the topological case, a set A ⊆ X is open iff it is a neighborhood of every point x ∈ A. Definition 2.7. Let (X, c) be a closure space. A base of the neighborhood system of A ⊂ X is a collection B of subsets of X such that each set B ∈ B is a neighborhood of A, and each neighborhood of A contains a set in B. A subbase of the neighborhood system of Y ⊂ X is a collection C of subsets of X such that the collection of all finite intersections of elements of C is a base of the neighborhood system of Y . When A contains only a single point x ∈ X, we will sometimes say use th term local base (local subbase) at x to refer to the base (subbase) of the neighborhood system of {x}.
Example 2.8. Let X = {0, 1, 2, 3} and c(x) = {(x − 1) mod 4, x, (x + 1) mod 4}. Then {(x − 1) mod 4, x, (x + 1) mod 4} is a neighborhood of {x} for every x ∈ X. Example 2.9. Every topological space X is a closure space with the closure operator defined by c(A) =Ā. Note that for the closure operator on topological spaces, c(c(A)) = c(A). Furthermore, if (X, c) is a closure space with c 2 = c, then the collection of sets U := {U ⊂ X | X − U is closed, i.e. c(X − U ) = X − U } forms a topology. To see this, first note that ∅ and X are in U, since c(∅) = ∅, and X ⊂ c(X), c(X) ⊂ X =⇒ c(X) = X. Second, for an arbitrary collection of sets in U, say U ′ := {U λ ⊂ X | λ ∈ Λ}, we have
Conversely, c(∩ λ∈Λ X − U λ ) ⊆ X − U λ for each U λ , and therefore
It follows that ∪ λ∈Λ (X − U λ ) ∈ U. Finally, for a finite intersection of sets The above example leads to the following definition. Definition 2.10. Let (X, c X ) be a closure space. Let τ c X denote the coarsest topological closure that contains c X , i.e. such that (τ c X ) 2 = τ c X , c X ≤ τ c X , and for any other closure operator c on X with c 2 = c and c X ≤ c, then τ c X ≤ c as well. We call τ c X the topological modification of c X Remark 2.11. We note that topological modifications always exist. See [10] for details.
Continuous maps between closure spaces are defined as follows.
Definition 2.12. Let (X, c X ) and (Y, c Y ) be closure spaces. We say that a map f :
If a function f is continuous at every point, then we say that f is continuous. Equivalently, a function f is continuous iff for every set U ⊆ X, f (c(U )) ⊆ c(f (U )).
We end this section with the definitions of closure structures on subspaces, disjoint unions, products and quotients, which we will use in what follows. 
α∈I be a collection of closure spaces, let α∈I X α be the Cartesian product of the underlying sets, and let π α : α∈I X α → (X α , c α ) be the projection mappings from α∈I X α to X α . We define the product closure operator c Π on α∈I X α to be the coarsest closure structure which makes each π α continuous. (4) Let p : (X, c X ) → Y be a surjective map from a closure space (X, c X ) to a set Y . Then the quotient closure structure c p on Y induced by p is the finest closure structure on Y which makes p continuous.
We state the following proposition to summarize several useful results from [10] .
Proposition 2.14.
(1) Let (X α , c α ) α∈I be a collection of closure spaces, and
be the projection mappings from α∈I X α to X α . Define a family of closure structures {u α } α∈I on α∈I X α by
If c Π denotes the product closure structure on α∈I X α then c Π is the greatest lower bound of the family {u α }. 
Proof. Item 1 is Theorem 32.A.4 in [10] and item 2 is one statement of Theorem 33.A.4 in [10] .
Using these definitions, we note the following.
with the quotient closure structure is a pushout in Cl.
Proof. We consider the diagram of solid arrows
We see that this is well-defined and continuous by the commutativity of the solidarrow diagram and the definition of the quotient closure structure. Furthermore, Z and H are unique up to isomorphism.
A family of closure structures on metric spaces
We now define the closure operators on metric spaces which will be our main examples, and which motivated the development of the theory.
Lemma. For any r ≥ 0, c r defined above is a closure operator on a metric space (X, d X ), and c 0 is the topological closure operator on X for the topology induced by the metric.
Proof. The proof follows easily from the definitions. First, we see that c r (∅) = ∅ for all r. Next, we note that since r ≥ 0, A ⊆ c(A). Finally, Suppose that x ∈B r (A∪B) for some r ≥ 0, whereB r (A) := {x ∈ X | d(x, A) ≤ r} for any set A ⊂ X. Then either x ∈ B r (A) or x ∈ B r (B), and therefore x ∈ B r (A) ∪ B r (B). Similarly, if x ∈ B r (A) ∪ B r (B), then x ∈ B r (A ∪ B), and we have that, for any r ≥ 0,
To see the last statement, note that c 
is open in the topology generated by the metric and x is arbitrary in U , U is open in the topology generated by the metric as well, and the two topologies are the same. Definition 3.2. For fixed q, r > 0, we say that a function between metric spaces
is (q, r)-continuous if, for every ǫ > 0 and x ∈ X, there exists a δ(x) > 0 such that
An (q, r)-continuous function with δ independent of x is called absolutely (q, r)-continuous, and if q = r, we simply say that f is r-continuous.
The identity map obeys the following
is (q, r)-continuous if at least one of the following holds:
and therefore the identity map is (q, r)-continuous. Now suppose that D ≥ min(q, r), and q ≤ r. Then it is clear that, for any ǫ > 0 and x ∈ X, if we take δ(ǫ, x) < ǫ, then we have d X (x, y) < q + δ(ǫ, x) =⇒ d X (x, y) < r + ǫ, and therefore the identity map is (q, r)-continuous.
We have the following rule for composition. 
Proof. By definition, for every x ∈ X and y ∈ Y and every
Putting these together, if r ≤ s and, given y and ǫ Z , we take ǫ Y < δ(ǫ Z , y), we have that, for every x ∈ X and ǫ z > 0, there exists a δ(x) > 0 such that
which proves the lemma.
The following lemma is also immediate.
Proof. Let f : X → Y be (q, r)-continuous, and let p ≤ q and r ≤ s. Then,
We now show that, for metric spaces such that the ballsB r (x) are compact in the topology generated by open balls, the continuous maps between closure spaces (X, c q ) and (Y, c r ) are exactly the (q, r)-continuous functions. Proof. Suppose that f is continuous with respect to the closure structures. Consider
Conversely, let f be (q, r)-continuous, and let V be a neighborhood of f (x). The above argument shows that V contains a ball B r+ǫ (f (x)) for some ǫ > 0, and, by hypothesis, there exists a δ(x, ǫ) such that f (B q+δ(x,ǫ) (x)) ⊂ B r+ǫ (f (x)). Therefore
is a neighborhood of x. Since x is arbitrary, f is continuous with respect to the closure structures.
4.
A cofibration category structure on Cl 4.1. I-Categories. In this section, we recall the definition of an I-category from [6] and show that there are natural classes of cofibrations, as well as a natural cylinder functor on Cl, which make Cl into a cofibration category. 4.1.1. Cofibrations in Cl. We define here a cofibration in Cl analogously to the definition in Top, and we show that many properties of cofibrations in Top generalize easily to Cl.
In Cl, we define a cylinder functor and cofibrations as follows.
where A, B are any two objects in Cl, τ is the standard, topological closure operator on [0, 1] and I Cl (X, λ) is given the product closure operator. We further define the structure maps i 0 , i 1 : X → I Cl X and p :
When there is no ambiguity, we will denote I Cl simply by I.
We now give a number of lemmas about the cylinder which will be useful later. Proof. By definition,
, and the latter equals IA ∪ IB IX, as desired.
As in Top, we call a map f : (X, λ) → (Y, λ ′ ) a homeomorphism in Cl if it is continuous with a continuous inverse.
is a bijection which takes y = i(x) → x, for every y ∈ Y , and therefore
, which is also the definition of (Ii) there exists a map H extending the diagram commutatively. We say that i is a cofibration in Cl if i has the homotopy extension property for every space Y in Cl.
We denote the collection of cofibrations by cof.
The statements and proofs of the next two propositions are identical to those of the corresponding statements for Top (see, for instance, [17] ). We include them here for convenience. Proposition 4.6. If j : A → X is a cofibration, then j is a homeomorphism onto its image j(A).
Proof. We form the mapping torus Z(j) of j in the standard way, as X ⊔IA/j(a) ∼ (a, 0), and we consider the diagram Since Z(j) is a pushout and j is a cofibration, s : Z(j) → IX and r : IX → Z(j) exist, and, from the uniqueness property of the pushout, rs = Id Z(j) . In particular, s is a homeomorphism onto its image, and since πi(A × {1}) = A × {1} is homeomorphic to A, and (j × Id)(A × {1}) = j(A) × {1}, we have that j(A) is homeomorphic to A, as desired. 4.1.2. I-Categories. An I-category is a category endowed with an initial object, a cylinder functor, and a special class of morphisms called cofibrations, which enables one to capture many of the essential homotopical features of Top, giving nontopological categories a more topological flavor. While a cylinder functor is not strictly necessary to develop homotopy theory of cofibration categories as in [6] , its presence is useful both conceptually and technically. In this section, we show that Cl is an I-category.
Definition 4.8. An I-category is a category C with the structure (C, cof, I, φ), where cof is a class of morphisms in C, I : C → C is the cylinder functor, φ is an initial object, and (C, cof, I, φ) satisfies the following axioms:
(1) Cylinder axiom: I : C → C is a functor with natural transformations i 0 , i 1 : 1 C → I, p : I → 1 C such that, for all objects X, pi k : X → IX → X is the identity for k ∈ {0, 1}. 
The interchange axiom: For all objects X there exists a morphism T : IIX → IIX with T i k IX = Ii k X and T Ii k X = i k IX for k ∈ {0, 1}.
Definition 4.9. Let C be a category with a cylinder functor I. We say that two morphisms f, g ∈ Hom(X, Y ) are homotopic, f ≃ g, if there exists a morphism H ∈ Hom(IX, Y ) such that H • i 0 = f and H • i 1 = g. We say that two objects are homotopy equivalent in C if there exist morphisms f ∈ Hom(X, Y ) and
With this definition in place, we have, 
(2) Pushout axiom. Let f : B → Y be a morpmism, and let i : B A be a cofibration. We define A ∪ B Y in the standard way, by
and endow the resulting quotient space with the quotient closure structure. By 2.15, this is a push-out in the category Cl.
We now show thatī is a cofibration. That is, given a closure space (Z, c Z ) and the diagram We now show that, for every object X ∈ Ob(Cl), the map ∅ → X is a cofibration. where s j is the inclusion of the mapping cylinder for the inclusion of A ∪ B IB ∪ A map given by the pushout diagram for X below, in which the first IA is sent to {0} × I × A ⊂ IIA and IA ∪ B IIB ∪ B IA is sent to I × {0} × A ∪ IIB ∪ I × {1}, β is 1 A × α resricted to X so that the diagram commutes, s : A ∪ B IB → IA is the inclusion of the mapping cylinder of B ֒→ A into IA, and Is is the result of the cylinder functor I applied to s. From the construction of s j and α, it follows that β is a homeomorphism onto I(A ∪ B IB). We now define r j : IIA → X by r j = β −1 (Ir)(1 A × α). Since this is a retraction from IIA to X, it follows from 4.7 that j is a cofibration.
(5) Interchange Axiom. Define T : IIA → IIA by T (s, t, x) = (t, s, x). Then we see that
We immediately have the following. Remark 4.12. It is unfortunately unclear what the fibrations would be in a model category on Cl with these cofibrations and homotopy equivalences as the weak equivalences. If we use the standard definition of Hurewicz fibrations for the fibrations, for instance, then we cannot arrive at a model category. We see this as follows. Suppose that there was such a model category structure on Cl. Then the restriction to topological spaces would be a model category, but has the same fibrations and weak equivalences as the model category structure in [25] . The cofibrations in our case are arbitrary, however, and do not necessarily have closed image as in [24] . A model category, however, is determined by its fibrations and weak equivalences, and therefore the two must be the same, which is a contradiction. We therefore have the following Proposition 4.13. There is no model category structure on Cl with fibrations as Hurewicz fibrations, cofibrations as in Definition 4.5, and weak equivalences as homotopy equivalences.
Homotopy theory on closure spaces
It follows from Theorems 4.10 and Corollary 4.11 that the results for cofibrations developed in [6] hold for Cl. We state several of the most important consequences of this fact here, and we follow this by proving the Seifert-Van Kampen theorem in our setting, which requires the closure structure in addition to input from the cofibration category. Finally, after briefly describing covering spaces in this setting, we calculate the fundamental group of the unit circle for a family of closure structures from Section 3. The results in [6] , Sections II.6, II.7, II.9 applied to the category of pointed closure spaces Cl * allow us to recover the following familiar homotopy theoretic results for Cl * . We remark that, as in Top, every object in Cl is fibrant, that is, given an object (X, c X ), for every trivial cofibration i : (X, c X ) (Y, c Y ) (cofibration which is also a homotopy equivalence), there is a retraction r : (Y, c Y ) → (X, c X ) with ri = Id X . Theorem 5.2. π n (X) is a pointed set for n = 0, a group for n ≥ 1, and abelian for n ≥ 2.
Theorem 5.3. π n (X, A) is a group for n ≥ 2 and is abelian for n ≥ 3.
Theorem 5.4. Let (X, c X ) be a closure space and suppose A ⊂ X. Then there exists a long exact sequence
where the i and j are homomorphisms of groups for n ≥ 1, and ∂ is a homomorphism of groups for n ≥ 2. The sequence is also natural with respect to pair maps (X, A) → (X ′ , A ′ ).
5.2.
Covering systems. Čech closure structures are most interesting when, as in the case of many examples in ScMet, there are too few open sets to form an interesting topology. In such cases, we find that the neighborhood is, in fact, the more important object, and that there are many more neighborhoods than open sets. In this section we introduce covering systems in the context of closure spaces, one of the most important manifestations of the difference between neighborhoods and open sets in closure spaces.
Definition 5.5. Let (X, c X ) be a closure space, and let V ⊂ X. We recall that U ⊂ X is a neighborhood of V if V ⊂ X − c(X − U ). If V contains only a single point x and U is a neighborhood of V = {x}, then we say that U is a neighborhood of the point x.
Definition 5.6. Let C = {U α } α∈I be a family of sets that covers the closure space (X, c X ). We say that C is a covering system of (X, c X ) if every point x ∈ X has a neighborhood in C.
Example 5.7.
(1) Any open cover of a topogical space X is a covering system of (X, c τ ), which we call an open covering system.
(2) For the graph (V, E) defined by We now prove an important lemma that will be used in many of our computations.
Lemma 5.8. Let (X, c τ ) be a closure space with topological closure operator c τ , and suppose X is compact in the induced topology. Let (Y, c) be a closure space with covering system C, and suppose that f : (X, c τ ) → (Y, c) is a continuous map. Then there exists a finite open covering system U of X with the property that, for every U ∈ U, there is a V ∈ C such that f (U ) ⊆ V .
Proof. By Corollary 16.A.5 of [10] , for f continuous and x ∈ X, every neighborhood of f (x) contains the image of a neighborhood of x. Observe that, for every x ∈ X, there is a neighborhood of f (x) in C. Call this neighborhood V f (x) ∈ C. Now, for each x let W x be a neighborhood of x such that f (W x ) ⊂ V f (x) as guaranteed by Corollary 16.A.5 of [10] . Since each W x is a neighborhood of x, there is an open set U x ⊂ W x for every x ∈ X. The collection {U x } x∈X is therefore an open cover of X, and, since X is compact, admits a finite subcover U = {U xi } n i=1 which satisfies the conclusion of the theorem.
As a corollary of this lemma, we have the following: Corollary 5.9. Let f : (I n , τ ) → (X, c X ) be continuous, and let C be a covering system of X. There there exists a decomposition of I n into a finite number of smaller cubes such that the image of f restricted to each cube is contained in a set V ∈ C.
Proof. Using Lemma 5.8, we obtain a finite open cover U of I n such for every U ∈ U, f (U ) ⊂ V for some V ∈ C. Let λ be the Lebesgue number for the cover U. Decomposing I n into cubes of whose side is length 1/k < 2λ/ √ n, k ∈ N, gives the result.
5.3. Seifert-van Kampen Theorem. Using the above lemmas, we present a theorem for computing the fundamental group of a closure space from two subspaces. We follow closely the presentation of the Seifert-van Kampen Theorem in [17] , which is based on the proof in [7] . In particular, proving the theorem first for the fundamental groupoid, which we define here.
Definition 5.10. The fundamental groupoid Π(X) of a closure space (X, c X ) is the category with Ob(Π(X)) = {x | x ∈ X}, the points of X, and 
The identity in Hom Π(X) (x, x) is given by the homotopy class of the constant path i x : t → x.
It is easy to see that this forms a groupoid, with the inverse of a morphism
Theorem 5.11. Let X := {X 0 , X 1 } be a covering system of (X, λ). Let X 01 := X 0 ∩ X 1 , and let i α : X 01 → X α and j α : X α → X be the respective inclusions. Then
is a pushout in the category of groupoids.
Proof. We need to show that, for any groupoid Λ and functors h 0 and h 1 such that the solid arrows in the diagram
commute, there exists a functor λ which makes the full diagram commute. We first note that, for any closure space U , a path γ : [a, b] → U may be taken to be a representative of the class [γ] ∈ Π(U ) by reparametrizing the domain. Suppose now that γ is a path γ : [0, 1] → X. Since, by hypothesis, X is a covering system, then by Corollary 5.9, there exists an increasing sequence 0 = t 0 < t 1 < · · · < t n < t n+1 = 1 such that γ([t i , t i+1 ]) ⊂ X ν for some ν ∈ {0, 1}. Let α : {0, . . . , n} → {0, 1} be a map with γ([t i , t i+1 ]) ⊂ X α(i) for every i ∈ {0, . . . , n}. Define γ i := γ| [ti,ti+1] and note that the image of each γ i is contained in X α(i) . Note that the class [γ] is now given by
λ exists, then by the commutativity of the diagram it must satisfy
and is therefore unique.
We will now prove that λ exists. Consider a path γ 0 : [0, 1] → X, and define λ([γ]) ∈ Λ by choosing a sequence 0 = t 0 < t 1 < · · · < t n < t n+1 = 1 such that every γ([t i , t i+1 ]) ⊂ X ν for some ν ∈ {0, 1} and then applying the right side of Equation 5.3 above. We must show that this is well-defined, i.e. that it only depends on the homotopy class of γ.
Let H : [0, 1] × [0, 1] → X be a homotopy between two paths in X, γ 0 , γ 1 : [0, 1] → X. Note that, since H is a homotopy relative to the endoints, H(0, ·) and H(1, ·) are constant functions. From Corollary 5.9 it follows that there is an increasing sequence {t i } i∈{0,...,n+1} ⊂ [0, 1], t 0 = 0, t n + 1 = 1 so that each rectangle [t i , t i+1 ] × [t j , t j+1 ] is sent to a single X ν . Therefore, for all i and j, the paths H(
Denote by H i,j a homotopy that connects them. Note that that the right side of Equation 5.3 is constant for two paths which differ by such a homotopy H i,j , and that
Therefore, by concatenating a sequence of the homotopies H i,j , we see that λ depends only on the homotopy class of γ.
Since λ is a functor by construction, this completes the proof.
As in the topological case, the Seifert-van Kampen theorem for closure spaces is now a formal consequence of Theorem 5.11.
Theorem 5.12 (Seifert-van Kampen). Let (X, c X ) be a closure space with covering system X := {X 0 , X 1 } be a covering system. Let X 01 := X 0 ∩X 1 , and let i α : X 01 → X α and j α : X α → X be the respective inclusions. Suppose that * ∈ X 01 . Then
is a pushout in the category of groups.
Proof. We first remark that we will identify π 1 (Z, z) as the subcategory of Π(Z) with the single element z ∈ Z throughout the proof. Let (Z, c Z ) be a closure space, and fix a point z ∈ Z. We define a functor r : Π(Z) → π 1 (Z, z) in the following way. For Ob(Π(X)), deifne r(x) := z for all x ∈ Z. Next, for each point x ∈ Z, choose a continuous path u
. This makes r into a map from morphisms in Π(X) to morphisms in π 1 (Z, z) which respects composition, inverse, and the identity, and therefore r is a functor. Now apply r to the groupoids Π(X 01 ), Π(X 0 ), Π(X 1 ), and Π(X), with z = * ∈ X 01 , and where, for each x ∈ X, we choose u * x ∈ Π(Z), where Z is the smallest set in the collection {X, X 1 , X 0 , X 01 } (with respect to the inclusion partial order) such that x ∈ X β . We then obtain a commutative diagram of functors
where the horizontal arrows are induced by the inclusion maps. Now consider functors φ ν : Π(X ν ) → G. ν ∈ {0, 1} such that φ 0 and φ 1 agree on X 01 , where G is a group, seen here as a groupoid with a single object. Let Φ ν := φ ν • r ν , ν ∈ 0, 1, and then apply Theorem 5.11 to the Φ ν to obtain a functor Φ : Π(X) → G. The restriction of Φ to π 1 (X, * ) is the solution of the pushout problem in the statement of the theorem, and its uniqueness follows from the uniqueness in the category of groupoids of the pushout Φ.
5.4.
Covering spaces and the fundamental group of (S 1 , c r ). In this section, we will compute the fundamental group of the circle endowed with different closure operators. The main complication we encounter is that, depending on the closure structure, we are no longer guaranteed the existence of a lift to R of maps or homotopies of maps from S 1 to a space X, and, when a lifting naively appears to exist, such a lifting starting at a given point x 0 ∈ R may no longer necesarily be unique. We illustrate these problems with the following examples. 
Observe that both f and g are continuous with respect to the closure structures, and that they both lift γ to R, i.e. pf = γ = pg, starting at the basepoint f (0) = g(0) = 0, so the lift of γ given an initial point in this case is not unique. 
We first show that these two maps are homotopic given the closure structure c 1/2 .
Since any two points in S 1 are at most a distance of 1/2 away from each other, H is continuous relative to the closure structure induced by c 1/2 , and it is also a homotopy between f and g. Now letf :
Note that, to be continuous with respect to c 1/2 , a lift of g(x) to (R, c 1/2 ) which starts at 0 ∈ R, must necessarily beg, since the image points are only allowed to 'jump' at most a distance of 1/2 from one point to the next. This implies that the only possible lift of the homotopyH :
However,H is not continuous at any point in [5/6, 1] × 1/2, sinceH(x, 1/2 − δ) = 0 andH(x, 1/2 + δ) = 1 > 1/2 + ǫ for any x ∈ [5/6, 1] and any choice of δ > 0, and therefore H does not admit a lift to (R, c 1/2 ).
We see from these examples that there are genuinely new phenomena that must be accounted for in order to develop a theory of covering maps for closure spaces, and, in particular, that the standard methods for computing the fundamental group of S 1 in the topological category do not immediately generalize to closure structures on S
1
. We will solve these problems by incorporating the closure structure, via neighborhood systems, explicitly into the definitions of a covering map, analogously to how the topology of a space appears in the standard definition of a covering map for topological spaces. Once the new definitions are in place, we will see that the familiar construction of the fundamental group of S 1 then generalizes to this setting. We begin with a brief discussion of covering maps in closure spaces.
Definition 5.15. Let p : (E, c E ) → (B, c B ) be a surjective continuous function between closure spaces, and let U ⊂ B be a neighborhood of a point x ∈ U . We say that a homeomorphism φ : p −1 (U ) → U × F such that pr 1 • φ = p, where pr 1 : U × F → U is the projection, is a trivialization of p over U . When such a φ exists, p is said to be trivial over U. We say that p is locally trivial if there exists a covering system U of B such that p is trivial over each U ∈ U. Proof. Let 0 ≤ r < 1/3, and let r < r ′ < 1/3. For each point x ∈ S 1 , the interval U = (x − r ′ mod 1, x + r ′ mod 1) is a neighborhood of x. We need to show that p −1 (U ) is homeomorphic to U × p −1 (x). As a set, there is a bijection which we construct as follows. Observe that p −1 (x) = {x + n} n∈Z , and let f :
where we recall that each u ∈ [0, 1]. Now observe that this map is bijective, and that for any V which is a subset of a sheet of U × p −1 (x), we have c(f (V )) = f (c(V )), where the closures are the product closure operator on U × p −1 (x) and the subspace closure operator on p −1 (U ).
Since f is bijective, thtere must be a set
, and we must also have
, and therefore the inverse is also continuous, making f a homeomorphism. It follows that p is a covering map.
We recall from [10] , Theorem 20.B.2 that a closure space (X, c X ) is connected iff it is not the union of two nonempty disjoint upen subsets, or, equivalently, that there is no proper subset of X that is open and closed. Now note that, with r ≥ 1/3, if U is a neighborhood of a point x ∈ S 1 , then p −1 (U ) is connected with respect to the subspace convergence structure. However, U × p −1 (x) is not connected. Therefore, they cannot be homeomorphic, and p is not a covering map.
The remainder of the calculation of the fundamental group of (S 1 , c r ) for r < 1/3 now reduces to a generalization of the classical calculation of the fundamental group of S
. We provide the complete calculation below, which is adapted from [17] to our setting, and which includes several auxiliary results on covering maps. We begin with the following proposition.
Proof. We recall that a set S in a closure space (X, c X ) is open in (X, c X ) iff it is a neighborhood of each of its points (see Proposition 14.B.2 in [10] ). Since p is a covering map, for each x ∈ E there exists a neighborhood U x of x which is mapped homeomorphically into B by p. Note that U x × U x is a neighborhood of (x, x) in E × E, and that therefore
However, since p|U x is injective, W x ⊂ D, and therefore W x is a neighborhood of (x, x) ∈ Z that is contained in D. Since x is arbitrary, D is open.
Now suppose x = y, for some x, y ∈ E with p(x) = p(y). Since p is a covering, there is a neighborhood U of p(x) such that p −1 (U ) is homeomorphic to U × p −1 (p(x)). Let U x and U y be the sheets in p −1 (U ) ∼ = U × p −1 (p(x)) which contain x and y, respectively. Then the U x and U y are disjoint, and therefore Z ∩(U x ×U y ) ⊂ Z\D is a neighborhood of (x, y) ∈ Z\D. Since x and y are arbitrary, Z\D is open, and therefore D is closed.
Proposition 5.19. Let p : (E, c E ) → (B, c B ) be a covering, and let F 0 , F 1 : (X, c X ) → (E, c E ) be liftings of a map f : (X, c X ) → (B, c B ). Suppose F 0 (x) = F 1 (x) for some x ∈ X. If X is connected with respect to c X , then F 0 = F 1 .
Proof. Let D and Z be as in the statement of Proposition 5.18. Denote by F : F 1 (x) ). By assumption, the inverse image F −1 (D) is non-empty. By Theorem 20.B.14 in [10] , since X is connected with respect to c X , it is also connected with respect to the topological modification τ c X . Furthermore, τ c Z is coarser than c Z , and so by definition, c Z (V ) ⊂ τ c Z (V ) for any V ⊂ Z, and in particular, c Z (
, and the map F is continuous as a map from (X, c X ) → (Z, τ c Z ). Since (Z, τ c Z ) is a topological space, F is also continuous as a map from (X, τ c X ) → (Z, τ c Z ) by Theorem 14.B.10 in [10] . Since X is connected with respect to c X , Theorem 20.B.2 and paragraph 16.B.2 in [10] combine to imply that X is also connected with respect to τ c X . However, F −1 (D) is open and closed in (X, c X ), so by paragraph 16.B.2 in [10] , it is also open and closed in (X, τ c X ). Since F −1 (D) is non-empty, it follows that F −1 (D) = X, and therefore F 0 = F 1 .
Lemma 5.20. Let U be a covering system of X × I with the product closure structure. For each x ∈ X there exists a neighborhood V (x) of x ∈ X and n = n(x) ∈ N such that, for 0 ≤ i < n, the set V (x) × [i/n, (i + 1)/n] is contained in some member of U.
Proof. By Theorem 32.A.6 in [10] , if U is a local subbase for x ∈ X, and V is a local subbase for t ∈ [0, 1], then the family {π
2 (V ) | V ∈ V} is a local subbase for (x, t) ∈ X × I, where the π i , i ∈ {1, 2} are the projections onto X and I, respectively. It follows that every neighborhood N t ⊂ X × I of a point (x, t) ∈ X ×I contains a neighborhood of (x, t) of the form V (x,t) = U t (x)×(t 1 , t 2 ) ⊂ X × I, where U t (x) is a neighborhood of x ∈ X and (t 1 , t 2 ) is a neighborhood of t ∈ [0, 1]. In particular, for every (x, t), there is a neighborhood of the form of V (x,t) contained in any set of N which is a neighborhood of (x, t). Since I is compact, a finite number of such neighborhoods V (x,t) cover {x} × [0, 1]. Let {t 0 , . . . , t k } be the points in I such that the family {V (x,ti) } k i=0 covers {x} × I, and let λ be the Lebesgue number of the cover of I given by the projection onto I {pr 2 
and n > 1/λ, the lemma follows. We now give the definition of a fibration in Cl for use in what follows. F ) is the projection. Then pH = h and H is a lifting of h. Since h and X are arbitrary, p is a fibration.
Proof. Let h : X × I → B and a : X → E be a homotopy and initial condition, i.e. maps which satisfy pa(x) = hi 0 (x), where i 0 : X → X × I is the map x → (x, 0). We proceed by induction. Since p is a covering map, there is a neighborhood system U B on B such that for each U ∈ U B , p −1 (U ) = U × F b for some b ∈ U . Since h is continuous, V := h −1 (U) is a neighborhood system on X × I. Consider a point x ∈ X, and let V (x) ⊂ X and n(x) ∈ N be the neighborhood of X and the natural number guaranteed by 5.20, respectively, so that V (x) × [i/n(x), (i + 1)/n(x)] ⊂ V for some V ∈ V. Since p : p −1 (U ) → U is a projection, it is a fibration by 5.22, and therefore
Given a lifting H : V (x)×[0, i/n], this same argument gives a lifting
, and induction gives a lifting H : V (x)× I of h|(V (x)× I) for every x ∈ X. Since I is connected, Proposition 5.19 shows that the lifting of h|c X (x) × I to E is unique for any x, and therefore the liftings on each V (x)×I combine to a lifting H : X ×I → E of h.
Theorem 5.24. For 0 ≤ r < 1/3, π 1 (S 1 , c r ) ∼ = Z.
Proof. By Propositions 5.17 and 5.23, p is a covering map and a fibration for 0 ≤ r < 1/3, and the proof is now standard. The one we give here is adapted from [20] . Consider the map Φ : Z → π 1 (S 1 , c r ) given by sending n to the homotopy class of the loop γ n : I → S 1 given by γ n (t) = nt mod 1, i.e. Φ(n) = [γ n ]. We will show that this is an isomorphism of groups.
Observe that γ n (t) = pγ n (t), whereγ n : I → R is the mapγ n (t) = nt. Then Φ(n) = [pγ n ]. However, iff n : I → R is any continuous map withf n (0) = 0 and f n (1) = n, we claim thatf n ≃γ n .
To see this, define a map H : (I ×I, τ ) → (R, c r ) by H(s, t) = sf n (t)+(1−s)γ n (t). We claim that H is continuous. To see this, let a :=f n (t), b :=γ n (t), and y := H(s, t), and let (y − r − α, y + r + α) ⊂ (R, c r ) be a basic neighborhood of H(s, t) in (R, c r ). Sincef n andγ n are continuous, then for ǫ/2 > 0, there exists some δ such that |t − t ′ | < δ =⇒ |f n (t) −f n (t ′ )| < r + ǫ/2 |t − t ′ | < δ =⇒ |γ n (t) −γ n (t ′ )| < r + ǫ/2. Therefore, on the set (s − δ ′ , s + δ ′ ) × (t − δ, t + δ), we have
< s ′ (f n (t) + r + ǫ) + (1 − s ′ )(γ n (t) + r + ǫ) = s ′f n (t) + (1 − s ′ )γ n (t) + r + ǫ = sf n (t) + (1 − s)γ n (t) + (s ′ − s)f n (t) + (s − s ′ )γ n (t) + r + ǫ/2 ≤ H(s, t) + |s ′ − s||f n (t) −γ n (t)| + r + ǫ/2.
Choosing δ ′ > 0 small enough, we may make the second term in the last line of the above less ǫ/2. The lower bound is achieved similarly, and therefore H is continuous at an arbitrary point (s, t) ∈ (I, τ ) × (R, c r ).
It follows that pf n ≃ pγ n as well, so Φ(n) = [pγ n ] = [pf n ]. Now let m ∈ Z, and define τ m : R → R by τ m (x) = x + m. Thenγ m ⋆ τ mγn is a path from 0 to m+n in R, and so by the above, the homotopy class [p•(γ m ⋆τ mγn )] = Φ(m+n). However, p•(γ m ⋆τ mγn ) = γ m ⋆γ n , and therefore Φ(m+n) = Φ(m) * Φ(n). We therefore see that Φ is an homomorphism.
To see that Φ is surjective, let f : (I, τ ) → (S 1 , c r ) be a loop starting at the basepoint 0 ∈ S To see that Φ is injective, let γ n , γ n : I → S 1 be loops with γ m ≃ γ n . Then there is a homotopy H : I × I → S 1 with H(t, 0) = γ m and H(t, 1) = γ n . By 5.23, there exists a lifting of H, sayH : I × I → R such that pH = H, andH(t, 0) is a lift of γ m andH(t, 1) is a lift of γ n . Therefore,H(1, s) is a path in U × p −1 (0). Hencẽ H(1, s) must be in the same sheet and satisfy pH(1, s) = 0 for all s, and therefore must be constant. In particular,H(1, 0) = m =H(1, 1) = n, so m = n, and Φ is injective. This completes the proof.
Using a homotopy equivalence directly, we have, for r ≥ 1/2, Theorem 5.25. π n (S 1 , c r ) = {0} for n ≥ 1, r ≥ 1/2.
Proof. Let P = { * } be a set consisting of a single point, and let c P be the closure operator on P defined by c P ( * ) = * . We first note that the maps f : (P, c p ) → (S 1 , c r ) and g : (S 1 , c r ) → (P, c P ) given by f ( * ) = 0 and g(x) = * are continuous. We also have gf = Id P . Define Note that for any point x ∈ (S 1 , c r ), c(x) = S 1 , Therefore, F (c(A)) ⊆ c(F (A)) for any A ⊆ X, and we see that F is continuous. By definition, F is a homotopy from f g to Id S 1 , so f g ≃ Id S 1 and gf = Id P , so by definition (P, c P ) and (S 1 , c r ) are homotopy equivalent. Since (P, c P ) is a point, π n (S 1 , c r ) = 0 for n ≥ 1.
Finally, the following calculation of the fundamental group of the wedge of circles with different closure structures follows easily from Theorems 5.12, 5.24, and 5.25. Where F a,b denotes the free group on two generators.
5.5.
Combinatorial homotopy on graphs and simplicial complexes. In this section, we briefly show how to put a closure structure on graphs and, more generally, on k-skeleta of simplicial complexes. Suppose X is an abstract simplicial complex. Denote by X (k) the k-skeleton of X, S(X) the set of simplices of X, and S(X (k) ) the set of k-simplices of X. Let P(S(X (k) )) be the powerset of the set of k-simplices of X. We define an operator c X,k : P(S(X (k) )) → P(S(X (k) )) by
or γ ∪ σ ∈ X (k+1) },
. Now let c X,k (A) := σ∈A c X,k (σ),
for A ∈ P(S(X)). Similarly, for the vertices V in a directed graph G = (V, E) we may define (5.8) c E (U ) = {v ∈ V | v ∈ U or (w, v) ∈ E for some w ∈ U }
We then have Proposition 5.27. c X (k) and c E are Čech closure operators.
Proof. Immediate from the definitions of Čech closure operators, c X (k) , and c E .
For 'circular graphs' on three vertices, we have the following.
