between Bayesian networks and relational databases. It allows widely available relational database management systems to be used for probabilistic reasoning, and thus potentially facilitates the development and deployment of knowledge-based systems based on Bayesian networks.
Bayesian Networks
A Bayesian network [9, 8, 6, 5 ] is a triplet (N, E, P ). N is a set of nodes. Each node is labeled with a random variable that is associated with a space. Since the labeling is unique, we shall use 'node' and 'variable' interchangeably. E is a set of arcs such that D = (N, E) is a directed acyclic graph (DAG). The arcs signify the existence of direct causal influences between the linked variables. For each node A i ∈ N , the strengths of the causal influences from its parent nodes π i is quantified by a conditional probability distribution p(A i |π i ) of A i conditioned on the values of A i 's parents. The basic dependency assumption embedded in Bayesian networks is that a variable is independent of its non-descendants given its parents. P is a joint probability distribution. For a Bayesian network with n nodes, P can be specified by the following factored form due to the assumption:
For example, the probability distribution for a Bayesian network shown in Figure 1 can be specified as p(x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ) = p(x 1 )p(x 2 |x 1 )p(x 3 |x 1 )p(x 4 |x 1 , x 2 )p(x 5 |x 2 , x 3 )p(x 6 |x 5 )
(1) The joint probability distribution of a Bayesian network can be equivalently factored based on an undirected graph derived from the original DAG [6, 5] . For example, the above joint distribution p(x 1 , x 2 , ..., x 6 ) can be written as a product of the distributions of the cliques of the graph G (depicted in Figure 2 ) divided by a product of the distributions of their intersections, namely: Note that the conditional independence, p(x 2 , x 3 |x 4 ) = p(x 2 |x 1 )p(x 3 |x 1 ), in equation (1) is not explicitly represented in equation (2) . It will be shown, however, that a tree organization of the cliques of G as shown in Figure 1 provides a convenient way of representing a Bayesian network as a relational database system and of performing probabilistic inference in that network.
Representation of a Factored Probability Distribution as a Product on a Hypertree
In order to facilitate the development of a relational representation of a Bayesian network and to use it for answering queries that involve marginal distributions of the network, we first demonstrate how to express a joint probability distribution as a product on a hypertree 1 .
Hypergraphs and Hypertrees
Let L denote a lattice. We say that H is a hypergraph, if H is a finite subset of L. Consider, for example, the power set 2 X , where X = {x 1 , x 2 , ..., x n } is a set of variables. The power set 2 X is a lattice of all subsets of X . Any subset of 2 X is a hypergraph on 2 X . We say that an element t in a hypergraph H is a twig if there exists another element b in H, distinct from t, such that t ∩ (∪(H − {t}) = t ∩ b. We call any such b a branch for the twig t. A hypergraph H is a hypertree if its elements can be ordered, say h 1 , h 2 , ..., h n , so that h i is a twig in {h 1 , h 2 For example, let
This hypergraph is in fact a hypertree; the ordering, for example, h 1 , h 2 , h 3 , h 4 , is a hypertree construction ordering. Furthermore, we obtain: 
. In general, a hypergraph H may have many hypertree covers. For example, the hypertree depicted in Figure 3 is a hypertree cover of the hypergraph
Factored Probability Distributions
Let X = {x 1 , x 2 , ..., x n } denote a set of variables. A factored probability distribution p(x 1 , x 2 , ..., x n ) can be written as
where each h i is a subset of X , i.e., h i ∈ 2 X , and φ h i is a real-valued function on h i .
.., h n } is a hypergraph on the lattice 2 X . Thus, a factored probability distribution can be viewed as a product on a hypergraph H, namely:
Let v x denote the discrete frame (state space) of the variable x ∈ X . We call an element of v x a configuration of x. We define v y to be the cartesian product of the frames of the variables in a subset y ⊆ X :
We call v y the frame of y, and we call its elements configurations of y.
Let h, k ∈ 2 X , and 
Using the above notation, a factored probability distribution φ can be defined as follows:
where c ∈ v X is any configuration.
Marginalization
Consider a function φ k on a set k of variables. If h ⊆ k, then φ ↓h k denotes the function on h defined as follows:
where c is a configuration of h, c is a configuration of k − h, and c * c is a configuration of k. We shall call φ ↓h k the marginal of φ k on h. A major task in probabilistic reasoning in Bayesian networks is to compute marginals as new evidence becomes available. Let c be a configuration of X . Consider a factored probability distribution
We can equivalently express each function φ h in the above product as a relation.
The function φ h can be expressed as a relation on the set {x 1 , x 2 , ..., x l , f φ l } of attributes shown in Figure 4 . In Figure 4 , a configuration c i = (c i1 , c i2 , ..., c il ) is expressed as one row excluding the last element in the row, and s is the cardinality of v h . By definition, the product φ h · φ k of any two function φ h and φ k is given by:
where c ∈ v h∪k . We can therefore express the product φ h · φ k equivalently as a join of relation φ h and φ k , written φ h ⊗ φ k , which is defined as follows:
(i) Compute the natural join, φ h φ k , of the two relations of φ h and φ k .
(ii) Add a new column with attribute f φ h ·φ k to the relation
(iii) Obtain the resultant relation φ h ⊗ φ k by projecting the relation obtained in step (ii) on the set of attributes h ∪ k ∪ {f φ h ·φ k }.
For example, let h = {x 1 , x 2 }, k = {x 2 , x 3 }, and v h = v k = {0, 1}. The join φ h ⊗ φ k is illustrated in Figure 5 . If all the functions φ's are unit functions (see Figure 6 ), then the binary operator ⊗ defined above is identical to the natural join operator in conventional databases.
Since the operator ⊗ is both commutative and associative, we can express a factored probability distribution as a join of relations:
we can also define marginalization as a relational operation. Let φ 
Consider, for example, the relation φ k with k = {x 1 , x 2 , x 3 } as shown in Figure  7 . Suppose we want to compute φ ↓h k for h = {x 1 , x 2 }. From step (a), we obtain the relation in Figure 8 by projecting φ k on h ∪ {f φ k }. The result after step (b) is shown in Figure 9 .
Two important properties are satisfied by the relational operator of marginalization: 
Lemma 1 (1) If φ k is a relation on k, and h
(2) If φ h and φ k are relations on h and k, respectively, then
).
Proof:
(1) By definition, a configuration of the set g ∪ {f φ ↓g k } of attributes in the relation
where c g ∈ v g . Similarly, a configuration of the set of attributes h∪{f
which is a configuration of the set of attributes in the relation φ
where c ∈ v h∪k . Thus a configuration of the set of attributes h ∪ f φ h ⊗φ k in the relation 
Also, a configuration of the set of attributes h ∪ {f
By the definition of the join operation ⊗, we can therefore conclude that
It should be noted that when all the relations φ involved represent unit functions, the join operator ⊗ is equivalent to the natural join operator , marginalization becomes projection, and the relation (φ h ⊗ φ k ) ↓h is the semi-join of φ h and φ k as defined in standard relational database systems. Both equalities (φ
are trivially satisfied. Before discussing the computation of marginals of a factored distribution, let us first state the notion of computational feasibility introduced by Shafer. We call a set of attributes feasible if it is feasible to represent relations on these attributes, join them, and marginalize on them. We assume that any subset of feasible attributes is also feasible. Furthermore, we assume that the factored distribution is represented on a hypertree and every element in H is feasible.
Lemma 2 Let φ = ⊗ h∈H φ h be a factored probability distribution on a hypergraph H. Let t be a twig in H and b be a branch for t. Then the followings hold:
↓k where H −t denotes the set of hyperedges H − {t}, φ
, and φ
Proof: Since ⊗{φ h |h ∈ H −t } is a relation on ∪H −t and t ∩ (∪H −t ) = t ∩ b, we obtain from property (2) of Lemma 1:
The right-hand side of th above equation can be rewritten as:
Since k ⊆ H −t , by property (1) of Lemma 1, it follows:
We now describe an an algorithm for computing φ ↓k for k ∈ H, where φ = ⊗{φ h |h ∈ H} and H is a hypertree. Choose a hypertree construction ordering for H that begins with h 1 = k as the root, say h 1 , h 2 , ..., h n , and choose a branching b(i) for constructing ordering. For i = 1, 2, ..., n, let
This is a sequence of sub-hypertree, each larger than the last; H 1 = {h 1 } and H n = H. The element h i is a twig in H i . To compute φ ↓k , we start with H n going backwards in this sequence. We use Lemma 3 each time to perform the reduction. At the step from
and the other relations in H i−1 are not changed. The collection of relations with which we begin, {φ n h |h ∈ H n }, is simply {φ h |h ∈ H}, and the collection with which we end, {φ 1 h |h ∈ H 1 }, consists of the single relation φ 1 h = φ ↓h 1 . Consider a factored probability distribution φ = ⊗{φ h |h ∈ H} on a hypertree H = {h 1 , h 2 , . .., h n }. We say that φ satisfies the acyclic join dependency (AJD), 
where ⊗ is a generalized join operator defined by: 
Suppose t ∈ H is a twig. By the properties of conditional independence in a factored probability distribution, we can always define a set of relation {φ h 1 , φ h 2 , ..., φ t , ..., φ hn } such that φ = ⊗{φ h |h ∈ H} = ⊗{φ h |h ∈ H} and φ t = p(t|t ∩ b), where b is a branch of t in H. By Lemma 2, φ ↓∩H = ((⊗{φ h |h ∈ H −t }) ⊗ φ t )
Thus,
Since φ t = p(t|t ∩ b), we obtain φ t ↓t∩b = 1.
It follows:
therefore, φ can be written as:
Also, we have: φ ↓∪H −t = ⊗{φ h |h ∈ H}.
We can immediately apply the same procedure to φ ↓∪H −t for further reduction. Thus, by applying this procedure recursively, we obtain the desired result.
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