: Total counts of duplications and losses inferred on the 16 fungi species phylogeny by SPIMAP (left), SYNERGY (right) and PHYML (bottom) . Both SPIMAP and SYNERGY find similar numbers of events while PHYML infers many more ancient duplications followed by many compensating losses. Duplications for each branch are indicated by green text and bars, losses are indicated by red text and bars, and gene appearances are indicated by blue text and bars. Thickness of bars is proportional to the number of genes duplicated, lost, appearing, or inherited. The total thickness of the branch represents genome size along each branch. Figure S3 : Distribution of observed gene duplication (horizontal) and loss (vertical) events per tree in the simulated 12 flies dataset (500 trees each). Event distributions are shown for each of the 5 duplication and loss rate settings. These rate settings provide a variety of gene tree sizes for evaluating the phylogenetic methods. Figure S4 : Distribution of observed gene duplication (horizontal) and loss (vertical) events per tree in the simulated 16 fungi dataset (500 trees each). Event distributions are shown for each of the 5 duplication and loss rate settings. These rate settings provide a variety of gene tree sizes for evaluating the phylogenetic methods. Figure S5 : Reconstruction accuracy at increasing duplication and loss rates. Accuracy is measured for (a) topology, (b) branch, and (c) pair-wise orthology on both the 12 Drosophila and 16 fungi simulation datasets. 1000 alignments were simulated for each duplication and loss rate setting. Simulations were done with the same rates of duplication and loss as found in the real datasets (1,1), with twice the rate (2,2), and four times the rate (4,4). We also simulated more extreme cases such as 1,4 and 4,1. SPIMAP shows consistently higher accuracy in both clades, especially in the fungi due their larger trees. Orthology accuracy appears more robust to phylogenetic errors and is fairly high for many of the methods. Figure S6 : Event estimation by each program for increasing duplication and loss rates in the simulated datasets. (a) Number of inferred events by each program for each simulated dataset. The actual number of events are shown in grey bars. (b) Sensitivity and precision of estimating duplication events for the 12 Drosophila and 16 fungi simulation datasets. (c) Sensitivity and precision of estimating loss events for the 12 Drosophila and 16 fungi simulation datasets. Event estimation for SPIMAP remains high even for fast rate of duplication and loss.
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[12] calb ctro [13] cpar lelo [14] [ Figure S7 : Agreement between observed substitution rate distributions and fitted model for each branch of the 16 fungi species tree. Each branch i has a gamma distributed rate with parameters α i , β i . Distributions estimated from real data are drawn in black and their parameters α i , β i are given in the top row within each plot. Red lines show distribution of relative branch lengths from real gene trees. Gene trees with fewer than 30 substitutions were filtered out of training. Branches are named as drawn in tree above.
[6] dmel [7] dsec dsim [8] dere dyak dana [9] dpse dper dwil [ Figure S8 : Agreement between true and estimated substitution rate parameters in simulated data for each branch of the 12 Drosophila species tree. Each branch i has a gamma distributed rate with parameters α i , β i . Distributions estimated from real data are drawn in black and their parameters α i , β i are given in the top row within each plot. Red lines and bottom row parameters represent distributions estimated from simulated data which were generated using the same parameters estimated from real data. Branches are named as drawn in tree above.
[6] [7] scer spar smik sbay cgla scas [8] [9] agos klac kwal [10] [11] [12] calb ctro [13] cpar lelo [14] [ Figure S9 : Agreement between true and estimated substitution rate parameters in simulated data for each branch of the the 16 fungi species tree. Each branch i has a gamma distributed rate with parameters α i , β i . Distributions estimated from real data are drawn in black and their parameters α i , β i are given in the top row within each plot. Red lines and bottom row parameters represent distributions estimated from simulated data which were generated using the same parameters estimated from real data. Branches are named as drawn in tree above.
[12] calb ctro [13] cpar lelo [14] [ Figure S10 : Substitution rate parameters used in the search speed evaluation. A 16 fungi datatset was simulated assuming i.i.d. species-specific gamma distributed rates (black curves). From a simulated dataset, SPIMAP then estimated its own rate parameters (red curves) for reconstructing gene trees. Most parameter disagreement happen on short branches where substitution rate estimation suffers most from errors due to small counts. Branches are named as drawn in tree above. Figure S11 : Reconstruction performance of several phylogenetic methods for gene trees of increasing size for 16 simulated fungi. Gene trees were simulated and divided into six classes based on the number of extant genes: 5-9, 10-19, 20-29, 30-39, 40-49, 50-59 . Each size class was populated with 100 simulated trees and alignments. SPIMAP was run both with bootstrapping (100 iterations and 100 prescreens) and without bootstrapping (1000 iterations and 100 prescreens). For each dataset, PRIME-GSR was executed for the same amount of time taken by SPIMAP with and without bootstrapping. For each simulated dataset we choose duplication and loss rates at 1X, 2X, and 4X the rate estimated from real datasets. Above are the actual rates (events/gene/million years) specified in our simulation program and the rates estimated from gene counts of the resulting 500 simulated gene trees using the estimation procedure in Supplemental Section 2.4. Estimated rates closely follow true rates for each dataset. Although within coding sequence, GC content varies greatly across the 16 fungal species (standard deviation 0.0454), the frequency of purines (R) and pyrimidines (Y) is more consistent (standard deviation 0.0078, coefficient of variation (CV) 1.47%-1.67%).
Supplemental Methods

Using synteny to find confident orthologs
All-vs-all BLAST was performed between all genes in all species with a E-score threshold of < 1×10 −5 . Promiscuous genes, those having more than 10 hits, were identified and all hits involving promiscuous genes were filtered out. We next find syntenic orthologs for each pair of species A and B. We cluster the remaining hits between A and B into synteny blocks. Two hits are defined to be in the same synteny block if their genes (a, b) and (c, d) are within a specified window (10 kb) in both genomes. Additionally, we required that the hits have the same orientation and relative order in each species. If a gene's strand is specified as either +1 or -1, then the orientation of a hit (a, b) is a.strand * b.strand. Let the size of a synteny block be the number of best bi-directional hits (BBH) that it contains. We filter blocks to keep those with size 3 or greater. Let the score of a synteny block be the sum of bitscores of its BBH hits.
We also take steps to remove paralogous syntenic regions (large segmental duplications). In such cases, a region of genome A will have two (or more) regions in genome B that are syntenic or vice-versa. Two blocks overlap if their regions in either genome overlap. An overlap set is the single linkage cluster of blocks that overlap in one genome. We find that paralogous blocks tend to have lower block scores than their overlapping orthologous blocks. Thus, we filter out paralogous blocks by only keeping blocks that have the highest score in their overlap set.
Any hits that remain after these filters are called syntenic orthologs and they provide a confident gold standard set of orthologs for testing phylogenetic methods.
Derivations for topology and reconciliation prior
In the main text, we describe how to compute the prior for a gene-tree topology, specifically the term P(T, R|S, λ, µ).
Here, we describe two additional terms N 1 (T, R) and N 2 (T, T 2 , R) whose derivation are too detailed for the main text. These terms are correction factors that account for the fact that some nodes in the gene tree are labeled (the extant genes) and some nodes are unlabeled (the ancestral duplications and speciations). In this section, we derive these terms.
Review of duplication-loss model
In the main text, we define a useful subgraph of the gene tree called a duplication subtree sub (T, v, u) . Figure 3b of the main text illustrates several examples of duplication subtrees. Notice that each duplication subtree is generated by exactly one birth-death (BD) process. There are two cases we are interested in: (i) the leaves of a subtree T 2 = sub(T, v, u) are marked extant (i.e. L(T 2 ) ⊆ L(T )) and are thus labeled (with gene names), and (ii) leaves of the subtree are marked speciations (i.e. L(T 2 ) ⊆ spec(T )) and are unlabeled, since they are internal nodes. Our goal is to determine how to handle these two cases when computing the probability of gene tree topology.
We address this issue by viewing the DL model as three steps: (1) repeatedly use the BD process to generate a full gene tree T that has all leaves and speciation nodes labeled, (2) use a mapping U to remove all labels from T to produce an unlabeled topology T , and (3) assign gene names (labels) to all leaves of T to produce a final labeled topology T .
2.2.2
Step 3: counting the number of ways N 1 (T, R) gene names can be added to a reconciled gene tree
The easiest step to describe first is step 3. In step 3, we add back labels to the leaves of T to create a labeled topology T . Let N 1 (T, R) be the number of ways to relabel T into T . Also assume that we can compute P(T , R|θ), which is the probability of the unlabeled reconciled gene tree (T , R) being generated by steps 1 and 2. Since each possible relabeling is equally likely in the DL model, the topology prior can be computed as
Defining N 1 (T, R) can be done in the following way. Notice that after step 2, the reconciled gene tree (T , R) has leaves that are only distinguished only by their species, but have no gene names. An example of such a gene tree in Newick notation would be "((Scer,Scer),Spar)", where "Scer" and "Spar" represent the species S. cerevisiae and S. paradoxus, respectively.
We can think of species as "coloring" the leaves of the gene tree T . Define a colored topology as an unlabeled topology whose leaves are colored. Imagine we have a set of gene names (e.g. "Scer1", "Scer2", "Spar1","Spar2", etc.) which must be used to label the leaves of the gene tree. Notice, that each gene name ("Scer1") must be assigned to a leaf that already belongs to the corresponding species ("Scer"). Our question is, how many ways N 1 (T, R) can we assign these names?
From the set of names, we can calculate how many names c(T, u) each species u has. Expressed in our notation we have
(2) Naively, we might then conclude that
This is naive, because many of the "attempted" labelings above actually represent equivalent labeled topologies. For example, if our colored topology was "((Scer,Scer),Spar)", the naive strategy above would attempt the labelings "((Scer1,Scer2),Spar1)" and "((Scer2,Scer1),Spar1)", which are actually equivalent. For example, say we have the colored topology "((Scer,Spar),(Scer,Spar))", then these two attempted labelings would also be equivalent: "((Scer1,Spar1),(Scer2,Spar2))" and "((Scer2,Spar2),(Scer1,Spar1))".
These are equivalent because we can swap the left and right children of the root to turn one tree into the other. In fact, any node v with children that have the same colored topology beneath them (e.g "(Scer,Spar)" is the common colored topology in the above example) can have its children swapped to create another attempted labeling. We call such nodes mirrors. This means the number of true labelings is reduced by half for each mirror node in the tree. Let M(T, R) represent the number of mirrors in tree T , which can be calculated as follows,
where
The function C(T, R, v) represents a colored topology using nested sets to represent the topology of the tree. Putting this together, we can define the number of ways of labeling a colored topology as,
2.2.3 Steps 1 and 2: calculating the probability of a unlabeled gene tree T .
We have shown how the term N 1 (T, R) can be used to compute the topology prior given the probability P(T 2 , R|θ) of an unlabeled topology T 2 being generated by steps 1 and 2 of the DL model. Here, we define how to compute P(T 2 , R|θ).
In step 2, we use the mapping U to remove labels from the leaves and speciation nodes of tree T to produce an unlabeled topology T . When we remove these labels, gene trees that were once distinct suddenly become equivalent. The probability of an unlabeled gene tree T is thus the sum of the probability of all the labeled gene trees T i where T = U(T ). Since each T i is equally likely in the model, knowing how many T i there are for a T is sufficient for computing the sum. We can imagine going through the gene tree T and removing labels from each duplication subtree T 2 one at a time. When we consider a duplication subtree T 2 we have two cases (i) and (ii).
In case (i) the leaves of the subtree T 2 are extant genes that are labeled by their gene names (i.e. L(T 2 ) ⊂ L(T )). We need to ask, how many labeled subtrees would produce the same unlabeled subtree? It is also equivalent to ask the question in reverse, how many ways can you label an unlabeled topology? Notice, that we answered this question in the previous section for the entire tree T . When considering the question for a subtree T 2 = sub(T , v, u), we have the difference that all of the leaves of T 2 are from the same species u (i.e. there is only one color). Therefore, we have a correction factor of
which is just a special case of N 1 (T, R) given in Equation 6. In case (ii) the leaves of the subtree T 2 are speciations (i.e. L(T 2 ) ⊆ spec(T )) and are labeled, since the BD process generates labeled trees. The purpose of step 2 is to remove these labels, since ancestral nodes are supposed to be unlabeled. When we remove these labels, speciation nodes will become indistinguishable from one another if and only if they contain the same colored topology beneath them. Thus, the leaves of a duplication subtree T 2 are not completely interchangeable. If they were, the correction factor would be |L(T 2 )|!, the number of ways of relabeling the subtree leaves L(T 2 ). However, many of these labelings imply equivalent colored labeled topologies. Thus, we must again account for color mirrors. We define M(T, T 2 , R) to count the number of color mirrors within subtree T 2 . Thus, the correction factor for each T 2 of case (ii) is
Using all correction factors
Thus, the full probability of a gene tree topology from the DL model is the probability of a gene tree being generated from step 1, times the correction factors N 1 (T 2 , R) for each case (i) and N 2 (T, T 2 , R) for each case (ii), and divided by the final correction factor N 1 (T, R) for step (3). Thus, we have
Notice that f (T, T 2 , R) is computed exactly once for each duplication subtree T 2 and that the special case L(T 2 ) ⊆∈ L(S) corresponds to case (i) and the special case L(T 2 ) ⊆ I(S) corresponds to case (ii).
Estimating gene-and species-specific substitution rate parameters
Our reconstruction method requires parameters θ b = (α G , β G , α, β) for our model of gene-and species-specific substitution rate variation. We estimate these parameters prior to gene-tree reconstruction by analyzing the branch length variation observed in a dataset of gold standard congruent gene trees. One way such gene trees can be obtained is by using gene-families that are highly likely to be one-to-one orthologous, for example genes that are one-to-one syntenic across the clade of species.
From the gold-standard gene trees, we represent their branch lengths with a matrix L, where l i j is the length (substitutions/site) of the i th branch in the j th tree. In our model, we assume that each branch length l i j is the product of a time t i a gene-specific rate g j and a species-specific rate s i j . From this model, we can use the branch length matrix L to find the maximum likelihood estimates of our rate model parameters θ b .
Since the gene-specific rates g are not directly observed, we use Expectation Maximization (EM). In our EM method, L is the observed data, and the vector of gene rates g constitute the hidden data.
The EM method guarantees that if we use the following iterative method, that we will converge on a locally maximum likelihood estimate of our parameters.
We will show in the rest of this section how to compute this expression efficiently. First we take advantage of several independence assumptions from our model. Note, that the variables g j and l j for a tree j are defined to be independent from variables g j and l j from any other tree j . Therefore, we can factor the expression as
Rearranging the product and logarithm gives us
Now, if we pull out the term P(g j |l j , θ b h ) from the product, we can move the integrals over g 1 , ..., g N within the product
Lastly, we take advantage of the fact that
which gives our result stated in the main text
Note that, computing the term P(g j |l j , θ b h ) (i.e. the probability of hidden data) constitutes the E-step, which we will outline in the next section. However, before we continue can simplify this expression further. For example, the term logP(l j , g j |θ b ) can be written as log P(l j , g j |θ b ) = log P(l j |g j , θ b ) + log P(g j |α G , β G )
When we plug this term back in, we can move the integrals inward and move the summations outward, giving us
Since each parameter appears within its own term within this summation, we can compute the argmax by optimizing each term separately. Therefore, we can write the optimization as N + 1 argmax equations
If we have the restriction that the gene rate distribution has a mean of one, then the gene rate argmax is the following
These are the argmax equations given in the main text.
M-step: the gradient
To maximize the equations above, we use the BFGS method which requires the gradient with respect to θ b . In this section, we give the derivatives of Equations 30 and 31 with respect to each parameter. The integrals in Equations 30 and 31 are approximated by discretizing the gene rate g into K classes and computing the following lookup tables. The table igtab [j,k] represents the gene rate for the j th gene family and the k th gene rate class, where the table pigtab [j,k] gives the probability of that gene rate, namely P(g j |l j , θ b h ). Populating these tables constitutes the E-step (see next section).
In the following equations, we will use the function f to represent the right-hand side of the argmax, namely
Thus, for equation 31, the derivative is 
For the inverse gamma distribution, where α = β + 1, we have the following first and second derivatives ∂ ∂β InvGamma(x|β) =(1/Γ(1 + β)β β exp(−β/x)(1/x) (β+3) ) β(x − 1) + x + βx(log(β) + log(1/x)) − βxψ (0) (β + 1) ∂ 2 ∂ 2 β InvGamma(x|β) =(1/Γ(1 + β))β β exp(−β/x)(1/x) (β+4) β − 2(1 + β)x + (3 + β)x 2 + x(log(β) + log(1/x))(2(β(x − 1) + x) + βx(log(β) + log(1/x)))+ −2x(β(x − 1) + x + βx(log(β) + log(1/x)))ψ (0) (1 + β)+ βx 2 ψ (0) (1 + β) 2 − βx 2 ψ (1) (1 + β)
E-step
The goal of the E-step is to compute the probability of hidden data g j given the previous iteration's parameters θ b h , which is
Since P(g j |θ b h ) is the inverse gamma distribution and P(l j |g j , θ b h ) is the gamma distribution, we can use conjugate priors to rewrite the probability of the hidden data as
2.4 Verifying PRIME-GSR execution correctness
To verify our proper execution of PRIME-GSR program, we performed an additional analysis that reproduced several results fromȦkerborg et al. (2009) . Based on this reproduction, we feel that our execution of PRIME-GSR throughout our paper reflects the published performance. For this analysis, we downloaded the dataset used byȦkerborg et al. to perform their comparison to the SYN-ERGY method (Wapinski et al. 2007 ) (supplemental website 1 ). This dataset contains 6106 families with 5 or more genes. Following their protocol, we filtered the dataset as follows. First, we performed a multiple alignment of the peptide sequences for each family. Second, we filtered the alignments to remove all gap-containing columns. Any filtered alignment with less than 50 columns or less than 85% identity was discarded. They reported that 4809 alignments passed these filters and similarly we obtained 4866 alignments.
Next, for each alignment, we executed PRIME-GSR with the following command line:
primeGSR -o <outfile> -i 1000000 -t 100 -Sm JTT -Bp 0.1 0.1 -Ed Gamma \ -Hi <species tree> <alignment> <gene to species mapping>
For each of the families, we located the SYNERGY tree within the gene-tree posterior distribution inferred by PRIME-GSR. We find that 56.3% (2738 trees) of SYNERGY's trees are the most probable tree in PRIME-GSR's posterior distributions (they report 54.8% or 2637 trees) and 9.9% (334 trees) of them are the second most probable (they report 7.2% or 344 trees).
