proved the stable law for the transient RWRE (here we refer it as the κ-transient RWRE). After that, some similar interesting properties have also been revealed for its continuous counterpart, the diffusion proces in a Brownian environment with drift κ. In the present paper we will investigate the connections between these two kind of models, i.e., we will construct a sequence of the κ-transient RWREs and prove it convergence to the diffusion proces in a Brownian environment with drift κ by proper scaling. To this end, we need a counterpart convergence for the κ-transient random walk in non-random environment, which is interesting itself.
Introduction
Let ω := {ω i } i∈Z be a sequence of independent and identically distributed random variables taking values in (0, 1), which is labeled as "random environment". For any realization of ω, we define a Markov chain {Z n } n≥0 with Z 0 = 0 and for any n ≥ 0 and i ∈ Z,
The process {Z n } n≥0 is a so-called random walk in random environment (RWRE, for simplicity), we refer the readers to Zeitouni ([18] , 2004) for more details. We denote P as the law of the environment, P ω and P as the quenched and annealed probability of the RWRE respectively, and E, E ω and E as the corresponding expectation.
In the famous paper, Kesten et al.([11], 1975) (1.
2)
The condition E(log ρ 0 ) < 0 indicates the RWRE is transient, and intuitively the κ in Eρ κ 0 = 1 is a "measurement" for the transient in some sense, and we call it the κ-transient RWRE. In addition of the stable law (see [11] On the other hand, as a continuous version of the RWRE, the diffusion process with random potential has been considered in the literature. Let V = (V (x), x ∈ R) be a stochastic process defined on R with V (0) = 0. Define X V = (X V (t), t ≥ 0) a diffusion process in random potential V as an informal solution of the stochastic differential equation
where (B(t), t ≥ 0) is a standard Brownian motion independent of V . Strictly speaking, instead of writing the formal derivation of V , the process X V can be considered as a diffusion process with generator
It is called diffusion proces in a Brownian environment with drift κ ≥ 0 if
where {W (x); x ∈ R} is a two-sided Brownian motion with W (0) = 0.
(1) When κ = 0, X V is also called Brox diffusion, which was discussed by (Schumacher [13] and Brox [2] ). They showed that X V exhibits the same asymptotic behavior as Sinai's random walk (i.e., E(log ρ 0 ) = 0), and the Brox diffusion can be viewed as a continuous version of the Sinai's random walk. Indeed, Seignourel ([14] , 2000) proved that a sequence of Sinai's random walk convergence to the Brox's diffusion by scaling.
(2)When κ > 0, X V exhibits the similar asymptotic behavior as the κ-transient RWRE (Kesten et al. [11] , 1975) such as the stable law (Kawazu and Tanaka [10] , and Tanaka [17] ) and the large deviations (Hu et al. [9] and Taleb [16] ), etc., and the diffusion X V can be viewed as a continuous version of the κ-transient RWRE in some sense. It is naturally to ask the corresponding scaling limit relations, similar as for the situation κ = 0 by Seignourel ([14] , 2000).
The purpose of the present paper is to construct a sequence of the κ-transient RWREs and to prove it convergence to the diffusion proces in a Brownian environment with drift κ by proper scaling. To this end, we need a counterpart convergence for the random walk in non-random environment, which is interesting itself.
2
β-transient random walk in non-random environment
. random variables taking values in R whose distribution denoted by µ, and satisfies the following assumptions:
Define a random walk {S n } n≥0 with S 0 = 0 and for n ≥ 1,
Conditions in (2.1) states that the random work is transient to −∞ with non-zero speed, and the value of β "measure" the transient of the random walk in some sense. It is worthwhile to point out that, by the Donsker's invariant principle with the usual schedule, one can not obtain the limit process as the Brownian motion with drift. To this end, we must construct a sequence of random walks with "measure change". Borisov et al ( [1] ) considered the transient simplest random walk case. Here we consider the general situation under the condition (2.1), with the "transient measurement" β. A key step is to find the suitable "measure change" as the following,
Starting from µ, which satisfies the condition (2.1). For each m ≥ 1, µ (m) , is defined as following, for any continuous bounded function ϕ,
where c :=
By condition 3 in (2.1), we know 0 < σ 2 < ∞. It is easy to check that µ (m) is a probability measure for each m ≥ 1.
, i ∈ N + }, whose distribution is given by µ (m) , which is defined in (2.2). The corresponding random walk {S (m) n , n ≥ 0} is defined as S (m) 0 = 0, and
Proposition 2.1. Under the assumption (2.1), we have as m → ∞,
Where σ is defined in (2.3) and (B(t), t ≥ 0) is a standard Brownian motion.
Remark 2.1. If {S n } n≥0 is a simple random walk and satisfies the conditions (2.1), then µ the distribution of X i is,
.
It is easy to calculate from (2.2),
which is exactly the random walks constructed in the proof of Theorem 2 in [1] . For the general situation, the construction of the µ (m) in (2.2) is stimulated by the Skorokhod's representation theorem (see for example page 399 in [5] ).
Proof of Proposition 2.1. Write 
for all f ∈ C ∞ 0 (R). Π m (x, Γ) is transition probability of function H (m) , defined as following,
To prove (2.6), it is enough to check the following three conditions (2.8), (2.9) and (2.10) ( by Lemma 11.2.1 ( (y − x)Π m (x, dy),
Here, for large enough m, by the compact support of the distribution µ and the expression of Π m (x, Γ) in (2.7), it is easy to calculate that
the last equality is followed from the construction of µ (m) in (2.2). Similarly, we can calculate that
obviously, which satisfy the conditions (2.8), (2.9), (2.10).
(2)relatively compact of {H (m) (·)} m≥1 .
With (2.6) in hand, by Corollary 4.3 of Chapter 4 in ( [12] ), we need only to verify the following condition, that is, for all ǫ, T > 0 there exist compact sets K ǫ,T ⊂ R such that
2). It is easy to calculate the moments of X
for each i ≥ 1, and similarly
, then for each
By Kolmogorov's maximal inequality (page 61, [5] ), (2.13) can be continuous
where ⌈mT ⌉ denotes the smallest integer greater than mT . The last inequality is because the sequence of {DX 
κ-transient random walk in random environment
Let us start from a κ-transient RWRE {Z n } n≥0 with the i.i.d. environment series {ω i , i ∈ Z} satisfying the condition (1.2), and assume the marginal distribution of ω i is ν.
we write the distribution of log ρ 0 as π. Now we can construct a sequence of κ-transient RWRE as the following four steps, ♣ step 1. Define π (m) .
We will construct a sequence of π (m) by (2.2) replacing µ = π and β = κ respectively, i.e., for any continuous bounded function ϕ,
} i∈Z be a sequence of i.i.d. random variables with distribution π (m) , which is defined in (3.1).
♣ step 3. Define "random environment" ω
n } n≥0 as the random walk associated with the random environment
otherwise. , t ≥ 0 −→ {X V (t), t ≥ 0} (3.4) in distribution in D[0, ∞). Where X V = (X V (t), t ≥ 0) a diffusion process in random potential V (x) = σ · W (x) − κ 2 x (defined in (1.3) and (1.4) respectively ), and σ 2 defined in (2.3) replacing µ = π and β = κ.
Remark 3.1. Recall Seignourel [14] proved that the scaling limit of Sinai's random walk random environment (i.e. E log ρ 0 = 0) is Brox's diffusion(i.e V=Wiener process). , t ≥ 0 −→ {X V (t), t ≥ 0} in distribution in D[0, ∞), where {X V (t), t ≥ 0} is the diffusion process with random potential V = σ · Brownian motion.
Comparing the "environment" definition in (3.2) and (3.5), our "measure change" related to m ≥ 1 is through the δ 
