An optimized two-step hybrid block method for the numerical solution of third-order initial value problems is presented. The method takes into regard three hybrid points which are selected suitably to optimize the local truncation errors of the main formulas for the block. The method is zero-stable and consistent with sixth algebraic order. Some numerical examples are debated to demonstrate the efficiency and the accuracy of the proposed method.
Introduction
We are interested in concerned the approximate solution of third order initial value problems of Ordinary Differential Equations (ODEs) in the next form: y = f(x, y, y , y ), y(a) = y 0 , y (a) = y(a), y (a) = y (a).x ∈ [a, b].
(1.1)
Eq. (1.1) often arises in several areas of engineering, biology, fluid flows, mechanics, electric circuits model, vibrations and other real-life problems. Direct method for solving Eq. (1.1) has been reported to be more active than the method of lowering to a system of first order ordinary differential equations [5, 16, 17] . Block methods were suggested firstly by Milne [14] . They have advantages over predictor-corrector method for being estimate-effectiveness, and time of execution, accuracy, and give better approximations [6, 11, 15, 19] . Hybrid method has the feature of curtailment the step number of a method and still remains zero stable. This method while retaining certain properties of the continuous linear multi-step method participate with the Runge-Kutta method the property of use data at another points other than the step points [4] . Many authors have used hybrid block method for solving third order initial value problem [1, 3, [8] [9] [10] 20] in this article we will present a two-step continuous hybrid block method with three intermediate points through interpolation and collocation that are obtained through the optimization of the local truncation errors of the major formulas for the solution and the derivative at the last point of the block. This paper is separated as follows. Section 2 explain the method, Section 3 establishes the dissection of the method which involves order six, Section 4 presents the numerical examples are included, that demonstrate the productivity of the new technique when it is contrasted with different strategies proposed in the scientist writing.
Derivation of the method
In this paper, we will approximate the solution y(x) of Eq. (1.1) by a polynomial p(x) at the grid points a = x 0 < x 1 < · · · < x M = b of the interval [a,b] , with constant step size h, where h = x i+1 − x i , i = 0, 1, . . . , M − 1, by introduction of three intermediate points; x m+r = x m + rh, x m+s = x m + sh, and x m+g = x m + gh with 0 < r, s, g < 2.
Let us consider a power series approximate solution in the form
where the coefficients a m ∈ R, are real unknown to be determined. Therefore, from Eq. We impose that for approximating the solution in the two-step on [x m , x m+2 ], we consider the polynomial in Eq. (2.1) applied to the points x m and x m+r , x m+1 and its third derivative in Eq. (2.2) applied to the points x m , x m+r , x m+1 , x m+s , x m+g , x m+2 . In this way we obtain a system of eight equations with eight unknowns a m , m = 0, 1, . . . , 8, given by
where as usual, the y m+j and f m+j are respectively approximations for the y(x m+j ) and y (x m+j ) = f(x m+j , y(x m+j ), y (x m+j ), y (x m+j )). This system of linear equations can be written in matrix form as 
Solving the above system gives us the coefficients of the polynomial a m ,m = 0, 1, . . . , 8.
By making the substitution x = x m + th, the polynomial in Eq. (2.1) may be written in the form:
where 
Now, by evaluating the approximation of the solution at the point x m+2
((r − 2)(10g
Evaluate the approximation of the first derivative at the point x m+2 : Evaluate the approximation of the second derivative at the point x m+2
In order to determine appropriate values for r, s and g we choose to optimize the local truncation errors in the formulae for Eq. (2.3)-(2.5). This choice at y m+2 , y m+2 and y m+2 , the end of the block. To determine the values of r, s and g, equating to zero the coefficients of h 9 in the formulas of local truncation errors above, we obtain the system (r − 2)(27g − 18r + 27s + 57gr + 30gs + 57rs + 9gr 2 Substituting the above values of r, s and g in the local truncation errors gives:
To get a two-step hybrid block method for solving Eq. (1.1), we evaluate p(x) at the points x m+g , x m+s , x m+r and p (x), p (x) at the points x m , x m+g , x m+s , x m+r , x m+1 . We will get the following system: 
(r(r − 1)(4r + 22s − 26rs − 74r 2 s + 74r 3 s)
(r(r − 1)(2gr − 6s − 6g + 14gs + 2rs + 10gr 2 + 18gr 
where A, B, C, V are matrices of coefficients of dimensions 15 × 6, and
If z(x) is a sufficiently differentiable function, we consider the linear difference operator L associated with the two-step implicit block hybrid method in Eq. (2.3)-(2.6), that gives
where j = 0, r, 1, s, g, 2, and κ j , τ j , γ j , and ξ j are respectively the vector columns of the matrices A, B, C, and V. T indicating that the proposed method has at least order p = 6.
Zero Stability
As h → 0 in Eq. The roots of the characteristic equation must be less than 1, for the method to be stable. Figure 1 has shown the stability region for the method considered in this paper. Exact solution is y(x) = 3 cos x + x 2 2 − 2. Example 4.1 stated above was solved in [3, 16] . Our new method was also applied to solve the same problem. The results are shown in Table 1 . Exact solution is y(x) = 2(1 − cos x) + sin x. Table 4 : Comparison between the errors in our method and the methods in [3] . ∆ 1 denotes the numerical solution at h = 0.1 and ∆ 2 denotes the numerical solution at h = 0.01. 
Conclusion
We have progressed a two-step with three hybrid points method in this paper. The good convergent and stability properties of our method make it more attractive for the numerical solution of initial value problems of third order ordinary differential equations. The presented method is zero stable of sixth algebraic order, consistent and convergence. The numerical results evince its effectiveness and precision compared with other methods evidenced in the literature.
