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Résuḿe :
Nous pŕesentons une comparaison entre différentes ḿethodes nuḿeriques pour ŕesoudre leśequations de Navier-Stokes
incompressible dans un domaine fini : différences finies, volumes finis, méthode spectrale Fourier, ondelettes, méthode
spectrale Chebyshev et gaz de Boltzmann, pour l’étude de la collision entre un dipôle et une paroi non glissante. La
précision obtenue en fonction de la résolution, l’ordre des ḿethodes et les temps de calculs requis sont présent́es pour
toutes les ḿethodes.
Abstract :
We present a comparison between several numerical methods to solve the incompressible Navier-Stokes equations in a
bounded domain : finite differences, finite volumes, spectral methods with either Fourier or Chebyshev, wavelets, and
Lattice-Boltzmann methods are used, to study the collisionbetween a dipole and a no-slip wall. The precision depending
on the grid size, the discretization order and the CPU times ar compared for the different methods.
Mots clefs :Benchmark dipôle-paroi, différences finies, volumes finis, ḿethodes spectrales, ondelettes
1 Introduction
La simulation d’écoulements turbulents au voisinage d’une paroi reste un challenge majeur en mécanique des
fluides. De nombreux schémas numériques existent, chacunayant avantages et inconvénients. Dans ce travail
nous allons présenter une comparaison entre différents schémas numériques pour la résolution des équations
de Navier-Stokes incompressible au voisinage d’une paroi non-glissante. Les méthodes utilisées sont : les
différences finies, les volumes finis, spectrale Fourier avc pénalisation en volume, méthode en base d’onde-
lettes avec pénalisation en volume, spectrale Chebyshev et gaz de Boltzmann sur réseau. Pour chaque méthode
la précision en fonction de la taille du maillage sera étudiée, le temps de calcul en fonction de la taille du
maillage et le temps de calcul nécessaire pour atteindre une précision choisie.
Le problème de mécanique des fluides étudié est la collision d’un dipôle se propageant dans un fluide de densité
ρ = 1. Le domaine d’intégrationΩf est un domaine carré de longueur réduite 2 (figure 1). Le champ initial de
vorticité,ω = ∇×u oùu est la vitesse, est composé de deux monopôles voisins contrar tatifs placés au centre
du domaine. Le champ de vorticité de chaque monopôle est donné par :
ω0 = ωe(1 − (r/r0)
2)exp(−(r/r0)
2) , (1)
où r est la distance au centre du monopôle,r0 le rayon adimensionné etωe la vorticité maximale au centre
du monopôle. La position initiale des deux monopôles est (0, 0.1) et (0, -0.1), avec pour rayonr0 = 0.1 et
pour vorticité maximaleωe = 299.528385375226. Avec ce choix de valeurs, l’énergie cinétique initiale vaut
E(0) = 2, l’enstrophie initiale vautZ(0) ≃ 800, le Reynolds initial est Re=1000 et la vitesse induite par les
monopôles aux parois est quasiment nulle [1, 2].
2 Les méthodes nuḿeriques
L’écoulement bidimentionnel étudié suit les équations de Navier-Stokes incompressible :
∂t u + (u · ∇)u + ∇p − ν∆u = 0 (2)
∇ · u = 0 (3)
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FIG. 1 – Isolignes de vorticité (ω = −360,−280, . . . , 360) aux instants t=0, 0.2 et 0.4.
où u est la vitesse,p la pression etν la viscosité cinématique. Les conditions de Dirichlet, c’est à dire vitesse
nulle, sont appliquées aux parois.
2.1 Différences finies
Le modèle utilisé est classique, c’est l’approche MAC (Marker and Cell) développé par Harlowet al.à Los Ala-
mos [3]. Elle utilise une méthode de projection proposée par Chorin sur un maillage décalé. Pour l’intégration
en temps, les schémas Euler premier ordre et Runge-Kutta second ordre ont été utilisés sans différence de
précision.
2.2 Volumes finis
Les équations de Navier-Stokes sont discrétisées sur une grille décalée, et le schéma QUICK au troisième
ordre est utilisé pour les termes advectifs. Pour le schéma te porel, une méthode Euler Backwards implicite
au second ordre est utilisée. Une méthode de projection assure l’incompressibilité. L’équation de Poisson est
résolue par une méthode multigrille. Pour plus de détails sur cette méthode, voir Cheicket al.[4].
2.3 Méthode spectrale Fourier avec ṕenalisation en volume
Dans les méthodes pénalisées, les parois sont introduites en modifiant l’équation de Navier-Stokes dans les
zones où l’écoulement n’a pas lieu [5]. L’équation (2) est complétée en ajoutant un terme de Darcy :
∂t u + (u · ∇)u + ∇p − ν∆u +
1
ǫ
Hu = 0 (4)
où H est une fonction masque qui vaut 1 pour les mailles dans les parois et sinon 0, etǫ est un paramètre qui
contrôle la porosité des parois. Dans ce travail nous prendronsǫ = 10−4. Ici le domaine de calcul fait 2.667 de
côté. En pratique, quelques points dans le domaine solidesont suffisants [2].
Dans cette méthode Fourier-Galerkin, on utilise la formulation vitesse-vorticité. La vitesse et la vorticité sont
développées en séries de Fourier tronquées. La règle des 2/3 est utilisée pour éviter les problèmes d’aliasing.
Le schéma Adams-Bashforth au deuxième ordre est utilisépour la discrétisation temporelle, avec l’intégration
exacte du terme visqueux. Plus de détails sur cette méthodpeuvent être trouvés dans [6].
2.4 Méthode en base d’ondelettes avec pénalisation en volume
La méthode “Coherent Vortex Simulation” (CVS) [7, 8] est basée sur la décomposition en ondelettes des
équations de Navier-Stokes. La formulation vitesse-vorticité est également utilisée et les parois sont introduites
par la technique de pénalisation présentée dans la section 2.3. Le résolution temporelle utilise un schéma semi-
implicite au second ordre (Euler-Backwards) pour le terme diffusif et le schéma Adams-Bashforth pour les
termes advectifs et de pénalisation. Pour la discrétisation spatiale, un schéma de Petrov-Galerkin est utilisé.
Grâce à la décomposition en ondelettes, le maillage s’adapte dynamiquement à l’écoulement.
2.5 Méthode de Chebyshev
Dans ce modèle les variables (vitesse et pression) sont développées en polynômes de Chebyshev de degréN
pour chaque dimension de l’espace. Une technique de projection-diffusion permet de découpler le calcul de la
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vitesse et de la pression. Une méthode classique de collocation est appliquée aux points de Chebyshev-Gauss-
Lobatto pour fixer les conditions aux bords. La résolution temporelle est faite grâce à un schéma second ordre
de type ”Euler Backward Differentiation”. Les termes visqueux sont traités implicitement, et les termes non-
linéaires sont calculés explicitement avec un schéma d’interpolation au second ordre. Pour plus de détails sur
cette méthode, notée CHEB(Leriche), voir Lericheet al.[9, 10]. Une seconde méthode Chebyshev a été utilisée,
nommée CHEB(Clercx) par la suite, elle utilise un schéma Ad ms-Bashforth pour les termes d’advection,
Crank-Nicolson pour les termes visqueux, et utilise une procédure Lanczos tau pour imposer les conditions
aux parois [11]. Dans la mesure où ce second schéma donne des r´ sultats assez équivalents au premier, seul
l’erreur en fonction du maillage sera donnée.
2.6 Gaz de Boltzmann sur ŕeseau
Cette méthode simule l’évolution de densités de particules sur un réseau. A chaque pas de temps, les parti-
cules se déplacent et entrent en collision. Les collisionssont telles que la masse, l’énergie et l’impulsion sont
conservées. Frischet al.[12] ont montré que pour un réseau triangulaire bidimensio nel, ce système reprodui-
sait les équation de Navier-Stokes incompressible. Ici, nous allons utiliser le modèle D2Q9 proposé par Qiang
et al.[13] qui présente un certain nombre d’avantages : il est construit sur un réseau carré, il utilise des densités
de particules ce qui permet une mesure de la vitesse instantanée et implémente un schéma de relaxation qui
permet d’atteindre des viscosités plus faibles. L’équation d’évolution des particules est donnée par :
Ni(t + 1, x + ci) = (1 − ω)Ni(t, x) + ω Nie(t, x) (5)
où Ni sont les densités de particulesi de vitessesci, Nie sont les densités d’équilibre etω le facteur de
relaxation qui contrôle la viscosité.
3 Convergence des sch́emas
Pour chacun des schémas, nous allons présenter l’évolution de l’erreurδN en fonction de la taille du maillage
à l’instantt = 0.4. L’erreur choisie sera une erreur en normeL2 sur le champ de vorticité :
δN =
||ω(N) − ωref (Nmax)||L2
||ωref (Nmax)||L∞
(6)
où N est le nombre de mailles dans chaque direction. Pour le champde vorticité de référence, nous allons
utiliser conjointement le champ de vorticité maximal de laméthode (auto-comparaison) et le champ qui nous
semble être le plus précis : Chebyshev CHEB(Leriche) avecun maillageN = 721. Pour la méthode de
Chebyshev, seule l’auto-comparaison sera possible.
Pour chacune des méthodes, un ajustement sera proposé. A partir de cet ajustement, le nombre de maillesNδref












FIG. 2 – ErreurδN en normeL2 en fonction du nombre













FIG. 3 – ErreurδN en normeL2 en fonction du nombre
de points dans chaque directionN pour la méthode des
volumes finis.
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3.1 Différences finies
La figure 2 présente l’évolution de l’erreurδN en fonction du nombre de mailles en utilisant comme référence
CHEB-721 ou en utilisant la résolution maximale du schémadifférences finies (MAC-4096). On peut voir
grâce à un ajustement par des lois de puissance qu’on obtient ien un schéma au second ordre. La résolution
la plus élevée (MAC-4096) présente une erreur qui ne s’aligne pas avec les résolutions plus faibles. On peut
envisager plusieurs hypothèses : une précision équivalente à la référence CHEB-721 a été atteinte, ou qu’une
nouvelle erreur négligeable jusque là devient importante, comme par exemple le schéma temporel. Ce point
n’est pas utilisé pour l’ajustement. Le maillage nécessaire pour atteindre la précision choisieδref = 4 · 10−4
est de :Nδref = (δref/789.4)
(−1/2.01) = 1355.
3.2 Volumes finis
La figure 3 présente l’évolution de l’erreurδN en fonction du nombre de mailles en utilisant comme référence
CHEB-721 ou en utilisant la résolution maximale du schémavolumes finis (VF-2048). Quand la référence
est CHEB-721, on trouve bien une convergence au second ordre. Dans l’auto-comparaison, on trouve une
convergence supérieure à 2 qui est surprenante. Par la suite nous utiliserons la régression avec CHEB-721
comme référence, ce qui donneNδref = 1474.
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FIG. 4 – ErreurδN en normeL2 en fonction du nombre
















FIG. 5 – ErreurδN en normeL2 en fonction du
nombre de points dans chaque directionN pour
la méthode Fourier en considérant la totalité du
domaine ou en ne gardant que 99% ou 95% du
domaine dans chaque direction.
3.3 Méthode spectrale Fourier avec ṕenalisation en volume
La figure 4 présente l’évolution de l’erreurδN en fonction du nombre de mailles en utilisant comme référence
CHEB-721 ou en utilisant la résolution maximale du schémaFourier avec pénalisation (FOUR-2048). Dans
les deux cas, on obtient une convergence d’ordre légèrement supérieur à 1. En utilisant CHEB-721 comme
référence, on obtientNδref = 7784. Le maillage nécessaire est beaucoup plus important que les schémas
précédents.
Ceci vient du fait que les conditions aux limites ne sont pas sati faites exactement, mais modélisées par la tech-
nique de pénalisation, comme expliqué dans Keetelsal.[2]. Si on calcule l’erreurL2 uniquement à l’intérieur
du domaine fluide en excluant les parois, le taux de convergence st amélioré, comme le montre la figure 5.
Dans le cas où 95% du domaine sont gardés dans chaque direction, seulement 2304 mailles dans chaque direc-
tion sont nécessaires pour obtenir une erreur de4 · 10−4. On peut remarquer que si on exclus les parois de la
même façon avec le schéma de différences finies, où les conditions aux limites sont satisfaites exactement, il
n’y a aucun gain dans l’ordre de convergence. Ceci montre quel’err ur introduite par la pénalisation en volume
reste localisée près de la paroi.
3.4 Méthode en base d’ondelettes avec pénalisation en volume
La figure 6 présente l’évolution de l’erreurδN en fonction du nombre de mailles en utilisant comme référence
CHEB-721 ou en utilisant la résolution maximale du schémaCVS avec pénalisation (CVS-1024). Dans les
deux cas, l’ajustement par une loi de puissance donne un ordre autour de 1.5 ce qui est meilleur que pour la
méthode précédente. En utilisant CHEB-721 comme référence on obtientNδref = 2579. Si on ne garde que
95% du domaine dans chaque direction, on obtientNδref = 2473.
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FIG. 6 – ErreurδN en normeL2 en fonction du nombre














FIG. 7 – ErreurδN en normeL2 en fonction du nombre
de points dans chaque directionN pour la méthode
spectrale Chebyshev.
3.5 Méthode de Chebyshev
La figure 7 présente l’évolution de l’erreurδN en fonction du nombre de mailles pour les deux méthodes
spectrales Chebyshev. Dans les deux cas, la résolution maximale du schéma est utilisée comme référence et
une interpolation par une exponentielle décroissante estréalisée. Le cas le plus favorable donneNδref = 407.
3.6 Gaz de Boltzmann sur ŕeseau
La figure 8 présente l’évolution de l’erreurδN en fonction du nombre de mailles en utilisant comme référence
CHEB-721 ou en utilisant la résolution maximale du schémagaz de Boltzmann sur réseau (LBA-4096). L’ajus-
tement par une loi de puissance donne un ordre intermédiairent e 1.5 et 2. Quand la référence est CHEB-721,
les deux résolutions les plus importantes ne s’alignent plus sur les précédentes. On suppose qu’une précision
équivalente à la référence CHEB-721 a été atteinte. Ces deux points ne sont pas utilisés pour l’ajustement.
Les points LBA-256, de résolution trop faible, ne sont pas utilisés également. En utilisant CHEB-721 comme
référence on obtientNδref = 1082.
4 Temps CPU
Nous comparons les temps CPU en fonction de la résolution pour chaque méthode. Cette comparaison n’est
pas directe car les codes ont été exécutés sur des machines différentes. Nous avons essayé de corriger ceci
en estimant la puissance des processeurs pour avoir le temps´ quivalent sur un processeur Pentium 3GHz.
Par ailleurs l’optimisation des codes n’est pas la même. Certains utilisent des solveurs très performants, par
exemple multigrille pour les volumes finis, d’autres moins,par exemple SOR pour MAC. Finalement certains
codes adaptent le pas de temps en fonction du maillage, d’autres ont gardé un pas de temps fixe. Nous sommes
donc conscient que la comparaison ne pourra être que qualitative.
La figure 9 présente les temps CPU nécessaires pour chaque méthode en fonction du maillage et des ajuste-
ments par des lois de puissance. On peut voir que toutes les m´ethodes ont une loi de puissance voisine de 3. A
partir des ajustements des temps CPU en fonction du nombre demaill s dans chaque direction, et du nombre
de mailles nécessaire pour obtenir l’erreur de référenceNδref , nous pouvons calculer pour toutes les méthodes
le temps nécessaire pour effectuer la simulation avec la précision choisie : les différences finies 3918 minutes,
les volumes finis 6638 minutes, la méthode de Chebyshev 2303minutes et les gaz de Boltzmann 3612 minutes.
Pour la méthode de Fourier et la méthode en base ondelettes, l s temps ne sont pas donnés car ils sont plus
importants et nécessitent une extrapolation. Il faut noter qu le choix d’une autre précision de référence aurait
donné des temps CPU différents car les ordres des méthodes ne sont pas les mêmes.
5 Conclusions
La comparaison des différentes méthodes montre que les m´ethodes volumes finis, différences finies, spectrale
Chebyshev et gaz de Boltzmann sont d’efficacité comparable. La différence de temps entre ces méthodes peut
tout à fait s’expliquer par le choix d’un solveur ou d’une optimisation plus ou moins poussée. Par contre les
deux méthodes pénalisées ne donnent des résultats comparables que si l’on exclu les parois. Si l’on garde
l’erreur au voisinage des parois, les temps CPU deviennent plus important.
Ce problème étant particulièrement raide à la paroi, ilconstitue donc un défi pour la méthode pénalisation.
Néanmoins, celle-ci permet de traiter des géométries quelconques qui peuvent même changer au cours du
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FIG. 8 – ErreurδN en normeL2 en fonction du
nombre de points dans chaque directionN pour









































































FIG. 9 – Temps CPU en fonction du nombre de mailles
pour toutes les méthodes, et ajustements par des lois de
puissances.
temps, tout en gardant une méthode numérique efficace sur grille Cartésienne [14]. La méthode en base d’on-
delettes, en combinaison avec la méthode de pénalisationpermet de raffiner automatiquement la grille, pas
seulement à la géométrie du problème, mais également `a la dynamique de l’écoulement. Pourtant, une optimi-
sation du code reste indispensable. Des améliorations possible de la méthode de pénalisation sont l’applica-
tion des techniques de post-traitement, comme fait dans [2], et l’augmentation de l’ordre de convergence de la
méthode de pénalisation.
Les méthodes volumes finis, différences finies et gaz de Boltzmann ont donné des temps intéressants bien
qu’elles soient d’ordre 2. L’intérêt de ces méthodes estleur simplicité et la facilité de programmation.
C’est la méthode de Chebyshev qui a donné le temps d’exécution le plus rapide. La géométrie simple et la
présence de parois la rend particulièrement bien adaptée à ce problème.
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