Abstract. The variational inequality formulation provides a mechanism to determine both the option value and the early exercise curve implicitly [17] . Standard finite difference approximation typically leads to linear complementarity problems with tridiagonal coefficient matrices. The second order upwind finite difference formulation gives rise to finite dimensional linear complementarity problems with nontridiagonal matrices, whereas the upstream weighting finite difference approach with the van Leer flux limiter for the convection term [19, 22] yields nonlinear complementarity problems.
problems by the simplex method. More sophisticated methods such as Lemke's algorithm and interior point method have been used for the discretized linear complementarity problems [15, 14] .
Numerical consideration may require use of a more sophisticated finite difference method, e.g., when the Black-Scholes operator has little or no diffusion [22] . This occurs for some path-dependent exotic options, e.g., the Asian option. For the Asian option, the diffusion term in one of the spatial dimensions is absent in a Black-Scholes partial differential equation [22] . Standard finite difference using central weighting for the convection term can produce solutions with spurious oscillations [22] . To prevent these oscillations, an upstream weighting for the convection term can be used to introduce numerical diffusion. Unfortunately this can lead to excessive numerical diffusion. To overcome this, a nonlinear flux limiter with the upstream weighting can be used for the convection term [22] . In §2, we illustrate that the upstream weighting with the van Leer limiter leads to discretized nonlinear complementarity problems. The Brenan and Schwartz method [3] or a linear programming method cannot be applied to these discretized problems.
In the partial differential equation framework, hundreds or even thousands of discretized problems need to be solved sequentially backwards in time to value options. Thus efficient computational methods for solving discretized problems are crucial in pricing American options, particularly when high accuracy is needed or a multi-factor model is used. In this paper, we propose a Newton type interior-point method to solve the discretized complementarity problem for American option pricing. The proposed method is applicable to both discretized linear complementarity problems as well as nonlinear complementarity problems; hence the standard finite difference approximation as well as the more complex upstream weighting with the van Leer flux limiter can be used. Our proposed method is based on the observation that these discretized problems, linear or nonlinear, are closely related: the difference between the solutions of the consecutive problems decreases as the time step size decreases. The proposed method uses a local Newton process for fast convergence; this Newton process is then globalized using a quadratic penalty function.
In §3, we illustrate that the average number of iterations required to solve each discretized problem is typically 2 ∼ 5 using the proposed method (motivated and described in §4). More importantly, the number of iterations required seems to be insensitive to the number of discretization points in the spatial dimension; it actually decreases as the number of discretization points in time increases. This property becomes particularly attractive for a multi-factor model or exotic options.
The arbitrage condition for the fair value of the American option requires that the delta hedge factor be continuous. Satisfaction of this condition is important in computing accurate delta hedge factor, the early exercise curve, as well as option values. We demonstrate in §3 that the delta hedge factor computed using the complementarity approach is continuous, thus satisfying the continuity requirement of the early exercise curve for no arbitragy. On the other hand, the delta hedge factors computed using the popular explicit payoff method and the binomial method typically have jumps.
Stability of a numerical method for a partial differential complementarity problem is different from that of a partial differential equation. We illustrate, in §3, that the Crank-Nicolson 2 finite difference method is typically unstable for the partial differential complementarity problem; the computed delta hedging factor exhibits oscillations.
Discretized Problems for American Options.
To compute an option value numerically, the associated partial differential operator is approximated through discretization and finite difference approximation. We illustrate the discretized American option pricing problem is a nonlinear complementarity problem when using the upstream weighting finite difference with a nonlinear flux limiter.
For simplification, we consider the generalized Black-Scholes 1-factor model: assume that the underlying price follows,
where dW t is a standard Brownian motion, and σ(S, t) denotes a deterministic local volatility function. Let Λ(S) denote the payoff function of an American option when the underlying equals S at time t. Under the no arbitrage assumption, the early exercise curve is characterized by continuity of
∂V ∂S
, and the condition V (S, t) = Λ(S), see, e.g., [13] . It is established in a generalized Black-Scholes model [17] , and in a jump diffusion model [21] , that necessary and sufficient conditions for the American option value V (S, t) is for V (S, t) to solve a partial differential complementarity/ variational inequality problem. Assume that r is the risk free interest and q is the continuous dividend yield. If the volatility σ is a function of time only, and the payoff function is a convex function of S satisfying some technical conditions, then the American option value is a solution to the following partial differential complementarity problem,
with the final condition V (S, T ) = Λ(S). Subsequently we omit notationally the dependence of σ and q on S and t for simplicity. Partial differential complementarity problems for many exotic options, e.g., Asian options, can be formulated similarly in the Black-Scholes framework, e.g., [20] . The payoff constraint V (S, t) ≥ Λ(S) comes directly from the no arbitrage assumption. In contrast to the Black-Scholes equation for the European option, the inequality,
reflects the asymmetric relationship between the long and short positions of the American contract; only the holder of the option controls the early exercise feature.
If we let t
and
The approximation scheme is fully implicit when θ = 1, and explicit when θ = 0. The CrankNicolson method is obtained when θ = . The central weighting scheme for the convection term corresponds to
If the grid spacing is uniform, this approximation has second-order accuracy and the above finite difference approximates the Black-Scholes operator by a linear function. For notational simplicity, we sometimes suppress the dependence on the index j and denote x = V − Λ. Let Bx + c be the linear function from the finite difference approximation (4) to the BlackScholes operator. Introducing an auxiliary variable y: y = Bx + c, the discretized problem (2) can be written as
where X def = diag(x), and G(x, y) :
is a linear function. Problem (6) is a linear complementarity problem.
When the partial differential equation in (2) has little or no diffusion, the standard central weighting (5) for the convection term can produce solutions with oscillations. In addition, the standard finite difference methods are inaccurate due to introduction of excessive numerical diffusion [2, 22] . To overcome this, the following upstream weighting with the van Leer flux limiter has been suggested [22] ,
where
and φ ∈ [0, 2] is the weight which is a nonlinear function of the option values,
up , the finite difference approximation does not depend on the corresponding components of q; it can be eliminated. Note that when the weight φ ≡ 1, the scheme becomes the central weighting scheme.
Using the van Leer flux limiter, the finite difference approximation to the partial differential operator in (2) gives rise to nonlinear functions. In addition, these nonlinear functions are piecewise smooth due to the presence of the absolute values in the weight. Standard mathematical programming methods do not apply directly to piecewise continuous functions. To deal with this nondifferentiability, letq 
) = 2q
, andĜ denote the nonlinear function from the upstream weighting with the van Leer limiter for the convection term, i.e., for i = 1, · · · , N − 1,
LetḠ be the following functions from the definition of the q,
, and y def = (w,q) ∈ ℜ 2N −1 . Thus when the the upstream weighting with the van Leer flux limiter is used, the discretized American option problem can be formulated as the following nonlinear programming problem
where G : ℜ 2n → ℜ n , x ∈ ℜ n , and y ∈ ℜ n with n = 2N − 1. Note that the formulation (6) is a special case of the formulation (11) where G(x, y) is linear.
When the upstream weighting with the van Leer flux limiter is used for the convection term, it is easy to verify that a European option value can be computed by solving,
, and z ∈ ℜ m for some positive integers n and m. Problem (11) can be written as a nonlinear complementarity problem when V down = V up while problem (12) is not a standard nonlinear complementarity problem. Problem (11) has 2n nonlinear equality constraints. The simple bound constraints adds additional complexity. One may be tempted to compute the solution to (11) by solving the optimization problem,
using a standard optimization software. Since this optimization problem is degenerate at the solution of the discretized problem (11), even when problem (11) itself is not, this approach will encounter numerical difficulty. We propose a specialized Newton type interior-point algorithm for solving (11) ; this algorithm can be easily modified to solve (12) .
Next, we examine the continuity of the delta hedge factors using the complementarity approach, the binomial method, and the explicit payoff method. In addition, we illustrate the efficiency of our proposed algorithm for solving (11) ; details of the proposed algorithm are delayed until §4 due to its technical nature.
Ensuring Continuity of Delta.
The discretized American option problem (11) , includes a system of n equations G(x, y) = 0, complementarity conditions x i y i = 0, i = 1, · · · , n, and nonnegativity constraints on the variable x and y. Depending on the finite difference method, the discretized problem can be a linear complementarity problem with a tridiagonal structure, a linear complementarity problem with a more general band structure, or a genuine nonlinear complementarity problem.
An efficient computational method for solving the discretized problems (11) is crucial for American option pricing since a discretized problem needs to be solved at each time step. If a discretized linear complementarity problem has a special tridiagonal coefficient matrix, the Brennan-Schwartz method [3] can be used. In addition, two popular methods are the binomial method [9] and the explicit payoff method, e.g., [16, 13] ; the latter approximates the American option value by taking the maximum of the continuation value and the payoff at each time step. For example, when the finite difference with central weighting (4,5) is used (which leads to linear complementarity problems), the explicit payoff method approximates the American option value as below,
where Bx + c is the finite difference approximation (4, 5) to the Black-Scholes operator.
When the upstream weighting with the van Leer flux limiter (4, 7, 8) is used, the continuation value at each time step can be computed by solving
whereĜ andḠ are defined by (9) and (10) respectively. The explicit payoff method is used in [22] .
One difficulty with the explicit payoff method is that its convergence properties are unclear. Although the computed option value is known to converge using the binomial method, we do not know of any convergence result of the hedge factors computed from finite difference approximation. On the other hand, convergence in both the option values and the hedge factors computed using the complementarity approach has been established [17, 21] .
Unlike the Brennan and Schwartz method [3] , the proposed algorithm does not have restriction on the type of the finite difference method used; it is applicable to the discretized problem from the standard finite difference as well as more sophisticated approximation schemes, such as the upstream weighting with the van Leer flux limiter (4, 7, 8) . Using the vanilla American option in a generalized Black-Scholes model as an example, we illustrate the following:
• The (implicit finite difference) complementarity approach for American option pricing produces continuous delta hedge factors, whereas the popular binomial method and the explicit payoff method yield discontinuous delta factors.
• The Crank-Nicolson method, while stable for solving partial differential equations, is unstable for the partial differential complementarity problem. The delta hedge fac-tor computed using the Crank-Nicolson method with the complementarity approach is typically oscillatory.
• The proposed algorithm for solving the discretized problem (11) is computationally efficient; it typically solves the discretized problem in 2 ∼ 5 iterations to an appropriate accuracy.
For subsequent discussion, we consider two types of finite difference approximations. First, the central weighting (4, 5) for the convection term is used; the discretized problem (11) is a linear complementarity problem. Second, the upstream weighting scheme with the van Leer nonlinear flux limiter (4, 7, 8 ) is used; the discretized problem (11) is a nonlinear complementarity problem. In our experiments, the finite region
Unless explicitly stated otherwise, we use the implicit finite difference scheme, i.e., θ = 1 in (4). The number of steps in the state dimension, shown in the first column, is chosen so that δS = √ δt * ; hence the discretization error is O(δt * ). The starting point is crucial for any interior point method. Although the solution for the discretized problem at t * i offers a good approximation to the solution for the discretized problem at t * i+1 , this point is typically at the boundary of the feasible region F = {(x, y) : x ≥ 0, y ≥ 0}. We introduce a small perturbation. When the discretized problem is a linear complementarity problem, we set the starting point (
where (x, y) is the solution at t * i . When the upstream weighting with the van Leer flux limiter is used, we also would like to start from a point such that x i = x i+1 , i = 1, · · · , N, since the Newton step is not defined at such a point; a small random perturbation is then used to avoid x i = x i+1 . The stopping criterion for the optimization algorithm is
where ǫ opt > 0 is an error tolerance. Since the computed (x (k) , y (k) ) is strictly positive, the discretized option pricing problem (11) is solved with at least ǫ opt accuracy.
Continuity of Delta Hedge Factors.
Continuity of the delta hedge factor is an arbitrage condition for the American option value. We compare first the computed delta hedge factors using the complementarity approach, the explicit payoff method, and the binomial method. The delta hedge factors are computed using finite difference, e.g., at time t = 0, the delta factor is approximated,
FIG. 1 displays the computed delta factors using the complementarity method and the explicit payoff method (14) ; the central weighting (4,5) is used in these examples (hence the discretized problem is a linear complementarity problem). The top plot displays the delta factors at t = 0, in the neighborhood of the early exercise curve, computed using the complementarity approach and the explicit payoff method respectively. It is clear that the hedge factor from the complementarity approach is continuous while the hedge factor from the explicit payoff method has a jump near the the early exercise curve. The left plot on the bottom graphs the price differences using the two methods; a relatively large difference can be observed around the early exercise curve. Notice that, although the difference in delta is localized, the price difference is propagated through a wide range of underlying values. The right plot on the bottom graphs the early exercise curves computed using the complementarity approach and the explicit payoff method; the early exercise curves for the put option is computed by locating, at each time step, the smallest underlying value S i such that |V (S i , t) − Λ(S i )| > 10 −8 . When the upstream weighting with the van Leer flux limiter is used, similar behavior is observed for the complementarity approach and the explicit payoff method (15) . Fig. 2 compares the computed delta factors using the complementarity approach and the explicit payoff method in this case. We note that the proposed method is easily adapted to compute a solution of the discretized problem (15) for the explicit payoff method; hence it can be used to solve the discretized nonlinear programming problem (12) for European options.
The computed delta hedge factors using the explicit payoff method is discontinuous; this may be explained by the fact that the computed option values from the explicit payoff method do not solve the discretized complementarity problem (11) . Indeed, the error measured as max(− min(0, Bx + c)) + x T |Bx + c|) of the solution obtained using the explicit payoff method is greater than 10 at each time step for the American put option with S 0 = 100, T = 1, r = 0.1, σ = 0.1, q = 0.05, M = 2000 and N = 8943.
We also investigate continuity of delta when computed using the binomial method. Although the option value computed using the binomial method is proven to converge, the convergence of the delta factor from the finite difference is unclear for the binomial method. FIG. 3 compares the delta factors at t = 0 computed using the complementarity method and binomial method with 2000 time steps. The discontinuity of the computed delta using the binomial method is clearly exhibited in the top plot. The middle plot exhibits that the size of the jump diminishes as S increases. The bottom plot illustrates the price difference.
Next we provide computational evidence illustrating that the Crank-Nicolson method is typically unstable for solving partial differential complementarity (American option pricing) problems. The Crank-Nicolson method has been a favorite finite difference approximation in both the European and American option pricing because its convergence rate is quadratic in time. For solving partial differential complementarity problems, however, it is noted in [17] that the unconditional stability seems to be established only for the fully implicit scheme.
The instability of the Crank-Nicolson scheme is illustrated in Fig. 4 . We observe from the top-right plot that the delta hedge factor computed using the Crank-Nicolson method has oscillations around the early exercise curve; this is demonstrated more clearly in the middle plot. The bottom plot graphs the computed option prices using the two methods. Moreover, we note that instability of the Crank-Nicolson method worsens as the volatility parameter becomes larger.
Efficiency of the Proposed Algorithm.
We have illustrated that the (implicit finite difference) complementarity approach produces continuous delta hedge factors while the 
Computed American Put Option Values and Average Numbers of Iterations
(S 0 = 100, K = 100, T = 1, r = .1, q = 0.05) popular binomial method and the explicit payoff method yield discontinuous delta. Next we illustrate the discretized complementarity problem (11) can be solved efficiently using the proposed algorithm, making the complementarity approach affordable. We note that it does not help in practice to solve the discretized option problem (11) to accuracy greatly surpassing the accuracy of the discretization. Setting the stopping tolerance ǫ opt = 10 −4 , Table 1 display the computed option values using our proposed algorithm for discretized linear complementarity problems for two different volatility parameter settings, σ = 10% and σ = 200%; the central weighting (5) is used for this example. The third and fifth columns list the average number of iterations required at each time step using the proposed algorithm to solve a discretized problem (11) . The second and the fourth columns list the computed option values respectively.
Observing Table 1 , the average numbers of iterations required by the proposed algorithm are 2 ∼ 4 in a more typical parameter setting with σ = 10%. When the volatility is unusually high, σ = 200%, the average numbers of iterations are slightly higher, 4 ∼ 6. The average number of iterations required, in both cases, decreases as the discretization becomes finer. 
NCP: Computed Option Values and Average Numbers of Iterations
(S 0 = 100, K = 100, T = 1, σ = 0.1, r = .1, q = 0.05) The cost of the American pricing using the proposed interior-point method is roughly 2 ∼ 4 times that of the European option pricing in the typical parameters setting. The performance of the proposed algorithm is similar when G(x, y) is nonlinear. Table 2 Table 3 compares the computed American option values using the complementarity approach and the implicit finite difference (θ = 1) with the complementarity approach and the Crank-Nicolson method (θ = 1 2 ). We note that the proposed interior-point method for the discretized American option value problem performs similarly when the Crank-Nicolson scheme is used.
In addition, we note that, although the delta computed using the explicit payoff has a large jump, the computed option values are surprisingly close to those computed from the complementarity approach. This, however, does not necessarily suggest that the computed option values from the explicit payoff method converge to the true values . FIG. 5 Comparisons of Implicit and Crank-Nicolson Scheme in American Option Pricing (S 0 = 100, K = 100, T = 1, σ = 0.1, r = .1, q = 0.05) differences between the option values using these two methods against the accuracy of discretization (the number of time steps). Note that the convergence of the (implicit) complementarity method is known [17] .
Finally, we demonstrate that the proposed algorithm can solve the discretized problem to high accuracy, if necessary. Table 4 illustrates the asymptotic behavior of the proposed algorithm when the central weighting (4,5) is used for the convection term; Table 5 demonstrates the convergence behavior when the discretized problem (11) is a nonlinear complementarity problem. In both cases, we display the optimality value 1 2 G(x, y)
2 + x T y at each iteration for the first three time steps t * = δt * , 2δt * , and 3δt * . In our experience, this asymptotic behavior is typical. The stopping tolerance ǫ opt is set to 10 −7 in these examples. The discretized linear complementarity problems are typically nearly degenerate since the two equations, V (S, t) − Λ(S) = 0, and
are simultaneously approximately satisfied around the early exercise curve. The results in Table 4 show that this near degeneracy does not cause visible computational difficulty; superlinear convergence is observed for a couple of iterations to fairly high accuracy. After that convergence becomes fast linear. Discretized nonlinear complementarity problems generated from the upstream weighting with the Van Leer nonlinear flux limiter have additional degeneracy: the Jacobian of the constraintsḠ(x, y) = 0 can be singular when V down = V up , as can be seen from the definition of G given in (10) . We observe that, though the proposed method takes slightly more iterations when G(x, y) is nonlinear, convergence is still rapid. Asymptotic Behavior for an American Put Option: G(x, y) Is Linear (S 0 = 100, K = 100, T = 1, σ = 0.1, r = .05, q = 0, ǫ opt = 10 −7 , δt * = 0.01, δS = 0.1) Asymptotic Behavior for an American Put Option: G(x, y) Is Nonlinear (S 0 = 100, K = 100, T = 1, σ = 0.1, r = .05, q = 0, ǫ opt = 10 −7 , δt * = 0.01, δS = 0.1) this method is used in §3 to obtain the computational results. If not interested in the details of the computational method, a reader can go directly to §5 for concluding remarks. Solving a general linear complementarity problem is a NP-hard problem [17] . However, we observe that in the option pricing setting each discretized problem at t * i+1 is endowed with a good approximation to its solution, i.e., the solution to the problem at t * i . Moreover, this approximation becomes more accurate as the time discretization parameter δt * is decreased. This is the situation where a Newton process brings fast convergence. In addition, the nonlinear programming problem (11) is highly structured. We derive a Newton method which utilizes this initial point as well as the special structure of the discretized problem (11) .
First, when x ≥ 0 and y ≥ 0, the inner product x T y ≥ 0 measures satisfaction of the constraints Xy = 0. Hence we consider the following auxiliary optimization problem,
The objective function measures satisfaction of optimality of the orginal problem (11); it is simpler than that of (13) because it is less nonlinear; the term x T y is quadratic rather than quartic. The solution to the complementarity problem (11) is clearly always a global minimizer of (16) . However, a local minimizer of (16) may not be a global minimizer and thus not a solution to (11) . The possibility of computing a local minimizer which is not a solution can be alleviated through the use of an additional penalty parameter: consider
where ρ > 0 is a penalty parameter. The use of this penalty parameter is motivated from the following analysis.
The gradient of f (x, y) is
If the Kuhn Tucker condition of the minimization problem (17) is satisfied at a feasible point, then
where Y def = diag(Y ). Hence, a local minimizer of (17) satisfying G(x, y) = 0 is a global minimizer of (17) since (18) implies that Xy = 0. Therefore a large penalty parameter ρ > 0 makes it more likely for a local minimizer of (17) to satisfy G(x, y) = 0.
Using an algorithm which monotonically decreases the objective function measuring optimality of the original problem (11) further alleviates the potential global versus local minimizer problem. Recall that the discretized problem (11) is always endowed with a good starting point. A monotonically decreasing optimization algorithm restricts the possible local minimizer it computes; starting from a neighborhood of the global minimizer and insisting the objective function values decrease at each iteration further increases the likelihood of the iterates converging to the solution. Indeed, if the solution (x * , y * ) of the discretized problem (11) is the only point in the intersection of the local minimizers of (17) and the level set L = {x : f (x, y) ≤ f (x (0) , y (0) )}, then solving the minimization problem produces a solution to the discretized problem (11) . The proposed algorithm below monotonically decreases the objective function f (x, y) ; the problematic issue of a local minimizer of (17) which is not a global minimizer is not a practical concern in our experience.
We now consider a direct local Newton process for the discretized problem (11) . Let
The solution (x * , y * ) to the discretized complementarity problem (11) can be considered as a feasibility problem: the solution satisfies the bound constraints (x * , y * ) ∈ F = {(x, y) : x ≥ 0, y ≥ 0} and the system of nonlinear equations
where ∇F is the Jacobian matrix of F , i.e.,
The gradient of the objective function f (x, y) can be written as,
In addition, when G(x, y) = Bx + c − y, f (x, y) is a quadratic function and the first exact local minimizer of f along a descent direction d (k) in the feasible region F = {x : x ≥ 0} can be computed easily when performing a line search. Therefore, the corrected Newton step and the exact line search can be used when the finite difference leads to a linear complementarity problem. Now we consider the case when G(x, y) is nonlinear in the discretized problem (11) ; this happens when the upstream weighting with the nonlinear van Leer flux limiter is used. Here −∇G y does not equal to the identity matrix. In this case, the coefficient matrix ∇F for the Newton equation (19) ,
is still typically an asymmetric sparse matrix. The matrices ∇G x and ∇G y typically have band structures. The Newton step, in this case, can be computed using a sparse LU factorization.
To exploit sparsity, it is important to use a column ordering to reduce fill-in. Moreover, for computational efficiency, it is essential that the column ordering is only computed once at the first time step t * = δt * ; the computed ordering can be used for subsequent time steps since the sparsity structure remains the same. When G(x, y) is nonlinear, we do not compute a correction step.
Under the nondegenerate assumptions, similar analysis to that in [6] can be used to show that the Newton process is locally quadratically convergent. A discretized problem (11) for American option pricing is typically near degenerate in the sense that there are components with x i and y i simultaneously near zero. We illustrate in §3 computationally that this does not prohibit fast local convergence of the Newton process which is derived directly from the discretized problem (11) .
The Newton process proposed here is closely related to the one used in the primal and dual interior point methods for linear programming [18] . However, there is no barrier parameter embedded in our proposed method. This allows us to fully exploit the given initial approximation and avoid computational effort needed to find a starting point close to the central trajectory. The potential difficult of approaching the boundary prematurely is dealt with using the scaled steepest descent direction for globalization.
Concluding Remarks.
The discretized American option problem using finite difference approximation can be formulated as a finite dimensional complementarity problem. Depending on the finite difference approximation used, this complementarity problem will be a linear complementarity with a tridiagonal coefficient matrix, a general linear complementarity problem, or a nonlinear complementarity problem. As can be seen from (12) , even the discretized problem for the European option becomes a nonlinear programming problem with some complementarity constraints when the upstream weighting with the van Leer flux limiter is used for the convection term.
We propose a Newton type interior-point for solving these discretized option pricing problems; the close relationship between the option values of the consecutive time steps is exploited by the Newton process. We demonstrate that a small number of iterations, typically 2 ∼ 5, is required to compute a sufficiently accurate price. More importantly, the number 23 of iterations does not increase with the number of discretization points in the spatial dimension; it actually decreases as the time discretization becomes finer. This makes the proposed method particularly suitable for higher dimension problems.
We investigate the computed (finite difference) delta hedge factors using the complementarity method, the binomial method, and the explicit payoff method. We illustrate that, while the (implicit finite difference) complementarity approach produces continuous delta hedge factors, the binomial method and the explicit payoff method yield discontinuous delta. Therefore, the early exercise curve from the binomial method and the explicit method can be inaccurate. Finally, we demonstrate computationally that the Crank-Nicolson method, which is stable for the European option valuation, can lead to oscillations in the delta hedge factor.
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