Abstract-Electronic text (e-text) stylometry aims at identifying the writing style of authors of electronic texts, such as electronic documents, blog posts, tweets, etc. Identifying such styles is quite attractive for identifying authors of disputed e-text, identifying their profile attributes (e.g. gender, age group, etc), or even enhancing services such as search engines and recommender systems. Despite the success of Random Forests, its performance has not been evaluated on Author Attribtion problems. In this paper, we present an evaluation of Random Forests in the problem domain of Authorship Attribution. Additionally, we have taken advantage of Random Forests' robustness against noisy features by extracting a diverse set of features from evaluated e-texts. Interestingly, the resultant model achieved the highest classification accuracy in all problems, except one where it misclassified only a single instance.
I. INTRODUCTION
We define stylometry as the process of analyzing linguistic styles. Such analysis can be performed on various human contributions, such as writings, music and art. Our focus in this paper is stylometry analysis as they relate to electronic texts (e-text). In particular, the Authorship Attribution (AA) problem, which we informally define as a problem that aims at attributing texts whose authorship is disputed to a known author among a set of suspected authors.
AA is an interesting problem domain as it promises enhancing various upper-layer services. Examples are:
• Digital forensics -suppose that an e-text document d u is leaked such that its actual author is not known beforehand. By solely analysing d u , it is possible to predict its author's gender, age, native language, personality. . . [1] , [2] . Additionally, if a set of known authors exist, it is possible to predict which of the known authors has written the leaked document d u .
While it is possible to deceive such AA analysis [3] , it is also possible to identify such deceptive attempts with reasonable accuracy [4] .
• Authentication -an AA classifier can function as a form of biometric authentication. An example is the Active Authentication project 1 which aims at identifying system users continuously as they interact with a 1 http://www.darpa.mil/Our Work/I2O/Programs/Active Authentication. aspx given electronic system beyond just the authentication phase. Such continuous identification of system users is possible by evaluating their usage pattern of the given electronic service, which includes their unique writing patterns (which is the focus of AA).
• Search engines -a search engine can rank documents, not only based on how documents link against each other, but also based on the authors of their contents [5] .
Despite the known excellent performance of Random Forests [6] (RF), it has never been applied to the problem domain of AA. In this paper, we present an evaluation of an AA classification model that uses the RF learning algorithm. Due to the robustness of RF against noisy input features, we extract a highly diverse sets of features from all analysed input e-texts. This paper is structured as follows: background and related work are presented in Section II. Section III formally defines the AA problem. Section IV describes the extracted features from evaluated e-text documents. Such extracted features are used to represent the input e-text documents, which are in turn used to construct a classification model by using algorithms described in Section V, followed by Section VI where we present our questions and our evaluation methodology. Section VII presents software and hardware implementation details of this evaluation's testing bed. The evaluation results are presented in Section VIII, and the conclusions are drawn in Section IX.
II. BACKGROUND AND RELATED WORK
Early studies analyzed a single feature, such as the work of Mendenhall [7] , [8] . The first proposed method that relied on analyzing input from multiple features (as opposed to a single feature), is the work of Mosteller et al. [9] . The work of Mosteller et al. performed Bayesian analysis against the frequency of multiple features (function words 2 in this case), which ultimately produced a probability to reflect the belief of a given suspect author being the actual author of the disputed documents.
Later studies took advantage of Machine Learning algorithms [7] , [8] , which allowed the exploration of more complicated forms of patterns in the analyzed data while reducing the effort needed to perform such analysis.
As Natural Language Processing (NLP) became more feasible (due to the increase in computational power, as well as improved NLP techniques), syntactic features based on partof-speech tags became possible. To the best of our knowledge, the first of such feature is proposed by Baayen et al. [10] .
However, to the best of our knowledge, such diverse sets of previously proposed features were mostly evaluated in an isolated manner. In this paper, we evaluate the classification performance of an AA model using such diverse set of features collectively. Additionally, we adopt RF as the learning algorithm due to its robustness against noisy features.
III. DEFINITIONS AND NOTATION
Let A be the universal set of authors, and D be the universal set documents. For simplicity, and without loss of generality, we will assume that each document is written by a single author 3 . More formally A = {a|∀d ∈ D, a = ϕ(d)}, where ϕ : D → A is a function that maps documents to their corresponding authors.
Additionally, documents in D are often represented by some format that facilitates more efficient analysis at later stages. We adopt the features vector representation due to our choice of RF as the learning algorithm. We define f : D → R c as a data representation function that transforms documents in D to c dimensional feature vectors in R c . Therefore, X = {x|∀d ∈ D, x = f (d)} is the vector representation of D, and ϕ f : X → A is a function that maps vectors in X against their corresponding author labels in A.
However, in reality, complete access to the sets X and A is unavailable when inferring classification models. Instead, only sets X L and A L are accessible, where X L ⊂ X and
The set X L is often referred to as the learning set. Likewise, X T ⊆ X \X L is the testing set and A T = {a|∀x ∈ X T , a = ϕ f (x)} is the ground-truth set of class labels of instances in X T as used to evaluate inferred models.
Therefore, we formally define AA as the optimization problem (1) , where the goal is finding the classification model h * that minimizes the expected value of the loss function l.
where H is the universal set of classification models, X is a random variable that takes values in X , and l : A×A → {0, 1} is the classification loss function as presented in (2) .
However, the model h * is too difficult to find as the space of models H is usually not fully explorable. Instead, only a subset of it is explorable, which we denote by H L , where H L ⊆ H. Therefore, realistically, one can only find an approximation of h * , which we denote byĥ * , whereĥ * ∈ H L .
IV. FEATURES
In this section we present all of the features that are extracted by our implementation of the f function where c = 4, 777 (recall that f : D → R c ).
• freq_chars -the frequency of all of the 256 ASCII characters.
• freq_func -the frequency of a set of function words as provided by an expert (similar to [9] ). This resulted in 361 features.
• freq_ngrams -the frequency of n-grams. For efficiency, we count the frequency of the 2000-most frequent n-grams as observed in the training set.
• freq_rewriterules -the frequency of rewrite rules [10] from the perspective of Context-Free Grammars (CFG). For example, the sentence "I saw the saw" is first parsed as a tree as depicted in Figure 1 • freq_wordlen -the frequency of word lengths (i.e. the frequency of words that have a length of 1 character, the frequency of words that have a length of 2, . . . etc). For efficiency, we count the frequencies of words with lengths 1 to 50.
• freq_wordshape -the frequency of word shapes (i.e. what is the frequency of a word that begins with a capital letter, then followed by three small letters?). For efficiency, we restricted ourselves to shapes that exist in the training set (which happen to be 106 unique shapes)
• num_chars -total number of characters.
• num_words -total number of words.
• richness_hapax -a vocabulary richness measure that counts the number of hapax legomena (i.e. words that happen to appear only once in a given document. For example, Shakespeare is said to have approximately the same percentage of hapax legomena in each of his books).
• richness_yulesi -Yule's I vocabulary richness measure M1M1 M2M1 , where M 1 is the total number of words in the text document that is being analyzed, and M 2 = p∈P (p · num words(p)) 2 , P is the set of word frequencies, and num words is a function that returns total number of word forms that have the frequency p [11] . The higher the number, the richer (or more complicated) the vocabulary of the analyzed text is.
For example f (d) = x = (x 1 , x 2 , . . . , x 4777 ), where components x 1 , x 2 , . . . , x 256 represent the frequencies of ASCII characters as found in d, x 257 , x 258 , . . . , x 617 represent the frequencies of function words as found in d, and so forth.
We have intentionally chosen numerical features due to our selection of the learning algorithm. Decision trees are known to perform better with numerical values than nominals.
V. LEARNING ALGORITHM
In order to construct a classification modelĥ * to solve the AA problems, we use the learning algorithm RF [12] . Our selection of RF is primarily due to the following reasons:
• They are known to handle noisy data fairly well, which is particularly interesting in our situation where a highly diverse set of noisy features is used. For example, freq_rewriterules relies on POS taggers which are known to generate incorrect POS tags.
• Independent evaluations confirm the accuracy of RF across various domains [6] .
However, despite the success of the RF algorithm, it has never been evaluated in the context of AA problems. In this study, we aim to evaluate how successful this algorithm is in approximating the model h * .
VI. METHODOLOGY
Our objective is to quantify the performance of our proposed classifier in relation to recently evaluated techniques. Since a common evaluation dataset and testing bed exists, we decide to use such testing beds as it enables us to meaningfully compare our evaluated AA methods against alternative AA methods that were evaluated against the same testing bed. Additionally, to the best of our knowledge, the latest AA testing bed is provided by PAN12 [13] , and therefore we adopted it as the testing bed for this study. Dataset statistics are presented in Table I . PAN12 provids the following stylometry problems for AA tasks:
• Problem A -A closed set of 3 suspect authors, where in every test iteration, one of the suspect authors is the actual author of the testing document.
• Problem C -The same as Problem A, except for having a larger dataset and a larger suspect authors space of 8.
• Problem I -The same as Problem A, except for having a larger dataset and a larger suspect authors space of 14.
Similar to PAN12, we measure the classification accuracy by (3) .
where N i→i is the total number of documents that were correctly predicted to be written by the real author a i , and N is the total number of tested documents.
VII. IMPLEMENTATION
All of the feature extractors are implemented as Perl The RF implementation is Weka 6 . The only change in the default configuration setting the total number of trees to 1,000. It is possible that a fewer number of trees would suffice, however because RFs are known to be asymptotically consistent as the total number of trees approach infinity, it is unlikely for a larger number of such trees to degrade the classification accuracy [12] .
A number of wrapper scripts are also written in Perl to automate the overall evaluation process.
The overall automated training process is:
1) The content of all input training documents, along with their author's label, are sent to the feature extraction scripts. 2) Once the input instances of the training data set are all represented as multi-dimensional vectors of real numbers, they are stored in an Attribute-Relation File Format (ARFF) file 7 .
3) Then, Weka is executed to construct an RF classification model using the given training ARFF file. The classification model is then stored on disk for later use.
The overall automated testing process is identical except for ignoring the classification label of the testing instances. The labels are only used at a later stage to evaluate the accuracy of the classification model.
VIII. RESULTS
Although the learning algorithm RF and the extracted features were known for over a decade, the performance of the combination is quite competitive. More specifically, our model achieved the highest achieved classification accuracy in all evaluation data sets, except for Problem C where it misclassified only one instance. Details are presented in Table  II . We find the results interesting as our implementation of the AA model is not significantly optimized. This leaves the possibility for additional improvements should we evaluate other variations of RF such as ET [14] while rigorously tuning its parameters, as well as the use of generalized n-grams beyond words and letters.
Worth noting that the run-time was generally acceptable despite the fact that our implementation was not optimized for minimizing the run-time speed (specially that the run-time speed is not an evaluation criterion in this paper; the only evaluation criterion is classification accuracy). For example, the total amount of time 8 that is required for training the RF classification model for problem A is 26.8 seconds, and only 4.9 seconds (in average) are required to test every input test document in D T .
IX. CONCLUSION
In this paper, we have presented the performance evaluation of an AA model that uses the Random Forests (RF) learning algorithm. The evaluated RF classifier achieved the highest 8 As measured on a Gentoo Linux that is running on an Intel Core i5-3570K CPU clocked at 3.40GHz with 16GB of DDR3.
classification accuracy rates in all AA problems. The only exception is problem C where it achieved an accuracy of 87.5% due to misclassifying a single instance.
It should be noted that our proposed RF classifier did not undergo significant modifications. The only adjusted parameter is the total number of forest trees which is set to 1,000. This parameter cannot overfit due to the law of large numbers [12] . Therefore, we find it quite interesting that RF are capable of achieving such accurate results while still not requiring extensive adjustments.
Future works may include the evaluation of additional feature types (specially that RF is known to be robust against noisy features), the evaluation of further tuned parameters, and exporting RF to other stylometry problem domains such as Stylistic Inconsistency (SI), Authorship Verification (AV) and Authorship Profiling (AP).
ACKNOWLEDGMENT
This work is funded by Buhooth 9 .
