Abstract-Current routing protocols for cognitive radio networks are severely affected by the frequent activity of primary users. Nodes that are in the interference range of an appearing primary user are not allowed to transmit, and therefore existing routes which utilize such nodes are obliged to undergo a route maintenance phase. This naturally provides other routes to the destination that may incur extra delay or increase packet queuing overhead. In this work, a novel route maintenance protocol is proposed that allows existing routes to endure the event of primary user presence by forming cooperative links between neighboring nodes and nulling out transmission at the primary receiver using cooperative beamforming. Our proposed protocol can be used in conjunction with any of the existing routing protocols, thus achieving modularity. Extensive simulations are done which prove that our proposed protocol outperforms existing route maintenance techniques in terms of end-to-end delay and loss ratio, with minimal incurred overhead.
I. INTRODUCTION
Cognitive Radio Networks (CRNs) have emerged recently as a highly praised solution to the current inefficient usage of scarce spectrum. Secondary networks are allowed to use the spectrum if no primary user (PU) decides to transmit. Several routing protocols were therefore devised to allow for route construction between distanced nodes across the network [1] . Routing protocols range from being totally PU-oblivious [2] to intelligent routing protocols which avoid areas that are statistically congested with PUs [3] , [4] . However, the fact still remains that secondary routes constructed in CRNs are susceptible to PU activities, and therefore frequent route maintenance is inevitable. This is one of the most contributing factors to the degradation of network performance in CRNs in terms of end-to-end delay and loss ratio.
Recent researches in wireless communications were focused on possible cooperation scenarios between transmitters to attain advantageous transmission properties, one of which allows multiple nodes to cooperatively send encoded data so as to cancel transmission at specific directions. This particular technique, called Cooperative Beamforming, was specially appealing in CRNs since it allows multiple secondary users to transmit in the presence of a primary user while nulling out transmission at its side. Cooperative beamforming was well investigated in the literature to characterize its effect on both the PHY and MAC layers [5] - [7] . However, a lack in developing routing protocols which make use of such a technique is still apparent.
Toward that end, a cross-layering protocol is proposed for route maintenance in CRNs which relies on physical layer cooperative beamforming techniques to avoid reverting to less efficient routes when a primary user becomes active. Specifically, multiple secondary nodes are allowed to cooperatively transmit data while nulling out transmission at the present primary user, and therefore circumvent the need for conventional rerouting. Therefore, the geographical areas in which secondary transmissions were prohibited along with the presence of a primary user can now be penetrated by existing routes with minimal changes, hence the name DeadZone Penetration (DZP) Protocol. A motivating scenario is depicted in Figure 1 , in which node 1 transmits to node 4 via node 3. Upon the presence of a PU, however, node 3 cannot be used by conventional routes, and a re-route is mandated through hops 1,5,6,7,4. Our protocol overcomes this obstacle by allowing nodes 2 and 3 to cooperatively send data to node 4, thus maintaining the originally constructed route. Our protocol proves beneficial in cases where the best alternative routes that are chosen using conventional route maintenance schemes are far less superior to the original route, whereas DZP allows the continuation of the established route.
Our DZP protocol is carefully designed to have the following features: 1) it requires minimal changes to the underlying routing protocol, thus achieving "modularity", 2) it provides the primary receiver with sufficient protection from interference while enabling the secondary users to efficiently utilize the spectrum, and 3) it is able to adapt quickly to the changes in the primary receivers activity.
Our DZP protocol is evaluated using NS2 [8] . Two routing protocols were integrated with DZP as examples to the broad categories of routing protocols mentioned earlier: AODV [2] as an example for a PU-oblivious routing protocol, and LAUNCH [3] as an intelligent routing protocol. We show that in both cases, DZP can enhance network performance in terms of endto-end delay and loss ratio, while satisfying the required PU interference protection.
The paper is organized as follows: Related work in the literature is discussed in Section II. Sections III and IV illustrate the system model used and the details of the proposed protocol. In Section V, the process of route maintenance using DZP is explained, and details regarding the implementation of the protocol are highlighted in Section VI. Results are shown in Section VII and the paper is concluded and potential directions for future work are discussed in Section VIII.
II. RELATED WORK
Cooperative Communication techniques allow multiple users to simultaneously and collaboratively transmit coded data in particular spacial directions in order to enhance the signal quality (Cooperative Diversity) or to produce transmission nulls at others (Cooperative Beamforming) [9] . A straightforward application of such techniques is in CRNs to increase secondary link reliability or to allow for secondary transmissions while canceling the transmission in the direction where a primary user exists. In this context, cooperative beamforming was extensively studied in CRNs and the impact of its application was characterized in various scenarios. We mention for brevity [5] - [7] . However, these studies focused solely on characterizing the effect of employing cooperative beamforming on the PHY and MAC layers, and little attention was given from a network-level perspective to consider route establishment and maintenance, despite the apparent advantages of such considerations on network performance. On the contrary, cooperative diversity techniques were extensively studied both from PHY and MAC perspectives [10] and routing perspectives in ad-hoc networks [11] - [14] . For example, Khandani et. al. [11] characterized energy savings attained by employing cooperative diversity in static wireless networks. In [12] , heuristic solutions based on the concept of building blocks were proposed to the minimum-powerroute-finding problem, and the energy distribution among the nodes was taken into account in [14] . In [13] , networks with multi-flows are considered in which cooperative routing may degrade the performance of the network, and the concepts of a virtual node, virtual link and multi-beam cooperative beamforming are introduced to overcome such problems. In [15] , cooperative communication is used to either increase the achievable data rates on particular links, or to increase achievable range of cooperating nodes, and the optimal cooperation is found which maximizes network throughput. However, all of the aforementioned publications considered cooperative diversity techniques to achieve better secondary links along the established routes, while no focus was directed toward equivalently considering cooperative beamforming in a network routing framework.
To the best of our knowledge, this is a pioneering work to go beyond the common two-hop physical layer considerations of cooperative beamforming, and extend the process to a network level perspective. Our dead-zone penetration protocol utilizes cooperative beamforming for maintaining the active routes that have been best-selected by any of the existing routing protocols in cognitive radio networks. With minimum overhead, DZP improves the maintenance performance of existing routing protocols by allowing established routes to sustain the presence of a PU and therefore avoiding the necessity for route re-establishment.
III. SYSTEM MODEL
Assume the presence of a CRN which consists of a set of static (stationary) PUs that are licensed to use the spectrum according to their data delivery requirements. Consider that the secondary users are able to sense and detect the primary users activity. Assume that PUs' activity pattern is modeled as a twostate ON-OFF birth-death statistical process where a PU can be either active (ON) or inactive (OFF), with durations of each state stochastically determined according to the probability distribution which describes the PU behavior and changes according to traffic types. A set of stationary SUs are allowed to use the spectrum in a manner that does not jeopardize the integrity of the PU transmissions, with maximum transmission power of P T for each SU. Assuming that the primary network adopts an overlay transmission policy, a secondary node is not allowed to transmit except in two cases: 1) a PU is not currently active, in which case a SU is permitted to occupy the spectrum for a period which terminates with the re-occupation of a PU to the spectrum, or 2) concurrently with the PU only if a SU is able to employ cooperative beamforming that will be described in the following subsection. It is vital to mention here that interference must be avoided at the receiving end of the primary link. Therefore, we assume throughout this work that a PU signifies a primary receiver, and that concurrent transmission is only allowed if interference is avoided at the receiver side. We assume also a slow fading multi-path wireless channel, in which a channel coefficient is constant over a period of T c . A short T c would require frequent estimation of the channel coefficients, while a long T c alleviates this requirement.
Primary receiver detection can be done via overhearing and decoding reply messages sent by the receiving nodes, such as ARQ or CTS packets. Assume that PUs are separately identified by each of the SU nodes in the network, and such an assumption can be validated by observing that decoding ARQ or CTS packets sent by PUs gives the SU identifying information of the PU, such as the MAC address of its equipped NIC card. In order to perform accurate beamforming, reliable estimates of the channel coefficients between the transmitting SUs and the PU should be acquired, and this can be achieved by employing channel estimation techniques on the preambles of those packets [16] . SUs are assumed to communicate control packets over a dedicated Common Control Channel (CCC) such as the 2.45GHz ISM band.
A. Cooperative Beamforming
Assume the presence of M secondary transmitter-receiver pairs that are trying to communicate in the presence of K primary receivers. The M SUs cooperate with additional N − M SUs to perform cooperative beamforming and null out transmission at the K PUs, thus making the total number of transmitters N 1 . The explained model is depicted in Figure  2 . The signal received at each receiver can be mathematically modeled as
where y i is the signal received by receiver i, i = 1, . . . , M corresponds to the set of M secondary receivers, and i = M +1 . . . N correspond to the set of K PUs, x j is the encoded data symbol sent by transmitter j, j = 1 . . . N, h ij is a complex random variable representing multipath fading incurred at the symbol x j and received by receiver i, and n i is an additive white Gaussian noise at receiver i. Throughout this work, we assume the channel coefficient to be Ricean-distributed to account for Line-of-Sight fading communications [17] . Using appropriate encoding, the N transmitters send the same data packet while nulling out transmission at the K PUs. This encoding process can be mathematically elaborated by rewriting (1) in a matrix form as
where
T , H is a N × N channel matrix with its (i-j)th element equal to H ij = h ij , W is the beamforming matrix with the (i-j)th element representing the weight used by 1 Note that cooperative beamforming requires satisfying the following condition: N ≥ M + K node j to encode symbol i, x is a column vector containing the data symbols originated from the M secondary transmitters, and
i represent the ith column of the matrix W, then in order to allow SUs to null out reception at the PUs and correctly deliver the data symbols at their respective destinations, W should be chosen according to
where Null(X) represents the null-space of the matrix X, and H † i is a matrix containing all rows except for the ith row of H.
B. Practical Considerations
The successful accomplishment of cooperative beamforming depends greatly on the following: 1) accurate calculation of the beamforming matrix W, and 2) strict time and frequency synchronization between both transmitters to allow for coherent addition of the signals at both receiving nodes. We expose on these two practical considerations in the following subsection.
a) Channel estimation quality: Channel estimation quality directly and drastically affects the performance of the beamforming process. Based on the faithful rendition of the channel coefficient matrix, an appropriate set of weights can be obtained, and therefore a high level of signal nullification is maintained. However, the channel estimation process is of erroneous nature. In fact, the beamforming weights calculation is carried out based on an estimate of the channel matrix, which may unacceptably degrade the performance of the nulling process. To further elaborate on this case, consider the following scenario: a cooperative pair is constructed to nullify transmission at a PU. An estimate of the channel coefficients between the nodes constituting the pair and the PU is made, which can be modeled mathematically aŝ
where h iP is the channel coefficient between node i and the PU, andĥ iP is an estimate of h iP where the error is modeled as Δh i , a random variable whose variance statistically characterizes the quality of the estimation process. In this case, the average interference power incurred at the PU due to estimation error can be written as
where w is the beamforming weights vector, and Figure 3 shows the average interference incurred after the cooperative beamforming process for different values of the estimation error variance, which shows that cooperative beamforming can deliver unacceptable performance for certain applications. For example, Figure 3 shows that for a maximum average interference threshold of 0.78, estimation error process with a variance of up to 1 is only acceptable. b) Time/frequency synchronization: Cooperative beamforming requires a high level of synchronization between collaborating nodes. Synchronization in this context implies time and frequency [18] . Cooperative beamforming requires that nodes participating in the beamforming process accurately time their transmission. Various methods can be employed to achieve accurate time synchronization between collaborating nodes. For cooperating pairs of nodes, time synchronization between nodes can be maintained using a master-slave architecture such as that proposed in [19] and will be assumed throughput this work. Several techniques for carrier phase and frequency locking based are devised and can be used with acceptable synchronization performance. [20] , [21] .
c) Null-space calculations: The calculations of beamforming weights involves finding the null-space for the channel matrix as in (3) . This can exhibit high computational complexity for larger number of cooperating groups. However, several solutions to computing null-spaces in sparse and non-sparse cases are available which are computationally efficient. We mention here for brevity [21] - [23] .
IV. DZP: DEAD ZONE PENETRATION PROTOCOL
In this section, our DZP route maintenance protocol is described. The basic premise of this protocol is to allow a set of neighboring nodes to provide possible cooperative links to their neighbors which can be utilized to forward data in the presence of a PU by applying cooperative beamforming to null out interference on its side. In the following, the basic idea of the protocol is described, and then the implementation details of the protocol are presented in subsequent sections. 
A. Protocol Description
While designing DZP, a set of goals were taken into consideration to facilitate the efficient use of the protocol in CRNs. These are: (1) provide reliable alternative links for the routes affected by the presence of a PU which require minimal changes in the route, (2) provide sufficient protection of the PU to comply to the constraints of a typical overlay network, and (3) quickly adapt to the new topological changes incurred by the presence or absence of PUs.
In order to adhere to the previously mentioned goals, the DZP protocol allows the SUs to acquire enough information to be able to locally determine the various possibilities of cooperative links that can be established, and the set of nodes which can utilize those links either as a possible next hop or to be a next hop for those links. The following definitions are made:
Definition 1: Cooperative Group: A set of nodes that collaboratively and simultaneously transmit encoded signals to null out transmission at certain directions. A special case of a cooperative group is the Cooperative Pair in which the set of nodes consists only of two nodes.
Definition 2: Beneficiary Set of a Cooperative Group: The set of nodes which can utilize a Cooperative Group as a next hop.
Definition 3: Assistance Set of a Cooperative Group: The set of nodes which can be utilized by a Cooperative Group as a next hop.
In light of what is discussed in Section III-A, a Cooperative Group needs to consist of at least N nodes in order to be able to null transmission at M < N directions. Conversely, a Cooperative Pair can null out transmission at one direction only. It is evident that all nodes in the Cooperative Group need to be aware of the data to be sent in order to provide the necessary encoding for successful transmission nulling. There are two scenarios to allow for the sharing of this information: 1) all the nodes in the Cooperative Group are in the vicinity of each other: this can allow for low-power data dissemination among the nodes in the group prior to the transmission process, or 2) the node which utilizes the Cooperative Group as a next hop is a common neighbor of all the nodes in the Cooperative Group: in this case, all the nodes in the Cooperative Group overhear the data packet according to the Wireless Broadcast Advantage (WBA). For simplicity and ease of exposition, we limit our focus in this paper to Cooperative Pairs only. For this case, it is more practical to assume that a Cooperative Pair can be utilized as a next hop by a node if it is a common neighbor of the nodes in the Cooperative Pair. This assumption alleviates the need for low-power exchange of information between the nodes, while allowing nodes of relatively larger geographical separation to form possible Cooperative Pairs.
According to the previous discussion, it is clear that the beneficiary set of a Cooperative Pair consists of all the common neighbors of the nodes in the Cooperative Pair. It is not mandatory, however, to use a common neighbor as a next hop for the Cooperative Pair. Conversely, a neighbor of either of the nodes in the Cooperative Pair can be utilized as a next hop for the Cooperative Pair. This directly follows from the mathematical formulation described in Section III-A. However, it follows intuitively by exposing the nulling process as transmitting two signals that are appropriately encoded and therefore destructively added at the destination. Following this, we can state that both nodes need to be in the interference range of a PU for successful nulling, while only one node needs to be in reach of the next hop.
Based on the previous definitions and the preceding discussion, the following statements can be derived: (1) Any two nodes can form a Cooperative Pair iff they are in the interference range of the same PU. To ease the implementation of the DZP protocol, Cooperative Pair formations and the associated beneficiary and assisting sets need to be determined by each node individually and in a distributed manner. To facilitate this, each node should be aware of three pieces of information regarding the current topology of the network. These are: (1) Next-hop neighbors. Section VI describes the details of the protocol by which such information is made available by each node. Assuming that each node obtains the required information, each node can now determine locally the set of Cooperative Pairs in which it can participate. In order to enlist the possible Cooperative Pairs in which a node can participate, each node initiates a DZP algorithm which is explained in the following subsection.
B. Group Formation Algorithm
A Cooperative Pair and its beneficiary set can be formed in accordance to the following conditions: (1) A PU is detected by a node and one of its neighbors, and (2) A common neighbor is present between the node and the cooperating node.
Let S i be the set of neighbors of node i. Let Beneficiary Set i, j and Assistance Set i, j respectively be the beneficiary and assisting sets of a Cooperative Pair which constitutes nodes i and j. Then we can simply state that for a Cooperative Pair constituting nodes i and j: Beneficiary Set i, j = S i ∩ S j and Assistance Set i, j = S i ∪ S j . To adhere to the aforementioned conditions, a node resorts to the algorithm described in Algorithm 1 to construct a table of all possible Cooperative Pairs in which it can participate, and the set of beneficiary nodes which can utilize such links as next hops.
V. ROUTE MAINTENANCE DZP protocol alters the route maintenance mechanism of existing routing protocols for better network performance in terms of end-to-end delay and network throughput. Each node in a route is now aware of the possible cooperative pairs it can participate in for nulling transmission at PU's side. However, given that there are multiple potential cooperative pairs for a given PU, the question now arises to: Which of the available cooperative pairs for a node affected by a PU should be used for cooperative beamforming? In order to answer that, we make a few important remarks, and then the algorithm for best pair selection is presented.
A. Cooperative Pair Opportunities Elimination
Inherent to the beamforming process, nulling at one PU user can indirectly affect the transmission to the next hop of the cooperative pair. Consider the simple scenario in Figure  4 . Nodes a, b and c are all affected by a PU. Node a chooses to cooperate with node b to form a cooperative pair which applies beamforming in order to null transmission at the PU side. Let h P = [h aP h bP ] be the channel vector between nodes a and b and the PU. The cooperative pair forwards the received packet to node d. In this case, transmission to node d while applying the appropriate beamforming weights can result in diminishing values of received power. However, if node a was to cooperate with node c instead, the received power at node d would be of much greater values. The reason for this can be best demonstrated by exposing the beamforming process from a linear-algebraic point of view. The received signal at the PU side is simply the dot product between the beamforming weight vector w and the channel vector h P . Therefore, it is a direct implication to choose w as the orthogonal vector to h P for perfect nulling. This is depicted in the right of Figure 4 . However, considering the channel vector h d = [h ad h bd ], the dot product between w and h d can result in an equivalently low value due to the small angular separation between vectors h P andh d . Taking into account the maximum transmit power of the secondary nodes, increasing the magnitude of the vector w is hence limited, and therefore the shortcoming of using nodes a and b as a cooperative pair is inescapable. Conversely, choosing c in the cooperative pair can result in an adequate power level at node d because vectorsh P andh d have a wider angular separation. It is therefore apparent that not all possible combinations can be suitable for route maintenance, and a node should choose the cooperative pair which would achieve the minimal required received signal power P MIN r . Note that the received power at the next hop while applying beamforming is
B. Best Cooperative Pair Selection
Upon the presence of a PU, a node should select the best cooperative pair to null out reception while maintaining the required received signal power at the next hop. The affected node applies Algorithm 2 to obtain such a cooperative pair. The algorithm goes as follows: 1) for each possible cooperative pair, calculate the weights required to null out reception at the PU, 2) Calculate the received power at the next hop using these weights, and 3) Select the cooperative pair which achieves "maximal" received power at the next hop given that it does not fall below P MIN r .
VI. IMPLEMENTATION
The advantage of using DZP protocol lies in its "modularity": a DZP protocol can be used in conjunction with any of the existing routing protocols in CRNs for better route maintenance performance. For the sake of evaluation, DZP was implemented on both AODV and LAUNCH routing protocols as two examples of two broad categories of routing protocols: AODV [2] is a greedy routing protocol which aims at minimizing the end-to-end delay of a route by selecting the minimum number of hops along the route, while LAUNCH [3] provides higher level of intelligence in choosing the route by embedding the statistical knowledge of the PU behavior in the route selection process, and thus avoiding unstable areas. As will be shown in Section VII, performance gains due to using DZP differs substantially depending on the underlying protocol.
Two main considerations are to be taken into account for practical deployment of the DZP protocol, which are exposed on in the next discussion.
A. Channel Coefficients
The basic premise of the protocol is the ability to perform cooperative beamforming to null out the transmission at the primary receiver. To achieve this, the channel coefficients between the nodes constituting a cooperative pair and the PU should be made available by all the nodes in the cooperative pair. Moreover, for best cooperative pair selection, a cooperative pair should be able to estimate the received signal power at the next hop, and therefore the channel coefficients between the nodes in a cooperative pair and their direct neighbors in the secondary network is also a must. As discussed in Section III-A, the channel coefficients of the secondary network can be obtained via receiving preambles that are inserted into transmitted frames for the sole purpose of channel estimation. However, this situation is not relevant in the context of estimating the coefficient to a PU because the intentional insertion of channel estimation preambles implicitly requires coordination between the primary and secondary networks which is not commonly the case in CRNs. Luckily, most of the modern primary networks employ full-duplex transmission schemes in which a receiver sends predefined confirmation packet (RTS and CTS for example) that can be overheard by secondary nodes and through which channel estimation can be performed [24] . The issue of channel estimation among secondary nodes is far less problematic because of the inherent cooperative nature of the network. We emphasize here that channel estimation should be carried out on data packets that are exchanged on data channels. Therefore, secondary nodes are assumed to add channel estimation preambles in their transmitted data packets for frequent channel estimation and subsequent formation of cooperative pairs.
B. Frequent Cooperative Pairs Discovery
For an acceptable level of routes reliability, the process of link switching from a conventional link that is affected by the presence of a PU to a cooperative pair-based link that is insusceptible to PU presence should be seamless. Therefore, DZP is chosen to act proactively by sending the control packets periodically to allow for rapid adaptation to changes in the topology due to PUs presence/absence and the varying of the channel coefficients. This results in fast route maintenance behavior. However, for limiting the number of control packets among the network, only users that are participants in existing routes are allowed for establishment of cooperative-pairs and thus sending the DZP formation packets.
VII. EVALUATION
In this section, the performance of our DZP protocol is evaluated using NS2 simulations to demonstrate its the performance gains and overhead. DZP-based versions of AODV and LAUNCH protocols (named Co-AODV and Co-LAUNCH respectively) were implemented for comparison purposes. Table I summarizes the simulation parameters used in our evaluation. The multi-channel multi-radio extension of NS2 is used for our implementation. A PU model based on ON-OFF model is used where the means of the exponentially distributed active and inactive periods are randomly chosen (according to a uniform distribution) with a 50% duty cycle. PUs are distributed uniformly over the available grid. We assume that the channel coofficients follow a Rician distribution to Fig. 6 . Impact of the data rate. Fig. 7 . Impact of the number of PUs. Fig. 8 . Impact of PUs' heterogeneity.
A. Experimental Setup
account for Line-of-Sight communication, which results in an average of 125m transmission range for the SUs that are placed uniformly across the grid. Each SU node is equipped with two radio interfaces and has omni-directional antennas and runs the IEEE 802.11 MAC protocol. The first radio is used for exchanging the control packets while the second is used for exchanging data. The source and destination of each connection are selected randomly. Throughout our evaluation, the end to end delay, loss-ratio and control packet overhead are used as our main metrics. Figures 5.a and 5 .b show the advantage of using DZP over conventional routing schemes from both the end-to-end delay and the loss ratio perspectives for different secondary network densities. Several key observations can be made from the two figures: (1) Co-AODV and Co-LAUNCH perform better as network density increases because of the availability of better routes and more cooperative pairs for a node to choose among when maintaining the route. (2) Co-AODV attains better performance gains than Co-LAUNCH. This is intuitive because AODV by nature does not account for PU presence and therefore the constructed routes are frequently changed to less efficient routes; a downside that is in most cases overcome by employing DZP. The same argument does not hold for LAUNCH because in this case, the routes are initially selected to bypass areas that are highly congested with PUs. (3) As the number of SUs increases, the gain achieved by using DZP gradually diminishes because additional -and possibly better -alternate routes become available, which enervates the positive effect of employing DZP. (4) Co-AODV outperforms its counterpart. The reason for this is the selection criterion of routes that is adopted by LAUNCH which takes into account both minimum delay and PU presence. This leads LAUNCH to select routes that may suffer from greater end-to-end delay in exchange for route stability against PU behavior. AODV does not account for PU presence, and therefore, minimum delay routes are always selected despite their relative unreliability. Since DZP handles the problem of PU presence, this gives an apparent advantage for Co-AODV over Co-LAUNCH. Figures 6.a and  6 .b show how DZP-based systems outperform conventional routing protocols for different data rates. System performance degrades in terms of end-to-end delay and loss ratio for higher data rates due to the high congestion of data packets along the routes and the consequent queue overflowing. Some of the observations that are mentioned previously can be noted also in Figures 6.a and 6 .b.
B. Results

1) Effect of Changing Number of SUs:
2) Effect of Changing The Data Rates:
3) Effect of Number of PUs:
As noted from Figures 7.a and 7.b, DZP-based routing protocols outperform their conventional versions for an increasing number of PUs, which is the main focus of our protocol. It is noted that comparing Co-AODV and Co-LAUNCH, the two protocols perform almost identically for a number of PUs up to 4. However, increasing the number of PUs above 4 shows an apparent advantage of Co-LAUNCH over its rival because for higher density of primary users, there is a higher probability of having nodes affected by more than one PU, in which case our DZP protocol that is based on forming cooperative pairs fails to null out transmission at two simultaneous directions. Therefore, Co-LAUNCH proves superior due to its authentic intelligence of route selection which implicitly avoids routes that are highly congested with PUs.
4) Effect of Number of Active Connections:
A drawback of our proposed protocol is shown in Figures 8.a and 8 .b where DZP-based protocols perform relatively worse than their conventional counterparts because of inter-flow interference: cooperative links are known to exhibit high level of interference on nearby nodes and therefore degrade the performance of the network in terms of end-to-end delay and loss ratio. Figure 9 shows the effect of increasing the number of SUs on the routing overhead. Although adopting DZP route maintenance protocol increases the overhead of the routing protocols, such increased overhead is not significantly higher than the actual protocol overhead.
5) Protocol Overhead:
VIII. CONCLUSION AND FUTURE WORK
We proposed a DZP route maintenance scheme that is based on employing cooperative beamforming for nulling transmission toward the present PUs. This alleviates the need for drastic changes in existing routes by allowing nodes affected by the presence of a PU to form cooperative pairs and apply beamforming for transmission nulling. The protocol was proposed to be "modular" in a sense that it can be used in conjunction with any existing routing protocols for better maintenance performance. For illustration purposes, simulations based on NS2 were carried out, and our DZP protocol was used with AODV and LAUNCH routing protocols. Results were produced which proved the superiority of our novel protocol in terms of end-to-end delay and loss ratio, with very limited overhead.
We are currently extending this work in multiple directions including the consideration of multiple channels, forming cooperative groups which consists of more than two nodes for multi-PU beamforming and addressing the tradeoff between increasing the group size and minimizing the maintenance overhead. In addition, a routing protocol that is aware of cooperative pair formation is under development for better route construction and PU avoidance in CRNs. Furthermore, we are implementing our DZP route maitenance scheme on top of cognitive radio emerging testbeds like CogFrame [25] and CRESCENT [26] in order to measure its performance in real life scenarios.
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