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Water-related diseases affect societies in all parts of the world. Online sensors are considered a solution to the
problems associated with laboratory testing in potable water. One of the most active research areas of such online
sensors has been within optics. Digital holographic microscopy (DHM) has the potential to rival state-of-the-art
techniques such as advanced turbidity measurement. However, its use as an online sensor is limited by the large
data requirements typical for digital holographic video. In this paper, we provide a solution that permits DHM to
be applied to a whole class of online remote sensor networks, of which potable water analysis is one example. The
designed sensors incorporate a novel space-variant quantization algorithm to preprocess each frame of a video
sequence before transmission over a network. The system satisfies the generally accepted requirements of an on-
line system: automated, near real-time, and operating in a real environment. To verify the effectiveness of the
design, we implemented and evaluated it in an active potable water facility. © 2018 Optical Society of America
OCIS codes: (090.1995) Digital holography; (100.6890) Three-dimensional image processing; (180.6900) Three-dimensional
microscopy.
https://doi.org/10.1364/AO.57.00E190
1. INTRODUCTION
Water-related diseases (WRDs), such as diarrhea, typhoid fever,
and hepatitis A, remain one class of major global health con-
cerns [1]. Nearly 90% of diarrheal diseases are caused by poor-
quality drinking and bathing water [2]. According to the World
Health Organization (WHO), globally 10% of all deaths
among children under five are caused by diarrhea [3]. As the
water is usually distributed to a large number of consumers
from the same source, in the case of contamination at a single
location, widespread infection is possible.
The microbiological quality of drinking water, regulated by
governmental bodies, is determined typically by onsite water
sampling followed by transportation to a laboratory where
the actual analysis is performed. This procedure has two major
problems. First, as the sampling is done at intervals, each sam-
ple represents only a fraction of the total water going through
the system, such as a water pumping station. Changes in the
water’s microbiological quality can occur between the sample
gatherings. The second major problem is the delay between
gathering the sample and obtaining the result from analysis. As
the microbiological quality is determined by culturing the sam-
ple in the laboratory, the delay can be more than 18 h. Both of
these problems pose risks to public health.
To increase safety and to ensure high microbiological quality
of potable water, the use of online sensors has been suggested
[4,5]. In the context of this work, we define an online sensor as
one that (i) has a higher (close to real-time) response time and
higher sampling frequency than laboratory-based methods,
(ii) has a comparable reliability to laboratory-based methods
in terms of few false positives and false negatives, and (iii) has
highly accessible results (e.g., should permit Internet access if at
a remote location).
Of the optical sensors employed in this field [5–10], sensors
measuring turbidity are among the most popular. Turbidity
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measurement can be considered as an indirect measurement of
microbiological water quality, but it cannot differentiate
between organic and inorganic particles. One of the most so-
phisticated forms of turbidity measurement is multiangle light-
scattering (MALS) measurement, which captures light at sev-
eral angles of refraction [6,11]. Unfortunately, MALS is limited
to a single object in its field of view, requires precise alignment
between the source and the sensor, and works only on relatively
small volumes. Spectroscopy, such as Raman spectroscopy [7],
Fourier-transform infrared spectroscopy [8], ultraviolet-visible
spectroscopy [9], and fluorescence spectroscopy [10] have also
been reported in water quality research. However, spectroscopic
methods, too, are typically limited to small sample volumes that
limit their sampling rate.
A. Anticipated Advantages of DHM
Digital holographic microscopy (DHM) is an imaging tech-
nique that is well suited for real-time imaging of three-
dimensional (3D) objects [12–30]. Digital holography can be
regarded as an enhancement of light-scattering approaches with
the following desirable properties: (i) the scattering from the
object is captured holographically so that the scattering can
be reversed in software, thus generating an in-focus image of
the object at any distance from the camera, (ii) a relatively large
volume can be imaged so that the object does not have to be in
any special location, and (iii) multiple objects can be imaged
(sensed) and recognized (distinguished) simultaneously.
These properties have the potential to provide advantages
over MALS. One implication of property (i) is that any em-
ployed database of morphological scattering signatures can be
simplified compared with MALS. By this, we mean that rather
than compiling a set of scattering signatures for each object type
and for each scattering distance for MALS, with DHM one
needs only to store a signature for the in-focus object shape di-
rectly, because in software one can propagate from the hologram
to the in-focus object for any scattering distance. Another impli-
cation of property (i) is that multiple joined objects can be dis-
tinguished with DHM, whereas with MALS they would
generate a scattering pattern that is so difficult to analyze that
most MALS implementations insist on only one object at a time
being in the scattering beam. We propose that both of these im-
plications would give rise to a lower false positive rate, which is a
common problem with light-scattering approaches [5].
Two implications of property (ii) are that alignment issues be-
tween the scattering beam and the sample are relaxed, and that a
larger range of object sizes can be accommodated. An implication
of property (iii) is that higher throughputs should be possible.
B. Major Obstacle to Use of DHM in Sensor
Networks
The major obstacle to an online and remote DHM system for
water quality measurement currently is the data requirements
of digital holographic video, which are large with respect to the
small number of pixels in the final imaged particle. Also, the
low frequency of particles typically in potable water means that
many holograms without a sensed particle may be transmitted
unnecessarily. The data requirements are a critical considera-
tion because network bandwidth is usually the primary bottle-
neck in achieving a high sampling density with online sensors.
Due to their high noise content, digital holograms have been
shown to yield relatively modest results in general-purpose
data-compression studies [31].
We propose that this obstacle to DHM’s widespread use in
remote online systems can be overcome by carefully partitioning
the hologram image processing and analysis within the system
and designing a special-purpose video compression scheme. We
argue that a special-purpose hologram video compression
algorithm is warranted because of the unique a priori knowledge
one has of the sensed objects in DHM sensor networks.
The rest of the paper is organized as follows: in Section 2
the identified design choices are described; in Section 3, the
developed compression algorithm is introduced; in Section 4,
an implementation of the system is described; and Section 5
concludes the work.
2. DESIGN CHOICES
We identify four major design choices for such an online sys-
tem: (A) optical hardware and architecture, (B) location of data
processing and analyses, (C) processing and analysis algorithms,
and (D) hologram video compression.
A. Optical Hardware and Architecture
A typical sensor network consists of data measurement nodes
and a gateway that enables users to access the data (Fig. 1).
Here, the measurement node contains a DHM sensor. The
trade-offs between various interferometer architectures and
illumination choices have been well studied [13,21,29]. For
example, a free-space propagation DHM [21,32] avoids the
need for an expensive microscope objective, but suffers from
a depth-dependent spatial resolution and vibration-sensitive
alignment of a pinhole to produce the spherical wave.
B. Location of Data Processing and Analyses
Due to the large volume of data in holographic video of
real-world objects, networked holographic video applications
have an ever-present problem of how to optimally partition
the data processing between the capture side (before network
transmission) and the display side [33,34], as illustrated in
Fig. 1. For each application, the conclusion can be different.
Data processing and analysis choices directly affect overall
system capabilities, as summarized in Table 1. At one extreme,
Sensors Gateway
Fig. 1. DHM sensor network and design choices. A plurality of
holographic sensors transmits holographic data over a network to a
gateway. Design choices for where to conduct hologram image process-
ing and analysis in a DHM sensor network. P, process; A, analyze; C,
compress; T, transmit; R, receive; D, decompress. At one extreme, all
data processing and analysis are conducted at the measurement node
only, and minimal data are compressed and transmitted to the gateway.
At the other extreme, raw hologram data are compressed at the mea-
surement node and transmitted to the gateway, where all processing
and analysis takes place. Table 1 summarizes the trade-off.
Research Article Vol. 57, No. 22 / 1 August 2018 / Applied Optics E191
the measurement node can be a simple low-calculation-power
device that records, compresses, and transmits raw holographic
video, with all computationally expensive processing and analy-
ses tasks performed at the gateway. This approach has the major
disadvantage that it requires significant network bandwidth and
thus imposes a limit on the water sampling density possible
with the system.
Alternatively, at the other extreme, all processing and analy-
sis could be performed at the measurement node, and the gate-
way could be a simple device, requiring very little network
bandwidth. This approach has the major disadvantages that
it is difficult to upgrade the system for higher throughputs be-
cause many individual measurement nodes would need to be
upgraded, and having many sophisticated measurement nodes
would drive up costs (in terms of initial outlay and reliability in
harsh environments due to mechanical cooling measures, for
example).
Our proposal is to carefully partition the data processing and
analysis between measurement nodes and gateway. The major
disadvantages of each approach could be avoided, without sac-
rificing either one’s advantages. The challenge is to find algo-
rithms for the measurement nodes that are:
1. effective: measurement node algorithms must be effec-
tive at preprocessing and compressing the hologram video data
such that network bandwidth requirements are low (compared
to transmitting the raw video data) and water temporal sam-
pling density is high, and
2. efficient: at the same time, the measurement node algo-
rithms need to be computationally simple and efficient such
that the computer has sufficiently modest computing hardware
Table 1. Primary Disadvantage of Each Simple Design Choice When Partitioning the Data Processing between
Measurement Nodes (before Network Transmission) and Gateway
Measurement Node (Low Processing Power) Measurement Node (High Processing Power)
Gateway (low processing power) Not applicable–insufficient computing capabilities
in overall system to analyze data
Not possible to perform inexpensive software upgrade
of system functionality because gateway’s
computational resources are too restrictive
Gateway (high processing power) Low temporal sampling density because of high
network bandwidth requirements
Expensive to deploy and upgrade hardware; less
reliable in harsh environments
(a) (b) (c)
(f)(e)(d)
(g) (h) (i)
Fig. 2. Comparison of three DHM object localization techniques applied to each of three different classes of sample (top row, semitransparent
rayon fibers; middle row, living E. coli bacteria; bottom row, 1 μm latex beads. The three techniques were (a), (d), (g) Tamura contrast coefficient;
(b), (e), (h) variance; (c), (f ), (i) amplitude. The Tamura contrast coefficient approximation [38] is calculated for each pixel on each layer of the
inverted amplitude reconstruction volume by using blockwise processing [37]. Variance and amplitude are calculated in the same manner. Color
coding is used for depth. The rayon fibers were captured with the setup described in Ref. [37] and the other two as described in Section 4 of this
paper. Tamura contrast and variance work well for E. coli and latex beads; however, variance identifies only the edges of the rayon fibers. Amplitude
analysis, in general and for these samples also, identifies the lateral positions but fails in the identification of axial positions.
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requirements. A simple measurement node is more reliable,
more robust, and more cost-effective.
3. minimal: the computationally expensive processing
should be performed at the gateway, so there will be no need
to upgrade the measurement nodes (in terms of software
or hardware) when upgrading the most sophisticated data-
processing algorithms in the system. Reliable, over-the-air soft-
ware upgrade of remote measurement nodes can be possible
with a good framework design, but this is still a difficult prob-
lem in the general case [35].
C. Processing and Analyses Algorithms
As the system is required to be near-real-time, algorithms need
to be optimized and chosen on the basis of the specific appli-
cation. In the literature, objects have been found in hologram
reconstruction volumes using amplitude analysis [27], edge
detection [36], and contrast analysis [37]. However, as shown
in Fig. 2, a different set of methods is appropriate for each
application.
D. Hologram Video Compression
Hologram video compression is necessary because, in practice,
the limiting factor on the sampling density of the system is the
data throughput over the network. The most general algo-
rithms do not presuppose any particular type of hologram data
and so yield modest compression results [31]. However, we
propose that in DHM sensor networks, the objects sensed
are from such a restricted class, and known a priori, that we
can do much better than the tools created for general-purpose
digital hologram compression. In the next section, we intro-
duce a novel compression technique that is specific to DHM
sensor network applications.
3. COMPRESSION
The principle employed in this compression strategy is to par-
tition (temporally and spatially) the regions of pixels in the
hologram video sequence according to how much information
they contain about the sensed particles, and represent those re-
gions with a number of bits per pixel proportional to howmuch
information they contain. It is called space-variant compression
because the number of quantization levels per pixel is depen-
dent on that pixel’s spatial location in the hologram domain.
Space-variant quantization has similarities to nonuniform dig-
ital hologram quantization [39,40] but is distinct because in
that work Shortt et al. determined the number of quantization
levels to employ based on the hologram pixels’ complex values
and ignored their spatial locations. Our approach is comple-
mentary to the ongoing efforts in compressive sensing of digital
holograms [41,42]. However, our space-variant quantization
can be regarded as a subtle enhancement of compressive sensing
schemes where pixels are either included or not included (as is
the case of [42], for example) because here we include pixels
with varying numbers of bits of representation (including
the possibility of zero bits).
The approach is as follows. Starting from the second holo-
gram in the video sequence, and for each hologram, we apply
the steps as shown in Fig. 3. Holograms are subtracted from
their predecessor to generate a subtraction hologram. This
can increase the reconstruction quality by removing the effects
of impurities and unwanted reflections [21] and increase com-
pression ratio by removing noise.
A fixed number of intensity images is reconstructed from the
subtraction hologram, with a predefined depth interval, and
analyzed efficiently based on their histograms for the presence
of a particle. Using a typical hologram in each case, Fig. 4 shows
that reconstructions with and without near in-focus objects
Fig. 3. Data compression pipeline for each frame in the hologram
video sequence. The input for the compression algorithm is a subtrac-
tion hologram, and the output is a compressed hologram. The inset
illustrates how the histogram analysis is executed. Each number 1
through 8 denotes the data type at that point in the pipeline.
Fig. 4. Illustration of the inputs to histogram analysis (using a
hologram from the application described later in the paper). (a),
(b) Intensity reconstruction at −150 mm from a hologram without an
object and its histogram, respectively; (c), (d) intensity reconstruction
at −150 mm from a hologram with an object and its histogram,
respectively.
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have distinct histograms. If the number of pixels with intensity
values higher than intensity threshold τ is less than a predefined
threshold γ, then that reconstruction is assumed to contain a
near in-focus object. The threshold values τ and γ, and the
reconstruction depth interval, must be chosen experimentally
based on one’s application. By keeping the depth of sample vol-
ume narrow enough, a relatively small number of reconstruc-
tions can be used for a reliable detection of objects’ presence, as
the objects do not have to be fully in focus. Alternatively, one
can increase the number of reconstructions with a cost of higher
processing time.
If it is determined that the subtraction hologram does not
contain a particle, that whole frame of the hologram video se-
quence is replaced with a placeholder (an empty hologram) that
requires only a few bytes to represent (data type 8 in Fig. 3). If it
is determined that the subtraction hologram contains a particle,
the reconstruction at the depth closest to the particle is binar-
ized by thresholding to determine the object’s center of mass
(item 5 in Fig. 3). These exact coordinates are used to partition
the subtraction hologram into concentric circular regions, cen-
tered on the axial position of the particle, so that it can be quan-
tized using different numbers of quantization levels (see Fig. 5).
By knowing the point spread function (PSF) of the system, the
object-to-camera-distance, and the estimated lateral size of the
object, one can define an appropriate sequence of diameters for
one’s application. If a single field of view contains multiple
objects, overlapping areas of the concentric regions β1, β2,
and β3 around each object adopt the highest number of bits
determined for any β.
Each space-variant quantization option is characterized by a
pair of triples β1, β2, β3 ∈ R3 and b1, b2, b3 ∈ N3, where
b1 ≥ b2 ≥ b3. Each βi defines the diameter of one concentric
circle, and the corresponding bi defines the number of bits with
which to quantize each pixel in that region. A lower bi value
results in lower data requirements for each holographic pixel
and lower amplitude quality in the resulting reconstruction.
For each application, an appropriate trade-off should be found
experimentally between quantization and reconstruction qual-
ity. In addition, it is possible to use any number of regions and
different shapes for regions.
A particular value for b1, b2, b3 was evaluated using two
parameters as follows. Space-variant quantization was applied
to an original unquantized hologram H to yield H 0 that
was losslessly compressed using the portable network graphics
(PNG) standard [43]. PNG uses the LZ77 algorithm and
Huffman coding. The compressed size in bytes of H 0 was di-
vided into the size of H , similarly losslessly compressed with
PNG, resulting in a value called the compression ratio. For
the second parameter, the binary segmentation mask obtained
by using the Tamura coefficient of the reconstructed amplitude
from H 0 was compared (normalized sum of absolute
differences) with an equivalently obtained mask using the
reconstruction from H . Both parameters are plotted for various
values of b1, b2, b3 in Fig. 6.
As the simplest option, we have chosen intensity quantiza-
tion in the hologram domain as the lossy component of our
compression strategy. However, any state-of-the-art lossy com-
pression scheme can be adapted to the space-variant strategy
proposed in this paper, and comparison of several of these could
be the subject of a separate study.
4. IMPLEMENTATION
To verify the effectiveness of the design, a physical implemen-
tation using inexpensive off-the-shelf components was built
and evaluated in an active potable water facility. The imaging
sensor was an inline DHM, illustrated in Fig. 7, whose prin-
cipal components were a 405 nm laser module (CNI PGL-D8-
405-50), a flow-through channel (Ibidi, 81121 μ-Slide 0.1
Luer), a 40X microscope objective (Olympus PLN 40X),
and a 1280 × 1024 pixel complementary metal oxide semicon-
ductor camera with 5.3 μm pixel pitch (IDS Imaging UI-
1242LE-M). The remote sensor unit included a fanless com-
puter [Thinclient Zotac Zbox, ZOTAC International (MCO)
Ltd., Macao, Hong Kong], and the gateway was a custom-built
personal computer that used a graphics card for digital hologram
processing [44]. The fanless computer was capable of performing
one full-resolution reconstruction approximately in 1 s.
The sensor was evaluated in a laboratory environment with
various test objects. A static 1951 USAF resolution test chart
was imaged before incorporating the flow-through channel and
water circulation system. In addition, the system was tested
with moving 1 μm latex beads. These resolution tests are shown
Fig. 6. Trade-off between compression ratio and reconstruction
quality, for various values of b1, b2, b3, using the hologram and
βi values from Fig. 5. A higher compression ratio is better. A lower
percentage difference is better. The choice is determined by the mini-
mum quality required by one’s processing and analysis algorithms.
Fig. 5. Illustration of space-variant hologram quantization (using a
hologram from the application described later in the paper).
(a) Amplitude reconstruction at −140 mm from the hologram plane
with an object in focus, hologram size 1280 pixels × 1024 pixels;
(b) hologram partitioned into three concentric regions to which vary-
ing amounts of quantization are applied (pixels in region β1 are
allowed more quantization levels than in region β2, and so on).
The object need not be centered on the optical axis as in this example.
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in Fig. 8; it can be verified that the resolution of the system is
suitable for imaging objects smaller than 1 μm.
After adding the flow-though channel, the system was tested
using living Escherichia coli (E. coli). E. coli was chosen, as it is
the most commonly used bacterial indicator for a fecal pollu-
tion [45,46]. Cultured living E. coli was collected from a Petri
dish with an inoculation needle and mixed with 100 ml of
sterile water. The mixture was manually pushed through the
flow-through channel, and digital holograms were captured
at the maximum frame rate of the camera with the full reso-
lution (Fig. 9).
For tests in an active potable water facility, a portable version
of the sensor was assembled in a commercially available alumi-
num case that contained a low-calculating-power computer
unit, the imaging and sample circulation components as de-
scribed above, and a 3G modem (Huawei E367). The flow
speed was controlled with a variable area flow meter (Kytola
Instruments Inc.). This flow-through channel with 100 μm
depth and variable area flow meter together prevented turbu-
lence that might cause same particles to be imaged multiple
times. In object detection (as part of the compression algo-
rithm), holograms were reconstructed at five distinct depths
with 25 μm intervals starting from the front plane of the
flow-through channel. The compression algorithm parameters
γ and τ were 104 and 0.3, respectively.
The Finnish wholesale potable water company Vesikolmio
Oy (Nivala, Finland, www.vesikolmio.fi), which serves water to
50,000 people and annually delivers 3.7 millionm3 of water,
provided access to one of their ground-water pumping stations.
The system was installed before the ultraviolet water purifica-
tion system for a testing period of two months. During the two-
month testing period, the system was capable of capturing
multiple holograms that contained microparticles (example
shown in Fig. 10). There were no water-contamination issues
during the test period, and no biological contaminants were
found in the water supply. For a quantification of the perfor-
mance of the system in a laboratory setting, a reservoir of con-
taminated water should be used. The purpose of the onsite
testing at the pumping station was to demonstrate deployment
possibilities. For further consideration at remote sites, the
parameters of a proposed algorithm should have performance
bounds and values that have been validated in real settings.
This is future work.
A. Automated Image Processing and Analysis
In order to image process and analyze these holograms, an au-
tomated procedure was developed. The objects were localized
(a) (b)
Fig. 9. Result with E. coli. (a) Subtraction hologram; (b) intensity
reconstruction at −17.1 mm from the hologram. The white rectangle
in (b) shows a region where a single E. coli was identified. The bac-
terium appears twice, as the water flow was slow enough for the object
to be imaged in both frames of the subtraction hologram (magnified in
inset).
Fig. 10. Typical result from the active potable water facility.
(a) Subtraction hologram; (b) intensity reconstruction at −159 mm
from the hologram plane, where a single microscopic object is in focus.
Fig. 7. Imaging sensor components. Light from the laser module
(LM) is collimated by the lens (L) and transmitted through an aperture
containing the sample (S). Magnification is realized with the micro-
scope objective (MO), and the hologram is captured with the digital
camera (C).
×
(a) (b)
Fig. 8. Resolution test. (a) USAF 1951 resolution chart. The line-
width of the smallest element is 780 nm (element 3 of group 9 in
inset). (b) 1 μm latex beads in waterflow. Estimated flow speed of
4 ml/min was controlled by a peristaltic pump (Welco WPM1). The
inset shows magnified intensity of one latex bead at −48 mm from the
hologram plane together with a horizontal intensity profile going
through the center of the object.
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and segmented using Tamura coefficient approximation [37].
The 3D blobs (regions) were classified according to their
morphology by calculating their eccentricity [29], as
ϵ 

1 −

b
a

2
1
2
, (1)
where a and b are the lengths of its longest and second longest
orthogonal dimensions in 3D space, as calculated using prin-
cipal component analysis (PCA). Eccentricity can be used to
differentiate rod-shaped (such as bacilli) and spherical (such
as cocci) bacteria. A typical result with a hologram containing
two microscopic objects is shown in Fig. 11. Another example
with more detailed analysis is shown in Fig. 12. In these exam-
ples, the analysis was performed on the raw uncompressed
holograms to allow us to appropriately choose the lossy com-
pression parameters for the subsequent study.
5. CONCLUSION
The use of DHM as an online sensor in a sensor network is
limited by the large data requirements typical for digital holo-
graphic video. In this paper, we provided a solution that permits
DHM to be applied to a whole class of online remote sensor
networks, of which potable water analysis is one example ex-
plored in detail. The solution consists of a software framework
to handle the holographic data from its capture, through its
processing, to its analysis. We demonstrated the unique a priori
knowledge one would have in DHM sensor networks of this
type, and how that motivates a novel space-variant digital holo-
graphic video quantization algorithm. The efficient reduction
in data, without sacrificing accuracy, allows DHM sensor net-
works of this type to satisfy the generally accepted requirements
of an online system: automated, near real-time, and operating
in a real environment. To verify the effectiveness of the design,
a physical implementation using inexpensive off-the-shelf com-
ponents was built and evaluated in an active potable water
facility. Our conclusion is that DHM now has the potential
to rival state-of-the-art techniques such as advanced turbidity
measurement. Broader applications include the search for
microbial life in extreme environments [47].
Fig. 11. Typical result from the active potable water facility with a
hologram containing two microparticles. The 3D blobs are localized
and segmented in the reconstruction volume, and the orientations of
the bounding boxes found using PCA. Eccentricities of 0.63 and 0.78
were found for the upper and lower 3D blobs, respectively. Colors
represent relative depth of particles.
Fig. 12. Typical results from the active potable water facility. The first row shows intensity reconstructions at full size (with a white rectangle
indicating the identified object), bottom row shows the magnified object, and a y-z intensity plane (side profile) through the volume along the white
vertical line in the magnified object. (a) Reconstruction depth 113 mm, object size 2.84 μm × 1.81 μm × 0.77 μm; (b) reconstruction depth
131 mm, object size 2.21 μm × 2.16 μm × 1.2 μm. ϵ denotes eccentricity.
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