Abstract. It is proved that every regular expression of size n can be converted into an equivalent nondeterministic nite automaton (NFA) of size O(n(log n) 2
Introduction
One of the central tasks of formal language theory is to describe in nite objects (languages) by nite formalisms (automata, grammars, expressions, etc.), and to investigate the descriptional power and complexity of these formalisms. In this paper, we consider two standard models for the description of regular languages: nondeterministic nite automata without "-transitions (NFAs) and regular expressions. The size (descriptional complexity) of an NFA is considered to be the number of its transitions (the size of the memory to store it); the size of a regular expression is the number of symbols occurring in it.
For these two fundamental descriptional complexity measures of regular languages it is known EZ76] that the conversion of NFAs into equivalent regular expressions may lead to a considerable increase of the descriptional complexity, i.e., there are regular languages requiring regular expressions of size exponential in the size of their minimal NFAs. On the other hand, previously described conversions from regular expressions into NFAs RS59,BEGO71,HU79] produce automata whose size is in the worst case quadratic in the size of the input.
In SS88] 1 it is even claimed that for each n the regular language de ned by (a 1 +")(a 2 +") :::(a n +") requires NFAs of size (n 2 ), which would imply that the above conversions are optimal.
In this paper, we devise a polynomial time conversion from regular expressions to NFAs that produces automata of size O(n(log n)
2 ) where n denotes the size of the input. This is an essential improvement over the previously known conversions and disproves the lower bound claimed in SS88]. We show that our construction is almost optimal by proving a lower bound of (n log n) for the above-mentioned example from SS88]. This also implies the nonexistence of linear size conversions from regular expressions to NFAs. The starting point of our construction is what we call the \position automaton" for a regular expression; this automaton, rst described in BEGO71] and also known as \nondeterministic Glushkov automaton" Br u93], is based on ideas already explained in MY60] and Glu61]. The basic idea of our construction is as follows. Each state of the \position automaton" for a given regular expression is split up into a small number of new states in a way such that several of the new states (coming from di erent old states) that account for a lot of transitions are \equivalent" and can thus be \merged", leading to an overall small number of transitions. The crucial task is splitting the states of the \position automaton" in the right way; this is done by a recursive procedure. This paper is organized as follows. Section 2 describes our terminology and states the main results; Section 3 recalls the \position automaton construction"; Section 4 describes our construction: First we explain the general idea of \split-ting" and \merging" states in a \position automaton" and show that it results in an equivalent automaton. Afterwards we describe the recursive procedure that yields a particularly economical \splitting"; and nally the actual upper bound on the size of the output of this procedure is established. Section 5 gives the lower bound for the example from SS88]; and we conclude this paper with open questions and an outlook.
Terminology and results
When we speak of a regular expression over an alphabet A , we mean a nite expression built from the symbols in A and the special symbols \;" and \"" using the binary operation symbols \+" and \ " and the unary operation symbol \ ". Parentheses are used to indicate grouping, the operators \+" and \ " are written in in x notation, \ " is written in post x notation, and \ " is often omitted. Given a regular expression E over an alphabet A , we write L(E) for the subset of A that is denoted by E. The size of a regular expression E, denoted size(E), is the number of occurrences of elements from A in E.
When we speak of a nondeterministic nite automaton (NFA) over an alphabet A , we mean a tuple (Q; q I ; ;Q F ) where Q is a nite set of states, q I is the initial state, Q A Q is the nite transition relation, and Q F is the set of nal states. We thus don't allow "-transitions in NFAs. Given an NFA A, we denote by L(A) the subset of A recognized by A.
In our examples, we use the following alphabets: for each n > 0, we assume an alphabet A n of cardinality n whose letters are denoted by 1], 2], ::: , n].
The main results of this paper are the following two theorems. Theorem 2. Let E n = ( 1]+ ")( 2] + ") ( n]+ "). Every NFA that recognizes L(E n ) has at least n + 1 states and b n log n?n 4 c transitions.
In the rest of this section, we use E 5 as an example to illustrate the basic idea of our conversion from regular expressions to NFAs. Depicted in Figure 1 Our construction results in automata which we call \common follow sets automata". Such an automaton can be seen as a derivative of a position automaton, obtained by dividing each state into some pieces and identifying equivalent pieces from di erent states. For E 5 , our construction produces the NFA depicted State p1 of the position automaton is split into two pieces q1 and q2, each transition into p1 is redirected to both q1 and q2, and the outgoing transitions of p1 are distributed among q1 and q2 such that p2 and q2 have the same outgoing transitions. The states p2 and q2 can then be identi ed, leading to an overall smaller number of transitions. The depicted common follow sets automaton needs only 13 transitions (as opposed to 15 in the position automaton).
3 Positions, rst, last, and follow sets
In this section, we recall the de nitions of some sets containing positions of a regular expression which are the basis of the \position automaton" as well as of the new construction. We follow the exposition in Br u93].
3 From now on, we assume that every regular expression E over an alphabet A comes with a set of positions, denoted pos(E), whose elements are in one-to-one correspondence with the occurrences of letters from A in E. A position can be best thought of as pointing to a particular occurrence of a letter in E. Given a regular expression E and a position x 2 pos(E), we write hEi x for the letter in E that x points to (occurs in position x).
This assumption has a consequence for inductive de nitions and proofs: when we consider a regular expression of the form EF or E + F, the sets pos(E) and pos(F) are disjoint.
Let E be a regular expression over an alphabet A . When scanning a word from L(E), each letter scanned matches a particular occurrence of this letter in E, or|in our terminology|corresponds to a particular position of E. Of course, there is often more than just one way to scan a word from L(E) (due to ambiguities of E). The sets rst(E) and last(E) are de ned in a way such that a position x belongs to rst(E) (respectively last(E)) if and only if it corresponds to the rst (respectively last) letter scanned in some scanning process.
Formally, rst(E) is de ned by induction according to the following rules: rst(;) = ; ;
(1) rst(") = ; ;
rst(a) = pos(a) for a 2 A ;
In order to obtain rules for last(E) substitute \last" for \ rst" and replace the last but one rule by:
Given a position x 2 pos(E), the set follow(E; x) is de ned in a way such that y 2 follow(E; x) if and only if x is immediately followed by y in some scanning process. It is de ned inductively according to the following rules:
follow(a; x) = ; for a 2 A , (8) follow(F + G;x) = follow(F; x) if x 2 pos(F) ; follow(G; x) if x 2 pos(G) :
follow(FG; x) = 8 < :
follow(F ;x) = follow(F; x) if x 2 pos(F) n last(F) , follow(F; x) rst(F) if x 2 last(F) .
(11)
The rst, last, and follow sets of a regular expression E can be used to de ne an NFA that recognizes L(E) in the following way, as was already described In Subsection 4.1, we de ne for each regular expression E a variety of NFAs (the common follow sets automata for E) all of which recognize E. In Subsection 4.3, the main part of this section, we describe a recursive procedure that constructs for every regular expression E a particularly small common follow sets automaton. Subsection 4.2 provides technical groundwork, and Subsection 4.4 establishes the upper bound for the output of our construction.
The common follow sets automaton
The idea behind our construction is to decompose the follow set of each position, i.e. the set of successors of a state of the position automaton, into some subsets.
These subsets become the states of our automaton, each subset C being responsible for the transitions from the original state to the elements of C. This means, when the position automaton is in a state x (a position of E), our automaton will be in one of the chosen subsets of follow(E; x) instead, say in C. It has thus nondeterministically restricted the set of possible next states to the elements of C. Each transition from x to every x 0 2 C is replaced by transitions from C to every C 0 belonging to the decomposition of follow(E; x 0 ).
The common use of subsets in the decomposition of di erent follow sets will give the desired complexity bounds.
So far, we have not considered the distinction between nal and non nal states. To cope with this, we will add a ag to the state set.
De nition 1. Let E be a regular expression, given with its set of positions pos(E). A system of common follow sets for E is given by a decomposition dec(x) P(pos(E)) for each x 2 pos(X) such that follow(E; x) = C2dec(x)
C :
The family of common follow sets C associated with this system is de ned by C = f rst(E)g
The common follow sets NFA (Q; q I ; ;Q F ), associated with this system is given by Q = C f0; 1g; q I = ( rst(E); 1) if " 2 L(E) ;
( rst(E); 0) otherwise ; = f((C; f);hEi x ;(C 0 ;f 0 ))jx 2 C, C 0 2 dec(x), and f 0 = 1 i x 2 last(E)g; Q F = C f1g :
Note that if follow(E; x) = ;, then necessarily dec(x) = f;g. Lemma 2. Let E be a regular expression and A the common follow sets NFA associated with any system of common follow sets for E. Then L(E) = L(A) :
Proof (sketch). By a straightforward induction, we show that the following conditions are equivalent for any nonempty word w: { After reading w, the automaton A can be in state (C; f).
{ After reading w, the position automaton A E can be in some state x where C 2 dec(x), and x is a nal state in A E i f = 1.
The rest follows from Lemma 1.
u t
The complexity of the common follow sets automaton obviously depends on the choice of the system of common follow sets. The rest of this section deals with the problem of nding appropriate common follow sets.
Follow sets and the tree representation of expressions
From now on, we x a regular expression E and a decomposition of E into subexpressions (i. e., we resolve ambiguities that arise from iterated products and sums). Our aim is to give an alternative de nition of the follow sets of E.
We represent E as a tree, which is denoted by t E . In this tree, each node corresponds to exactly one occurrence of a subexpression of E. We identify the node and the subexpression. So when we speak of a subexpression of E we really mean an occurrence of a subexpression.
If a subexpression F of E is an ancestor of G, we write F G. The notion of a subtree will be understood in the graph theoretic manner, i.e., as a subgraph being a tree. As a special case, we consider the subtree of t below F as the tree consisting of a node F and all its descendants F 0 F in t.
(This is what is sometimes called a subtree, whereas our notion of subtree allows for instance a single path of the original tree to be a subtree.)
For any subtree t of t E , pos(t) denotes the set of positions of expressions a 2 A being leaves of t. If the root of t is the expression F, we have pos(t) pos(F). The inclusion may be strict since t need not be the full subtree of t E below F. As a measure of t we use the cardinality of pos(t); we set jtj = jpos(t)j.
Let's analyze the rules (8){(11) which describe how a set follow(E; x) is obtained. We observe that on certain occasions, when x 2 last(F) for some subexpression F, the set rst(F) or rst(G) for a related subexpression G is added to the follow set of E. In order to be able to formalize this observation, we de ne an injective function \next" between subexpressions of E as follows:
F if F is a son of F in t E ; G if F is a son of FG in t E ; otherwise:
We set rst( ) = ; and obtain as a reformulation of (8) 
The construction of a system of common follow sets
We now describe a procedure that, for the given regular expression E, computes a system of common follow sets that yields a small common follow sets automaton.
Using the observations of the last subsection, we recursively compute on certain subtrees t of t E (starting with t = t E ) families of common follow sets C(t) P(pos(t)) and decompositions dec(x; t) C(t) for all x 2 pos(t). When F is the root of a tree t treated in the recursion, these decompositions will be constructed in such a way that the following equation holds:
rst(next(G)) for x 2 pos(t) : (12) Applied to the entire tree, (12) gives by Lemma 3:
rst(next(G)) = follow(E; x) for x 2 pos(E).
Hence we may set dec(x) = dec(x; t E ) for x 2 pos(E),
in order to obtain a system of follow sets for E. That this yields a small follow sets automaton will be discussed in the next subsection.
The recursive procedure. Assume t is a subtree of t E such that jtj > 1. (The end of the recursion, the case jtj = 1, is discussed below.) Let F be the root of t. Divide t into two subtrees t 1 ;t 2 according to the following rule: starting from the root of t, search downwards for some node F 1 such that jtj , where t 1 is the subtree of t below F 1 ; let t 2 be the rest of t after removing t 1 .
4
As Volker Diekert has pointed out to the authors, one could use instead pos(t) \ follow(E; x) on the right hand side of (12). We use the above version since it is the starting point of some optimizations to be described in the full version of the paper.
Finally, set
C 2 = pos(t) \ rst(F 1 );
dec(x; t) = 8 > > < > > :
dec(x; t 1 ) fC 1 g if x 2 pos(t 1 ); x 2 last(F 1 ); dec(x; t 1 ) if x 2 pos(t 1 ); x 6 2 last(F 1 ); dec(x; t 2 ) fC 2 g if x 2 pos(t 2 ); rst(F 1 ) follow(E; x); dec(x; t 2 ) if x 2 pos(t 2 ); rst(F 1 ) 6 follow(E; x);
C(t) = fC 1 ;C 2 g C(t 1 ) C(t 2 ) :
The correctness argument. We show that (12) holds, provided it holds for t 1 and t 2 as constructed above. We consider only the case x 2 pos(t 1 ) \ last(F 1 ). The other cases can be dealt with similarly.
The left hand side of (12) It remains to show that (19) equals C 1 . Consider a node G such that F G F 1 . From Lemma 3 (c), we conclude x 2 last(G) i (x 2 last(F 1 ) and last(F 1 ) last(G)). Thus, if x 2 last(F 1 ), then x 2 last(G) i last(F 1 ) last(G), hence C 1 is identical with (19).
u t
To conclude the description of our recursive procedure, we nally explain what happens to a tree t with jtj = 1, i.e., when pos(t) = fxg for some x. In this case, we set dec(x; t) = 8 < :
ffxgg if there exists a node F in t other than the root such that x 2 last(F) \ rst(next(F)), f;g otherwise, C(t) = dec(x; t):
In this case, (12) holds immediately. The resulting systems of common follow sets allow some optimization, which will be given in the full version of the paper. For example it is possible to reduce the number of states of the common follow sets automaton to 2 jsize(E)j, whereas the rough estimation in Lemma 4 (i) gives only 6 jsize(E)j.
A trivial optimization, the leaving-out of the empty set in the decomposition of a nonempty follow set, is already done in the construction of the example automaton for E 5 (see Figure 2) . With this hint, the reader may re-enact the construction, when starting from the expression ( 1] + ") (( 2] + ") (( 3] + ") (( 4] + ") ( 5] + "))))).
The descriptive complexity
In order to establish the upper bound of Theorem 1 we show that the above construction guarantees the following properties, where n = size(E). Lemma 4. For C = f rst(E)g C(t E ) and dec(x) = dec(x; t E ) the following holds:
(i) jCj 3n ? 1, (i) By straightforward induction we get jC(t)j 3jtj ? 2 for all subtrees t used in the construction.
(ii) Likewise, we get inductively P C2C(t) jCj 3 log 3=2 jtj logjtj + 1. For t = t E this gives the claimed result when adding j rst(E)j n. (iii) Each decomposition dec(x) contains at most one element for each subtree t used in the construction with x 2 pos(t). In this sequence of subtrees containing x each tree contains at most 2=3 of the positions of its predecessor.
Therefore, we can have at most log n log 3=2 + 1 subtrees containing x. u t 5 An n log n lower bound For proving the lower bound of Theorem 2, we consider the regular expression E n = ( 1]+")( 2]+") ::: ( n]+"), respectively the language L n = L(E n ). Note that for any factor i] j] of any word in L n we have i < j. We want to show that any NFA A recognizing L n has at least n + 1 states and b n log n?n 4 c transitions.
Proof (of Theorem 2). We may trivially restrict to automata having only productive and reachable states.
The minimal number of states of any automaton recognizing L n can be obtained as a consequence of the more general fact that the state set Q of any automaton A = (Q; q I ; ;Q F ) recognizing L n can be divided into n+ 1 disjoint nonempty subsets, i.e., Q = Q 1 Q 2 ::: Q n+1 ; where each Q i ;i = 1; ::: ;n, is de ned by q 2 Q i i i = minfj j 9q 0 2 Q : (q; j];q 0 ) 2 g; and the states in Q n+1 are those having no outgoing transitions.
For showing the nonemptiness of these sets, we will rst prove the following property of the transitions of A.
For all (p; i];q) 2 we have p 2 Q i and q 2 Q i+1 ; (20) where we use Q i and Q i+1 as abbreviations of Q 1 Q 2 ::: Q i and Q i+1 Q i+2 ::: Q n+1 , respectively. The claim p 2 Q i is implied by the de nition of the partition of Q; it remains to show q 2 Q i+1 . If the state q were in Q j for some j i, we would have, by de nition of Q j , a transition (q; j];q 0 ) for some q 0 2 Q. Since any state was supposed to be reachable and productive, we would obtain i] j] as a factor of some word in L(A), in contradiction to the assumption of A recognizing L n . For showing the lower bound on the number of transitions, we de ne, for say p 2 Q i , q 2 Q k , j] 2 A , the length of the transition (p; j];q) as the di erence k ? i.
We now look at successful runs of A on the following words. For k = 0; ::: ; blog nc and j = 1; ::: ;2 di erent transitions used, when A is reading all words w k;j for a xed k = 0; ::: ;blognc.
Assuming (a) and (b), we obtain for each word w k;j at least (odd word length being the worse case) jwj;kj?1
