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Abst ract - -The  optimal control problem with general constraints i considered. This involves the 
calculation of the open loop control input as a function of time such that an objective function is 
minimised and the constraints are satisfied. The approach taken in this paper is to discretise the 
control input by representing it by a sequence of piecewise constant vectors ove~r equally spaced 
intervals pa.n.ning a finite thne horizon. A penalty function approach is then used to reformulate 
the original constrained problem as an unconstrained minimisation problem which is solved by using 
a dynamic minimisation algorithm. This algorithm is particularly suitable for penalty functions. 
The approximate solution obtained minlmisea the objective function whilst satisfying the original 
constraints at the discretisation points. 
1. INTRODUCTION 
There has been considerable interest over the last few years in the solution of optimal control 
problems for complex systems (Goh and Teo [1], Sakawa and Shindo [2]). Optimal control prob- 
lems involve the minimisation of an objective function subject o constraints on the state variables 
and control inputs. In general, this will lead to a non-linear constrained optimisation problem. 
Several different problem formulations and numerical solution algorithms have been developed 
for these problems (Luenberger [3], Bryson and Ho [4], Goh and Teo [1]). In this paper, the 
constrained optimal control problem is reformulated as an unconstrained minimisation problem 
using a penalty function approach (Bryson and Ho [4]) and solved with Snyman's algorithm 
LFOPI (b)  [5]. The solution consists of a sequence of piecewise constant control vectors over 
equally spaced subintervals making up the finite time horizon. A discrete open loop control 
scheme is thus computed that minimises the objective function and satisfies the constraints as 
well as desired. The fundamental advantages of the proposed method are: 
(1) The constrained optimal control problem is solved directly by using a simple penalty 
function formulation. 
(2) A standard and robust numerical algorithm developed by Snyman [5] can be used to solve 
the unconstrained minimisation problem." 
In Section 2, the formulation of the general constrained optimal control problem is given. 
In Section 3, the general constrained optimal control problem is reformulated via the penalty 
function method as an unconstrained minimisation problem. In Section 4, the application of the 
proposed methodology is demonstrated for two different systems. These consist of a linear plant 
model obtained from Goh and Teo [1] and a non-linear problem involving the optimal control of 
container cranes obtained from Goh and Teo [1] and Sakawa and Shindo [2]. 
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2. FORMULATION OF THE GENERAL 
CONSTRAINED OPT IMAL CONTROL PROBLEM 
Consider a process described by the following system of differential equations defined on the 
fixed time interval [0, T]: 
it(t) = f (t, x(t), u(t)), (1) 
where x = ( z l , x2 , . . . , xn)  T • Rn ,u  = (u l ,u2 , . . . ,u r )  T • R r are respectively the state and 
control vectors, f = ( f l , f2 , . . . , fn )  T • R n and T denotes the transpose. The initial condition 
for system (1) is 
• (o) = (2) 
0 0 where x0 = . . . . .  xo)T 
We may now state the constrained optimal control problem as follows. Let U denote the 
class of all measurable functions u : [0, T] ~ R r such that ai < ui(t)  < hi, i = 1, . . . ,  r for all 
t • [0, T], where {hi} and {bi} are given real numbers. Find a control function u" • U such 
that a prescribed functional 
~0 ! 
J (u) = C( t ,x (u ( t ) , t ) ,u ( t ) )  dr, (3) 
is minimised over U, subject to the following constraints being satisfied: 
h (t,x, u) = 0, (4a) 
and 
g (t, x, u) < 0, for t • [0, T], (45) 
where C :  [0,T] x Rn x U ---* R, h : [0, T] x R n x U ---- R p and g :[0,T] x R n x U ---* R q are 
continuous functions. 
The constraints (4) are completely general and may, for example, also include explicitly spec- 
ified boundary conditions at t = T in the form h(T ,x (T ) ,  u (T ) )  = O. We denote the solution to 
the above problem by u'.  
$.1. Approx imate Problem Formulation 
As proposed by Goh and Teo [1], we may now construct a sequence of problems uch that 
the solution of each is an approximate suboptimal solution to our original problem defined by 
Equations (1) to (4). This is done through discretisation of the control space. We approximate 
each control by a piecewise constant function, i.e., we divide the interval [0,T] = [t0,/N] into 
subintervals, [t i - l , t i ] ,  i = 1, 2 . . . .  , N such that 
u(t) = ui, for l i -1 < t <_ ti, (ha) 
with u(0) = ul where ui is a constant control vector. The class of all piecewise constant functions 
which are defined by (5), and which corresponds to the discretisation l N = ( /0 , i t , . . .  , tN)  T E 
R N+I is denoted by U [tN]. In particular, we may choose equally spaced intervals uch that 
l N = { iT /N  : i = 0, 1, 2 , . . . ,  N}. In addition we also discretise the constraints (4) by requiring 
that they only be explicitly satisfied at the discretisation points t N, i.e., 
h(t , ,x , ,  u,) = 0, (55) 
and 
g( t i , x i ,u i )<O,  i=O, l ,2 , . . . ,N .  
The approximate problem now is to minimise (3) over the space U [t N] such that the con- 
straints (5b) are satisfied. This solution is denoted by u*~'(t). We may expect [1] that as the 
discretisation is refined J (u  *N) will converge to J (u ' ) .  
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Define 
Y(i-1)N+i =uj, i ,  j=  1,2, . . . , r ;  i= l ,2 , . . . ,N ,  
then y = (Yl,y2,...,yriv) E R rN. 
We also define IT f (y )  = C (t, O, Y) at, 
and similarly, to the definition of y: 
(6) 
(z) 
H(j-1)N+i -'hj,i (ti,xi,ui), j =l,2, .  .. ,p; i =1,2 . . . .  ,N, 
and 
G(j-I)N+i --gj,i (ti, zi, ui), 
Clearly, the constraints (5b) then become 
j - -- l ,2 . . . . .  q; i - - l ,2 , . . . ,N.  (8) 
Hi(y) =0, j =1,2,. . .  ,pN, 
and 
Gj(V) <0, j =1,2, . . . ,qN.  (9) 
The approximate problem above may now be formulated as the following equivalent mathematical 
programming problem: 
Minimise F(y), y E R rN 
subject o H(y) = 0 and G(y) < O, (10) 
where H E R pN andG E R qN. 
3. SOLUTION OF THE MATHEMATICAL PROGRAMMING PROBLEM 
It is known [6] that the penalty function method is the most simple straightforward method 
for handling constrained problems of the type defined by (10). This method can be implemented 
without sophisticated computer programming provided a robust code for unconstrained minimi- 
sation is available. The idea of the penalty function method is to replace problem (10) by an 
unconstrained problem of the form 
pN qN 
P(y) = F(y) + E aiH?(y) + Ep ja~(y) ,  
i---1 j= l  
where ai = c and 
(::) 
p j -0  ifGj(y)<0, 
=c  ifaj(y) > 0, 
and c is a positive constant. 
The procedure is to solve the unconstrained problem (11) for a sequence of values of e, namely 
{ck}, k = 1,2,... tending to infinity such that for each k, ck _> 0 and ck+l > ck. It has been 
shown [7] that the sequence of solutions, as the parameter ck tends to infinity, converges to 
the solution of the constrained problem (10). Unfortunately, it also turns out that in spite of 
this desirable theoretical property the corresponding structure of the resulting unconstrained 
problem becomes increasingly unfavourable [7-9], thereby slowing down the convergence rate 
and preventing practical convergence for many algorithms that may be used for solving (11). 
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The algorithms that suffer worse are those in which the Hessian of the objective function is used 
or constructed and where accurate line searches are required. Unfortunately, this applies to most 
algorithms currently in popular use. 
Recently, one of the authors, Snyman [5,10-12], developed a dynamic method for unconstrained 
minimisation which uses only gradient information and performs no line searches. Brown [13] 
found that version LFOP1 (b) [5] is a superior method for ill-conditioned problems. The method 
has also successfully been applied by Smith [14] in the study of chemical reaction surfaces. It 
was therefore decided to apply Snyman's method in a penalty function approach to solving the 
mathematical programing problem (10). In Snyman's method, the solution to the unconstrained 
minimisation problem is achieved via a dynamic differential trajectory where at each point along 
the path the gradient of the objective function is computed and used to calculate the next step. 
Our approach is to apply the dynamic method to the penalty function formulation (11) of our 
original problem and at each step along the trajectory to slowly increase the penalty parameter c 
by a small factor until a prescribed limit of c is reached, and then to follow the trajectory further 
until convergence is obtained. In practice, we choose an initial value co, a magnification factor 
m, and a limit value Cmax and at each step k along the trajectory set ck := rock_ l until ck > Cmax 
after which we set ck := cm= and continue until convergence. 
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4. I LLUSTRATIVE  EXAMPLES 
To demonstrate he application of the above proposed methodology, two optimal control prob- 
lems are solved. 
EXAMPLE 1. This problem is taken fTom Goh and Teo [1]: 
Find {u(t), t E [0,T]} so as to minimise J: 
~0 
1 
J -- [z~(t) @ m~(t) -t- O.O05u2(t)] dt, 
subject to 
 2(t) = =2(t) + ,,(t), 
Zl(0) = 0, Z2(0) = --1, 
with the continuous tate constraint 
x2(t) - 8 (t - 0.5) ~ + 0.5 _< 0, for all t E [0, 1]. 
The optimum cost computed by the present procedure using maximum penalty parameter 
Cm~x = 1000 is J" = 0.1850 for N = 20, giving a maximum constraint error of 3 x 10 -5, and 
J* = 0.1812 for N = 40 with maximum constraint error of 1 x 10 -5. The constraints are therefore 
effectively satisfied exactly. The optimum piecewise constant control are shown in Figure 1 for 
both N = 20 and N = 40. For N = 40 the states zl and z2 are, respectively, depicted in 
Figures 2 and 3. The above values for J" should be compared with the value J* = 0.1816 for 
N = 20 obtained by Goh and Teo [1], where they allowed for minor violations ("less than 5%") 
of the state constraint. 
EXAMPLE 2. A very real and complex program of transferring containers from a ship to a cargo 
truck at the port of Kobe was considered by Sakawa and Shindo [2]. The container crane is driven 
by a hoist motor and a trolley drive motor. For safety reasons, the objective is to minimise the 
swing of the container during transfer as well as the swing at the end of transfer. The states of 
the system consist of vertical motion, horizontal motion and diagonal motion. The initial state 
is given while the terminal state is specified, thus posing a terminal state constraint. In addition, 
the maximum torque of the hoist motor and trolley drive motor cannot be exceeded and thus, 
the controls are bounded. Furthermore, continuous tate constraints prevail in that the velocity 
of the trolley and of the hoist are bounded. For brevity, the problem formulation in the various 
original physical coordinates i  not included in this paper. The final formulation after appropriate 
transformation of coordinates i as follows: 
Find controls U 1 and us so as to minimise J: 
1/0+ I = ~ [wlx3~(t) + w~ze2(t)] dl, 
subject to the dynamical equations 
;~I --Z4 
:~3 = z6 
~4 = ul +61gz3 
Z5 - -  U2 
*6 = __1  [U 1 Jr (1 Jr ~1) .qz3 Jr" 2£5X6) , 
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Figure 4. Example 2, optimum state xl (t) and its derivative. 
w i th  in i t ia l  cond i t ion  for the s ta te  
x(0) : [0,12, 0, 0, -X5max,0]  T , 
and termina l  s ta te  const ra in t  
x (T )  = [dl, 13,0, x4 max, 0, 0] T , 
and cont inuous  s ta te  const ra ints  ((8) of Sakawa and Sh indo [2]) 
Iz4(t)l _< "g4 max 
t e [0, T], 
Iz6(t)l < ZSmax. 
Fur ther ,  we have contro l  const ra in ts  ((22) and (23) of Sakawa and Sh indo  [2]) 
lul(t) l  < ut max, t e [0,7'], 
U~.m~. <_ u2(t) <_ "2mi., t ~ [O,T], 
where 
Ulmax = V lm~ - 61fl max {V2max,-W2min} , 
u2 rain -'- ~/2 min - (~2fl VI rain, 
u2 m= = I/~ max - -  62 f l  V1 max. 
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Here we use the following parameter values (the units are suppressed for brevity): 
w l=w2=l ,  T=9,  
g = 9.81, 12 = 22, 13 = 14, dl = 10, 
61 = 1.76, 62 = 0.075, /3 = 0.1, 
Vlmax = 2.98, ~½min = -0.831, V~m~x = 0.735, 
Z4max -: 2.5, Z5max ----- 1. 
The above explicitly specified constraints, which correspond to the general constraints 
(4a and 4b), are now handled by discretisation to give a finite constraint expression (5b). The 
approximate problem now leads to the mathematical programming problem according to Equa- 
tions (7) to (10). 
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Figure 5. Example 2, optimum state x2(t) and its derivative. 
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The resulting unconstrained minimisation problem (11) is solved by Snyman's dynamic 
method [5] with increasing penalty parameter c with again Cmax = 1000. The results for N = 20 
are shown in Figures 4 to 8. The optimum value for the cost functional is J" = 0.00594 with max- 
imum constraint error of 2 x 10 -8 which again indicates that the constraints are exactly satisfied. 
The value obtained by Goh and Teo is J* = 0.00540, some 80£ lower. They, however, give no 
information regarding the extent to which the constraints were violated. Sakawa and Shindo [2] 
give no value for J* but it is interesting to note that their results for the load swing angle zs, 
reproduced here in Figure 9, are in qualitative agreement with our results with respect o the 
smooth and wavy behaviour of z3 and k3 which alone contribute to J. It is also of interest hat 
if we do not insist on the terminal constraints x3(T) = k3(T) = 0, then considerable reduction in 
the cost function is obtained. This relaxation give J* = 0.00339, a 370£ reduction at the slight 
cost of a final swing angle of approximately 1" and a velocity of 2*/second. The corresponding 
behaviour of z3 and its derivative is depicted in Figure 10. 
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5. CONCLUSION 
In this paper, a new methodology is proposed and implemented for the solution of a class of 
constrained optimal control problems. The approach taken was to discretise the control input at a 
finite number of points in time. The solution of the problem entails calculating the discrete value 
of the open loop control input such that an objective function is minimised and the constraints 
are accurately satisfied. 
A penalty function approach is used to reformulate the original constrained problem to an 
unconstrained minimisation problem. This problem is solved by using the dynamic minimisation 
method of Snyman which has proved to be particularly efficient when applied to penalty functions. 
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