Abstract. In many practical problems in numerical differentiation of a function f(x) that is known, observed, measured, or found experimentally to limited accuracy, the computing error is often much more significant than the truncating error. In numerical differentiation of the n-point Lagrangian interpolation polynomial, i.e., p '(x) ~ £j_jL< ^ (x)f(x¡), a criterion for optimal stability is minimization of £*»« \L¡ 
I. Introduction. One of the main problems in numerical differentiation is the loss in accuracy due to the size of the coefficients in the formulas that are used. Here, we are concerned with the differentiation of the n-point Lagrangian interpolation polynomial of the (n -l)th degree, i.e., (1) /<*>(*) = ÍLfk\x)f(x.) + Rn(x), where (2) Lnt(x)= n (x-x)/ n c*,-*,)« for x and x¡,i= l(l)n, within [-1,1] . For a detailed discussion of the remainder Rn(x), see [1, pp. 154-162] or [2] ; for optimization of Rn(x) by the proper choice of x¿, see [3] . Here, Rn(x) is assumed to be negligible, and we are interested in criteria to minimize L = L(n, k,xx, •■, xn;x or xQ) = 2"=1 \L"^k\x or x0)| by proper choice of Xp i = 1(1)«. This is important when /(x) is known, calculated, observed, measured, or found experimentally to a fixed number of decimals (e.g., in experimental physics, engineering, data reduction, physical chemistry, space sciences, trajectories, satellites in orbit, etc.). An explicit solution is known to the slightly related problem of finding x,. to minimize the maximum of L for variable x in [-1,1], namely x,-= -cos[(/ -l)7r/(n -1)], which is independent of k [4] , [5] , [6] . However, in many practical problems, for optimal stability in numerical differentiation at any particular point x, we may choose several more suitable locations of points (one of which involves a mini-min instead of mini-max), which is the subject of this present note.
II. Two Criteria for Optimality. One problem, for x fixed at x0, is to determine X, = x¿(x0), i = l(l)n, to obtain L0= L(n, k, x0) = min Lf1) Then another problem is to determine the x0 =x* that minimizes L0 to L* = L*(n, k) = min min L. Here, min minZ, is, of course, min¿ considered for the n + 1 variables x0 and x¡. Questions about the uniqueness of the minimizing sets of x(. and xQ will not be stressed here. We assume xQ > 0, since for x0 < 0 we change the variable to x' = -x. Since L* is preferable to any other L0, to find ft (x) by (1) for any particular x =x0, the variable is shifted to x' =x +x*-xQ, so that x =x0 becomes x'=x*, and x=x¡-x* +xQ becomes x =x¡ =xfx*). This variable shift is permissible when Rn(x*) for the new [-1,1] interval is still negligible, which is usually the case, except near the end of the range of x. To obtain ftk\x) for a succession of different x's, each of which is shifted to become x*, requires /(x) at different sets of points corresponding to x(-=xfx*), i= 1(1)«, after the shift. This amount of computation is a reasonable price for the utmost in accuracy in ftk\x), when /(x) itself is of limited accuracy but readily available through observation, measurement or interpolation to that full limited accuracy.(2) When x0 cannot be shifted to x*, such as when (a) the entire range of x is too small, (b) x0 is near or at the end of the range, or (c) a shift pushes the new interval [-1,1] to where it either includes or is too near a singularity of/(x), then LQ must suffice.
(!) T. J. Rivlin discovered a fundamental error in a paper of D. L. Berman [7] that gave, rather cryptically, a purportedly complete solution based upon the work of W. Markoff [ 8] . In several private communications, Rivlin verified the first of five parts of Berman's crucial Theorem 2 on pp. 13-14, discredited the other parts (giving also a counterexample), and subsequently stated that he was preparing for publication his own complete solution in which the x¡'s cannot always be given explicitly. is a critical table where no interpolation is necessary (in other words, n = 1 for interpolation), we still need n > 1 for numerical differentiation.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use A somewhat simpler looking, but entirely equivalent, formulation of the L* problem is to solve for x* and x¡, i = l(l)n, in [-1,1 ] , where For Lq, at x0 = 0, k = 1, a lower bound is « -2 (n -1) for odd (even) n, since 17^,(0)1 = m when m is odd. As will be shown further on, this bound (seen above to be assumed for every even n) is assumed also for n = 3 and 5, is approached closely for small odd « > 5, and to within a factor of 2M for odd « ~ 101. For For « = 4, x0 = 0, ¿q = 3, the x¡ being the Chebyshev points -cos[(i -1)ít/3] , i = 1(1)4, or (-1, -lÁ, Vi, 1) for which the corresponding A¡ are (1/6, -4/3, 4/3, -1/6). That 3 is best is seen from r3(x) = 4x3 -3x, and |r3(0)| = 3.(s) This is an illustration of where, for x0 = 0, Chebyshev spacing for X, is better than equal spacing(6) for which L = 3.5. However, L* for n = 4 is (4) Cf. same result in 4th preceding paragraph.
(5) Cf. same result in 5th preceding paragraph. (7) V. Optimality for Equal Spacing, with Schedules. A drastic but practical simplification of the L* problem, which reduces the number of variables from « + 1 to just one, is to specify the x¡, i = 1(1)«, to be equally spaced, and to find the point x = x giving min L = L. There is evidence throughout this article, for both smaller and larger n, to indicate that L may not be too far from L* (e.g., in the preceding discussion for n = 101, k = I, at xQ = 0, where L cannot be reduced by more than 56% even by varying all 101 points x¡, but where the shift of Xq from endpoint to center reduces L, substantially for Chebyshev spacing, with x for k = 2, the schedules show the latter close to 0, for n even (not exactly at 0 as for k = 1, n odd), and close to x for k = 1 in the (n -l)-point formula, for n odd.
VI. More Points, Higher Derivatives. To find an approximate x and L for k or n outside the range of Schedules I and II, we may refer to the tables in [12] changing all the xf, still the drop from L to L*, by varying x0 with the x¡, could be considerably greater. However, at present, pending further specific information on Lq and L*, and the accompanying x¡ and L"^(x0), especially for large n, for many practical problems we might choose x0 = 0, x,-equally spaced, and find that the limits to the tolerance in L would not be exceeded. In employing x0 = 0, Xj equally spaced, for n > 11, computing or using the L"^k\0) becomes cumbersome, and it is more convenient to choose an odd n = 2m + 1 and employ numerical differentiation formulas in terms of central differences h\r, for k even, and mean central differences uÖq''-1, for k odd, as far as the term r = m [13] . These formu- To prove (5), we obtain the coefficients of f(x¡) on the right side of (4), using the coefficients of f(x¡) in lt82)r~1 and 8Qr, and taking into account the alternation with r in the signs of A2r_1 and A2r.
In (4) and (5), the formulas for odd k may be expected to give an L that is closer to L* than for even k (cf. Schedules I and II, and [12] ). For even k, it appears that a better L than that from (4) and (5) is had by differentiating Stirling's interpolation formula [1, pp. 67-68] and setting x = 1.8/(n -1) instead of 0, to obtain a formula for /(fc)(1.8/(n -1)) in terms of both p8lr~1 and S^.
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