Introduction
Invariant bilinear forms on vertex algebras have been around for quite some time now. They were mentioned by Borcherds in [1] and were used in many early works on vertex algebras, especially in relation with the vertex algebras associated with lattices [2, 3, 7] . The first systematic study of invariant forms on vertex algebras is due to Frenkel, Huang and Lepowsky [6] . This theory was developed further by Li [12] .
However, these authors imposed certain assumptions on their vertex algebras which are too restrictive for the applications we have in mind. Specifically, this paper is motivated by the study of vertex algebras of OZ type generated by their Griess subalgebras [9, 17] . We show that all the results of Li [12] hold in the greatest possible generality, basically, as long as the definitions make sense. We construct a linear space that parameterizes all bilinear forms on a given vertex algebra and also prove that every invariant bilinear form on a vertex algebra is symmetric. Our methods, however, are very different from the methods used in [6] and [12] .
We also mention a possible application of invariant bilinear forms to the problem of classification of simple vertex algebras. We observe that if a vertex algebra has a unique invariant bilinear form, then it is simple if and only if the form is non-degenerate. So if · | · is an invariant bilinear form on a vertex algebra A, such that the quotient algebra B = A/ Ker · | · does not have any other invariant bilinear forms, then B is simple. This allows to construct a moduli space of simple vertex algebras that are homomorphic images of A.
Definitions and notations
Here we fix the notations and give some minimal definitions. We mostly follow [11, 13] and [16] . All spaces and algebras are considered over a field of characteristic 0. We use the following notation for divided powers:
x (n) = (x n )/n! if n 0 0 otherwise.
Definition of vertex algebras.
Definition 1. A vertex algebra is a linear space V equipped with a family of bilinear products a ⊗ b → a n b, indexed by integer parameter n, and with an element ½ ∈ V , called the unit, satisfying the identities below. Let D : V → V be the map defined by Da = a −2 ½. Then (i) a n b = 0 for n ≫ 0, (ii) ½ n a = δ n,−1 a and a n ½ = D (−n−1) a,
for all a, b, c ∈ V and m, n ∈ . This is not the only known definition of vertex algebras. Often the axioms are formulated in terms of the left regular action map Y :
where a(n) : A → A is the operator given by b → a n b. The most important property of these maps is that they are local: for any a, b ∈ V there is N such that
Date: April 6, 2008. The minimal N = N (a, b) for which this identity holds is called the locality index of a and b. In fact, N (a, b) = min {n ∈ | a m b = 0 ∀m n}. We also have Y (Da)(z) = ∂ z Y (a)(z), which in terms of coefficients mean (1) [ D, a(m) ] = −m a(m − 1).
Among other identities that hold in vertex algebras are the associativity
and the quasi-symmetry a n b = − i 0
It is very often required that a vertex algebra A is graded and A 2 contains a special element ω such that ω(0) = D, ω(1)| An = n and the coefficients ω(n) generate a representation of the Virasoro Lie algebra:
for some constant c ∈ called the central charge of A. In this case A is called conformal vertex algebra or vertex operator algebra, especially when dim A n < ∞.
1.2. The action of sl 2 . In order to work with bilinear forms, we need to deal with vertex algebras equipped with certain additional structure. First of all we will assume that our vertex algebra A = d∈ A d is graded. We will also need a locally nilpotent operator D * : A → A of degree −1, such that D * ½ = 0 and An element v ∈ A such that D * v = 0 is called minimal. It is easy to see that if A is generated by minimal elements, then any operator D * : A → A satisfying (3) must be locally nilpotent. For any a ∈ A define ord a = min k ∈ + | (D * ) k+1 a = 0 , so that ord a = 0 for a minimal a.
Remark. One can prove using only the sl 2 -module properties of A that DA d−1 ⊆ D * A d+1 for all d ∈ . We will not use this in the sequel and in fact this statement will follow from Theorem 1 below.
If A has a Virasoro element ω, then we always have D = ω(0) and δ = ω(1), and we can take D * = ω(2). Vertex algebras with an action of sl 2 as above were called quasi-vertex operator algebras in [6] and minimal elements are sometimes called quasi-primary.
1.3. The universal enveloping algebra. For any vertex algebra A we can construct a Lie algebra L = Coeff A in the following way [4, 11, 15] . Consider the linear space [t, t −1 ] ⊗ A, where t is a formal variable. We will denote a(n) = a ⊗ t n for n ∈ . As a linear space, L the quotient of [t, t −1 ] ⊗ A by the subspace spanned by the relations (Da)(n) = −n a(n − 1). The brackets are given by
The spaces L ± = Span {a(n) | n < 0} ⊂ L are Lie subalgebras of L and we have L = L − ⊕ L + .
Remark. The construction of L makes use of only the products n for n 0 and the map D. This means that it works for a more generic algebraic structure, known as conformal algebra [11] .
The formulas (1) and (3) define derivations D : L → L and D * : L → L so we get an action of sl 2 on L by derivations. Denote L = L ⋉ sl 2 the corresponding semi-direct product.
A module M over L or L is called restricted if for every v ∈ M and a ∈ A there is n 0 ∈ such that a(n)v = 0 for every n n 0 . The universal enveloping algebra U ( L) of the Lie algebra L has a so-called restricted topology: a sum i u i , where u i ∈ U ( L), is convergent if it makes sense as an operator on every restricted module over L. Denote by U ( L) the completion of U ( L) in the restricted topology.
Definition 2. The universal enveloping algebra U (A) of a vertex algebra A is the quotient of U ( Coeff A) modulo the ideal generated by the relations
for a, b ∈ A and m, n ∈ .
Note that the relations above are simply the associativity identity (2) . Clearly, it is enough to impose these relations only for n < 0.
Invariant bilinear forms on vertex algebras
2.1. The involution on the universal enveloping algebra.
for a homogeneous a ∈ A and m ∈ defines an anti-involution on the enveloping algebra U (A).
Proof. It is straightforward to check that a(m) * * = a(m). This is particularly easy to see when D * a = 0, and that already settles the case when A is generated by minimal elements. The general case is not much more difficult. Let us show that (4) defines an anti-endomorphism of U (A). We do this in three steps.
Step 1. We show first that (4) defines an anti-endomorphism of the coefficient Lie algebra L = Coeff(A) ⋉ sl 2 . We have to check that 
On the other hand, using that
and the first equality of (5) follows from a binomial identity. Similarly, by (3) and (4),
and this proves the second equality of (5).
Step 2. Assume that we have two vertex algebras A and B, both with sl 2 structures as above.
Assume also that for B the proposition is known, that is, formula (4) defines an anti-involution of U (B), and suppose we have a surjective homomorphism ϕ : B → A of vertex algebras, which preserves the sl 2 structure. Then the proposition also holds for A. Indeed, we can extend ϕ to a homomorphism U (ϕ) : U (B) → U (A) of enveloping algebras. Then it is easy to see that Ker U (ϕ) ⊂ U (B) is the ideal generated by the coefficients a(m) for all a ∈ Ker ϕ ∈ B and m ∈ . But if a ∈ Ker ϕ, then also D * a ∈ Ker ϕ, therefore a(n) * ∈ Ker U (ϕ), and it follows that Ker U (ϕ) * ⊆ Ker U (ϕ).
Step 3. Consider the Verma module B = U (L)⊗ U(L+) ½ generated by a vector ½ such that L + ½ = 0 and also D½ = D * ½ = 0. Then B has a structure of vertex algebra such that U (B) = U ( L) is the completion in the restricted topology of the universal enveloping algebra U ( L) of L. The action of D * on B is given by (3), therefore Step 1 implies that (4) defines an anti-involution of U (B). Since
A is also an L-module generated by a single vector ½ such that L + ½ = D½ = D * ½ = 0, there is a L-module homomorphism ϕ : B → A such that ϕ(½) = ½. It is well known [5, 14, 15] that ϕ must be a vertex algebra homomorphism preserving the sl 2 -module structures. Therefore, Step 2 implies that (4) gives an involution of U (A). The kernel Ker · | · = {u ∈ A | u | v = 0 ∀v ∈ A} of an invariant form is always an ideal of A. When A is a highest weight module over affine or Virasoro Lie algebra g [5, 8, 11, 13, 14, 15] , then one can choose D * so that the involution * of §2.1 is the extension of the Chevalley involution of g, and the contravariant form on A (see e.g. [10] ) will be invariant in the sense of Definition 3. See also the example in §2.3.
Invariant bilinear forms.
Remark. An invariant bilinear form on A defines a subspace A ′ = { a | · | a ∈ A} ⊆ A * of linear functionals on A. Moreover, A acts on A ′ by a(n)b | c = b | a(n) * c and there is a A-module homomorphism A → A ′ by a → a | · . If · | · is non-degenerate and all homogeneous components of A are finite dimensional, then A ′ = n∈ A * n is the graded dual of A. Given an invariant form · | · on A, one can consider a functional f ∈ A * 0 defined by f (a) = ½ | a .
Clearly, f (D * A 1 ) = 0, so that f ∈ A 0 /D * A 1 * , and f defines the form uniquely. We show that this in fact gives an isomorphism of the space of all invariant bilinear forms with A 0 /D * A 1 * .
Theorem 1. Every invariant bilinear form on
A is symmetric and there is a one-to-one correspondence between functionals f ∈ A 0 /D * A 1 * and invariant bilinear forms · | · on A, given by
For the proof we need the following lemma. Proof. Set deg a = d and ord b = k. Denote (D * ) j a (l) = g d−j−l−1 2(d−j)−l−1 ∈ U (A), so that g n m = (D * ) d+n−m a (m − 2n − 1). For an operator u ∈ U (A) write u ∼ 0 if ub ∈ D * A. Then by (3) we have m g n m + g n m−1 + g n+1 m+1 D * ∼ 0. Consider the generating function g(x, y) = m,n∈ g n m x m y n . Let R D * : U (A) → U (A) be the operator given by R D * u = uD * . Note that R i D * ∼ 0 for i > k, since (D * ) k+1 b = 0. Then the above relation reads as
On the other hand, Now we show that the form · | · is symmetric. We need to have a(−1) * b ≡ b(−1) * a mod D * A for every a, b ∈ A of the same degree. Set u = a(−1) * b(−1) ∈ U (A). We have to show that (6) (u − u * )½ ∈ D * A 1 .
By (4) 
2.3.
Example. Let A be the Heisenberg vertex algebra. By definition, it is generated by a single element a ∈ A 1 such that the locality N (a, a) = 2 and a 0 a = 0, a 1 s = ½. One can show (see e.g. [16] ) that these conditions define A uniquely. We have A 0 = ½ and A 1 = a.
For every k ∈ the element ω k = 1 2 a −1 a+k Da is a Virasoro element of A. If we set D * = ω 0 (2), then then D * a = 0, hence A 0 /D * A 1 = ½, and therefore A has only one invariant bilinear form, up to a scaling factor. If instead we set D * = ω k (2) for k = 0, then D * a = −2k½. In this case A 0 /D * A 1 = 0 and A does not have any invariant bilinear forms.
2.4.
Application to simple vertex algebras. Let us consider the category with the objects being vertex algebras with the action of sl 2 as above, and the morphisms being the vertex algebra homomorphisms that preserve this action. For example, vertex algebras with Virasoro structure and homomorphisms preserving this structure would form a subcategory.
Suppose A is a vertex algebra such that A 0 = ½ and D * A 1 = 0. Then by Theorem 1 there is only one invariant bilinear form on A normalized by the condition ½ | ½ = 1. Let B be another vertex algebra, and assume there is an surjective homomorphism ϕ : A → B. Then we must have B 0 = ½ and D * B 1 = 0, therefore B also have a unique invariant bilinear form and ϕ is an isometry.
It follows that Ker ϕ ⊆ Ker · | · . Therefore, the form · | · on A is non-degenerate if and only if A is simple, i.e. there are no sl 2 -stable ideals in A.
For any vertex algebra A, denote by S A the set of all invariant bilinear forms · | · on A such that A 0 / Ker · | · = ½. The argument above shows that · | · → A/ Ker · | · gives a one-to-one correspondence between S A and the set of all simple algebras B with B 0 = ½ that are homomorphic images of A. We note that the condition B 0 = ½ is not very restrictive -most of the simple vertex algebras that appear in practice have this property. We conclude this section with a characterization of the set S A in terms of the functionals f ∈ A 0 /D * A 1 * . 
Proposition 2. Let

