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ABSTRACT
Comparisons between observed and predicted strong lensing properties of galaxy clusters
have been routinely used to claim either tension or consistency withΛCDM cosmology. How-
ever, standard approaches to such cosmological tests are unable to quantify the preference for
one cosmology over another. We advocate approximating the relevant Bayes factor using a
marginal likelihood that is based on the following summary statistic: the posterior probabil-
ity distribution function for the parameters of the scaling relation between Einstein radii and
cluster mass, α and β. We demonstrate, for the first time, a method of estimating the marginal
likelihood using the X-ray selected z > 0.5 MACS clusters as a case in point and employ-
ing both N-body and hydrodynamic simulations of clusters. We investigate the uncertainty in
this estimate and consequential ability to compare competing cosmologies, that arises from
incomplete descriptions of baryonic processes, discrepancies in cluster selection criteria, red-
shift distribution, and dynamical state. The relation between triaxial cluster masses at various
overdensities provide a promising alternative to the strong lensing test.
Key words: gravitational lensing: strong – cosmology: theory – galaxies: clusters – methods:
statistical – methods: numerical
1 INTRODUCTION
The matter density parameter, ΩM, the vacuum density param-
eter, ΩΛ, the normalisation of the matter power spectrum, σ8,
and the slope, n, of the power spectrum for the primordial den-
sity fluctuations (P(k) ∝ kn) have a strong influence on the red-
shift at which clusters form and the amount of time they are
given to evolve until we observe them (e.g. Kravtsov & Borgani
2012, for a review). For clusters of a fixed mass at the time
of observation, lower values of ΩM, ΩΛ or σ8 or higher val-
ues of the spectral index, n, would require the host haloes to
have formed earlier, and subsequently lead to higher concen-
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trations (Cole & Lacey 1996; Tormen et al. 1997; Navarro et al.
1997; Wechsler et al. 2002; van den Bosch 2002). Galaxy clusters
gravitationally lens and distort the images of background galax-
ies; their lensing efficiency is a powerful probe of cosmology
with the ability to constrain the aforementioned structure forma-
tion parameters (Bartelmann et al. 1998; Takahashi & Chiba 2001;
Bartelmann et al. 2003; Wambsganss et al. 2004; Boldrin et al.
2016). This is partly because the cosmological model determines
the formation history of clusters, but also because the critical sur-
face mass density for lensing, a function of the angular diame-
ter distances between observer, lens and source(s), is also depen-
dent on these cosmological parameters. However, cosmological
distances play a secondary role compared to the mass distribution
of clusters (Wu & Hammer 1993; Oguri et al. 2001; Hattori et al.
c© 2017 The Authors
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1997). The earliest comparisons between simulated clusters and the
observed frequency of arc-like lensed galaxy images in a cluster
sample revealed an order of magnitude difference between the ob-
servations andΛCDM predictions (Bartelmann et al. 1998; Li et al.
2005). This discrepancy, dubbed the ‘arc-statistics problem’, has
the potential to be a point of tension for the standard ΛCDMmodel
(see Meneghetti et al. 2013, for an overview). As such, many ef-
forts have been made to provide explanations, beginning with dis-
cussions about the appropriate modelling of shape and redshift
distribution of the background source galaxies (Bartelmann et al.
1995; Wambsganss et al. 2004; Ho & White 2005; Li et al. 2005;
Hattori et al. 1997; Bayliss 2012), complex structure in the lens-
ing mass (e.g. Bayliss et al. 2014), and the nature of dark mat-
ter (e.g. Mahdi et al. 2014). Cluster selection criteria are another
complicating factor (Sereno et al. 2015). Strong-lensing selection
will sample the high mass end of the cluster mass function
(Comerford & Natarajan 2007) and preferentially target clusters
aligned along the major axes (Miralda-Escude 1993; Hennawi et al.
2007; Oguri & Blandford 2009; Meneghetti et al. 2010). X-ray
selection tends to create a sample including more merging
clusters with complex morphology (Ritchie & Thomas 2002;
Planelles & Quilis 2009), and yet high-concentration (Rasia et al.
2013) and a higher fraction of cool-core systems (Jones et al., in
preparation).
Comparisons between simulated and observed clusters have
been conducted at a range of cluster lens redshifts. Dalal et al.
(2004) found that arc statistics associated with low-redshift clus-
ter lenses are consistent with observations, although Horesh et al.
(2011) maintain that observed number counts are higher than ex-
pected for clusters at z . 0.2. All studies so far have found that
the discrepancy remains at high redshift (z & 0.6) for the most
massive clusters or is unclear due to small number statistics for
high-mass simulated clusters (Dalal et al. 2004; Horesh et al. 2011;
Meneghetti et al. 2011). We improve upon these works by increas-
ing the simulated sample size somewhat. However, given the sen-
sitivity of arc-statistics to the assumed properties of background
sources and the lack of detailed observations required for complete
mass profile models, we compromise by using Einstein radii as a
proxy for cluster mass concentration.
The Massive Cluster Survey (MACS) is one of few samples
that have a simple, well-defined selection function, high complete-
ness and ample data for strong lensing analysis. There are also up-
dates to some of the clusters’ mass models care of the Cluster Lens-
ing and Supernova survey with Hubble (CLASH; Postman et al.
2012; Zheng et al. 2012; Coe et al. 2013; Zitrin et al. 2015) and on-
going Frontier Fields programmes 1 (Johnson et al. 2014). The X-
ray selected z > 0.5 MACS cluster sample (Ebeling et al. 2007)
has posed such a challenge due to large measured Einstein radii.
However there are disagreements throughout the literature due the
differing theoretical models and statistical methods. In the present
work, we propose a Bayesian approach to the cosmological test us-
ing strong lensing properties of this sample, and clusters modelled
within hydrodynamic simulations.
Concerns about the lack of baryonic heating and cooling
mechanisms in early cosmological simulations led to a number of
studies examining the effect of these processes on cluster density
profiles and lensing efficiency (Lewis et al. 2000; Puchwein et al.
2005; Rozo et al. 2008; Duffy et al. 2010; Mead et al. 2010;
Cui et al. 2012; Killedar et al. 2012; Rasia et al. 2013). Together,
1 http://www.stsci.edu/hst/campaigns/frontier-fields/
they paint a complex picture of numerous counteracting baryonic
effects. ‘Runaway’ cooling flows in simulations have been found
to steepen profiles and produce stronger lenses (Puchwein et al.
2005; Rozo et al. 2008). Yet, there is no significant link between
ICM cooling signatures and lensing efficiency in strong lensing se-
lected clusters (Blanchard et al. 2013). This apparent discrepancy
is resolved with the additional component of feedback mechanisms
which temper the overproduction of stellar mass while simultane-
ously reducing the strong lensing efficiency (Sijacki et al. 2007;
Teyssier et al. 2011; McCarthy et al. 2010; Fabjan et al. 2010;
Mead et al. 2010; Killedar et al. 2012). In Killedar et al. (2012), we
found that the quantitative difference between cluster lensing prop-
erties in N-body and hydrodynamic simulations depends mildly on
the redshift of the cluster lenses, and the results suggested that for
relaxed clusters, the inclusion of baryons would not affect lensing
efficiencies characterised by Einstein radii or tangential arcs. How-
ever, cluster selection criteria and characterisation of strong lensing
efficiency affect the result of the comparison. Exploring in detail
such effects is included in the analysis that we present here. We are
not restricted to relaxed clusters in the present sample, although we
investigate the consequences of dynamical selection.
The paper is structured as follows: in Section 2 the basic the-
ory and notation of gravitational lensing are introduced, along with
the characterisation of the Einstein radius; in Section 3 the MACS
high-z sample is described; the main details of the hydrodynamic
simulations are briefly outlined in Section 4; in Section 5 we mo-
tivate a Bayesian approach and describe a method by which one
estimates the marginal likelihood; in Section 6 we demonstrate and
discuss selection effects and uncertainties with regards to the mod-
elling of baryonic processes; we discuss how our findings differ
from previous strong lensing studies of the MACS clusters in Sec-
tion 7; in Section 8 we consider the potential of triaxial mass mod-
els to provide an alternative scaling relation; we finally summarize
our findings in Section 9.
Throughout the present work, the following values for cosmo-
logical parameters are adopted: present day vacuum density param-
eter, ΩΛ,0 = 0.76; matter density parameter, ΩM,0 = 0.24; baryon
density parameter, Ωb,0 = 0.04; Hubble constant h = 0.72; nor-
malisation of the matter power spectrum σ8 = 0.8; and primordial
power spectrum P(k) ∝ kn with n = 0.96. Furthermore, characteris-
tic overdensities at which cluster masses are provided, are assumed
to refer to the critical cosmic density, ρc = 3H
2/(8πG).
2 STRONG LENSING EFFICIENCY
Throughout the present work, we refer to gravitational lensing
quantities following the notation of Schneider et al. (1992), and as-
suming the thin lens approximation. Note that from here onwards,
the redshift of the background source galaxies is denoted zs. Since
the strong lensing properties of the observational sample are usu-
ally determined for galaxies at the fixed source redshift of zs = 2,
we derive results for the same unique source redshift throughout
this work.
2.1 Gravitational lensing
Images of a source at zs are highly magnified when they appear on
a locus known as the critical curve, where the Jacobian of the lens
mapping formally diverges.
The angular separation of highly-magnified and tangentially-
sheared background galaxies has a formal definition, which is
MNRAS 000, 1–15 (2017)
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strictly applicable only in the case of axially symmetric lenses. This
separation is defined by the Einstein radius:
θE =
√
4GM
c2
Dds
DdDs
, (1)
where M denotes the enclosed mass and Ds, Dd and Dds are the an-
gular diameter distances from the observer to the source, from the
observer to the lens, and from the lens to the source, respectively.
However, galaxy clusters are not axially symmetric in general, and
so critical curves are not circular. As such, the typical scale length
may be characterised by the so-called ‘effective Einstein radius’,
θE,eff , according to:
A = πθ2E,eff , (2)
where A is the area enclosed within the tangential critical curve.
This is the definition used, for example, by Puchwein & Hilbert
(2009), Zitrin et al. (2011) and Redlich et al. (2012), and is imple-
mented throughout the present work (however, see Sec. 7).
3 THE z > 0.5 MACS SAMPLE
MACS consists of the most X-ray luminous clusters, from which a
90 per cent complete sample of high-redshift clusters (z > 0.5) were
presented in Ebeling et al. (2007). Ultimately the clusters are cho-
sen by following a flux-limit and redshift criterion, and so should
not suffer from the lensing-selection bias. For the ROSAT All-
Sky Survey Bright Source Catalogue (RASS BSC) the flux limit
is fX > 1 × 10−12 erg s−1 cm−2 in the 0.1–2.4 keV band. How-
ever, follow-up observations with Chandra found that the low-
est flux cluster had fX = 0.8 × 10−12 erg s−1 cm−2 in the same
band; given the higher sensitivity of Chandra, we use this latter
flux limit for our simulated cluster selection (see Sec. 6.1). Masses
within R500 assuming sphericity and hydrostatic equilibrium were
derived by Mantz et al. (2010). Changes to the flux measurements
from the 2009 January 21 Chandra calibration update mean that
these masses are likely overestimated by 7–15 per cent, there-
fore throughout this work, we reduce the masses by 10 per cent
as a rough guide, and estimate a 10 per cent uncertainty. Lens-
ing data from the CLASH programme has led to new mass es-
timates for MACS J0717.5+3745, MACS J1149.5+2223, MACS
J0744.83927, and MACS J0647.7+7015 (Umetsu et al. 2016).
The morphological codes listed in Ebeling et al. (2007) sug-
gest that half the clusters are unrelaxed (see further discussion in
Sec. 6.5).
The effective Einstein radii were originally presented in
Zitrin et al. (2011). However a number of these have been revised
with new imaging and spectroscopic data, as well as mass recon-
struction techniques. MACS J0647.7+7015 has been re-analysed
by Coe et al. (2013) as well as MACS J2129.4-0741, MACS
J0744.83927 and MACS J1423.8+2404 by (Zitrin et al. 2015) us-
ing HST data collected as part of the CLASH program. New mod-
els for MACS J1149.5+2223 and MACS J0717.5+3745 have been
presented by Johnson et al. (2014) using data collected from the
Frontier Fields programme. The Einstein radii at zs = 2 are found
to be 21.5 and 50.1 arcsec respectively. In the case of the ‘baby bul-
let’ cluster MACS J0025.4-1222, the secondary critical curve was
included in the analysis, despite being slightly separated from the
primary critical curve. However in any case, simulated clusters un-
dergoing amerger will show a large variation in strong lensing mea-
surements depending on the projection; secondary critical curves
will often be connected to the primary. In the absence of more com-
plete information, we estimate a 1 percent Gaussian uncertainty
on the Einstein radii of MACS J1149.5+2223 and J0717.5+3745
(Johnson et al. 2014), and 10 percent uncertainty on all the other
MACS high-z clusters (A. Zitrin, private communication). All rel-
evant properties of the high-z MACS clusters are listed in Table 1.
4 COSMOLOGICAL SIMULATIONS
The simulations analyzed here are the same as described in
Ragone-Figueroa et al. (2013) and Planelles et al. (2014). In the
following, we provide a short overview, while we refer to the above
papers for a comprehensive description.
4.1 The set of simulated clusters
Simulations have been carried out using the TreePM–SPH
GADGET–3 code, a newer version of the original GADGET–2 code
by Springel (2005) that adopted a more efficient domain decom-
position to improve the work-load balance. A flat ΛCDM model
whose cosmological parameters were chosen as follows: present
day vacuum density parameter, ΩΛ,0 = 0.76; matter density param-
eter, ΩM,0 = 0.24; baryon density parameter, Ωb,0 = 0.04; Hub-
ble constant h = 0.72; normalisation of the matter power spectrum
σ8 = 0.8; and primordial power spectrum P(k) ∝ kn with n = 0.96.
Starting from a low-resolution cosmological box having size
of 1 h−1 Gpc, we selected 24 Lagrangian regions surrounding the
most massive clusters identified at z = 0, all having virial mass of
at least 1015h−1M⊙, plus further 5 Lagrangian regions surrounding
clusters in the mass range (1–5)×1014h−1M⊙ (see Bonafede et al.
2011 for details). Initial conditions are then generated by increas-
ing mass resolution, and correspondingly adding higher frequency
modes to the density fluctuation field, within these regions. Reso-
lution is progressively degraded outside these regions, so as to save
computational time while still providing a correct description of the
large-scale tidal field. The Lagrangian regions were large enough
to ensure that only high-resolution particles are present within five
virial-radii of the central cluster.
Each Lagrangian region has been simulated in four differ-
ent flavours: including only dark matter particles (DM); with non-
radiative hydrodynamics (NR); including cooling star formation
and supernova (SN) feedback (CSF); and further including AGN
feedback (AGN).
The basic characteristics of these re-simulation sets are de-
scribed here below.
DM : simulations including only dark matter particles, that in
the high-resolution region have a mass mDM = 10
9h−1M⊙. The
Plummer–equivalent co-moving softening length for gravitational
force in the high-resolution region is fixed to ǫPl = 5h
−1 kpc
physical at z < 2 while being fixed to ǫPl = 15h
−1 kpc comoving at
higher redshift.
NR : non-radiative hydrodynamical simulations. Initial condi-
tions for these hydrodynamical simulations are generated starting
from those of the DM-only simulations, and splitting each particles
in the high resolution region into one dark matter and one gas
particle, with their masses chosen so as to reproduce the assumed
cosmic baryon fraction. The mass of each DM particle is then
mDM = 8.47 · 108 h−1M⊙ and the mass of each gas particle is
MNRAS 000, 1–15 (2017)
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Table 1. Properties of MACS z > 0.5 cluster sample. Column 2: redshift. Column 3: Morphological code (see Ebeling et al. 2007). Columns 4–5: Chandra
fluxes and luminosities in the 0.1–2.4 keV band, quoted from Ebeling et al. (2007). Column 6: Masses within R500 assuming sphericity and hydrostatic
equilibrium are cited from Mantz et al. (2010); 2009 January 21 Chandra calibration update fluxes mean that these are overestimated by 7–15 per cent.
Column 7: Effective Einstein radius at zs = 2 (see text for details and references)
MACS z Morph. fX LX M500 θE,eff
10−12 erg s−1cm−2 1044 erg s−1 1014M⊙ arcsec
J0018.5+1626 0.5456 3 2.14 ± 0.03 19.6 ± 0.3 16.5 ± 2.5 24
J0025.4-1222 0.5843 3 0.81 ± 0.02 8.8 ± 0.2 7.6 ± 0.9 30
J0257.1-2325 0.5049 2 1.80 ± 0.03 13.7 ± 0.3 8.5 ± 1.3 39
J0454.1-0300 0.5377 2 1.88 ± 0.04 16.8 ± 0.6 11.5 ± 1.5 13
J0647.7+7015 0.5907 2 1.49 ± 0.03 15.9 ± 0.4 10.9 ± 1.6 28
J0717.5+3745 0.5458 4 2.74 ± 0.03 24.6 ± 0.3 15.0 ± 2.85 50.1
J0744.8+3927 0.6976 2 1.44 ± 0.03 22.9 ± 0.6 11.9 ± 2.8 23.3
J0911.2+1746 0.5049 4 1.00 ± 0.02 7.8 ± 0.3 9.0 ± 1.2 11
J1149.5+2223 0.5444 4 1.95 ± 0.04 17.6 ± 0.4 14.6 ± 3.1 21.5
J1423.8+2404 0.5431 1 1.80 ± 0.06 16.5 ± 0.7 6.6 ± 0.9 17.8
J2129.4-0741 0.5889 3 1.45 ± 0.03 15.7 ± 0.4 10.6 ± 1.4 21.8
J2214.9-1359 0.5027 2 1.85 ± 0.03 14.1 ± 0.3 13.2 ± 2.3 23
mgas = 1.53 · 108 h−1M⊙. For the computation of the hydrodynam-
ical forces we assume the minimum value attainable by the SPH
smoothing length of the B-spline interpolating kernel to be half of
the corresponding value of the gravitational softening length. No
radiative cooling is included.
CSF : hydrodynamical simulations including the effect of cool-
ing, star formation, chemical enrichment and SN feedback.
Star formation is described through the effective model by
Springel & Hernquist (2003). The effect of SN feedback is included
by using galactic wind having a velocity of 500 km s−1. Chemical
enrichment is described as in Tornatore et al. (2007) and includes
the contributions from Type-Ia and Type-II SN, and of AGB stars.
AGN : the same as CSF, but with the additional effect of AGN
feedback. In the model for AGN feedback, released energy results
from gas accretion onto super-massive black holes (SMBHs), that
are initially seeded within resolved DM halos and later grow by
gas accretion and merging with other BHs. The description of BH
accretion and AGN feedback used in our simulations is largely in-
spired by that originally presented by Springel et al. (2005a), with
a number of modifications, whose details and motivation are ex-
plained in Ragone-Figueroa et al. (2013) (see also Planelles et al.
2014).
4.2 Properties of the simulated clusters
The clusters within the simulated regions are identified as follows.
Firstly, a standard Friends-of-Friends (FoF) algorithm is run over
the dark matter particles in the high-resolution regions, using a link-
ing length of 0.16 in units of the mean inter-particle separation.
Within each FoF group, we identify the position of the particle
with the minimum gravitational potential, which is then taken as
the centre from where clusters are then identified according to a
spherical overdensity (SO) method. The mass, M500, of each clus-
ter is defined as the mass enclosed within the radius, R500 at which
the average density is 500 times the critical overdensity.
Throughout Sec. 6, we provide the results of analyses of simu-
lated clusters chosen either by mass or X-ray luminosity within the
0.1–2.4 keV energy band. Since we aim to perform a self-consistent
cluster selection with respect to the high-z MACS cluster selection
criteria, we estimate the X-ray luminosity for simulated clusters
within the AGN simulations, which are those producing a relation
between X-ray luminosity and mass consistent with observational
results (Planelles et al. 2014). The X-ray luminosity is computed
by summing the contributions to the emissivity, ǫi, carried by all
the gas particles within R500:
LX =
∑
i
ǫi =
∑
i
ne,inH,iΛ(Ti,Zi)dVi , (3)
where ne,i and nH,i are the number densities of electrons and of hy-
drogen atoms, respectively, associated with the i-th gas element
of given density ρi, temperature Ti, mass mi, metallicity Zi, and
volume dVi = mi/ρi. Furthermore, Λ(T,Z) is the temperature-
and metallicity-dependent cooling function computed within the
[0.1 − 2.4] keV energy band.
4.3 Measuring Einstein radii
The lensing mass includes all matter within two virial radii2
of the cluster centre. Using the Fourier techniques outlined in
Killedar et al. (2012), we determine the positions of critical points
for a projected lens. Firstly, the projection is centered on the peak
in the two-dimensional surface map, which is likely to reside in
the largest critical curve within this field. Tangential critical points
are identified within a square field of view (comoving 1.5 h−1 Mpc
across) on a fine 2048-pixel grid (giving an angular resolution of
0.1 arcsecs at z = 0.5). As large substructures can also be present,
we remove critical points associated with any distinct secondary
critical curves, before measuring the Einstein radius. The effective
Einstein radius is defined by equation (2) where A is the angular
area enclosed by the polygon bounded by the remaining critical
points.
Snapshots of the cosmological simulations are taken at fixed
redshifts (z = 0.5 and z = 0.6) from which we may select galaxy
cluster-scale objects as a representative description of lenses as pre-
dicted by ΛCDM. However, the MACS cluster high-z sample span
a range of redshifts. Thus quantities that describe strong lensing,
2 The virial radius is defined as the smallest radius of a sphere centred on
the cluster, for which the mean density falls below the virial overdensity.
The virial overdensity is measured relative to the critical density and calcu-
lated using the fitting formula of Bryan & Norman (1998).
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which ultimately reflect the mass distribution in the inner regions
of the lens, should be scaled in a way that makes the quantities
sensitive to that mass, but robust to offsets in redshift between the
lenses being compared. Rearranging equation (1) we find:
θE
√
Dd
Dds
∝
√
M, (4)
which provides a rough scaling for a strong lensing quantity that
scales with enclosed mass.
5 ESTIMATING THE MARGINAL LIKELIHOOD
Strong lensing efficiencies, as characterised by the Einstein radii,
scale well with the mass of clusters at large overdensities (see
Killedar et al. 2012). If the z > 0.5 MACS sample are, in fact,
stronger lenses than predicted by the ΛCDM model, they will have
larger Einstein radii for a given total mass at low overdensities (or
a proxy thereof).
A Bayesian approach is advocated (see e.g. Sivia 1996; Trotta
2008; Jenkins & Peacock 2011), in which one determines the rel-
ative preference of two hypothetical cosmological models, C1 and
C2, in light of the data D:
P(C1|D)
P(C2|D)
= R
P(C1)
P(C2)
, (5)
where P(C1)/P(C2) denotes the prior preference for C1 over C2,
perhaps due to previously available datasets, while the evidence
ratio or Bayes factor3, R, is defined as:
R =
P(D|C1)
P(D|C2)
(6)
where the marginal likelihood P(D|C j) denotes the probability that
one would observe data D assuming a cosmologyC j. A large Bayes
factor R ≫ 1 reflects a shift in preference for C1 and vice-versa.
Performing comparisons for many cosmological models would re-
quire numerous simulations, each run under various cosmologies;
this is outside the scope of the current work. In the present work,
the aim is to estimate the marginal likelihood: the probability of
observing the Einstein radii of the high-z MACS sample under a
single chosen hypothesis: ΛCDMwith aforementioned parameters.
This is non-trivial because a likelihood function related to the orig-
inal observables (θE and M500) is intractable; the finite number of
objects from the simulations mean that the full θE–M500 space can-
not be sampled.
To circumvent this problem, we assume a generative proba-
bilistic model with the form of a power-law relation between the
strong lensing and mass proxies, and perform a fitting to the fol-
lowing function in logarithmic space4:
log
[
M500
9 × 1014M⊙
]
= α log
 θE
20”
√
Dd
Dds
 + β (7)
3 Cosmological simulations are run one set of parameters at a time, so in
the current framework we are dealing with parameter estimation as opposed
to full model selection, i.e. C1 and C2 differ only by the value of their pa-
rameters
4 The pivot mass 9 × 1014M⊙ is chosen to approximate the logarithmic
average of the observed and simulated clusters. Similarly the pivot Einstein
radius is chosen to be 20 arcseconds.
with parameters (α and β) and aim to find the probability of observ-
ing the scaling relationship. However, rather than calculating pre-
cise values for α and β, one would determine a probability distribu-
tion, P(α, β), that reflects the degree of belief in their respective val-
ues. Thus P(α, β|D) acts as a summary statistic for the dataset. The
relevant linear regression method, following Hogg et al. (2010), as
well as the priors on α and β, are outlined in Appendix A.
Next, we outline how to estimate the marginal likelihood. In
the following, I represents background information such as knowl-
edge of the cluster selection criteria, the method of characterising
the Einstein radius, and the assumption that there exists a power-
law relation between strong lensing and mass.
(i) Fit equation (7) to the data to obtain the posterior probability
distribution, P(α, β|D,I), for α and β.
(ii) Computer simulations are run within the framework of a
chosen cosmological hypothesis, C j. In our case, C j represents the
assumption that ΛCDM (with aforementioned values for cosmo-
logical parameters), is the true description of cosmology.
(iii) Simulated galaxy clusters are selected according to spec-
ified criteria, ideally reflecting the criteria used to select the real
clusters. Their masses, M500, are noted.
(iv) Different on-sky projections of these three-dimensional ob-
jects produce different apparent measurements of structural prop-
erties. Therefore, we construct a large number N of mock samples
by randomly choosing an orientation-angle and calculating θE for
each cluster. The fair sampling means that for each mock dataset,
denoted Di for i from 1 to N, that P(Di|C j, I) = 1/N.
(v) Equation (7) is fit to each mock sample to determine a pos-
terior probability distribution, P(αi, βi|Di,I), over αi and βi.
(vi) Consider the proposal Hi := Di = D, in other words, that the
mock sample resembles the real data. The resemblance is judged
using the summary statistic. We assign a weight, wi, to each mock
sample according to its similarity to the real data:
wi ≡ P(Hi|D,Di,C j,I)
=
∫
P(Hi|α, β,Di,I)P(α, β|D,I) dα dβ
≈
∫
P(αi = α, βi = β|α, β,Di,I)P(α, β|D,I) dα dβ.
(8)
noting that D is redundant once α and β are known. The weight is
equal to the integral over the product of the two (mock and real)
posterior probability distributions5.
(vii) Finally, we estimate the marginal likelihood:
Z j = Pˆ(D|C j)
=
N∑
i=1
P(D = Di,Di|C j, I)
=
N∑
i=1
P(D = Di|Di,C j, I)P(Di|C j, I)
≈ 1
N
N∑
i=1
P(Hi|D,Di,C j, I)
=
1
N
N∑
i=1
wi.
(9)
noting that C j is redundant once Di is known. Thus the marginal
likelihood is estimated to be the mean weight over all mock sam-
ples.
5 this is equivalent to the cross-correlation, evaluated at zero-shift
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However, given the following equivalence:
1
N
N∑
i=1
∫
P(αi = α, βi = β|Di,I)P(α, β|D,I) dα dβ
=
∫ [ 1
N
N∑
i=1
P(αi = α, βi = β|Di,I)
]
P(α, β|D,I) dα dβ
(10)
we can add the many posteriors of all mock samples and re-
normalise: P(α, β|C j,I) = 1N
∑N
i=1 P(αi, βi|Di,I), then identify Z
as the zero-shift cross-correlation of the two aforementioned poste-
riors at the origin. Indeed, this is our practical approach. Note that
since the PDFs in equation 10 that must be added or multiplied are
initially Monte Carlo sampled, we are forced to estimate the func-
tions on a regular 2D {α,β} grid via some choice of kernel. Whether
nearest grid point, gaussian convolution, or kernel density estima-
tion, with bandwidth of 0.1 < ∆α < 0.5 and 0.02 < ∆β < 0.1, all
produce almost identical results. Any variation inZ, at most 5%, is
negligible compared to the uncertainties explored in the next sec-
tion.
Our solution requires simulations that produce several mock
datasets, each of which can be compared to the real data
via a summary statistic and kernel distance metric, as in ap-
proximate Bayesian computation (ABC; see Cameron & Pettitt
2012; Weyant et al. 2013; Robin et al. 2014; Ishida et al. 2015;
Akeret et al. 2015; Lin & Kilbinger 2015, for examples of appli-
cations of ABC within the astrophysical literature). It differs from
standard ABC in two ways. Firstly, what we propose is not a
likelihood-free approach; indeed our aim is to calculate a marginal
likelihood. Secondly, rather than rejecting – and wasting – mock
samples that are dissimilar to the real data, they are down-weighted;
the weights incorporate both the kernel and the distance metric in
traditional ABC. The effect should be similar to probabilistic ac-
ceptance of mock samples as outlined in Wilkinson (2008) and
soft ABC as mentioned in Park et al. (2015). Model selection here
would boil down to comparing mean weights rather than accep-
tance fraction.
While the choice of summary statistics is open to discussion
(our relatively simplistic choice is justified by the small sample
and large scatter), the actual metric used to define the weight-
ing/distance is not arbitrary. The caveat is that this method is only
possible in cases where one can infer the summary statistics as a
probability distribution for any (mock or real) dataset.
6 ΛCDM STRONG LENSING RESULTS
In this section we calculate Z, where the data D are the high-z
MACS clusters and the cosmological model C is standard ΛCDM.
For an initial demonstration in Sec. 6.1, we use our fiducial simula-
tions and methodology, while in sections 6.2 to 6.5 we examine the
aspects of simulations and selection methods that affect this value.
6.1 AGN clusters at z = 0.5 selected by X-ray flux
The flux cut that was employed in the high-z MACS sample can
be translated into a luminosity cut and using the LX (observer rest-
frame) determined for each cluster we can select simulated clusters
for our sample (see. Sec.4.2).
fcut =
LX,cut
4πD2
L
, (11)
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Figure 1. Cluster rest-frame X-ray luminosity, computed within the [0.1-
2.4] keV energy band, as a function of cluster mass M500 . Blue squares
denote z = 0.5 clusters selected from the AGN simulations, while red circles
denotes the high-z MACS sample.
where DL denotes the luminosity distance to the cluster. For the
standard ΛCDM cosmology adopted in the present work, and at
z ≈ 0.5, the threshold flux translates to a threshold luminosity of
LX,cut = 7.6×1044 erg s−1 (observer rest-frame [0.1-2.4] keV). In the
AGN simulation set, 15 clusters exceed the luminosity/flux thresh-
old (LX > LX,cut)
6.
There exists a tight correlation between core-excised X-ray
luminosities of the high-z MACS clusters and X-ray based mass-
estimates (Mantz et al. 2010). We do not use core-excised lumi-
nosities to select our simulated clusters, however, nor do we use
bolometric luminosities in the cluster rest-frame, but rather the
[0.1-2.4] keV band luminosities in the observer’s frame. This is
done to best replicate the actual selection criteria. In Fig. 1 we show
the LX–M relation for the simulated and observed clusters, where
the X-ray luminosities are measured in the soft X-ray waveband.
The LX–M self-similar relation is technically correct for bolometric
luminosities, but Reiprich & Böhringer (2002) also suggest a rela-
tion with LX in our band (Perrenod 1980). Self-similarity is gener-
ally better followed by relaxed clusters in hydrostatic equilibrium,
while a high-luminosity sample would be biased towards unrelaxed
clusters; for such a sample, one might expect higher luminosities
for a fixed mass. Even with the inclusion of AGN feedback, the
simulated clusters remain slightly overluminous for a given mass,
relative to the observed clusters. There is a distinct lack of high
mass candidates in the simulated sample, witnessing that for the
adopted cosmology even a box size as large as 1 h−1Gpc does not
contain a large enough population of massive clusters at the red-
shift of interest, z = 0.5. Note that in the following analysis, we
do not simply consider the observed distribution of Einstein radii,
which would be severely biased by the lack of high-mass clusters,
but rather the lensing-mass relation.
6 If more simulated clusters are available for follow-up studies, one could
also account for cosmic variance
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Figure 2. Einstein radii statistics for z = 0.5 clusters from the AGN simulations. Left: Strong lensing efficiency, characterised by scaled Einstein radii, θE,eff ,
plotted as a function of M500 . The range of Einstein radii for simulated clusters are shown by the blue box-plots. The red circles represent the MACS z > 0.5
clusters, whose masses have been corrected as described in Sec. 3. The red line marks the maximum a-posteriori fit to observational data, while the thin blue
lines mark the fit to 20 randomly chosen mock samples from simulations. Middle: 1-σ and 2-σ constraints on parameters of the strong lensing - mass relation
given the MACS z > 0.5 cluster data (red contours and shading). Overplotted in blue dots are the best fits to 80 mock observations of z = 0.5 clusters from
the AGN simulations. A typical 1-σ error is shown as a blue ellipse. Right: Same as the middle panel, but the blue curves mark the 1-σ and 2-σ contours of
P(α, β|C,I), having combined all mock observations. The value ofZ
is the integral over the product of the PDFs marked by the red and blue contours.
In the left panel of Fig. 6.1 we show the relation between the
Einstein radii and the cluster mass M500. The z > 0.5 clusters of the
MACS sample are represented by red circles. For simulated clus-
ters, the situation is more complicated. Since different lines of sight
provide a large variation in projected mass distribution, each cluster
cannot be associated with an individual Einstein radius, nor a sim-
ple Gaussian or log-normal distribution (see Killedar et al. 2012).
We therefore measure the Einstein radius for 80 different lines of
sight and, for ease of visualisation, describe the distribution of Ein-
stein radii for each simulated cluster by a box-plot7.
As described at the beginning of this section, we fit the obser-
vational data to the strong lensing-mass relation and after marginal-
ising out the nuisance parameter, V , present P(α, β|D,I), the poste-
rior distribution for α and β, denoted by red contours in the middle
panel of Fig. 6.1. Many mock samples are individually fit to the
lensing-mass relations; the maximum of the posterior is shown as
a blue point, one for each mock, and a typical 1-σ error shown as
a blue ellipse. By adding the posteriors for each mock sample and
renormalising, we estimate P(α, β|C,I), shown by the blue con-
tours in the right-hand panel of Fig. 6.1. By multiplying by the two
distributions, we findZ = 0.25.
Note that one cannot comment on whether the marginal like-
lihood is large or small. One cannot use this value to claim ‘con-
sistency’ or ‘tension’ with ΛCDM. However, if the same process
is repeated for simulations under a different cosmological model
then the Bayes factor R can be calculated and, after accounting for
priors, it may (or may not) reveal a preference for one of the cos-
mologies, in light of this data.
Note that we have allowed for negative α, i.e. negative slopes
for the strong lensing-mass relation, which seems counterintuitive
but should not be ruled out on principle given the anti-correlation
between concentration and cluster mass. If we do insist on positive
7 In the box-plots, we mark the median with a short black horizontal line,
a blue box marking the 25th and 75th percentiles and stems to meet the
furthest data-points within 1.5 times the inter-quartile range
slopes, by placing a boundary on the prior on α, we find that Z
increases by about 5%.
The use of the AGN simulation set and the cluster selection
as described characterise our fiducial approach. Certain factors can
be expected to impact the marginal likelihood, and consequently
the Bayes factor when comparing cosmologies. For the remain-
der of this section, we consider how the marginal likelihood for
our specific cosmology may depend on other details, such as clus-
ter redshift, selection criteria and the numerical implementation of
baryonic processes.
6.2 Effect of baryon processes
By using hydrodynamic simulations, we are now in the position of
being able to select clusters in a manner more consistent with the
selection of the observational sample. However, given the sub-grid
nature of the astrophysical processes and subsequent uncertainties
in their implementation, we consider it prudent to determine the
sensitivity of our scientific conclusions to the inclusion of baryonic
processes and resulting gas distribution (see Wurster & Thacker
2013 and Ragone-Figueroa et al. 2013 for detailed discussions on
different implementations of AGN feedback). In this section we
perform the same comparison as before but for the clusters in the
DM, NR and CSF simulations. The clusters selected are the coun-
terparts to the clusters selected in the previous subsection Sec. 6.1.
That is, clusters are selected in the AGN simulation according to
their X-ray luminosity as would be observed in the 0.1–2.4 keV
band; then, the same clusters are selected in the other simulations8.
Therefore, we are able to determine the effect of baryonic physics
on the marginal likelihood estimated using the same sample of clus-
ters.
8 Note that these clusters are not selected based on their X-ray luminosity in
the DM, NR and CSF simulations; the degree to which LX is overestimated
in NR and CSF simulations is greater than for AGN simulations, and X-ray
luminosities are obviously not defined for the DM clusters.
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Radiative processes can impact on cluster mass, M500, as well
as the mass profiles and consequently, strong lensing at z = 0.5
(Killedar et al. 2012; Cui et al. 2014). CSF-like simulations, which
suffer from overcooling and steepened profiles, result in up to 10%
increase in M500 relative to dark matter simulations at z = 0.5, with
no significant trend with mass, but increase the Einstein radii for
low-mass haloes in particular, resulting in a preference for a lower
value of α, as seen in the left-hand panel of Fig. 3. Halos are more
spherical as a consequence of adiabatic contraction; the increased
degree of sphericity causes, in turn, a decrease in the variation be-
tween mock samples, and therefore a much narrower P(α, β|C,I)
distribution. AGN feedback tempers the effect on both cluster mass
and strong lensing. Ultimately, we find Z = 0.74 for the CSF sim-
ulations, about triple that derived from the AGN simulations, while
the DM and NR simulations result in Z = 0.18 and 0.14 respec-
tively, about half that of AGN9. These simulations are extremes in
terms of the astrophysical processes that are ignored. However, as
they bracket our true ignorance of the thermal and kinetic effects of
baryonic processes, then this implies an uncertainty in theZ – and
therefore R – of a factor of three.
6.3 Changing the redshift of simulated clusters
Eleven out of the twelve high-z MACS clusters lie within 0.5 <
z < 0.6 (J0744.8+3927 lies at z ≈ 0.7). Thus far we have com-
pared the strong lensing properties of the MACS clusters with sim-
ulated clusters by extracting the latter at the lower end of the red-
shift range: z = 0.5. We remind the reader that the Einstein ra-
dius is scaled in order to account for the different redshifts of the
clusters being compared. However, this does not account for any
structural differences due to clusters at z = 0.5 being captured at a
later stage of evolution than those at z = 0.6. Since cluster-mass-
concentration at fixed total mass is expected to increase with red-
shift, then the choice of simulating clusters at only z = 0.5 could
potentially underestimate the ΛCDM prediction for strong lensing
for clusters where this redshift is only the lower-limit. Therefore,
we repeat the comparison for simulated clusters at z ≈ 0.6 instead.
At z = 0.6, the threshold flux translates to a threshold luminosity
of LX,cut = 11.9 × 1044 erg s−1 (observer rest-frame [0.1-2.4] keV);
eleven clusters in the AGN simulations satisfy this selection criteria.
The simulation-based P(α, β|C,I) and the observed α and β
are shown in the middle panel of Fig. 3, akin to the right-hand panel
of Fig. 6.1. The relationship between the Einstein radii and mass is
similar to that of the z = 0.5 simulated sample, notwithstanding
the absence of any cluster with unusually small Einstein radius.
The result is a more strongly peaked function P(α, β|C,I) (blue
contours). In this case, we measure Z = 0.49, which is almost
double that derived from the z = 0.5 simulations.
6.4 Cluster selection by mass
It is common practice to select simulated cluster samples using a
mass threshold, or some other proxy for X-ray flux, when sim-
ulations do not contain gas dynamics (e.g. Horesh et al. 2010;
Meneghetti et al. 2011). However, since the clusters in the MACS
survey (among others) were selected by flux rather than luminosity,
there is no corresponding mass threshold, strictly speaking. In fact,
9 As an aside, we could assume that the cosmological model is correct and
test cluster physics instead using such simulations but in that case perhaps
the posterior for α and V would be more revealing.
even if the selection is by luminosity, there will be a preference for
high-concentration clusters, for a fixed mass, which are relatively
X-ray brighter (Rasia et al. 2013).
On the other hand, mimicking X-ray selection for simulated
clusters requires a robust treatment of the hot X-ray emitting ICM.
While our simulated clusters follow the luminosity-temperature re-
lation reasonably well (Planelles et al. 2014), we note that there is
still some small degree of over-luminosity in the scaling relation
against mass, possibly due to violation of hydrostatic equilibrium
in observational mass estimates. The single-redshift choice means
that flux, luminosity and mass thresholds are equivalent. Thus we
are able to investigate if the selection of clusters by X-ray lumi-
nosities introduces low-mass clusters into our simulated sample.
To address this concern, we select simulated clusters by imposing
a M500 mass threshold corresponding to the lowest mass z > 0.5
MACS cluster.
Assuming that there are not many low-luminosity high-mass
clusters introduced into the sample, we could expect, given the left
panel of Fig. 6.1, that in fact a few MACS clusters would have Ein-
stein radii that are smaller than those typically measured in sim-
ulated clusters. Accounting for the 2009 Chandra calibration up-
date, we estimate the lowest mass high-z MACS cluster to have
M500 = 4.2 × 1014h−1M⊙. Accordingly, we select the eight clus-
ters from the AGN simulations with M500 above this value. Indeed,
we find that compared to the simulated sample from Sec. 6.1, the
seven lowest mass clusters drop out of the simulated sample, while
no low-luminosity clusters are added. The function P(α, β|C,I) for
both assumed selection methods and observational fit to the scaling
relation are shown in the right-hand panel of Fig. 3. By selecting
simulated clusters by mass,Z increases to 0.42.
6.5 Cluster selection by dynamical state
Five of the twelve z > 0.5 MACS clusters are classified as dy-
namically relaxed, according to a morphological code described in
Ebeling et al. (2007). This low fraction is not surprising for an X-
ray flux-selected sample since cluster mergers are known to lead
to large boosts in X-ray luminosity (e.g. Ritchie & Thomas 2002;
Planelles & Quilis 2009). On the other hand, observational pro-
grammes such as CLASH collect clusters according to their X-ray
contours and alignment of the BCG with the X-ray peak, in an ef-
fort to choose relaxed clusters. Here, we determine how this choice
of relaxed clusters affects the marginal likelihood.
The background information I now includes the dynamical
state criterion, and so the mock data are limited to the relaxed sub-
sample out of the fiducial AGN clusters. The dynamical state of the
simulated clusters is defined following the method of Killedar et al.
(2012). The method consists of computing the offset between the
position of the particle with the minimum gravitational potential
and centre of mass (COM), where the COM is calculated within a
range of radii ζiRvir, with ζi going from 0.05 to 2 in 30 logarithmic
steps. A cluster is defined as relaxed if the offset is less than 10 per
cent of ζiRvir for all radii. In the AGN simulations 9 relaxed clus-
ters exceed the luminosity/flux threshold (LX > LX,cut). In both the
MACS and simulated sample, half the clusters are deemed relaxed.
The Einstein radii and masses of the relaxed sub-sample of clusters
are shown in the left-hand panel of Fig. 4; with the observed fit de-
scribed by the magenta contours and P(α, β|C,I) shown in green in
the middle panel. The inferred marginal likelihood isZ = 0.39.
It would be unwise to use theoretical models based on the as-
sumption of a relaxed sample if the observational sample did not in-
clude this criterion. In order to demonstrate this, consider now the
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Figure 4. Left: As in the left-hand panel of Fig. 6.1 but for dynamically relaxed clusters; Middle: Constraints on α and β for the relaxed sub-sample of the
MACS clusters (magenta; best-fit marked with a star), and P(α, β|C,I) using the relaxed simulated clusters (green); Right: Constraints on α and β for the
complete MACS sample (red), and P(α, β|C,I) using the complete sample of simulated clusters (blue dashed) and the relaxed sub-sample (green solid)
effect of applying the incorrect selection criteria when modelling
lenses. Excluding the most disturbed clusters from both the simu-
lated and observational sample might tighten the fit on α and β, but
this is compensated for by a loosening fit due to the smaller sample
size. Ultimately, as seen in the right-hand panel of Fig. 4, the func-
tion P(α, β|C,I) derived from the relaxed simulated clusters (green
contours) is more sharply peaked than that which is derived without
this additional selection (blue contours). If this relaxed simulated
sample is used to analyse the full observational sample (constraints
shown in red), one would incorrectly derive a value ofZ = 0.7; we
remind the reader that including merging clusters in the simulated
sample resulted in a smaller marginal likelihood by a factor of four.
Relaxed sub-samples as shown here provide much less data
to work with, and thus a less powerful cosmological test. Further-
more, the dynamical state of simulated clusters has been evaluated
in three dimensions, which is not exactly consistent with choices
based on projected observables. Criteria presented by Merten et al.
(2015), Meneghetti et al. (2014) and the automated methods of
Mantz et al. (2015) have recently made it possible to mimic the
morphological selection. If this can be applied to a large number
of both simulated and observed clusters with mass estimates and
strong lensing measurements, we could determine a more robust
marginal likelihood.
7 COMPARISON TO PREVIOUS WORK
There have been four other works in the literature that analyse the
strong lensing statistics of the high-z MACS clusters and com-
pare them to predictions from simulations (Horesh et al. 2011;
Meneghetti et al. 2011; Zitrin et al. 2011; Waizmann et al. 2014).
Several factors could lead to disagreements with our findings pre-
sented in Sec. 6. Firstly, the theoretical predictions for the first
three works were based on the adoption of 1-year Wilkinson Mi-
crowave Anisotropy Probe (WMAP-1 Spergel et al. 2003) cosmo-
logical parameters including, most notably, a high normalisation
for the matter power spectrum: σ8 = 0.9. These parameters predict
an earlier epoch for structure formation relative to the preferred
model based on WMAP-7 results (Komatsu et al. 2011), and thus
clusters are predicted to be more concentrated and stronger lenses
than predicted by our simulations. Additionally, simulations in the
above previous analyses were either collisionless N-body, or in-
cluded only non-radiative physics; however as we have shown in
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Sec. 6.2, the effects of baryons are minor compared to the substan-
tial scatter associated with cluster triaxiality. Finally, the inferred
strong lensing properties of the high-z MACS sample for all three
studies described below were based on mass models constructed
prior to the availability of the high quality HST data within the
CLASH and Frontier Fields programmes. All these factors aside,
our main focus here is on the statistical methods used.
Horesh et al. (2011) measured the frequency of arc production
in cluster lenses from the Millenium simulation (Springel et al.
2005b) at three different redshift bins simulated clusters (z ∼0.2,
0.4 and 0.6). The high-z MACS sample were compared with the
highest redshift bin. They found that simulations under-predicted
the number of arcs per cluster, but cautioned that there were too
few simulated clusters available (4 and 1 for their low and high
mass threshold respectively) to form a robust conclusion.
Meneghetti et al. (2011) based the ΛCDM predictions on
clusters from six snapshots between 0.5 < z < 0.7
from the MareNostrum Universe non-radiative gas simulations
(Gottlöber & Yepes 2007). The selection criteria included X-ray
flux selection, but required a correction term for luminosities that
are estimated from simulations that have a relatively simple de-
scription of the gas. Their comparisons revealed that the predicted
lensing cross-section for giant arc-like images of sources at zs = 2
was half that of the observed value10, while the Einstein radii (char-
acterised through the alternative ‘median’ radius) differed by 25 per
cent. They then claimed to close the gap between observations and
simulations with the inclusion of realistically modelled merging
clusters. However, Redlich et al. (2012) have shown that the me-
dian Einstein radius is more sensitive to cluster mergers and will
be boosted for a longer period during the merger. In fact, three
of the MACS clusters were singled out for their unusually strong
lensing qualities: MACS J0717.5+3745, MACS J0025.4-1222 and
MACS J2129.4-0741; yet these are precisely the clusters for which
the characterisation of the Einstein radii makes the most difference:
θE,med/θE,eff = 1.3, 1.9 and 2.2 respectively. Fig. 5 demonstrates that
there is a much poorer scaling relationship between the Einstein ra-
dius if characterised in this alternative manner and the cluster mass
for the z > 0.5 MACS clusters due to merger-driven boosts.
Zitrin et al. (2011) determined a theoretical distribution for ef-
fective Einstein radii using smooth triaxial lens models with pa-
rameters constrained by N-body simulations. The lens structure
was designed to match results from earlier collisionless simula-
tions and they selected clusters above a mass threshold based
on the flux-limit using the (relaxed cluster) LX–M relation from
Reiprich & Böhringer (1999). Einstein radii were found to be about
1.4 times larger than predicted by ΛCDM, measured by comparing
the medians of the total distributions.
A recent study by Waizmann et al. (2014) takes a different ap-
proach to the strong lensing comparison by using order statistics.
Semi-analytic models of cluster lensing and mass function are com-
bined with general extreme value distributions to determine ‘exclu-
sion constraints’ on the n-largest observed Einstein radii; the high-z
MACS sample is found to be consistent with ΛCDM.
The studies of Horesh et al. (2011) and Meneghetti et al.
(2011) employ directly the results from N-body and non-radiative
gas simulations, while Zitrin et al. (2011) and Waizmann et al.
(2014) use semi-analytic models. In the present work, we have
10 The values of θE,med as quoted in Meneghetti et al. (2011) are based on
the earlier mass models, prior to the availability of HST data within the
CLASH and Frontier Fields programmes.
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Figure 5. The posterior probability on α and β for the high-z MACS data for
Einstein radii defined as θE,eff (red; best fit marked with a star) and θE,med
(magenta; best fit marked with a triangle)
modelled cluster lenses from hydrodynamic simulations, allowing
a realistic description of baryonic effects and of unrelaxed clusters,
as well as the directly comparable X-ray flux selection. However,
unlike the semi-analytic models, the number of objects is still lim-
ited.
The key difference between the present study and those con-
ducted before lies in the statistical approach. Waizmann et al.
(2014) employs order-statistics, while the first three studies employ
the Kolmogorov-Smirnov (KS) test in order to compare the distri-
bution of a strong lensing property (either lensing cross-sections
or Einstein radii) for the high-z MACS sample to the similarly
constructed distribution for a mock sample consisting of simulated
clusters; otherwise the median of their distributions are compared
as a consistency check. However:
(i) Comparing medians of distributions involves the loss of
much of the information in the data.
(ii) Uncertainties in the measurement of the Einstein radii are
ignored.
(iii) Different lines of sight through the same simulated cluster
can produce different mock observations due to cluster triaxiality
and the presence of substructures, leading to wildly varying results
for the KS-test
(iv) All aforementioned statistical approaches — and the major-
ity of the literature analysing the strong lensing efficiency or con-
centration of galaxy clusters — do not formally provide a marginal
likelihood that would allow one to judge the preference for the
ΛCDM cosmological model over other cosmologies.
In the present work instead, we take a Bayesian approach and
provide a guide to performing the first step of the model-selection
problem: determining the marginal likelihood, the probability of
observing the lensing-mass relationship assuming a single power-
law form to the scaling relation. The rest of the comparison requires
numerous simulations for other cosmologies and is therefore out-
side the scope of this work. However, we have laid the groundwork
for a strong lensing test of cosmology.
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Beta-profile fits to X-ray emission from the ICM provide a gas-
mass estimate which is converted to a total mass estimate assum-
ing a gas/baryon fraction in clusters; the mass recovered is lim-
ited to within R500. Weak lensing data can allow one to measure
the total mass of a cluster out to larger radii and perhaps include
shape measurements in combination with X-ray and/or Sunyaev-
Zel’dovich (SZ) data (Marshall et al. 2003; Mahdavi et al. 2007;
Morandi et al. 2010; Sereno & Umetsu 2011; Sereno et al. 2013;
Limousin et al. 2013). Triaxial model fits provide more realistic
descriptions of cluster mass profiles, but they will generally also
result in a higher mass estimate than if spherical symmetry was
assumed (Corless & King 2007). Given the increasing availability
of lensing and SZ data, and subsequent possibility of shape recon-
struction, we consider it useful to explore the relationship between
strong lensing efficiencies of clusters and their ellipsoidal mass. We
have performed triaxial shape measurements on the simulated clus-
ters for a fixed overdensity of 200 and 2500 to derive axis ratios
(see Appendix B for details) and thus calculate the resulting mass
within the ellipsoid (M200,tri and M2500,tri respectively).
Despite the large line-of-sight related variation, the Einstein
radius of a cluster tends to scale well with mass at high overdensi-
ties as seen clearly in the left-hand panel of Fig. 6. Therefore, we
may use the mass at high-overdensities in place of Einstein radius
for a scaling relation as previously discussed. Consider, then the
potential to use the relationship between triaxial masses at low and
high overdensities, as shown in the right-hand panel of Fig. 6, and
the associated fit parameters as summary statistics. The differences
between mock samples is no longer due to triaxiality, but rather due
to cosmic variance. A full simulation-based likelihood function will
require a much more extensive cluster sample, so unfortunately it
is out of the scope of the present work.
As for observational data, we consider the following two
galaxy clusters. MACS J1423.8+2404 is arguably the most dynam-
ically relaxed cluster of the high-z MACS sample and has a rel-
atively low-substructure fraction (Limousin et al. 2010). This has
made it an ideal candidate for reconstruction of the triaxial mass
profile using multiple data-sets. Morandi et al. (2010) have recon-
structed the 3-dimensional structure of this cluster using a com-
bination of X-ray, SZ and weak lensing data, determining a best-
fit set of triaxial parameters and the enclosed mass for an over-
density of ∆ = 2500. Limousin et al. (2013) improved the algo-
rithm used to combine data and provide a best fit set of generalised
NFW model parameters and enclosed mass for an overdensity of
∆ = 200. A second cluster, Abell 1689 is not part of the high-z
MACS sample but has been the subject of extensive study regarding
its triaxial shape and mass reconstruction using a variety of probes
(Sereno & Umetsu 2011; Sereno et al. 2013; Limousin et al. 2013;
Umetsu et al. 2015). We show both these clusters in Fig. 6 as
well, although there are too few to draw any strong conclusions.
At present, multi-wavelength reconstruction methods are likely to
be restricted to relaxed clusters, so we would advocate providing
likelihood functions for relaxed clusters (as marked by dark blue
squares) as well.
9 CONCLUSIONS
The MACS z > 0.5 sample has been the subject of a number of
studies in the literature (i.e. Horesh et al. 2011; Meneghetti et al.
2011; Zitrin et al. 2011; Sereno & Zitrin 2012) regarding the con-
sistency of their strong lensing properties with ΛCDM. Since these
studies were undertaken, several of the clusters have had revisions
to their mass models as a result of the multi-band data and precise
HST imaging from the CLASH and Frontier Fields programmes;
in some cases the new Einstein radii are significantly lower than
previously estimated.
Our primary goal here is to step away from claims of ‘ten-
sion’ or ‘consistency’ with a single cosmological model. We have
introduced a new approach to calculating a marginal likelihood for
measuring the relationship between strong lensing efficiency and
cluster lens mass, and demonstrated with the high-z MACS clus-
ters under the ΛCDMmodel and a choice of cosmological parame-
ters consistent with WMAP-7 results. Model predictions are based
on a finite sample of galaxy clusters simulated with hydrodynamic
processes. Since our interest lies in typical strong lensing proper-
ties of cluster lenses at fixed mass, we consider a scaling relation
between the Einstein radius of the lens and its mass. We assume
a power-law relation (see equation 7), and interpret the parameters
of the scaling relations, α and β, as summary statistics. We employ
cosmological simulations to determine the probability of observing
these parameters under ΛCDM. Folding this function with the ob-
served fit, we derive the marginal likelihood. This forms the first
step in a Bayesian model selection process.
The approach described above is an exciting new strategy
for estimating the marginal likelihood for a given cosmology us-
ing strong lensing galaxy clusters. However, we recognise that the
calculation involves running computer simulations that can take
months. We find that the marginal likelihood would vary by a fac-
tor of three or so only if the most unrealistic simulations are em-
ployed, with significant overcooling or otherwise lacking radiative
processes entirely. We invite development of cosmological simula-
tions that include a large range of hydrodynamical processes with
different philosophies for the implementation of sub-grid physics,
feedback models and implementation of hydrodynamical schemes.
We expect simulations run under a range of cosmological models
to be analysed in a manner equivalent to that demonstrated in the
present work to allow eventual model selection. Our findings sug-
gest that if a model-comparison study was carried out using a simu-
lation based on an alternative cosmological hypothesis and resulted
in a Bayes factor of 20 or more (see equation 6), then DM simula-
tions would be sufficient. However, in the event that the R is found
to be smaller, then the computationally expensive hydrosimulations
would be necessary.
Cluster selection is an important factor, however, particularly
the choice by dynamical state. Samples that include clusters in un-
relaxed dynamical states are problematic: they introduce a large
amount of scatter in the lensing-mass scaling relation, which conse-
quently weakens the constraints on α and β and reduces the power
of cosmological test. On the other hand, relaxed sub-samples are
smaller in number, which have a similar effect. Furthermore, since
some measures of strong lensing (e.g. θE,med) can be highly sensi-
tive to merging events (and line of sight on the sky), smaller sam-
ples will suffer more from occasional boosts in lensing efficiency,
and weaken the strength of statistical tests. We warn against using
theoretical models that assume a relaxed morphology to analyse
an observational sample that includes clusters undergoing merg-
ers. Instead, we recommend the use of effective Einstein radius to
characterise strong lensing in a large homogeneous sample of re-
laxed clusters selected with automated methods, such as those of
Mantz et al. (2015).
The relationship between masses at low and high overdensi-
ties is an interesting alternative to the strong lensing-mass scaling
relation. Here, we advocate folding cluster triaxiality into the anal-
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Figure 6. Einstein radius as a function of enclosed mass within ellipsoid for an average overdensity of ∆ = 2500. Blue box plots represent simulated clusters,
while the magenta diamond represents MACS J1423.8+2404, and the orange diamond Abell 1689
ysis in order to reduce variation between mock samples. Measuring
these masses will become feasible over the coming years given the
availability of multi-wavelength data. Alternatively, weak lensing
estimates alone would provide a more precise measure of cluster
mass, albeit usually at lower overdensities or at fixed aperture ra-
dius (e.g. Applegate et al. 2014).
For follow-up studies, we aim to:
(i) include more simulated clusters in a parent sample that would
then allow one to account for ‘cosmic variance’ between mock
samples, not just the orientation-related scatter. This would reduce
any bias in the estimator of the marginal likelihood.
(ii) use semi-analytic models or emulators in place of individ-
ual simulated clusters (e.g. Giocoli et al. 2012; Kwan et al. 2013;
Bonamigo et al. 2015; Jabot et al. 2014). This would allow even
easier modelling of cosmic variance, however, fitting-functions
here are still based on simulations.
(iii) relax the assumption of the power-law relationship between
the Einstein radius and cluster lens mass. However a new summary
statistic would need to be identified, possibly with more than two
dimensions. Otherwise, alternative definitions of discrepancy dis-
tance could be explored (e.g. Park et al. 2015).
(iv) apply generalised linear models (GLMs, e.g. de Souza et al.
2015a; Elliott et al. 2015; de Souza et al. 2015b) in place of the
analysis as described in Sec. 5, in the case that full error distri-
butions on measurements become available.
While numerical simulations have opened up the possibility to
explore the effects of cosmology and physics on non-linear struc-
ture formation, they have brought with them the necessity to break
away from ‘textbook’ statistical methods that assume the existence
of analytical models. We hope, therefore, that we have begun a dis-
cussion about alternatives which may prove as revolutionary to cos-
mological testing as the simulations themselves.
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APPENDIX A: FITTING TO THE LENSING-MASS
SCALING RELATION
We employ a Bayesian fitting procedure to determine the summary
statistics, α and β, parameters of the scaling relation between strong
lensing efficiency and total cluster mass (equation 7). We also ac-
knowledge that there is likely to be intrinsic scatter in this relation-
ship directly comparable to the scatter in the concentration-mass
relation, partly due to cluster triaxiality and substructure and partly
from the varying formation histories of the clusters. Thus we also
include a nuisance parameter, V , which represents intrinsic Gaus-
sian variance, orthogonal to the line.
For this appendix, we change notation in order to reduce the
subscripts: the mass of the i-th cluster lens as Mi, and the scaled
Einstein radius — however characterised — as Ei. Each data-point
is denoted by the vector Z i = [logMi, log Ei]. Their respective un-
certainties (on the logarithms) are denoted σ2M and σ
2
E . Since we
assume the uncertainties for Einstein radii and cluster mass are un-
correlated, the covariance matrix, Si, reduces to:
Si ≡
(
σ2M 0
0 σ2E
)
(A1)
In the case of a mock sample of simulated clusters, Si = 0. We
expect uncertainties in mass due to the choice of halofinder and
Einstein radii (see our method describe in sec. 4.3) to be negligible
compared to the overall scatter.
Consider now the following quantities: ϕ ≡ arctanα, which
denotes the angle between the line and the x-axis, and b⊥ ≡ β cos ϕ
which is the orthogonal distance of the line to the origin. The or-
thogonal distance of each data-point to the line is:
∆i = vˆ
⊤
Zi − β cos ϕ (A2)
where vˆ = [− sinϕ, cos ϕ] is a vector orthogonal to the line.
Therefore, the orthogonal variance is
Σ2i = vˆ
⊤
Sivˆ . (A3)
Following Hogg et al. (2010) (see their Eqn. 35), we calculate
the (logarithm of the) likelihood over the 3-dimensional parameter
space Θ1 ≡ {α, β,V} given the data D, which includes Z and S:
lnL(Θ1;D) = K −
N∑
i=1
1
2
ln(Σ2i + V) −
N∑
i=1
∆2i
2Σ2i + V
(A4)
where K is an arbitrary constant, and the summation is over all
clusters in the considered sample.
While we ultimately (aim to) provide the parameter con-
straints on α and β, flat priors for these tend to unfairly favour large
slopes. A more sensible choice is flat for the alternative parameters
ϕ and b⊥. We apply a modified Jeffreys prior on V :
π(V) ∝ 1
V + Vt
(A5)
This is linearly uniform on V for small values and logarithmically
uniform on V for larger values with a turnover, Vt, chosen to reflect
the typical uncertainties.
Thus, for each Θ1, we may define an alternative set of param-
eters Θ2 ≡ {ϕ, b⊥,V}, for which the prior is given by:
π(Θ2) = π(ϕ, b⊥)π(V)
∝ π(V) (A6)
where π(V) is given by equation (A5). The prior on Θ1 is then de-
pendent on the magnitude of the Jacobian of the mapping between
the two sets of parameters:
π(Θ1) = π(Θ2)det
∂Θ2
∂Θ1
≡ π(Θ2)
1
(1 + α2)3/2
(A7)
Boundaries on the priors are sufficiently large15:−8 6 β 6 8; −40 6
α 6 40; 0 6 V 6 Vmax. Vmax is chosen to reflect the overall scatter
in the data. The posterior is calculated following Bayes’ theorem:
P(Θ1|D) ∝ L(Θ1;D) π(Θ1) (A8)
and is normalised. Since we are interested in the constraints on α
and β, we then marginalise over the nuisance parameter, V .
In practice, the posterior distribution was sampled by employ-
ing emcee (Foreman-Mackey et al. 2013), the python implemen-
tation of the affine-invariant ensemble sampler for Markov chain
Monte Carlo (MCMC) proposed by Goodman &Weare (2010).
The proposal distribution took the form of a small Gaussian ‘ball’
centred on the expected peak in the distribution as determined in
earlier test runs. These tests also found that the auto-correlation
times tend to be between 10 and 60 steps for each parameter. For
both the data and each of the 80 mock samples, we ran 120 walkers
for 600 steps each. In all cases, the 120 initial steps were considered
to encompass the ‘burn-in’ phase and were discarded.
15 The physically motivated choice of restricting α > 0 is also explored,
however this has very minor effects on the final results despite removing
the (small) secondary peak in the marginal posterior on α and β
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APPENDIX B: TRIAXIALITY AND ENCLOSEDMASS
Given a numerically simulated dark matter halo for which the un-
derlying mass distribution is described by the distribution of dis-
crete particles, its shape can be determined with the following iter-
ative procedure, based on Dubinski & Carlberg (1991) (see also a
detailed discussion in Zemp et al. 2011):
(i) compute and diagonalise the inertia shape tensor
S i j ≡
Σkmkwkxk,ixk, j
Σkmk
(B1)
where mk is the mass of the kth particle, wk is a weighting asso-
ciated with that particle and xk,i is the i component of the particle
position vector. The summation is over all particles chosen for anal-
ysis.
(ii) identify the principal axes as the eigenvectors of S i j.
(iii) calculate the eigenvalues of S i j (λ1 > λ2 > λ3).
(iv) determine the axis ratios using
λ3
λ1
= s2 and
λ2
λ1
= q2. (B2)
(v) identify a new set of particles for analysis by calculating re
for each particle based on the newly determined q and s. If re is less
than a pre-determined r⋆e , the particle is included in the integration
volume.
(vi) repeat steps i–iv until both q and s pass convergence criteria
or until a maximum number of iterations.
The choice of r⋆e determines the scale of the ellipsoidal vol-
ume at each iteration. We perform the iterative procedure outlined
above with r⋆e defined such that the enclosed mass has a fixed av-
erage density of ∆ times the critical density. Note that numerous
works in the literature scale the ellipsoid at each iteration by an-
choring the major axis to a fixed radius instead, but while our ap-
proach is more numerically demanding, this criteria better reflects
the required information about cluster shape (see also Despali et al.
2013; Bonamigo et al. 2015). We repeat this process two times for
each cluster, once for ∆ = 200 and then ∆ = 2500.
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