











The thesis comprises four papers in theoretical econometrics: two papers on the subject of ro-
bust estimation and inference in moment condition models, one on semiparametric estimation
in the presence of missing data, and one on survival analysis with competing risks data.
The first chapter considers estimation of moment condition models when some data are miss-
ing. The inverse probability tilting (IPT) estimator of Graham et al. [2] re-weights fully
observed data to account appropriately for missingness. This paper considers a generalisation
of the IPT estimator that allows for more flexible nuisance parameter estimation. It is shown
that an IPT estimator with nonparametrically-estimated generated regressors retains some
key asymptotic efficiency and robustness properties. A simulation study illustrates that these
robustness properties allow IPT estimators to be insensitive to the choice of tuning parameter.
The second chapter concerns semiparametric moment condition models where the parameter of
interest is described by one set of moment restrictions, while nuisance functions are identified
from another set of moment restrictions. A two-step GEL-weighted estimator, a generalisation
of Hellerstein and Imbens [3] and Bravo [1] to the semiparametric setting with estimated nui-
sance functions, is proposed that guarantees an efficiency gain arising from exploiting auxiliary
moment restrictions that may involve nonparametric components. It is shown that in order
to achieve this, moment restrictions generally need to be adjusted to account for first-stage
nuisance estimation of nonparametric components. The theory is applied to a semiparametric
missing data model where it is shown that the two-step GEL-weighted estimator possesses
good efficiency and robustness properties when nuisance models are misspecified.
The third chapter represents my contribution on a project led by James Wason and Chien-Ju
Lin of the MRC Biostatistics Unit. The paper focuses on time-to-event studies with several
possible causes of event for each individual. When these competing risks are mutually depen-
dent and only information on the time-to-first-event is available, marginal survival functions
for each risk cannot be identified. Copula-Graphic estimators (Zheng and Klein [5]) exploit
information on the dependence structure between risks to return consistent estimators. The
paper derives asymptotic results for a class of parametric Copula-Graphic estimators, allowing
for the construction of asymptotic confidence intervals for marginal survival functions. The
performance of these confidence intervals is investigated in a simulation study.
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The final chapter (co-authored with my supervisor, Richard Smith) considers methods to
investigate the validity of over-identified moment restrictions when violations may occur only
in small subgroups of the population. Hansen’s J-test and likelihood-based variants aim to have
non-trivial power against a wide range of alternatives, whereas power against particular forms
of heterogeneity or parameter instability are often of concern. The paper addresses this issue
by providing concentration inequalities designed to detect patterns of model misspecification.
The associated bounds can be used to identify subsets of individual characteristics that are
not consistent with the moment restrictions. These results are applied to show the consistency
of goodness-of-fit statistics (Ramalho and Smith [4]) with data-dependent partitions.
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Ph.D. Thesis: Chapter One
Inverse Probability Tilting with Generated




This paper considers the estimation of moment condition models when some data are
missing. In this setting, existing inverse probability weighting estimators compete on
the basis of efficiency and robustness. The inverse probability tilting (IPT) estimator of
Graham et al. [12] has many attractive properties relative to those estimators. This paper
studies an extension of the IPT estimator that allows for more flexible nuisance parameter
estimation. It is shown that an IPT estimator with generated regressors achieves the
semiparametric efficiency lower bound. In the presence of auxiliary moment conditions
that are correlated with the IPT estimating equations, generalised empirical likelihood-
weighting provides an efficiency gain. The IPT estimator considered here retains a double
robustness property that is not shared by alternative one-step approaches that are based
on stacking all moment conditions. A simulation study shows the IPT estimator with
generated regressors may offer an improvement in finite sample properties over alternative
estimators suggested in the literature, and illustrates how its double robustness property
enables IPT estimators to be robust to the choice of tuning parameters.
Keywords: Moment Condition Models, Double Robustness, Missing Data, Propensity Score
Estimation
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1 Introduction
Researchers are often faced with a problem of missing data. For example, survey participants
may provide limited information when completing questionnaires. Policy evaluation or analysis
of clinical trials must often overcome the issue of participant dropout, in which those enrolled
in a certain treatment programme may be required to report weekly on response variables.
Moreover, the literature of treatment effects estimation is closely related with that on missing
data since the unobservable counterfactual outcomes can also be regarded as missing data.
In some circumstances, the standard estimation and inference methods remain valid even if
some data are missing. However, in general, these methods may need to be adapted to account
for missing data. This paper considers estimation when data are missing at random (MAR); see
Rubin [35]. Under the MAR assumption, the event that a response is missing is independent of
its value given the fully-observed covariates. Models based on this assumption have proved very
popular for handling missing data. A widely-used method which yields consistent parameter
estimates in this missing data set-up is inverse probability weighting (IPW), first proposed
by Horvitz and Thompson [21]. IPW estimators re-weight fully observed data to account
appropriately for missingness.
The subject of this paper is estimation in unconditional moment restriction models with miss-
ing data. For such models, many existing IPW estimators compete on the basis of efficiency
and robustness. The semiparametric efficiency lower bound for the missing data model con-
sidered here is characterised in Robins et al. [34]. Estimators based on the efficient influence
function are contained in the class of augmented IPW estimators. For augmented IPW esti-
mators, the estimation of two nuisance functions is required. However, only one of the models
specified for the nuisance functions is required to be correct for augmented IPW estimators to
be consistent. This is the double robustness property that has become very popular in applied
work; see, for example, Scharfstein et al. [38]. As Bang and Robins [3] note, the analyst is
given “two chances, instead of only one, to make a valid inference”.
Graham et al. [12], henceforth, GPE, recently developed the inverse probability tilting (IPT)
estimator. IPT estimators have many attractive features as compared with augmented IPW
estimators, in terms of both asymptotic and finite sample properties. Given correct specifica-
tion of the nuisance functions, IPT estimators attain the semiparametric efficiency lower bound
of Robins et al. [34], and have better higher-order bias properties than the class of augmented
IPW estimators. IPT estimators are also doubly robust, allowing consistent estimation of
the parameter of interest under some forms misspecification of the nuisance functions. How-
ever, when compared to augmented IPW estimators, the estimator studied in GPE imposes
relatively restrictive assumptions on specifications of the propensity score (conditional prob-
ability that data are missing given the covariates) and the conditional expectation function
(the conditional expectation of moment functions given the covariates). This paper analyses
the properties of IPT estimators when such assumptions are weakened.
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Of course, the MAR assumption may only be plausible if the propensity score model involves
conditioning on a high number of observable characteristics. Consequently, approaches which
allow more flexible propensity score specifications are of interest. For example, Belloni et al.
[4] consider properties of various treatment effect estimators when machine learning is used
for first-step propensity score estimation. Also, Hirano et al. [20] show that an IPW estimator
weighted by a logit propensity score with approximating functions that span the space of
observables is semiparametrically efficient.
To make an IPT approach more flexible and comparable with existing estimators, this paper
considers IPT estimators that allow for generated regressors in the first step. Two cases are
considered: one in which the generated regressors are nonparametrically-determined, and the
other in which the approximating functions may be parameterised by a finite-dimensional
unknown vector. The latter approach induces a further question of how best to utilise the
auxiliary information that may describe the finite-dimensional parameter. A potential trade-
off between efficiency and robustness is considered.
The results of this paper show that an IPT estimator with generated regressors (IPTGR)
achieves the same asymptotic variance as the efficiency lower bound of Robins et al. [34];
consequently, there is no loss of efficiency relative to competing estimators even with plug-in
estimators entering the propensity score. It is also shown that IPTGR preserves the double
robustness property, requiring only one of the two nuisance models to be specified correctly
for consistency. In presence of auxiliary information, for example, containing population infor-
mation, as in Hellerstein and Imbens [18], an estimator based on re-weighting IPT estimating
equations by generalised empirical likelihood weights entails an efficiency gain while also re-
taining a double robustness property that guards against some forms of misspecification of
nuisance functions. Finally, an alternative one-step estimation approach based on all moment
conditions jointly that describe the missing data model is shown not to share this double
robustness property.
The next section introduces the moment condition model and missing data set-up, and com-
pares existing IPW estimators. Section 3 discusses the IPTGR estimator and presents its
properties under correct specification and under different forms of misspecification. Section
4 presents a simulation study illustrating the use of IPTGR and makes comparisons with
existing IPW and imputation estimators. Section 5 concludes. All proofs are given in the
Appendix.
The following abbreviations are used. p→: converges in probability to; d→: converges in dis-
tribution to; T : the triangle inequality; M: the Markov inequality; CS: the Cauchy-Schwarz
inequality; UWL: the uniform weak law of large numbers (for example, Lemma 2.4 of Newey
and McFadden [27]); WLLN: the weak law of large numbers; CLT: the central limit theorem;
LIE: the law of iterated expectations; LHS: left hand side; RHS: right hand side; w.p.1: with
probability one; w.p.a.1: with probability approaching one; ||.|| is the Euclidean norm.
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2 Moment Condition Model with Missing Data
The moment conditions set-up and notation considered here closely follows GPE. Let z =
(y, x) ∈ Z be a vector of variables where y is a dy-dimensional vector; possibly missing, and
x a fully observed dx-dimensional vector of covariates. Of central concern is the estimation of
γ0, the dγ-dimensional unknown parameter which uniquely satisfies the moment condition
E[ψ(z, γ0)] = 0, (2.1)
where ψ(z, γ) is a known dψ-dimensional vector of the data z and the unknown parameter
γ. The identification of γ0 requires that dψ ≥ dγ . However, for simplicity it is assumed that
γ0 is just-identified, that is, dψ = dγ . The extension to the over-identified case, dψ > dγ , is
straight-forward.
Consider a situation in which y is not always observed. Let d be a binary indicator variable
for whether or not y is observed, i.e., d = 1 if y is observed, d = 0 otherwise. For consistent
estimation of γ0, it is the relationship between d and y that determines whether missing data
on y is ignorable, insurmountable or something in between. If {zi, di}ni=1 is a sample of n
units, the researcher only observes {xi, di, dyi}ni=1 where for each unit (i = 1, ..., n), the vector
dyi equals yi if di = 1, and has a missing entry if di = 0.
2.1 Missing at Random and Inverse Probability Weighting
2.1.1 Missing at Random (MAR)
The implications missing data have for the validity of the usual estimation and inference
procedures depend on the restrictions imposed by the missing data. Many types of missing
data schemes have been studied. Rubin [36] and Little and Rubin [24] discuss a classification
system for missing data assumptions that has come to define convention.
There are cases when the occurence of missing data can be ignored with the usual estimation
methods valid based on the completely observed units {dyi, dxi}ni=1, where dxi is defined
analogously to dyi above. One example is when data are missing completely at random
(MCAR), i.e., y is MCAR if the probability of observing y does not depend on values of y or
x. For example, data is MCAR if the conditional probability that y is missing is constant,
P(d = 1|y, x) = c, for some c > 0. Wooldridge [43] discusses conditions under which consistent
estimation need not account for missing data.
If the probability of observing y depends on the values of y, then y is said to be missing
not at random (MNAR). If y is MNAR, there is an identifiability issue that stems from the
probability P(d = 1|y) not being estimatable from observable data because if d = 0, then y is
unobserved (Robins [33]). Without further restrictions, γ0 from (2.1) cannot be consistently
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estimated; for further discussion see Tsiatis ([40], p. 140-3). An example of such a restriction
is the Heckman correction (Heckman [17]) which solves the MNAR problem by modelling the
probability that data are missing (or from the selection bias perspective, the probability that
an individual finds work) in the first stage.
This paper considers the case when y is missing at random (MAR). That is, (i) the reason y
is missing depends on some fully observed variables x; (ii) conditional on x, the value of y has
no additional effect on the probability that y is missing,
d ⊥ y|x, (2.2)
i.e., conditional on x, y is independent of d. Although MAR is slightly more general than
selection on observables, in most practical applications it is the same.
The MAR assumption is likely to be satisfied with experimental level data. For example, if
a treatment rule is decided before treatment, then the probability that a person is treated
is independent of treatment outcomes, and only dependent on the fully observed covariate
information x determining the treatment rule.
The MAR assumption has also been popular in observational level studies. For example,
there may exist fully observed surrogate variables closely related to missing outcomes as in
Chen et al. [7]. To investigate voting behaviour in US general elections, they consider eligible
individuals who did not vote as constituting a missing data problem. Post-election data in
which non-voters were asked their preferred candidates are termed surrogate outcomes. A
MAR restriction is then imposed for estimation, in particular, the assumption that the event
an individual did not vote was independent of who they would have voted for, given their
surrogate outcome.
In some cases, to render the MAR assumption more plausible, x may be a high-dimensional
vector, see, for example, Belloni et al. [4]. The MAR assumption would then imply that
after controlling for various combinations of a high-dimensional vector of covariates x, y is
independent of d.
2.1.2 Inverse Probability Weighting (IPW)
Popular methods that deal with the problem of MAR data include likelihood and imputation
methods, see, for example, Rubin [37] and Wang and Rao [42], where the distribution of y
conditional on x is estimated. Arguably, the most popular method is IPW which reweights all
fully observed units by the inverse of the probability of selection.
Let p0(x) = P(d = 1|x) be the propensity score, i.e., the conditional probability that y are
missing given x. An IPW estimator for γ0 based on the moment condition model (2.1) is given
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This approach results in a consistent estimator for γ0 through the following argument. Sup-
pose γ̂IPW converges to some value γ1 as n → ∞. Then, under regularity conditions see,


























where the first equality follows from the law of iterated expectations, the second since z =
(y, x), the third from the MAR assumption (2.2), and the fourth from E[d|x] = P(d = 1|x) =
p0(x). Under standard identification conditions guaranteeing the uniqueness of γ0, γ1 must
equal γ0, that is, the IPW estimator is consistent.
The general approach of re-weighting observed data by the inverse probability of selection was
first proposed by Horvitz and Thompson [21], and several developments of IPW methods have
been used in applications across many disciplines including health sciences (Hernán et al. [19])
and economics (for example, accounting for non-responses in surveys, Chen et al. [8]).
2.2 Model assumptions
In this subsection, the assumptions maintained for asymptotic inference are discussed. They
are similar to Assumptions 2.1-2.5 and 3.1 of GPE.
Assumption 2.1 (Identification). (i) E[ψ(z, γ)] = 0 uniquely at γ = γ0 ∈ Γ ⊂ Rdγ ; (ii)
Γ is compact and γ0 ∈ int(Γ); (iii) ψ(z, γ) is continuous at each γ ∈ Γ with probability one,
and continuously differentiable in a neighbourhood Γ0 of γ0; (iv) supγ∈Γ ||ψ(z, γ)|| ≤ bψ(z)
for all z ∈ Z where bψ(z) ≥ 0 is such that E[bψ(z)] < ∞; (v) E[||ψ(z, γ0)||2] is finite,
Ψ = E[∇γψ(z, γ0)] has full rank dψ, and supγ∈Γ ||∇γψ(z, γ)|| < bΨ(z) for all z ∈ Z where
bΨ(z) ≥ 0 is such that E[bΨ(z)] <∞.
Assumption 2.1 provides standard conditions for consistency and asymptotic normality for
moment of moments estimation of γ0 when an i.i.d. sample on a fully observed vector z is
available. The conditions are collected from the hypotheses of Theorems 2.6 and 3.4 of Newey
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and McFadden [27]. By Chamberlain [6], the semiparametric asymptotic variance lower bound
of any estimator of γ0 is given by (Ψ′(E[ψ(z, γ0)ψ(z, γ0)′])−1Ψ)−1.
Assumption 2.2 (Random sampling). For z = (y, x), {zi, di}ni=1 is an i.i.d sequence,
from which only {di, xi, dyi}ni=1 is available to the researcher, where dy = y if d = 1 and has a
missing entry if d = 0.
Assumption 2.2 formalises the above discussion concerning missingness of z. In particular,
given a sample size of n, yi is generally not observed for every i = 1, ..., n, although both di
and xi are fully observed for every i = 1, ..., n. When di = 1 data (di, yi, xi) are available,
whereas when di = 0 only (di, xi) are available.
Assumption 2.3 (Missing at random). d ⊥ y|x, in particular, P(d = 1|y, x) = P(d = 1|x).
See Section 2.1.1 above for a discussion of the MAR assumption.
Assumption 2.4 (Overlap). For p0(x) = P(d = 1|x), 0 < κ ≤ p0(x) ≤ 1 for some 0 < κ < 1
and for all x ∈ X ⊂ RdX .
Assumption 2.4 is standard for propensity score matching estimation, allowing counterfactual
analysis since, with probability one, there is no value of x for which y cannot be observed.
Assumption 2.5 (Propensity score model). There is a unique δ0 ∈ int(D) where D ⊂ Rdr
is compact, and r(x) a dr-dimensional known vector of linearly independent functions of x such
that p0(x) = G(r(x)′δ0) for all x ∈ X , where G : R → [0, 1] is a known function such that
(i) G(.) is strictly increasing and continuously differentiable, (ii) limv→−∞G(v) = 0 and
limv→∞G(v) = 1, and (iii) 0 < κ ≤ G(r(x)′δ) ≤ 1 for all δ ∈ D and x ∈ X .
Assumptions 2.1-2.4, and some regularity conditions for nonparametric estimation of the
propensity score, are sufficient for consistency and asymptotic normality of γ̂IPW . Hahn [13]
shows that estimators of γ0 based on nonparametric estimation of the propensity score can
be semiparametrically efficient. Consequently, Assumption 2.5 does not increase the precision
with which γ0 can be estimated. However, even if the propensity score is known, estimating
the propensity score for IPW methods can lead to an efficiency gain. This so-called propen-
sity score puzzle is explained by the observation that propensity score estimation incorporates
information that is otherwise ignored by the ordinary IPW estimator as described in Section
2.1.2 above (also see Prokhorov and Schmidt [30] and Graham [11]).
Parametric models for the propensity score are often used due to small sample issues, and
widely-used specifications such as the logit and probit models satisfy Assumption 2.5. Fur-
thermore, the double robustness property allows consistent estimation of γ0 even when the
propensity score is misspecified. Such properties may make researchers more sanguine about
imposing parametric restrictions for nuisance functions. The linear-in-parameters restriction
of Assumption 2.5 is necessary for the construction of IPT estimators that exploit the corre-
13
lation between independent functions that enter the propensity score and the functions that
describe the conditional expectation function; see Section 2.3.3 below.
2.3 IPW estimators
The intuition behind the consistency of the IPW method has been discussed in Section 2.1.2.
Here, some developments of IPW estimation in general, and some other extensions closely
related to the focus of this paper, are outlined.
2.3.1 Doubly robust IPW - Robins et al. [34]
The wide class of augmented IPW estimators are based on estimating equations resulting from
the efficient influence function derived in Robins et al. [34]. A semiparametrically efficient












q0(xi; γ̂RRZ) = 0, (2.3)
where q0(x; γ0) = E[ψ(z, γ0)|x] is the conditional expectation function. In general, both p0(x)
and q0(x; γ0) must be estimated and plugged into (2.3). While p0(x) is conceptually easy
to estimate nonparametrically, if ψ(z, γ0) is highly nonlinear, nonparametric estimation of
q0(x; γ0) may be more challenging. Many IPW estimators therefore specify a working model
for q0(x; γ0); for example, Wang et al. [41] considers a partially linear model for q0(x; γ0) when
γ0 represents a population mean. However, given a model specified for q0(x; γ0) in addition to
Assumptions 2.1-2.4, the estimator γ̂RRZ may no longer be semiparametrically efficient; the
calculation of the semiparametric asymptotic variance lower bound changes since there is now
more information. Graham [11] provides efficiency bound calculations when q0(x; γ0) can be
modelled by a semiparametric conditional moment restriction.
Part of the attraction for specifying models for both p0(x) and q0(x; γ0) is that estimation of
γ0 based on plug-in estimates in (2.3) is consistent as long as the model for least one of p0(x)
and q0(x; γ0) is correctly specified. This is the double robustness property.
2.3.2 Series logit IPW - Hirano et al. [20]
Constructing estimating equations based on the efficient influence function, as in (2.3), is one
way of obtaining efficient estimators of γ0. The series logit IPW estimator of Hirano et al. [20]
is also efficient despite avoiding nuisance estimation of q0(x; γ0). If G(.) is the logit function,
the functions r(x) in Assumption 2.5 correspond to series approximating functions as in, for
example, Newey [26]. As such, the Hirano et al. [20] estimator satisfies Assumption 2.5,
p0(x) = G(r(x)
′δ0), when the dimension of the linearly independent functions r(x) is allowed
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where δ̂s is an s sequence of estimated parameters and rs(x) = (r1(x), ..., rs(x)) an s sequence
of approximating functions of x with s → ∞ at an appropriate rate, see Hirano et al. ([20],
p.1170).
Graham [11] shows that, under Assumptions 2.1-2.4, an efficient estimator exhausts the infor-











)∣∣∣x] = 0, (2.5)
with (2.5) nonparametrically identifying p0(x) and confirming the Hahn [13] result that efficient
estimation is possible through a nonparametrically estimated propensity score. The logit-series
estimator of p0(x) allows the estimated propensity score to contain independent functions of x
that span the space of covariates X . This approach allows the correlation between the moment
function ψ(z, γ) and functions of x that may be related to q0(x; γ0) = E[ψ(z, γ0)|x] to be ex-
ploited for an efficiency gain, providing the intuition for why the Hirano et al. [20] estimator is
semiparametrically efficient despite not being directly based on the efficient influence function.
2.3.3 Inverse probability tilting - Graham et al. [12]
In the study of treatment effects under experimental design, the rule that determines treat-
ment, and hence the propensity score, is known. However, noting equation (2.5) and the
results of Hirano et al. [20], it may be advantageous to ’over-specify’ purposely the propensity
score model such that other approximating functions are also used despite not being strictly
necessary. This observation motivates the IPT estimator.
Suppose
q0(x; γ0) := E[ψ(z, γ0)|x] = Π?0t?(x), (2.6)
where Π?0 is some unknown dψ × dt? matrix, and t?(x) is a known dt?-vector of linearly inde-
pendent functions of x which includes a constant as its first element. From Assumption 2.5,
the dr-vector of linearly independent functions of x that enter the propensity score is denoted
by r(x). Let t(x) be the union of linearly independent functions of r(x) and t?(x), and write
t(x) = (r(x)′, r?(x)′)′ where r?(X) is the relative complement of r(X) in t?(X). Suppose the
dimension of vector t(X) is dt ≤ dr + dt? .
15

















t(xi) = 0. (2.8)
Therefore, the IPT estimator is the solution to a simple method of moments problem. In
the first step, (2.8), the propensity score model is potentially overfitted to include additional
approximating functions that, although are not necessary to model p0(x), are correlated with
q0(x; γ0) potentially yielding more efficient estimation of γ0 in the same spirit as Hirano et al.
[20]. The propensity score parameter estimated in the overfitted model is the dt-dimensional
parameter δ1 = (δ′0, 0′)′ where δ0 is the true propensity score parameter of Assumption 2.5, and
0 is a (dt−dr)-dimensional vector of zeros. Since at the true values t(x)′δ1 = r(x)′δ0 +r?(x)′0,
G(t(x)′δ̂) is a consistent estimator of the propensity score if δ̂ p→ δ1.
Given an estimate of p0(x) = G(r(x)′δ0) from (2.8), in the second step, an estimator of γ0 solves
the method of moments problem (2.7). While such a two-step procedure might ordinarily incur
an efficiency loss relative to joint estimation of (2.7) and (2.8), since (2.8) is just-identified by
design, there is no loss of efficiency from sequential estimation, see, for example, Prokhorov and
Schmidt [30] and Ackerberg et al. [1]. Furthermore, GPE shows that this two-step procedure
is not only locally efficient, see Section 3.2.1, but also higher-order efficient relative to the class
of augmented IPW estimators discussed in Section 2.3.1. Moreover it is doubly robust, that
is, as long as at least one of (i) the conditional expectation function E[ψ(z, γ0)|x] = Π?0t?(x),
or (ii) the propensity score model p0(x) = G(r(x)′δ0) is correctly specified, the IPT estimator
of γ0 based on (2.7) and (2.8) remains consistent.
Consider the following simple example. If the functions r(x) entering the propensity score
model are richer than the functions t?(x) entering the conditional moment function there is
no need to overfit the propensity score model. For example, if the propensity score involves
quadratic elements r(x) = (1, x, x2)′ but the conditional expectation function involves only






and, under Assumptions 2.1-2.5, δ̂ p→ δ0.
If, on the other hand, the conditional moment function (2.6) is more complex, for example,
t?(x) = (1, x, x2)′, while the propensity score model satisfies (2.5) with r(x) = (1, x)′, then
the IPT method overfits the propensity score model. Let t(x) collect the linearly independent




n = 0 and, under Assumptions 2.1-2.5, δ̂ p→ δ1 where δ1 =
(δ′0, 0)
′, with δ0 the true propensity score parameter of Assumption 2.5 with r(x) = (1, x)′.
16
In other words, an extra nuisance parameter has been estimated which has true value zero.
The dimension of extra nuisance parameters increases one-for-one with independent elements
in t(x) that are not contained in the original propensity score elements r(x).
2.3.4 IPW with auxiliary information - Chen et al. [7]
Chen et al. [7] is closely related to the focus of this paper and considers properties of IPW
estimators when a model for the conditional expectation function E[ψ(z, γ0)|x] is misspecified.
Let q(x, η0) denote an approximation to E[ψ(z, γ0)|x] known up to the finite-dimensional
unknown parameter η0. Consider the biased-corrected moment indicator vectors








where p(x) is the propensity score, and the unknown parameter µ0 satisfies µ0 = E[q(x, η0)].
By LIE, each moment indicator has mean zero by construction whether or not p(x) is correctly
specified (cf. Chen et al. [7], p. 808).
Given a
√
n-consistent estimator for η0, and a consistent estimator for the propensity score
p0(x), an empirical likelihood procedure estimates the parameter µ from the moment condi-
tions E[g1(d, x, η0, µ0)] = 0 and E[g2(d, x, η0, µ0)] = 0. The estimator γ̂CLQ of γ0 solves an
IPW estimating equation that is re-weighted by empirical likelihood weights {π̂}ni=1 of the mo-
ment conditions describing µ0, in order to incorporate the extra information µ0 = E[q(x, η0)]






ψ(zi, γ̂CLQ) = 0.
Under correct specification, Chen et al. [7] show that γ̂CLQ is locally efficient (see Section
3.2.1), and that γ̂CLQ guarantees an efficiency gain over the simple Horvitz and Thompson
[21] estimator even when q(x, η0) 6= E[ψ(z, γ0)|x]. On the other hand, the class of augmented
IPW estimators described in Section 2.3.1 may be more unstable in the sense that they do
not guarantee such a property. This is despite augmented IPW estimation being based on
doubly robust estimating equations and consequently the consistency of such estimators do
not rely on correctly specifying E[ψ(z, γ0)|x]. For example, see Qin et al. ([31], p. 1500) and
Ibrahim et al. ([22], p.340) for simulation evidence of the poor performance of augmented
IPW estimators when a large proportion of observations on y are missing and p0(x) is highly
dependent on x.
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3 IPT Estimation with Generated Regressors
This section studies the properties of IPT estimators when further nuisance parameters enter
the potentially overfitted propensity score. There are two ways in which estimation of a
(possibily infinite-dimensional) nuisance parameter η0 may enter the approximating functions
t(x, η0) used in the propensity score estimating equation (2.8).
First the true propensity score in Assumption 2.5 is modelled by the more general specification
p0(x) = G(r(x, η0)
′δ0). Secondly the assumption on the conditional expectation function (2.6)
is weakened to E[ψ(z, γ0)|x] = Π?0t?(x, η0). Those assumptions are re-stated accordingly.
Assumption 3.1 (Propensity score model). There is a unique δ0 ∈ int(D) where D ⊂ Rdr
is compact and, for some ε > 0, for any ||η − η0|| < ε, r(x, η) a dr-dimensional known vector
of linearly independent functions of x such that p0(x) = G(r(x, η0)′δ0) for all x ∈ X , where
G is a known function such that (i) G(.) is strictly increasing and continuously differentiable,
(ii) limv→−∞G(v) = 0 and limv→∞G(v) = 1, (iii) 0 < κ ≤ G(r(x, η)′δ) ≤ 1 for all δ ∈
D and x ∈ X , and (iv) G1(r(x, η)′δ0) ≤ κ1 for all x ∈ X , where G1(a) = ∂G(a)/∂a.
Furthermore, for some ε > 0, for any ||η − η0|| < ε, there exist br(x) ≥ 0 and b∂r(x) ≥ 0 such
that supη∈N ||r(x, η)|| < br(x) and supη∈N ||∂r(x, η)/∂η|| < b∂r(x) where E[br(x)] < ∞ and
E[b∂r(x)] <∞.
Assumption 3.2 (Conditional expectation function). There is a unique dψ × dt? ma-
trix, Π?0 and a dt?-vector of linearly independent known functions t
?(x, η), continuous in the
unknown parameter η and observables x ∈ X , with a constant as first element, such that (i)
there exist bt?(x) ≥ 0 and b∂t?(x) ≥ 0 such that ||t?(x.η)|| ≤ bt?(x) with E[bt?(x)] < ∞,
||∂t?(x, η)/∂η|| ≤ b∂t?(x) with E[b∂t?(x)] <∞, and (ii)
E[ψ(z, γ0)|x] = Π?0t?(x, η0).
Furthermore, for bt(x) = max{br(x), bt?(x)} and b∂t(x) = max{b∂r(x), b∂t?(x)}, E[bt(x)2] <
∞, E[bt(x)b∂t(x)] < ∞ and, for bψ(z) defined in Assumption 2.1, E[bψ(z)bt(x)] < ∞ and
E[bψ(z)b∂t(x)] <∞.
Assumptions 3.1 and 3.2 also contain some boundedness conditions that allow for the applica-
tion of uniform law of large numbers (for example, Lemma 2.4 of Newey and McFadden [27])
arguments for derivations. The motivation for this generalised set-up is now discussed.
3.1 Motivation for generated regressors
Justifying the MAR assumption for observational level data is not always straight-forward.
Perhaps only after accounting for many, highly-nonlinear functions of x can d be regarded of as
truly independent of y. With the greater availability of rich covariate data, estimation of the
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propensity score based on machine learning techniques has been proposed, see, for example,
Belloni et al. [4].
Assumption 3.1 permits a semiparametric approach to propensity score estimation where η0
can be considered a generated regressor. Three-step treatment effects estimators that include
generated regressors in the first step are studied by Heckman et al. [16], and Hahn and
Ridder ([14], Section 4). Such sequential estimation procedures are popular in practice, and
a generated regressors approach may also help to reduce the dimension of approximating
functions needed.
In particular, note from (2.7) and (2.8) that the dimension of the IPT estimation problem
increases one for one with the dimension of δ1. The incorporation of generated regressors η0
may reduce the dimension of the estimation problem by using effectively summarised covariate
information.
If η0 is nonparametrically estimated, the curse of dimensionality and general finite sample
performance may ordinarily be of concern. However, doubly robust estimating equations
permit larger smoothing biases resulting from nonparametric estimation (Firpo and Rothe
[9]). Furthermore, via simulation, Frolich et al. [10] illustrate that the mean square error
of doubly robust estimators is insensitive to the choice of tuning parameters for nuisance
estimation. The simulation results in Section 4 further illustrate this robustness property.
As noted in Section 2.3.1, estimation of E[ψ(z, γ0)|x] is necessary to implement any estimator
based on the efficient influence function. Unlike propensity score estimation, nonparametric
estimation of E[ψ(z, γ0)|x] can be considerably more challenging, especially when E[ψ(z, γ0)|x]
is non-linear in functions of x. Following Robins et al. [34], regression models are often
specified to estimate this function. For example, Wang et al. [41]’s partially linear model for
E[ψ(z, γ0)|x] for estimation of population means with missing data satisfies Assumption 3.2.
At the same time, by setting η0(x) = E[y|x], nonparametric regressions included in the con-
struction of approximating functions t(x, η0) allows IPT methods to directly exploit correla-
tions with the conditional expectation function E[ψ(z, γ0)|x]. For example, suppose some of
the missing data y concerns a binary variable y1. Then estimating E[ψ(z, γ0)|x] may involve
estimating η0(x) = E[y1|x]. As in Section 6.2 of GPE researchers may model the probability
P(y1 = 1|x) as F (x, η0) for some scalar function F (.). By the MAR assumption, maximum
likelihood estimation of η0 is asymptotically valid. F (x, η̂) would therefore contain information
that should be included in the overfitted propensity score, and this is permitted by Assumption
3.2.
Finally, we note the leeway that the double robustness property offers may also explain why
parametric and semiparametric specifications are popular in applications. It is likely that
researchers have more confidence in specifying restrictive nuisance functions since one model
being misspecified is not detrimental to consistent estimation of the parameter of interest.
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3.2 IPT estimation with generated regressors
The estimator IPTGR studied here is the IPT estimator described in Section 2.3.3, but with
plug-in estimates of η0 entering r(x, η0) defined in Assumption 3.1 or entering t?(x, η0) of
Assumption 3.2.
The IPTGR estimator of δ0 is the solution δ̂ to (3.2) and the IPTGR estimator of γ0 is the

















t(xi, η̂) = 0. (3.2)
Two possibilities are considered for η0: one in which η0 is the solution to an unconditional
moment restriction and the other in which η0 is a conditional expectation that can be estimated
by nonparametric regression.
3.2.1 Auxiliary moment restriction
Suppose there exists a moment restriction that identifies a finite-dimensional parameter η0
and that may also contain auxiliary information, for example, about population means, as in
Hellerstein and Imbens [18] and Bravo [5], that is,
E[gη(w, η0)] = 0, (3.3)
where w = (d, y, x). The moment indicator gη(w, η) is of dimension greater than that of η0 and
describes some causal relationship between y and x that may be required for approximating
E[ψ(z, γ0)|x]. In the example when y includes a binary variable y1 discussed in Section 3.1,
gη(w, η) can include the score equations of a log-likelihood used to estimate P(y1 = 1|x) =
F (x, η0), that is, gη(w, η) = d∂[y1 log(F (x, η))+(1−y1) log(1−F (x, η))]/∂η (cf. GPE, p.1072).
By MAR, (3.3) is then a valid moment condition.
The usual GMM or GEL procedures may be used to estimate η0 under the usual regularity
conditions. It is assumed that the standard assumptions for asymptotic normality of GEL
estimation of η0 hold, for example, Assumptions 1 and 2 of Newey and Smith [28], p.226. Let
η̂ denote a GEL estimator for η0.
To simplify notation, define the following quantities: ψ = ψ(z, γ0), t = t(x, η0), gη = g(w, η0),
Ψ = E[∂ψ(z, γ0)/∂γ], Gη = E[∂gη(w, η0)/∂η], G = G(t(x, η0)′δ1), G1(a) = ∂G(a)/∂a,
G1 = G1(t(x, η0)
′δ1), ∂t/∂η = ∂t(x, η0)/∂η, Ωη = E[gη(w, η0)gη(w, η0)′] and q0(x, γ0) =
E[ψ(z, γ0)|x].
The local efficiency property considered here is now defined.
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Definition (local efficiency). An estimator γ̂ of γ0 is locally efficient if it has an asymptotic








This is the semiparametric efficiency lower bound if estimation of γ0 is based on Assumptions
2.1-2.4 and 3.1 (see Graham [11], p.439). Since restrictions on the propensity score do not lead
to an efficiency gain, Assumption 3.1 does not allow for the possibility for a lower asymptotic
variance of a regular estimator of γ0. However, for the local efficiency property, neither the
information contained in Assumption 3.2 nor the moment restriction (3.3) features. Accounting
for such information on q0(x, γ0) is likely to lead to the possibility of a lower asymptotic
variance.
The following result describes the efficiency and robustness properties for the IPTGR estimator
of γ0 that solves (3.1) and (3.2).
Proposition 3.1 (IPTGR Estimation with plug-in η̂). Under Assumptions 2.1-2.4 and
3.1-3.2, and under usual assumptions required for GEL estimation of (3.3), the IPTGR esti-
mator γ̂ that solves (3.1) and (3.2)
(a) is consistent;
(b) is locally efficient;
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(d) is doubly robust: if at least one of Assumptions 3.1 and 3.2, and Assumptions 2.1-2.4
hold, γ̂ is consistent.
Remark 3.1(i): local efficiency. Part (b) of Proposition 3.1 states that under correct
specification, there is no loss in asymptotic efficiency as compared with the original IPT es-
timator discussed in Section 2.3.3. For the IPT estimating equations (3.1) and (3.2), since
η0 enters through the propensity score model, the insensitivity of the asymptotic variance
structure to propensity score estimation implies insensitivity to the estimation of η0. This
result is also related to the findings Statements 3 and 8 of Theorem 2.2 of Prokhorov and
Schmidt ([30], p.49). In particular, when certain derivatives of the moment function with
respect to nuisance parameters are zero, and when the model is just-identified, nuisance esti-
21
mation leaves the asymptotic variance unchanged, and one-step and two-step procedures have
equivalent first-order properties under correct specification.
Remark 3.1(ii): variance structure when Assumption 3.2 does not hold. If As-
sumption 3.2 does not hold, the matrix C that appears in V(3) is non-zero. On one hand,
the information contained in the moment restriction (3.3) is incorporated which should lead
to more efficient estimation. However, there is also an extra estimation error contributed by
estimation of η0. The original IPT estimator of Section 2.3.3 has an asymptotic variance struc-
ture of V(1) − V(2). Therefore, it is not immediately apparent whether estimated generated
regressors in the IPT estimating equations yields an efficiency improvement if Assumption 3.2
does not hold.
Remark 3.1(iii): double robustness. Part (d) of Proposition 3.1 states that a dou-
ble robustness property is retained. If at least one of the propensity score or the condi-
tional expectation function is correctly specified, the estimator that solves (3.1) and (3.2) is
consistent. Note that misspecification of the conditional expectation function can occur if
E[ψ(z, γ0)|x] 6= Π?0t?(x, η) for any η ∈ N (where N is a compact set containing η0 in its
interior), and/or η0 is not correctly described by the moment restriction (3.3). Therefore mis-
specification of the moment condition restriction (3.3) is unharmful for consistent estimation
of γ0 as long as η0 does not enter a correctly specified model of the propensity score.
Similar properties hold if η0 is an unknown conditional expectation that is nonparametrically
estimated.
3.2.2 Nonparametric estimation of η0
Suppose now that η0 := η0(x2) is the conditional expectation E[z2|x2], where z2 is a subset of
z and x2 a subset of x. Even if z2 contains y, the MAR assumption d ⊥ y|x implies that η0(x2)
is identified. Let η̂(x2) be any nonparametric estimator of η0(x2) such that |η̂(x2)− η0(x2)| =
op(n
− 1
4 ); kernel, series etc. methods under the usual assumptions fulfil this requirement if
η0 is sufficiently smooth. The following efficiency and robustness properties for the IPTGR
estimator of γ0 that solves (3.1) and (3.2) with plug-in estimate η̂(x2) hold.
Proposition 3.2 (IPTGR Estimation with nonparametric plug-in η̂(x2)). Under
Assumptions 2.1-2.4, 3.1-3.2, and Assumptions C.1, C.2 and C.3 of Appendix C, the IPTGR
estimator γ̂ that solves (3.1) and (3.2)
(a) is consistent;
(b) is locally efficient if x2 = x, that is, the nonparametric regression averages over all ob-
servables x;
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where ΣNP = V(1) − V(2) + V(NP ) with V(1) and V(2) are as described in Proposition 3.1,
and V(NP ) = E[v(x2)v(x2)′(z2 − η0(x2))2] −
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∣∣∣x2]− EF−1E[G1G tδ′1 ∂t∂η ∣∣∣x2], E = E[G1G ψt′], F = E[G1G tt′];
(d) is doubly robust: if at least one of Assumptions 3.1 and 3.2, and Assumptions 2.1-2.4
hold, γ̂ is consistent.
Remark 3.2: local efficiency. The proof of part (b) of Proposition 3.2 relies on the
nonparametric regression averaging over all x, that is, η0(x) = E[z2|x], allowing the matrix
v(x2) to be zero, which removes the estimation effect of η0 from the variance calculations.
This suggests attaining local efficiency may be difficult when the dimension of x is high due
to the usual issues relating to the curse of dimensionality.
The following discussion shows that a tension exists between efficient use of auxiliary infor-
mation and IPT robustness properties.
3.3 Using auxiliary moment information
If η0 is just-identified by the unconditional moment restriction (3.3), then a plug-in estimator η̂
into (3.1) and (3.2) is as efficient as one-step GMM or GEL estimation that stacks all available
moment conditions E[dψ(z, γ0)/G(t(x, η0)′δ1)] = 0, E[((d/G(t(x, η0)′δ1) − 1)t(x, η0)] = 0 and
E[gη(w, η0)] = 0 together (see Remark 3.1(i)).
When η0 is over-identified or if gη(w, η) contains other known population moment conditions,
then an estimator of γ0 that solves estimating equations (3.1) and (3.2) with plug-in estiamtor
η̂ may no longer be efficient. Under correct specification, one-step estimation of all moment
conditions stacked together remains efficient (see, for example, Qin et al. [31]). However, some
appealing robustness properties may not hold, as discussed in Section 3.4 below.
In order to guarantee efficiency gains from using moment condition (3.3) if Assumption 3.2
fails, consider re-weighting IPT estimating equations by weights obtained by GEL estimation
that incorporates information from the auxiliary moment restriction (3.3). Such an estimator
preserves the double robustness properties of the original IPT estimator as long as (3.3) holds.
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3.3.1 GEL implied probabilities
Let dgη be the dimension of the moment indicator gη(w, η), and dη < dgη be the dimension of







where the function ρ(.) is concave on its domain V, an open interval containing zero, with
derivatives ρj(v) = ∂jρ(v)/dvj , ρj(0) = ρj , j = 0, 1, ..., normalised without loss of generality






for Λ̂n(η) = {λ : λ′gη(wi, η) ∈ V, wi ∈ W, i = 1, ..., n}. For any η ∈ N , an estimator of
the dgη -vector of auxiliary parameters λ is given by λ̂(η) = argmaxη∈N P̂n(η, λ). The first-
order condition for λ imposes the sample moment constraint
∑n
i=1 π̂igη(wi, η̂, λ̂) = 0, where








λ̂′gη(wj , η̂, λ̂)
) , (i = 1, ..., n).
The vector λ has the interpretation of being the Lagrange multiplier associated with the sample
moment constraint
∑n
i=1 π̂igη(wi, η̂, λ̂) = 0. Special cases include:
• empirical likelihood: ρ(v) = ln(1−v) and V = (−∞, 1), resulting in implied probabilities
π̂ELi = n
−1(1 + λ̂′gη(wi, η̂, λ̂))−1 (i = 1, ..., n).











(i = 1, ..., n).
3.3.2 GEL-weighted IPT estimation
Let {π̂i}ni=1 be the implied probabilities from GEL estimation of the auxiliary moment restric-














t(xi, η̂) = 0. (3.5)
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That is, the EDF 1/n weights for method of moments estimation, (3.1) and (3.2), have been
replaced by the GEL implied probability weights that contain information from the auxiliary
moment restriction (3.3).
This method is also operational in the case where (3.3) describes a relationship for com-
plete case units only. For example, as described in Section 3.2.1, if y is a binary vari-
able and its conditional distribution function is modelled by P(y = 1|x) = F (x, η0), then
the moment functions based on the maximum likelihood score equations are gη(w, η) =
d × ∂[y1 log(F (x, η)) + (1 − y1) log(1 − F (x, η))]/∂η. Since for d = 0, gη(w, η) = 0 for any η,
the GEL implied probabilities satisfy π̂i = ρ(0)/
∑n
i=1 ρ(0) = 1/n for all observations di = 0,
(i = 1, ..., n). That is, the implied probabilities are uninformative for the sample di = 0,
(i = 1, ..., n), however they are informative as usual for observations di = 1, (i = 1, ..., n).
Proposition 3.3 (IPT estimation with GEL implied probability weights). Under
Assumptions 2.1-2.4 and 3.1-3.2, and under usual assumptions required for GMM/GEL esti-
mation of (3.3), the IPT estimator γ̂ that solves (3.4) and (3.5)
(a) is consistent;
(b) is more efficient than the IPT estimator based on (3.1) and (3.2);
(c) is more efficient than the IPT estimator based on (3.1) and (3.2) if Assumption 3.2 does
not hold;
(d) is doubly robust: if at least one of Assumptions 3.1 and 3.2, and Assumptions 2.1-2.4
hold, γ̂ is consistent.
Remark 3.3(i): efficiency. Part (b) of Proposition 3.3 states that under correct specifica-
tion, the GEL-weighted IPT estimator is locally efficient. Furthermore, the variance matrix is
reduced further than the locally efficient variance matrix stated in Section 3.2.1 by a positive
definite matrix. The extent of the variance reduction depends on a full rank dψ × dgη matrix

















tg′η], which is the correlation between the
auxiliary moment function gη(w, η0) and a linear combination of moment functions that de-
scribe γ0 and δ0. The greater the correlation, the greater the gain in efficiency. An analogous
statement can be made for part (c) of Proposition 3.3.
Remark 3.3(ii): double robustness i. Part (d) of Proposition 3.3 suggests that if at least
one of the propensity score or the conditional expectation function is correctly specified, then
the IPT estimator that solves (3.4) and (3.5) remains consistent. Use of the GEL weights π̂i
(i = 1, ..., n) therefore preserves a double robustness property with the estimating equation
for γ0 being an appropriate linear combination of the sample moment conditions required for
double robustness.
Remark 3.3(iii): double robustness ii. In contrast to Remark 3.1(iii) for an IPT esti-
mator not weighted by π̂i (i = 1, ..., n), the validity of the moment condition (3.3) is required
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for the above results to hold. Therefore, if the researcher is not confident on the specification
of the auxiliary moment restriction (3.3), then the unweighted IPT estimator with plug-in η̂
is a more sensible estimation method for γ0.
Remark 3.3(iv): GEL-weighting. In Chapter 2 of the thesis, the theoretical and finite
sample properties of a similar GEL-weighted estimator are studied in a more general setting;
therefore the simulation study in Section 4 does not consider the use of auxiliary information
and GEL implied probabilities.
3.4 One-step efficient estimation
Under the missing data set-up considered in this paper, if η0 is described by (3.3), all the














E[gη(w, η0)] = 0 (3.8)
When η0 is over-identified, one-step GMM or GEL methods that are based on all moment
conditions above are generally more efficient than two-step methods. One-step methods take
the optimal linear combination of moment conditions for purposes of efficiency. However, such
linear combinations may result in poor properties under misspecification.
Under misspecification of the propensity score model, suppose δ? is the psuedo-true value that
satisfies the population moment function in (3.7). From Section 3.3.1, the following sample










where the GEL implied probabilities {π̂i}ni=1 are based on all population moments (3.6), (3.7)






= E[t(x, η0)] (3.10)
(see Proof of Condition A.2 of Proposition 3.1(c)). However the sample moment condition
(3.9) no longer implies (3.10) holds asymptotically under misspecification since the behaviour
of π̂i (i = 1, ..., n) is not guaranteed to be stable, in particular, π̂i (i = 1, ..., n) may not remain
close to 1/n, see Imbens et al. ([23], p. 337). This suggests that a double robustness property
1If γ0 is estimated by GMM estimation, the same arguments apply with the implied probabilities for GMM
estimation being given by Back and Brown [2].
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will not hold for one-step estimation of (3.6), (3.7) and (3.8). That is, consistent estimation
of γ0 relies on correct specification of all moment conditions including that for the propensity
score.
4 Simulation Study
This section illustrates the use of IPT estimation with generated regressors and considers its
finite sample performance in a simulation study. We consider the estimation of population
means when data are missing; Example 2.1 of GPE shows such models can be used to study
the prevalence of HIV for a population in which the probability that an individual takes an
HIV test is based on individual characteristics.
Let x1 ∼ N(0, 1) and x2 ∼ N(0, 1) be independent covariates, and y be an outcome vari-
able determined by y = S0t?(x) + u, where S0 = (0.5, 0.5, 0.5, 0.5, 0.5, 0.5)′ and t?(x) =




′, and u ∼ N(0, 1) is an error term independent of x1 and x2. The
parameter of interest is γ0 = E[y] and the moment function is ψ(z, γ) = y − γ. Therefore,
Assumption 3.2 is satisfied with Π?′0 = (0.5− γ0, 0.5, 0.5, 0.5, 0.5, 0.5)′.
Let d be a binary variable which equals 1 if y is observed, and 0 if y is missing. The propensity
score model is given by P(d = 1|x) = G(r(x)′δ0), where for any a > 0, G(a) = exp(a)/(1 +
exp(a)), r(x) = (1, x1,, x2)′ and δ0 = (1,−0.35,−0.35)′.
The following estimators of γ0 are considered for comparison.
4.1 IPW, IPT and imputation estimators
Under Assumption 3.1 and 3.2, the optimal IPT estimator, denoted γ̂IPT , over-fits the propen-
sity score with the vector of approximating functions t?1(x) = (1, x1, x2, x1x2, x22, x21x2, x32)′. In
practice, however, it may be difficult to choose the correct approximating function t?1(x).
In a bid to capture complex functionals of x1 and x2 which hypothetically may be rel-
evant to approximate a highly non-linear function E[y|x1, x2], it is likely that IPT esti-
mation may involve many functionals that are irrelevant. Thus we consider an IPT es-
timator with a vector of approximating functions that includes some irrelevant elements












2) denoted by γ̂IPTO (IPTO). Finally, we con-
sider an IPT estimator with generated regressors (IPTGR) γ̂IPT−NP obtained from using the
vector of approximating functions t?3(x) = (1, x1, x2, η̂(x))′, where η̂(x) is a nonparametric
(local linear) kernel regression estimator of E[y|x1, x2] using Hayfield and Racine’s [15] “np” R
package, and where the bandwidths are computed by least squares cross validation.
Let p̂(x) = G(r(x)′δ̂) be the estimated propensity score from a logistic regression of d on












−1(di − p̂(xi))η̂(xi)). Finally, the imputation estimator (IMP) of γ0 is given
by γ̂IMP = n−1
∑n
i=1 diyi + (1 + di)η̂(xi).
All the IPT estimators, along with IPW and IMP described above, are consistent under
Assumptions 2.1-2.4, 3.1 and 3.2. In order to show the severity of the missing data problem,
we also note the bias results of the crude, complete-case estimator of γ0 that calculates the






Table 1 presents the averaged results from 1000 simulations. The standard errors are given by
the square-root estimated asymptotic variance divided by
√
n. An estimate of the asymptotic
variance of γ̂IPW is given by n−1
∑n
i=1((dip̂(xi)
−1yi)− γ̂IPW )2. An estimate of the asymptotic
variance of γ̂DR is n−1
∑n
i=1((dip̂(xi)
−1yi)− (p̂(xi)−1(di − p̂(xi))η̂(xi))− γ̂DR)2. A consistent
estimator of the asymptotic variance of IPT estimators is given in GPE, equation (A.9), p.1075.
The true value of γ0 is given by γ0 = E[y] = 0.5 + 0.5E[x22] = 1.
γ̂CC γ̂IPW γ̂IMP γ̂DR γ̂IPT γ̂IPTO γ̂IPTGR
n = 250 Estimate 0.7504 0.9965 0.9352 0.9525 0.9937 0.9945 0.9513
Standard Error - 0.2339 - 0.1708 0.1803 0.1811 0.1671
Standard Deviation 0.1853 0.2178 0.1763 0.1777 0.1785 0.1788 0.1770
n = 500 Estimate 0.7586 1.0047 0.9610 0.9764 1.0032 1.0033 0.9756
Standard Error - 0.1670 - 0.1246 0.1293 0.1293 0.1218
Standard Deviation 0.1362 0.1529 0.1259 0.1262 0.1288 0.1290 0.1260
n = 750 Estimate 0.7651 1.0110 0.9709 0.9846 1.0056 1.0057 0.9839
Standard Error - 0.1392 - 0.1030 0.1058 0.1058 0.1007
Standard Deviation 0.1096 0.1301 0.1067 0.1076 0.1092 0.1092 0.1075
Table 1. Simulation results of IPW, IPT and imputation estimators.
Firstly, the results of the complete case estimator confirm that ignoring the missing data
problem leads to severe biases, and thus IPW or imputation based methods are suitable under
the MAR assumption.
In terms of finite sample bias, IPW and IPT estimators that do not involve generated regressors
perform very well. This advantage over the DR and IPTGR estimators appears to diminish as
the sample size grows. This could be due to DR and IPTGR being functions of nonparametric
regressions that are likely to have larger biases in small samples.
In terms of variance, however, the DR and IPTGR estimators perform the best, with IPTGR
invariably being the best by this measure. IPTO has a slightly higher variance than IPT in
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small samples, which would be the expected impact of adding irrelevant functionals in the
construction of t?2(x).
The IPTGR method of including a plug-in estimate of E[y|x1, x2] directly focuses t?3(x) to
include only relevant information and serves as a dimension-reduction technique in this case.
Interestingly, IPTGR offers considerable gains in terms of lower finite-sample variances.
Overall, on the evidence of this simulation study, due to the incorporation of plug-in nonpara-
metric estimates, IPTGR displays greater biases relative to IPW and IPT that may make its
use undesirable in very small samples. However, in practice, correctly modelling E[y|x1, x2]
may be dificult, and for larger sample sizes IPTGR performs very well.
4.3 IPTGR estimator is insensitive to bandwidth choice
DR, IPTGR and IMP are estimators of γ0 that require with plug-in estimators η̂(x) of E[y|x].
When η̂(x) is a local linear kernel regression of y on x1 and x2, the 2-dimensional optimal band-
width bw is computed by least squares cross validation. Here, the sensitivity of bias and mean
square error (MSE) properties of DR, IPTGR and IMP are compared when the estimators are
computed over the range of bandwidth choices contained in {0.5bw, 0.6bw, ..., 1.4bw, 1.5bw}.
Figures 1 and 2 show that for small samples, the optimal bandwidth bw may under-smooth
η̂(x) for the purpose of bias and MSE properties of DR and IPTGR. On the other hand, bw
is over-smoothed for the bias and MSE properties of IMP.
The double robustness property suggests that even when a model for E[y|x1, x2] is misspecified,
IPT estimators of γ0 remain consistent as long as the propensity score model is correctly
specified. In this case, when E[y|x] is nonparametrically estimated, the double robustness
property suggests that DR and IPTGR should be insensitive to bandwidth choice (see, for
example, Firpo and Rothe [9]) as compared with the imputation estimator IMP.
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Figure 1. Sensitivity of estimators to bandwidth choice. bw is the optimal bandwidth as computed by
least-squares cross validation. Top left: n = 250; top right: n = 500; bottom: n = 750.
Figure 2. Sensitivity of MSE of estimators to bandwidth choice. bw is the optimal bandwidth as computed
by least-squares cross validation. Top left: n = 250; top right: n = 500; bottom: n = 750.
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Figures 1 and 2 confirm that DR and IPTGR are far less sensitive to the choice of bandwidth
than IMP. Furthermore, the choice of bandwidth becomes even less influential as the sample
size increases, that is, the bias and MSE of DR and IPTGR become flatter functions of the
bandwidth.
5 Conclusion
This paper considers an extension of the IPT estimation method to allow semiparametric spec-
ifications of the propensity score and conditional expectation functions. It has been shown in
Hirano et al. [20] and GPE that for the purpose of efficiency gain, it is useful to overfit the
propensity score model to include functions that are correlated with the conditional expec-
tation of the moment function given observables. Since this conditional expectation function
is likely to involve unknown functions, it may be beneficial to include nonparametrically esti-
mated functions as generated regressors in the propensity score. Local efficiency and double
robustness properties are retained by this generalisation. Furthermore, if the generated re-
gressors involve further nuisance estimation of unconditional moment restrictions, a method
is proposed that maintains the double robustness result while allowing for an efficiency gain
by using GEL implied probabilities.
While this method is also a useful way to reduce the dimensionality of a potentially overfitted
propensity score model, it would be interesting to extend IPT methods to allow for high
dimensional covariates. Since IPT estimation is designed to be insensitive to estimation errors
arising from propensity score estimation, it may be the case that the estimation process also
remains insensitive to propensity score estimation if variable selection methods are used to
select covariates entering the propensity score model.
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As stated in Section 3.2, let ψ = ψ(z, γ0), t = t(x, η0), gη = g(w, η0), Ψ = E[∂ψ(z, γ0)/∂γ],
Gη = E[∂gη(w, η0)/∂η], G = G(t(x, η0)′δ1), G1(a) = ∂G(a)/∂a, G1 = G1(t(x, η0)′δ1), ∂t/∂η =
∂t(x, η0)/∂η, Ωη = E[gη(w, η0)gη(w, η0)′], and q0(x; γ0) = E[ψ(z, γ0)|x].
In addition, the following notation is maintained in the derivations. Let ψi(γ) = ψ(zi, γ),
ψi = ψi(γ0), ψ(γ) = ψ(z, γ), Ψi = ∂ψi(γ0)/∂γ, Ψi(γ) = ∂ψi(γ)/∂γ, Ψ(γ) = ∂ψ(z, γ)/∂γ,
ti = t(xi, η0), t(η) = t(x, η), ti(η) = t(xi, η), t̂i = t(xi, η̂), ∂ti/∂η = ∂t(xi, η0)/∂η, ∂ti(η)/∂η =
∂t(xi, η)/∂η, gηi = g(wi, η0), Gi = G(r(xi, η0)′δ0), Ĝi = G(t(xi, η̂)′δ̂), Gi(η) = G(ti(η)′δ1),
G1i = G1(r(xi, η0)
′δ0), Ĝ1i = G1(t(xi, η̂)′δ̂), G1i(η) = G1(ti(η)′δ1), G(η) = G(t(η)′δ0) and
G1(η) = G1(t(η)
′δ0).












































A Proofs of Main Results
Proof of Proposition 3.1
Part (a) - Consistency
The proof for consistency is given in Appendix B; the arguments of the proof hold π̂i = n−1,
(i = 1, ..., n). 
Part (c) - Variance structure under misspecification
Consider the case where η0 is identified by the moment condition E[gη(w, η0)] = 0. Then
under the usual regularity conditions (Theorem 3.1 of Newey and McFadden [27], p.2143), the
following asymptotically linear form from method of moments estimation of η0 holds





gη(wi, η0) + op(n
− 1
2 ). (A.1)












































































By Assumption 3.1 and 3.2 and CS, for any η ∈ N , δ ∈ D, ||dG1(t(η)′δ)t(η)t(η)′/G(t(η)′δ)2|| ≤
||t(η)||2κ1/κ2 ≤ bt(x)κ1/κ2, where the last term on the RHS is bounded above in expectation.
Also, G(t(η)′δ), G1(t(η)′δ) and t(η) are continuous in parameters η ∈ N and δ ∈ D, and N
and D are compact. Thus, the hypotheses of Lemma 2.4 of Newey and McFadden [27] are
satisfied. Hence, by UWL, the first term on the RHS in (A.2) is op(1). The second term on
















































































(η̂ − η0) (A.4)
By Assumptions 3.1, 3.2 and CS, for any η ∈ N , ||dG1(t(η)′δ1)t(η)δ′1(∂t(η)/∂η)/G(t(η)′δ1)2|| ≤
||δ1||κ1bt(x)b∂t(x)/κ2, where the last term on the RHS is bounded in expectation. Also,
G(t(η)′δ1), G1(t(η)′δ1), t(η) and ∂t(η)/∂η are continuous in η ∈ N , and N is compact. Thus,














































































(η̂ − η0) + op(n−
1
2 ).






































By a Taylor expansion around γ0 and δ1, for some γ̇ on the line segment joining γ̂ and γ0, and

























(γ̂ − γ0) = op(n−
1
2 ). (A.6)













































By Assumptions 2.1, 3.1, 3.2 and CS, for any η ∈ N and γ ∈ Γ, ||dΨ(γ)/G(t(η)′δ1)|| ≤
bΨ(z)/κ, where the term on the RHS is bounded in expectation. Also, Ψ(γ) and G(t(η)′δ1)
are continuous in parameters η ∈ N and γ ∈ Γ, and N and Γ are compact. Thus, the
hypotheses of Lemma 2.4 of Newey and McFadden [27] are satisfied, and the first term on the
RHS in (A.8) is op(1) by UWL. By continuity of the expectation in η ∈ N and γ ∈ Γ, η̂
p→ η0
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∣∣∣∣∣∣ = op(1). (A.9)
Substituting (A.7) and (A.9) into (A.6),












(δ̂ − δ1) + op(n−
1
2 ). (A.10)













































































Using (A.5), (A.10) and (A.11), γ̂ satisfies the expansion










































































+ op(n− 12 ).







where Σ1 = V(1)−V(2) +V(3) for V(1) = E[ψψ′/G], V(2) = E[ψt′]E[(G/(1−G))tt′]−1E[ψt′]′ and
V(3) = CG−1η B′η +BηG−1η C ′+CG−1η ΩηG−1η C ′ where Bη = E[ψg′η]−EF−1E[(dG−1− 1)tg′η].
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Part (b) - Variance structure under correct specification

























































where Σ0 = V(1) − V(2) with V(1) = E[ψψ′/G] and V(2) = E[ψt′]E[(G/(1−G))tt′]−1E[ψt′]′.
Now,











































E[ψψ′|x]− q0(x, γ0)q0(x, γ0)′
G




where the second line follows from Assumption 3.2 and Π0t(x, η0) = Π?0t?(x, η0), the third from
writing q0(x, γ0) = E[ψ(z, γ0)|x] = Π?0t?(x, η0) and the fourth by MAR. This is the asymptotic
variance that corresponds the semiparametric efficiency lower bound in Section 3.2.1, i.e., the
variance lower bound for an unconditional moment conditions model with MAR, as in Graham
[11], based on Assumptions 2.1-2.5 and 3.1. 
Part (d) - Double robustness
Condition A.1 (Consistency under p0(X) = G(r(X)′δ0) and E[ψ(z, γ0)|x] 6= Π?0t?(x, η0)).
The proof in Appendix B holds with π̂i = 1n for all i = 1, ..., n; note that the property
E[ψ(z, γ0)|x] = Π?0t?(x, η0) is not needed for the proof of consistency.
Condition A.2 (Consistency under E[ψ(z, γ0)|x] = Π?0t?(x, η0) and if there is no δ0
such that p0(X) = G(r(X)′δ0)).









Then, by similar arguments as used initially for the consistency of δ̂ in Appendix B, with δ?
the minimiser of Q0(δ) = ||E[(d/G(t′δ)− 1)t]||, δ̂
p→ δ?. Hence γ̂ is a consistent estimator for
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where the first equality follows from E[ψ(z, γ0)] = 0, the second by LIE and the third from















Proof of Proposition 3.2
Part (a) - Consistency
The proof for consistency is given in Appendix B; the arguments from the proof hold through-
out when π̂i = 1/n, (i = 1, ..., n) is assumed. 
Part (c) - Variance structure under misspecification
Let w = (d, z). Suppose functions t(x, η0) contain η0 := η0(x2) = E[z2|x2]. Suppose η̂ := η̂(x2)










By the same arguments used to derive equation (A.3),















Nonparametric nuisance estimation of η0(x2) = E[z2|x2] must be taken into account in asymp-
totic variance calculations for δ̂. Since η0(x2) is a conditional expectation, by Proposition 4
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by LIE and MAR.
Therefore,

















Using the same arguments used to derive (A.10),












(δ̂ − δ1) + op(n−
1
2 ).
Similarly, by Proposition 4 of Newey ([25], p.1361), and using (A.12),







































(z2i − ηo(x2i)) + op(n−
1
2 ),








∣∣∣x2] is an adjustment term that accounts for nonparametric con-
ditional expectation estimation.
Let v(x2) = [d1(x2)− EF−1d2(x2)]. Then, by CLT, Ψ
√
n(γ̂ − γ0)


























































This leads to the following variance structure of ΣNP .
ΣNP = V(1) − V(2) + V(NP )
where
V(NP ) = E[v(x2)v(x2)′(z2 − η0(x2))2]
−
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Part (b) - Efficiency under correct specification and when x2 = x




























































where the second equality follows by LIE. Therefore, ΣNP = V(1)−V(2). This is equivalent to
the variance lower bound of Robins et al. [34], also see Theorem 2.1 of Graham [11].
Part (d) - Double robustness
A double robustness result follows by identical arguments used for the Proof of Part (d) of
Proposition 3.1. Note that only the consistency of η̂(x2) for η0(x2) is needed for the derivations,
which follows under suitable regularity conditions for nonparametric estimation of η0(x2). 
Proof of Proposition 3.3
Part (a) - Consistency
The proof for consistency is given in Appendix B. 
Part (c) - Variance structure under misspecification
By Lemma A1 of Ramalho and Smith [32],
π̂i = n























Ψi(γ̇)(γ̂ − γ0) = 0
for some γ̇ on the line segment joining γ̂ and γ0. By identical arguments used in the Proof for




































′δ)|| = Op(1). Hence, by CS, noting ||λ̂|| = Op(n−
1
2 )
























































































For any η ∈ N and δ ∈ D, by CS, ||dψ(z, γ0)gη(w, η)′/G(t(η)′δ)|| ≤ bψ(z)||gη(w, η)||/κ, and it
is assumed that E[bψ(z)||gη(w, η)||] <∞. Moreover, gη(w, η) and G(t(η)′δ) are continuous in
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parameters η ∈ N and δ ∈ D, and N and D are compact. Hence, the hypotheses of Lemma
2.4 of Newey and McFadden are satisfied. Thus, by UWL, the first term on the RHS in (A.16)
is op(1). The second term on the RHS in (A.16) is op(1) by continuity of the expectation in













By a Taylor expansion around η0 and δ1, for some η̇ on the line segment joining η̂ and η0, and











































(η̂ − η0). (A.18)
































































(η̂ − η0). (A.19)
By substitution of (A.15), (A.17) and (A.19) into (A.14),



















































(δ̂ − δ1) = 0. (A.21)
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For any η ∈ N , δ ∈ D, ||(dG1(t(η)′δ))t(η)t(η)′/G(t(η)′δ)2|| ≤ κ1bt(x)2/κ2, where E[bt(x)2] <












i = Op(1). (A.22)
























∣∣∣∣∣∣ = op(1). (A.23)




























































For any η ∈ N , by CS, ||(dG(t(η)′δ1)−1−1)t(η)gη(w, η)′|| ≤ (κ−1 +1)bt(x)||gη(w, η)||, and it is
assumed that E[bt(x)||gη(w, η)||] <∞. Moreover, G(t(η)′δ1), t(η) and gη(w, η) are continuous
in η ∈ N , and N is compact. Thus the hypotheses of Lemma 2.4 of Newey and McFadden































Also, for any η ∈ N and δ ∈ D, ||(dG(t(η)′δ)−1−1)t(η)|| ≤ (κ−1 +1)bt(x), where E[bt(x)] <∞





































































By a Taylor expansion around η0, and by identical arguments used to establish (A.5), since λ̂
and (η̂ − η0) are Op(n−
1
2 ) (cf. Theorem 3.2 of Newey and Smith [28]),
































By substitution of (A.27) into (A.20),





















































































































. By Newey and Smith ([28], equation (A.8), p.240), η̂ − η0 =
−Hηn−1
∑n
i=1 gηi + op(n
− 1
2 ) and λ̂ = −Pηn−1
∑n
i=1 gηi + op(n
− 1


























+ op(n− 12 ),
which leads to the following variance structure by CLT. Making use of the property that
HηΩηPη = PηΩηH
′





where Σ? = Σ1 − BηPηB′η where Σ1 is the asymptotic variance for the IPT estimator from







′. This would be the V(3) term in Proposition 3.1(c) if two-step efficient
GMM or GEL was used to estimate the overidentified system E[gη(w, η0)] = 0. 
Part (b) - Variance structure under correct specification
As before in the Proof of Proposition 3.1(b), C = 0. Therefore Σ? = Σ0 −BηPηB′η. 
Part (d) - Double robustness
Condition A.1 (Consistency under p0(X) = G(r(X)′δ0) and E[ψ(z, γ0)|x] 6= Π?0t?(x, η0)).
The proof of consistency in Appendix B holds since the condition E[ψ(z, γ0)|x] = Π?0t?(x, η0)
is not used in the proof.
Condition A.2 (Consistency under E[ψ(z, γ0)|x] = Π?0t?(x, η0) and if there is no δ0
such that p0(X) = G(r(X)′δ0)).





























The rest of the proof for the reverse condition is the same as for Condition A.2 of Proposition
3.1(c). 
B Consistency
The GEL implied probabilities are given by π̂i = ρ̂ηi/
∑n
j=1 ρ̂ηj with ρ̂ηi = ρ(λ̂
′ĝηi), (i =






































+ 1 = op(1).
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By Lemma A.1 of Newey and Smith ([28], p.239), max1≤i≤n supη∈N supλ∈Λ̂n(η) |λ
′gi(η)| =
op(1), so that ρ̂ηi = −1 + op(1) uniformly i = 1, ..., n. Thus, eventually, there is a constant
1 < C < ∞ such that |ρ̂ηi| ≤ C, (i = 1, ..., n). Thus, by CS and Assumption 3.2, for any
η ∈ N and δ ∈ D, ||ρ(λ′g(w, η))(dG(t(η)′δ)−1 − 1)t(η)|| ≤ C(κ−1 + 1)bt(x) w.p.a.1, where
E[bt(x)] < ∞. Moreover, by Assumption 1 of Newey and Smith ([28], p.226), ρ(λ′g(w, η)) is
continuously differentiable in a neighbourhood of zero, g(w, η) is continuous at each η ∈ N
w.p.1, and N and Λ̂n(η) are compact. Also, t(η) is continuous in η ∈ N , and G(t(η)′δ) is
continuous in η ∈ N by Assumptions 3.1 and 3.2. Thus, the hypotheses of Lemma 2.4 of
Newey and McFadden [27] are satisfied. Hence, by UWL, the first term on the RHS of (B.1)
is op(1). Similarly, the third term on the RHS of (B.1) is op(1) by UWL for any δ ∈ D. The
second term on the RHS of (B.1) is op(1) by continuity of the expectation in λ ∈ Λ̂n(η) and
η ∈ N , λ̂ p→ 0 and η̂ p→ η0, by Theorem 3.1 of Newey and Smith ([28], p.226). Therefore, the
LHS of (B.1) is op(1).





























































Similar arguments are now used to those of the Proof of Theorem 2.1 of Newey and McFadden
([27], p.2121-2), and Proof of Lemma A.2 of Otsu [29].
By uniqueness of δ0 (and thus δ1), for any ε > 0, κ = infδ∈D, ||δ−δ1||>εQ0(δ) > 0, and Q0(δ1) =
0. Then, ||δ̂ − δ1|| > ε implies Q0(δ̂) ≥ infδ∈D,|δ−δ1|>εQ0(δ) = κ > 0. Hence,
P(||δ̂ − δ1|| > ε) ≤ P(Q0(δ̂) ≥ κ). (B.3)
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since Qn(δ̂) = op(1) by (B.2).
In order to bound the third term on the RHS of (B.1), it was shown by UWL that supδ∈D |Qn(δ)−
Q0(δ)| = op(1). Thus,










Therefore, from (B.3), P(||δ̂ − δ1|| > ε)→ 0 as n→∞, i.e. δ̂ is consistent for δ1.
Consistency of γ̂ follows by identical arguments, noting λ̂ p→ 0, η̂ p→ η0 and δ̂
p→ δ1. 
C Further Assumptions for Semiparametric Estimation
Further restrictions than those stated in the main text are needed for consistency and asymp-
totic normality of semiparametric estimation in moment condition models. In particular, these
additional assumptions ensure convergence properties with plug-in nonparametric estimation.
These assumptions relate to Assumptions 5.1-5.4 and 5.6 of Newey [25], pp.1364-7.
Assumption C.1. (i) There exists bR1(z) ≥ 0 such that ||G(η) − G − G1δ′0 ∂t∂η (η − η0)|| ≤
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(iii) for b1(z) := [κ−3bψ(z)κ1||δ0||2b∂t(x)2 + κ−3bψ(z)bR1(z)2 + κ−2bψ(z)bR1(z)], where bψ(z)




Assumption C.1 states some smoothness restrictions on the functions of η0 that can be included
for over-fitting the propensity score, as well as some boundedness conditions required to control
the rate of convergence when first-step nonparametric estimation is involved.


















































(η − η0) + [G−G(η)]
]
.











∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣ ψ
G(η)G2
∣∣∣∣∣∣ · ||G−G(η)||2 + ∣∣∣∣∣∣ G(η)
G(η)G2








∣∣∣∣∣∣ · ||ψ|| · ||bR1(z)||
≤ [κ−3bψ(z)κ1||δ0||2b∂t(x)2 + κ−3bψ(z)bR1(z)2 + κ−2bψ(z)bR1(z)]
×||η − η0||2,
for ||η− η0|| < 1. Thus, Assumption C.1(i) and (iii) verifies Assumption 5.1 of Newey [25] for
the moment function describing γ0. The analogous condition for the function (dG(η)−1−1)t(η)





































Assumption C.2 implies Assumptions 5.2 and 5.3 of Newey ([25], p.1365), the stochastic
equicontinuity conditions that relate to the adjustment term that accounts for first-stage non-
parametric estimation of η0. If η0 is estimated by series approximation, Section 6 of Newey
[25] provides sufficient conditions for verifying this condition.
Assumption C.3. There exists ε > 0, b̃1(z) ≥ 0 and b̃2(z) ≥ 0 such that for all δ ∈ D and
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γ ∈ Γ (i) ||dG(t(η)′δ)−1ψ(γ) − dG(t(η0)′δ)−1ψ(γ)|| ≤ b̃1(z); (ii) ||(dG(t(η)′δ)−1 − 1)t(η) −
(dG(t(η0)
′δ)−1 − 1)t(η0)|| ≤ b̃2(z).
Assumption C.3 re-states Assumption 5.4(ii) of Newey ([25], p.1367). For the verification of
Assumption 5.4(i) of Newey [25] note that for any δ ∈ D and ψ ∈ Γ,∣∣∣∣∣∣ d
G(t(η)′δ)
ψ(z, γ)





∣∣∣∣∣∣ ≤ (κ−1 + 1)bt(x),
where E[bψ(z)] < ∞ and E[bt(z)] < ∞ by Assumptions 2.1 and 3.2. This, together with






























Finally, additional assumptions are needed to verify Assumption 5.6 of Newey ([25], p.1367).












∣∣∣∣∣∣2] < κ−2E[bψ(z)2] <∞.
Assumption C.4. (i) Assumption C.3(i) is satisfied with dG(t(η)′δ)−1ψ(γ) there equal to
each row of dG(t(η)′δ)−1Ψ(γ); (ii) Assumption C.3(ii) is satisfied with dG(t(η)′δ)−1 − 1)t(η)
there equal to each row of dG(η)−2G1(η)t(η)t(η)′.
Assumption C.4 re-states Assumption 5.6(v) of Newey [25], which allows uniform convergence
of the Jacobian. This is useful to construct consistent estimators of the asymptotic variances
of δ̂ and γ̂.
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Ph.D. Thesis: Chapter Two





This paper concerns semiparametric moment condition models where the parame-
ter of interest is described by one set of moment restrictions, while nuisance functions
are identified from another set of moment restrictions. A two-step generalised empirical
likelihood-weighted estimator is proposed that guarantees an efficiency gain arising from
exploiting auxiliary moment restrictions that may involve nonparametric components. To
achieve this, moment restrictions generally need to be adjusted to account for first-stage
nuisance estimation of nonparametric components; see Chernozhukov et al. [12]. This
paper adapts and generalises the approach of Hellerstein and Imbens [21] and Bravo [6] to
models specified by semiparametric moment conditions with estimated nuisance functions.
A leading example considered here is a semiparametric missing data model. An efficiency
gain under misspecification is possible as compared with estimation based on the efficient
influence function of the semiparametric missing data model studied in Graham [17], while
also preserving double robustness properties.
Keywords: Generalised Empirical Likelihood, Semiparametric Moment Conditions, Local
Robustness, Double Robustness, Missing Data
∗I thank Richard Smith for detailed comments and helpful discussions. I thank Oliver Linton and Shaun




This paper considers robust estimation of a finite-dimensional parameter that is described by
one set of moment restrictions, when there also exist extra moment restrictions describing and
identifying nuisance functions. In many applications, such a moment conditions set-up arises
naturally. For example, many models in the missing data and treatment effects literature fit
into this general framework. Following Graham [17] the moment restrictions that describe
the parameter of interest are described as the identifying restrictions, whereas the moment
restrictions describing only the nuisance functions are the auxiliary restrictions. It is well
known that, for efficiency considerations, the information from both identifying and auxiliary
restrictions should be used, see, for example, Prokhorov and Schmidt [31].
Two-step efficient generalised method of moments (GMM) and generalised empirical likelihood
(GEL) are commonly used to estimate moment condition models. Under correct model spec-
ification, both classes of estimators are asymptotically first-order equivalent. However, GEL
has been shown to have advantages both from finite-sample (Hansen et al. [20], Newey et al.
[27]) and higher-order asymptotic considerations (Newey and Smith [28]).
When unconditional moment restrictions contain unknown functions, Newey [25] and Chen et
al. [11] provide regularity conditions for
√
n-consistency and asymptotic normality of GMM
with plug-in nonparametric estimates. Hjört et al. [22] provide regularity conditions for
empirical likelihood estimators with the same properties as GMM. One-step methods exist that
jointly estimate the nonparametric functions while also obtaining semiparametrically efficient
estimators of finite dimensional parameters. The sieve-GMM estimator of Ai and Chen [2]
uses approximating functions for models characterised by conditional moment restrictions
with endogenous nuisance functions. Otsu [29] proposes an analogous estimator for empirical
likelihood.
One-step estimators implicitly take the optimal linear combination of moment functions for
the purposes of efficiency. This approach relies on all moment restrictions being correctly
specified. However, when auxiliary moment restrictions are misspecified the properties of one-
step efficient estimators may be a concern. As a result, there has been considerable interest
in the development of estimators robust with respect to nuisance functions. The concept of
double robustness originated in the study of missing data models, see Robins et al. [34] and
Scharfstein et al. [35]. Doubly robust estimators are consistent if at least one of two nuisance
functions are consistently estimated; this has proved to be an attractive property in practice,
particularly in biostatistics and econometrics.
Doubly robust methods have been also shown to be valuable when nuisance functions are
nonparametrically-estimated. Frölich et al. [16] illustrate the finite-sample advantages of
nonparametrically-estimated policy evaluation parameters based on doubly robust estimat-
ing equations. Firpo and Rothe [15] show doubly robust moment conditions may permit
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larger smoothing biases of nonparametric estimators in the first stage, while maintaining
√
n-
consistency for estimators of a finite dimensional parameter of interest. The related property
of local robustness has been characterised by Chernozhukov et al. [12] and provides a more gen-
eral basis for estimation that is desensitised with respect to first stage estimation of nuisance
functions.
Robustness properties give practitioners more confidence in proposing working models or rela-
tionships that can be characterised by a set of auxiliary moment restrictions. In this paper, the
trade-off between efficiency and robustness of using auxiliary restrictions is examined. A two-
step GEL-weighted estimator is proposed whereby information from the auxiliary restrictions
guarantees efficiency gains for the parameter of interest while also aiding robustness proper-
ties. As such, our approach offers a middle ground for efficiency-robustness considerations.
In the first step, a locally robust version of the auxiliary moment restrictions are estimated
by GEL. In the second step, a simple method of moments estimator is re-weighted by sample
weights arising from first-step GEL estimation. The extent of the efficiency gain depends on
the correlation between the identifying and the auxiliary restrictions.
Furthermore, this estimation procedure offers more control than one-step efficient estimators
over how moment conditions are combined, thereby allowing for the preservation of robustness
properties when auxiliary information is included. A leading example is the semiparametric
missing data model of Graham [17]. For doubly robust estimation of missing data models,
nuisance estimation of the propensity score, the probability that data are missing conditional on
observables, and the conditional outcome function, the conditional expectation of the moment
function given observables, is required. It is shown that this approach guarantees an efficiency
gain under misspecification of either the propensity score or conditional outcome model over
estimation based on the efficient influence function of the semiparametric missing data model.
Indeed, this approach preserves double robustness properties under less stringent requirements
than estimation based on the efficient influence function.
This paper is organised as follows. Section 2 introduces the semiparametric moment conditions
set-up and GEL estimation. Section 3 presents the two-step GEL-weighted estimator and
Section 4 presents its asymptotic properties. Section 5 discusses the semiparametric missing
data model and applies the results of this paper to that context. Section 6 illustrates the use
of the estimation method by simulation. Section 7 concludes.
The following abbreviations are used. p→: converges in probability to, d→: converges in dis-
tribution to, T : the triangle inequality, CS: the Cauchy-Schwarz inequality, M: the Markov
inequality, UWL: the uniform weak law of large numbers (for example, Lemma 2.4 of Newey
and McFadden [26]), CLT: a central limit theorem for i.i.d. random variables, WLLN: the
weak law of large numbers, LIE: the law of iterated expectations, w.p.1: with probability one,
w.p.a.1: with probability approaching one, LHS: left hand side, RHS: right hand side, and ||.||
is the Euclidean norm.
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2 Semiparametric Moment Restrictions and GEL
2.1 Semiparametric moment restrictions
Let z denote a dz-vector of random variables taking values in Z. Also, let g1(z, θ1, h1) be
a dg1-vector of known continuous functions of the data vector z, a dθ1-dimensional unknown
vector θ1 ∈ Θ1 where Θ1 ⊂ RdΘ1 is compact, and unknown functions h1 : X × Θ1 → Rdh1 ,
where x ∈ X is a dx-vector contained in z ∈ Z. Let g2(z, θ2, h2) be a dg2-vector of known
continuous functions of z, a dθ2-dimensional unknown vector θ2 ∈ Θ2 where Θ2 ⊂ Rdθ2 is
compact, and unknown functions h2 : X ×Θ2 → Rdh2 .
The parameter θ1 is of inferential interest, whereas θ2, h1(x, θ1) and h2(x, θ2) can be regarded
as nuisance parameters, with h1(x, θ1) and h2(x, θ2) being infinite-dimensional.
The moment condition model comprises identifying and auxiliary restrictions such that
identifying restriction: E[g1(z, θ10, h10)] = 0 (2.1)
auxiliary restriction: E[g2(z, θ20, h20)] = 0 (2.2)
where expectation is taken with respect to the distribution of z. It is assumed that (2.1) and
(2.2) hold uniquely at θ10 ∈ Θ1 and θ20 ∈ Θ2, respectively. h10 and h20 denote the nuisance
functions evaluated at the true values of θ10 and θ20, respectively.
To identify θ10, dg1 ≥ dθ1 is required. For ease of exposition, however, the just-identified case
dg1 = dθ1 is considered, although the approach can be easily extended to the over-identified
case. Similarly, for the identification of θ20, dg2 ≥ dθ2 is also required; the over-identified
case dg2 > dθ2 is considered here which describes many works where the auxiliary model is a
conditional probability or comprises auxiliary information, see, for example, Hellerstein and
Imbens [21] and Bravo [6].
Example 2.1 (average treatment effects). Let z = (y, x, d)′, where y is a scalar denoting
the outcome. Let d be a binary random variable indicating whether or not an individual has
been treated (d = 1 if treated). Let x be a dx-vector of individual characteristics, and x2
be a subset of characteristics of x. The propensity score p0(x) = P(d = 1|x) is modelled
by a semiparametric model p(x) = r(x, θ2, h2(x2)), where θ2 is a dθ2-dimensional unknown
parameter and h2 is an unknown function of x2. Finally let t(x) be a dt-dimensional vector
of known, independent functions of x such that dt > dθ2 . A semiparametric model for the
average treatment effect θ10 is given by (2.1) and (2.2) with











Consistent estimation of θ1 relies on the missing at random assumption y ⊥ d|x, that is, the
outcome is independent of treatment given covariates. See Graham et al. [18] for a similar
specification of the moment condition describing the propensity score model.
2.2 GEL estimation
Given a sample {zi}ni=1, and given a nonparametric estimator ĥ2 of h20, the GEL estimation
method for θ2 is as follows. Let





[ρ(λ′g2(zi, θ2, ĥ2))− ρ0]
where the function ρ(.) is concave on its domain V, an open interval containing zero, with
derivatives ρj(v) = ∂jρ(v)/dvj , ρj(0) = ρj , j = 0, 1, ..., normalised without loss of generality
as ρ1 = ρ2 = −1. The GEL estimator of θ2 is given by





where Λn = {λ : ||λ|| ≤ n−ζ} for some 1α < ζ <
1
2 and α > 2. For any θ2 ∈ Θ2, an estimator of
the dg2-vector of auxiliary parameters is given by λ̂(θ2, ĥ2) = argmaxλ∈ΛnP̂n(θ2, ĥ2, λ(θ2, ĥ2)).
Let λ̂ = λ̂(θ̂2, ĥ2). The first-order condition for λ imposes the sample moment constraint∑n








λ̂′g2(zj , θ̂2, ĥ2)
) , (i = 1, ..., n). (2.3)
The auxiliary parameter λ may be interpreted as the Lagrange multiplier associated with the
sample moment constraint
∑n
i=1 π̂ig2(zi, θ̂2, ĥ2) = 0. Special cases include:
• empirical likelihood (EL): ρ(v) = ln(1 − v) and V = (−∞, 1), resulting in implied
probabilities π̂ELi = n
−1(1 + λ̂′g2(zi, θ̂2, ĥ2))−1 (i = 1, ..., n).









λ̂′g2(zj , θ̂2, ĥ2)
)
(i = 1, ..., n).
GEL methods have been shown to possess some advantages over GMM. Newey et al. [27]
present Monte Carlo results indicating smaller bias properties of GEL estimators in small
samples compared to GMM. Furthermore, while the first-order asymptotic properties of GEL
and GMM estimators are identical, Newey and Smith [28] show the second-order asymptotic
bias for GEL estimators comprises of fewer components compared to that of GMM, with
the EL estimator being the best by this measure. On a practical note, in contrast to two-
step efficient GMM estimation, GEL methods do not require estimation of the Jacobian or
covariance matrix Ω2 = E[g2(z, θ20, h20)g2(z, θ20, h20)′].
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2.3 GEL implied probabilities
The implied probabilities of an estimator reveal how much weight GEL estimation places
on each observation. When a model is correctly specified, all observations should be equally
representative and thus the implied probabilities should hover close to n−1. Back and Brown [5]
derived the implied probabilities associated with GMM estimation. The implied probabilities
for GEL estimators are given in Smith [37] and Newey and Smith [28].
Several developments based on implied probabilities have been made for moment condition
model estimation. Schennach [36] considers a hybrid estimator involving the attractive prop-
erties of both ET and EL estimation that improves the behaviour of implied probabilities
under misspecification. Antoine et al. [4] study an estimator that minimises the distance
of a distribution function implied by the moment conditions to the empirical distribution in
χ2 distance. While the implied probabilities of some GEL estimators are guaranteed to be
positive in large samples, Antoine et al. [4] propose a simple correction that restores positivity
of implied probabilities in finite samples.
Estimation procedures which make explicit use of GEL implied probabilities display particular
advantages. Brown and Newey [8] show that a sample moment condition using EL implied
probability weights results in a semiparametrically efficient estimator for the associated popu-
lation moment. Brown and Newey [9] use implied probabilities to devise an efficient bootstrap
procedure for inference.
In closely related work, for missing data models, Chen et al. [10] discuss how one-step es-
timation of all moment restrictions stacked together may not be efficient when some of the
moment restrictions are misspecified. By re-weighting those estimating equations with EL im-
plied probabilities for the moment conditions describing the conditional expectation function,
efficiency gains are possible.
Using a similar approach, Bravo [6] considers re-weighting an estimating equation for m-
estimators by GEL implied probabilities of a known moment condition. It is shown that when
no nuisance estimation is involved, such a procedure efficiently incorporates the information of
the moment condition so that efficiency gains are guaranteed. Furthermore, Bravo [6] shows
a two-step procedure may have higher-order benefits.
Existing results which make explicit use of GEL implied probabilities for re-weighing esti-
mating equations suggest the procedure guarantees efficiency gains from using information
from auxiliary restrictions while preserving robustness. Issues of efficiency and robustness are
explored in subsequent sections.
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3 Two-step GEL Estimation
3.1 Locally robust moment conditions
Chernozhukov et al. [12] introduce locally robust moment conditions that are designed to be
insensitive to nuisance function estimates. Local robustness is defined in terms of the limit of
functions, h1(F ), say, which vary with the true distribution F . Consider families of regular
parametric models Fτ indexed by a vector of parameters τ such that the true distribution
of z is F0 with score S(z). Without loss of generality, the focus is on the moment function
g1(z, θ1, h1).
Definition. The moment function g1(z, θ1, h1) is said to be locally robust if and only if for all




That is, the moment conditions are insensitive to movements in h1(F ) away from the true
distribution F0.
The procedure for constructing locally robust moment functions involves calculating an ad-
justment term φ1(z, θ1, h1) that accounts for first-step estimation of the function h10, that
satisfies
∂E[g1(z, θ10, h1(Fτ ))]/∂τ = E[φ1(z, θ10, h10)S(z)]
E[φ1(z, θ10, h10)] = 0,
where the details for the computation of φ1(z, θ1, h1) are discussed in Chernozhukov et al.
[12], pp.6-11. Although not explicitly stated, other nonparametric functions may need to be
estimated for this orthogonalisation step which means the function h1 in φ1(z, θ1, h1) may
comprise additional nuisance functions not included in the original moment indicator vector
g1(z, θ1, h1). After computing φ1(z, θ1, h1), see Proposition 2, p.11, of Chernozhukov et al.
[12], the adjusted moment function ψ1(z, θ1, h1) = g1(z, θ1, h1) +φ1(z, θ1, h1) is locally robust.










ψ1(zi, θ10, h10(xi)) + op(1) (3.1)
Therefore, if estimation of θ10 is based on the locally robust moment condition E[ψ1(z, θ10, h10)]
= 0, the asymptotic variance of θ̂1 is invariant to nonparametric estimation of h10(x).
A well-known example of such a locally robust moment condition concerns estimation of the
average treatment effect. With the same notation used in Example 2.1, the original moment
function g1(z, θ1, p) = θ1 − yd/p(x) describes the average treatment effect (when outcomes y
in absence of treatment are zero), where p0(x) is the propensity score. The adjustment term,
see Hahn [19], is given by φ1(z, p, γ) = ((d/p(x))− 1)γ(x) where γ0(x) is the average outcome
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conditional on observables E[y|x]. Computing the adjustment term involves estimating two
nuisance functions p0(x) and γ0(x), though neither play a role in the asymptotic variance
of θ̂1 if estimated using the locally robust moment function E[ψ1(z, θ10, p0, γ0)] = 0 where
ψ1(z, θ1, p, γ) = g1(z, θ1, p) + φ1(z, p, γ).
3.2 Two-step GEL-weighted estimation
Consider two-step GEL-weighted estimation based on the moment conditions set-up (2.1),
(2.2). The first-step involves GEL estimation of a locally robust version of (2.2).
3.2.1 Step 1: Obtain GEL implied probabilities {π̂i}ni=1
For j = 1, 2, given the moment function gj(z, θj , hj), denote the adjustment term that accounts
for plug-in estimation of hj0 by φj(z, θj , hj). Although not explicit it is understood that hj
may also contain other nonparametric functions needed to calculate the adjustment term.
The locally robust moment function is constructed as ψj(z, θj , hj) = gj(z, θj , hj)+φj(z, θj , hj)
(j = 1, 2).
Given a nonparametric estimate ĥ2 of h20, θ20 is estimated by GEL based on the locally robust
moment condition E[ψ2(z, θ20, h20)]. Given the GEL estimator θ̂2 and associated Lagrange
multiplier λ̂, the GEL implied probabilities {π̂i}ni=1 are defined as in (2.3) with the locally
robust moment function ψ2 replacing g2.
3.2.2 Step 2: Weighted Method of Moments estimation of θ10
Given the implied probabilities {π̂}ni=1, and a nonparametric estimator ĥ1 for h10, the estimator
θ̂1 for θ10 solves the re-weighted moment equations
n∑
i=1
π̂iψ1(zi, θ̂1, ĥ1(xi)) = 0. (3.2)
3.3 One-step versus Two-step Estimation
One-step estimation with sieve-GMM/GEL estimation (Ai and Chen [2], Otsu [29]) leads to
inherently efficient estimation when moment restrictions are correctly specified. However,
there are reasons why two-step approaches remain popular in practice. Ackerberg et al. [1]
shows how locally robust-type corrections can lead to fully efficient estimation in a large class
of semiparametric models with plug-in nonparametric estimation.
Furthermore, the two-step procedure has computational advantages. As argued by Ackerberg
et al. [1], the joint approach requires a large-dimensional non-linear search over θ (finite-
dimensional components) and h (infinite-dimensional components) simultaneously. Thus, in
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terms of computational time and reliability, sequential procedures involving first-step estima-
tion of h and second step estimation of θ may have advantages. Sequential estimation of
moment restrictions also imposes less stringent restrictions on boundedness of moments for
large sample results. This is briefly discussed in the next section.
The main disadvantage of two-step procedures is that the moment restrictions are not si-
multaneously exploited. The two-step procedure considered in this paper mitigates this issue
by incorporating information from the auxiliary restrictions into the identifying moment re-
strictions to preserve efficiency gains. Note that although this approach may not lead to the
optimal linear combination of moment restrictions for semiparametric efficiency, more control
is possible to preserve known robustness properties.
For example, Chen et al. [10] show that estimation based on the efficient influence function of
the missing data model considered by Robins et al. [34] may not necessarily be the best way
to use auxiliary restrictions under forms of misspecification. This result is extended in Section
5 to show how a similar GEL-weighted approach can preserve double robustness properties in
a large class of semiparametric missing data models.
The GEL-weighted two-step approach may also have benefits in terms of higher-order bias.
One of the components of higher order asymptotic bias of GEL estimators, as characterised
by Newey and Smith [28], is linked with the degree of over-identification of moment condition
models. Bravo [6] applies these results to show that in the case where the auxiliary restrictions
involve no nuisance estimation, a GEL-weighted approach is not only semiparametrically effi-
cient but also higher order efficient relative to one-step estimation when all moment conditions
are exploited jointly.
Finally, Hellerstein and Imbens [21] shows a similar two-step estimation strategy may alleviate
selection bias. More specifically, suppose an available sample {z}ni=1 is taken from a sample
distribution fs(z) which is different from the population (or target) distribution ft(z). The
parameter of interest θ10 is described by a moment condition Et[g1(z, θ10)] = 0 and an auxiliary
moment restriction Et[g2(z)] = 0 holds, where Et[.] denotes the expectation taken over the
target distribution ft(z). Hellerstein and Imbens ([21], Theorem 2 and Section IV, pp.4-6)
shows that, in the case with no nonparametric or nuisance parameters, so that ψ1(z, θ1, h1) =
g1(z, θ1) and ψ2(z, θ2, h2) = g2(z), an estimator based on (3.2) reduces sample selection bias.
In particular, the estimator converges to the probability limit of a method of moments estima-
tor of E[g1(z, θ0)] = 0 using a random sample from an artificial population with distribution
fst(z), where this artifical distribution has the interpretation of being the closest to fs(z) in
an empirical likelihood sense such that Est[g1(z, θ0)] = Et[g1(z, θ0)] = 0. That is, it ensures
the artificial distribution shares the auxiliary moment restriction with the target distribution




The following assumptions are maintained for the large sample results. Since the identifying
and auxiliary restrictions are estimated separately, in theory, less stringent requirements are
needed to estimate the identifying moment restrictions. For example, in contrast to one-
step estimation where all moment functions are exploited simultaneously, no assumptions
are required on cross-derivatives between identifying moments and the auxiliary restrictions.
Furthermore, if the parameter of interest is identified only by just-identified restrictions with
no nuisance function estimation, only the standard conditions on g1 (2.1) necessary for method
of moments estimation (Newey and McFadden [26], Theorems 2.1 and 3.1) are needed. Hence,
the imposition of further boundedness conditions required for joint GMM and GEL may be
avoided.
For simplicity of exposition, such distinctions are not made here and the same conditions
are imposed on g1(z, θ1, h1) and g2(z, θ2, h2). The general conditions are similar to Newey
[25] and Chen et al. [11]. The additional assumptions for GEL estimation follow Newey and
Smith [28] and Hjört et al. [22]; also see Bravo et al. [7]. For j ∈ {1, 2}, let Gj(z, θj , hj) =
∂gj(z, θj , hj)/∂θj , Gj = E[Gj(z, θj0, hj0)], and Ωj = E[gj(z, θj0, hj0)gj(z, θj0, hj0)′].
Assumption. 4.1 For j ∈ {1, 2}, (i) θj0 ∈ Θj is the unique solution to E[gj(z, θj , hj(θj))] = 0
and θj0 ∈ int(Θj); (ii) Gj has full column rank dθj ; (iii) Ωj is nonsingular ; (iv) there
exists a function Dj(z, hj) linear in hj, and cj(z), such that for all ||hj − hj0|| small enough,








p→ 0; (v) E[cj(z)]
√
n||ĥj−hj0||2
p→ 0 and E[cj(z)] <∞; (vi)
ρ(v) is three times continuously differentiable in a neighborhood of zero.
Assumption 4.1 is sufficient for consistent GMM and GEL estimation of θ10 and θ20. As-
sumption 4.1(iv) requires the moment functions to be sufficiently smooth in nonparametric
components. In the parametric case, if hj is a finite-dimensional parameter, Dj(z, hj − hj0)
corresponds to the term [∂gj(z, θj0, hj0)/∂hj ](ĥj − hj0). Assumption 4.1(iv) also contains a
stochastic equicontinuity condition which is standard in the literature, and can be verified
using conditions given in Andrews [3]. Assumption 4.1(v) is a restriction to guarantee the
remainder term converges fast enough; ĥj is required to converge to hj0 at a rate faster than
n−
1
4 and is satisfied for commonly used nonparametric estimators (series, kernels etc.) if the
function hj is sufficiently smooth. Assumption 4.1(vi) restricts the class of concave functions
chosen for GEL estimation.
Assumption. 4.2 For j ∈ {1, 2}, there is a function φj(z, θj , hj) such that E[φj(z, θj0, hj0)] =











(zi, θ̂j , ĥj)− φj(zi, θj0, hj0)||2/n
p→ 0.
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Assumptions 4.1 and 4.2 imply
∑n
i=1 gj(zi, θj0, ĥj)/
√
n is asymptotically normal. Section 3.1
discusses methods to calculate φj(z, θj , hj) such that this assumption holds. Also see Newey
[25], pp. 1366-7, for further discussion on pathwise derivative calculations.
Assumption. 4.3 For j ∈ {1, 2}, there exist ε > 0, ||hj ||, bj(z), b̃j(z), dj(z) and d̃j(z) > 0
such that for all θj ∈ Θj and ||hj − hj0|| < ε, (i) gj(z, θj , hj) is continuous at θj w.p.1,
||gj(z, θj , hj)|| ≤ dj(z) and E[dj(z)α] < ∞ for some α > 2; (ii) ||Gj(z, θj , hj)|| ≤ d̃j(z) and
E[d̃j(z)2] < ∞; (iii) ||gj(z, θj , hj) − gj(z, θj0, hj0)|| ≤ bj(z)(||θj − θj0|| + ||hj − hj0||) and
E[bj(z)2] < ∞; (iv) ||Gj(z, θj , hj) − Gj(z, θj0, hj0)|| ≤ b̃j(z)(||θj − θj0|| + ||hj − hj0||) and
E[b̃j(z)] < ∞; (vii) there exist ||hj ||, ε > 0 and a neighbourhood Nθj of θj0 such that for all
||hj − hj0|| < ε, gj(z, θj , hj) is twice continuously differentiable in θj ∈ Nθj .
Assumptions 4.1-4.3 are sufficient for the asymptotic normality of semiparametric GEL esti-
mation of θ20. Assumption 4.3 guarantees the remainder term from nonparametric estimation
of hj0 (j = 1, 2) is small, and allows for uniform law of large numbers results required for uni-
form convergence of θ̂j to θj0, that is, supθj∈Θj ||(
∑n
i=1 gj(zi, θj , ĥj)/n)−E[gj(z, θj , hj0)]||
p→ 0
(j = 1, 2). Assumptions 4.1-4.3 can also be used to establish consistency for components
relating to the asymptotic variance of θ̂j , in particular, Gj and Ωj (j = 1, 2).
Assumption. 4.4 (i) For j = 1, 2, bj(z), dj(z), d̃j(z) satisfying Assumption 4.3, E[b2(z)d2(z)]
< ∞, E[b1(z)d2(z)] < ∞, E[d2(z)d̃2(z)] < ∞, E[b2(z)d1(z)] < ∞, E[d1(z)b2(z)] < ∞ and
E[d̃1(z)d2(z)] < ∞; (ii) Assumptions 4.1, 4.2, 4.3 and 4.4(i) hold for the moment function
ψj(z, θj , hj) replacing gj(z, θj , hj) (j = 1, 2).
Assumption 4.4 states additional boundedness conditions relating to the correlation matrices of





This section presents a large sample result on the efficiency gains from using auxiliary infor-
mation for the estimator θ̂1 obtained from (3.2). Define the following matrices.
Vj = E[(gj(z, θj0, hj0) + φj(z, θj0, hj0))(gj(z, θj0, hj0) + φj(z, θj0, hj0))′], (j = 1, 2)
where φj(z, θj0, hj0) is the adjustment term that embodies the effect of estimating hj0 on the
moment function gj . Assumptions 4.1-4.3 satisfy the hypotheses of Lemma 5.1 of Newey [25].








d→ N (0, Vj).
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2 , andB = E[g1(z, θ10, h10)g2(z, θ20, h20)′]
be the dg1 × dg2 matrix of correlations between the identifying moment function g1 and the
auxiliary moment function g2.
From Section 3.1, let ψj(z, θj , hj) = gj(z, θj , hj) + φj(z, θj , hj) be the locally robust moment
functions corresponding to gj (j = 1, 2). Therefore, E[ψj(z, θj0, hj0)ψj(z, θj0, hj0)′] = Vj (j =
1, 2). Let G?j = E[∂ψj(z, θj0, hj0)/∂θj ], B? = E[ψ1(z, θ10, h10)ψ2(z, θ20, h20)′] be the dg1 × dg2
matrix of correlations between the locally robust identifying moment function ψ1 and the














Theorem 4.1. Consider the moment conditions model (2.1), (2.2). Under Assumptions 4.1-
4.4, and given nonparametric estimators ĥj satisfying ||ĥj − hj0|| = op(n−
1
4 ) (j = 1, 2),
(i) the limiting distribution of the two-step GEL-weighted estimator of θ10 based on the non-
locally robust moment functions is described by
√
n(θ̂1 − θ10)
d→ N (0,Σ1 + Σ2),
where Σ1 = G−11 V1G
′−1
1 and Σ2 = G
−1
1 (BPV2PB
′ −B?PB′ −BPB?′)G′−11 ;
(ii) the limiting distribution of the two-step GEL-weighted estimator of θ10 based on the locally
robust moment functions is described by
√
n(θ̂1 − θ10)
d→ N (0,Σ?1 − Σ?2),








Remark 4.1. If θ10 is estimated without using the auxiliary restrictions; i.e. by method of
moments estimation with a plug-in ĥ1 estimate, the asymptotic variance is given by Σ1, which
provides a basis to evaluate information contributed by auxiliary restrictions.
Remark 4.2. Theorem 4.1(i) shows that in general, two-step GEL-weighted estimation does
not guarantee efficiency gains from the use of auxiliary moment restrictions with plug-in es-
timates. Although the use of auxiliary moment restrictions may reduce the limiting variance,
Σ2 is indefinite and depends on the various direction of correlations between moment functions
and their locally robust counterparts. In the case where the adjustment terms φj(z, θj0, hj0)
(j = 1, 2) are zero, it can be shown by part (ii) of the theorem that efficiency gains are
guaranteed.
Remark 4.3. Theorem 4.1(ii) shows that by adjusting the auxiliary moment restriction to
account for first-stage estimation error, GEL-weighted estimation guarantees efficiency gains
over only using the identifying moment restrictions. The asymptotic variance is reduced by the
positive definite matrix Σ?2. The structure of Σ?2 suggests the larger the correlation between
the locally robust identifying and auxiliary moment restrictions, as captured by matrix B?,
the greater the efficiency gains.
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5 Semiparametric Missing Data Models
Many models in the missing data and treatment effects literature are formulated in terms of
semiparametric moment conditions with the parameter of interest θ1 often representing some
causal effect. To identify θ1 with missing data, restrictions are usually placed on the patterns
of missingness. A wide class of popular models assumes that data are missing at random
(MAR). MAR is a slightly less restrictive assumption than selection on observables, and is
formally stated below; see Section 2.1.1, Chapter 1 of the thesis.
In this setting, in an attempt to account for missing data or treatment selection, the estimation
of at least one of two nuisance functions is required. One such function is the propensity score,
i.e. the probability of data missing conditional on observables. With experimental data, the
propensity score may be known by design, whereas with observational data, it may need to
be estimated, possibly involving conditioning on a high dimensional vector of observables to
make the MAR assumption more plausible.
The other nuisance function is the expectation of the moment function conditional on observ-
ables. In the study of average treatment effects, this is simply the conditional expectation
of outcomes given observed covariates, which is easy to estimate nonparametrically. How-
ever, when the moment function is some general nonlinear function of data and unknown
parameters, this nuisance function is more challenging to estimate.
5.1 Moment condition models with missing data
Initially a simple, widely-used class of moment condition models with missing data is discussed.
Similar set-ups are studied in Robins et al. [34], Wooldridge [40] and Graham et al. [18].
Let z = (y, x) denote a vector of the observables in which y is a dy-dimensional vector of
variables that are MAR. Let d be a binary variable indicating whether or not y is observed,
and x a fully observed dx-dimensional vector of variables. The dθ1-dimensional unknown
parameter of interest θ1 uniquely satisfies the moment condition
E[g1(z, θ10)] = 0. (5.1)
For simplicity, θ10 is just-identified as in Section 4; the over-identified case gives analogous
results. Let p0(x) = P(d = 1|x) represent the propensity score and q0(x; θ10) = E[g1(z, θ10)|x]
the conditional expectation of the moment function given x.
Assumption. 5.1. (i) Equation (5.1) holds uniquely at θ = θ0; (ii) {zi, di}ni=1 is an i.i.d.
random sequence from the true distribution of {z, d}; (iii) the vector {di, xi, diyi}ni=1 only is
observable; (iv) y is MAR; i.e. d ⊥ y|x; (v) for any x ∈ X ⊂ Rdx , κ ≤ p0(x) < 1 for some
κ > 0.
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Assumption 5.1(i) determines identification of θ10. Assumption 5.1(iii) reveals what informa-
tion is available to the researcher. The MAR assumption, Assumption 5.1(iv), states that
missingness is not dependent on outcome values after controlling for fully observed variables
x. Assumption 5.1(v) is an overlap condition common in propensity score matching, requiring
neither complete observability or missingness at all values of x in the population.
Graham ([17], Theorem 2.1) shows that the total information provided by Assumption 5.1 can











∣∣∣x] = 0, (5.3)
where the first moment restriction identifies θ10 by appropriately accounting for MAR data,
and the second set of moment restrictions describe the propensity score. The optimal linear
combination of the two sets of moment restrictions required for efficient estimation has been
derived by Robins et al. [34].
In particular, an estimator θ̂1 of θ10 that achieves the semiparametric efficiency lower bound












q̂(x; θ̂1) = 0, (5.4)
where p̂(x) and q̂(x, θ10) are nonparametric estimators of p0(x) and q0(x, θ10). The estimating
equation (5.4) is also doubly robust. That is, given models for the propensity score p0(x) and
the conditional expectation function q0(x, θ10), the estimator based on (5.4) still provides a
consistent estimator for θ10 if at most one of these two models are misspecified. In addition,
if nuisance models are not specified, estimators based on doubly robust estimating equations
have been shown to possess better finite sample properties (Frölich et al. [16]) and are less
sensitive to choices of tuning parameters (Firpo and Rothe [15]).
5.2 Auxiliary moment restrictions
There are often small sample issues, for example, in analysis of clinical trials, that make purely
nonparametric approaches undesirable. While the estimation of a conditional expectation of
a single variable can be computationally straightforward, estimation of q0(x; θ10) is likely to
be more difficult, particularly for high dimensional x. Given the double robustness property
offered by (5.4), a semiparametric approach for estimating q0(x; θ10) may be a useful compro-
mise.
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5.2.1 Semiparametric missing data model
Graham [17] directly models q0(x; θ10) by the functional restriction
E[g1(z, θ10)|x] = q1(x, α0, h10(x2); θ10), (5.5)
where α0 is a finite dimensional unknown parameter and h10(x2) is an unknown function of
x2 ⊂ x. A special case includes the partial linear structure q1(x, α0, h10(x2); θ10) = x′1α0 +
h10(x2)− θ10 studied in Wang et al. [39] for estimating population means under missing data.
The functional restriction can be expressed in terms of the conditional moment restriction
E[u(z, α0, h10(x2); θ10)|x] = 0 where u(z, α0, h10(x2); θ10) = g1(z, θ10)− q1(x, α0, h10(x2); θ10).
Furthermore, due to MAR, E[u(z, α0, h10(x2); θ10)|x] = E[u(z, α0, h10(x2); θ10)|x, d] and thus
the conditional moment restriction may be consistently estimated using all complete case units.
For example, if q1 is the partially linear model, then given a consistent estimator θ̂HT for θ10
obtained by the Horvitz-Thompson inverse probability weighting method, and a nonparametric







x′iα̂+ ĥ1(x2i)− g1(zi, θ̂HT )
)
= 0,
where a(x) is a valid vector of instruments of dimension at least dim(α). Details and intuition
on the extent to which the restriction (5.5) provide efficiency gains is discussed in Graham
([17], pp. 446-449).
5.2.2 Auxiliary moment restriction
Here a more cautious approach is considered that guards against possible misspecification of
(5.5). Following Donald and Newey [14] and Donald et el. [13], the conditional moment restric-
tion can be estimated by a sequence of unconditional moment restrictions that increase at an
appropriate rate. To facilitate analysis on behaviour under misspecification, the model consid-
ered here allows the possibility that the researcher is not able to describe q0(x; θ10) perfectly,
but wishes to exploit information from an auxiliary unconditional moment restriction.
For a dθ2−dimensional unknown parameter θ2 ∈ Θ2 where Θ2 ⊂ Rdθ2 is compact, and unknown
functions h2 : X ×Θ2 → R, consider the auxiliary moment restriction
E[g2(d, z, θ20, h20)] = 0, (5.6)
where h20 denotes the nuisance function evaluated at the true value θ20.
Such auxiliary moment restrictions are often used in missing data models for the purposes of
exploiting additional population information to improve estimation. For example, Hellerstein
and Imbens [21] use census information on population averages to reduce selection bias.
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Auxiliary moment restrictions may also be imposed when surrogate data is available, that
is, when information is collected on a proxy variable closely related to a variable that has
missing entries. For example, in order to study the association between obesity and high
blood pressure, Qin et al. [32] model the relationship between a fully observed proxy, BMI
measurements, and a more accurate measure of body fat, dual energy X-ray absorptiometry
percentage, that has missing entries. For the analysis of voting behaviour in US general
elections, Chen et al. [10] use post-election survey results on candidate preferences as a proxy
for a non-voter’s candidate choice. Any known relationships between the surrogate variable
and a missing variable may be formulated as an auxiliary moment restriction.
The information that is available to the researcher is (5.2), (5.3) and (5.6). For estimation of
θ10 using the two-step GEL-weighted approach, the following assumption is imposed.
Assumption. 5.2. Assumption 4.1-4.4 is satisfied with ψ1 there to g̃1(d, z, θ1, p, q) = dp(x)−1
×g1(z, θ1)− (d−p(x))p(x)−1q(x; θ1), and ψ2 there equal to g̃2(d, z, θ2, h2) where g̃2 is a locally
robust version of the moment function satisfying (5.6), and q(x, θ1) is any working model for
the conditional expectation function.
g̃1 is therefore the doubly robust moment function corresponding to (5.4) where a working
model q(x; θ10) for the conditional expectation function does not need to be correct, that is,
it may be the case that q(x; θ10) 6= q0(x; θ10). g̃2 is the locally robust version of the auxiliary
moment restriction (5.6); accounting for first-step nuisance estimation of h20(x) allows for a
guaranteed efficiency gain from exploiting the information provided in (5.6).
5.3 Two-step GEL-weighted estimation
Consider the following estimation method for θ10 under restrictions (5.1) and (5.6) under
Assumptions 5.1 and 5.2.
Suppose p̂(x) and q̂(x; θ) are nonparametric estimators of the unknown functions p0(x) and
q0(x; θ), respectively.
Step One: Given a nonparametric estimator ĥ2 of h20, and having obtained the locally robust
moment function g̃2 defined in Assumption 5.2, estimate g̃2 by GEL. Collect the implied
probabilities {π̂i}ni=1.
Step Two: Given nonparametric estimators p̂ and q̂ of p0 and q0, respectively, the two-step
GEL-weighted estimator θ̂1 of θ10 solves the estimating equation
n∑
i=1
π̂ig̃1(d, z, θ̂1, p̂, q̂) = 0, (5.7)
where the function g̃1 is defined in Assumption 5.2.
The estimator θ̂1 has the following asymptotic properties.
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Corollary 5.1. Let all nonparametric estimators involved in estimation of g̃1 and g̃2 converge
at a rate faster than n−
1
4 . For the moment condition model (5.1) and (5.6) under Assumptions
5.1 and 5.2, (i) θ̂1 is doubly robust with respect to nuisance estimates of p0(x) and q0(x, θ10)


























































Ω2 = E[g̃2(d, z, θ20, h20(x))g̃2(d, z, θ20, h20(x))′] and G2 = E[∂g̃2(d, z, θ20, h20(x))/∂θ2].
5.4 Discussion of results
Corollary 5.1 has a clear intuitive interpretation in terms of both efficiency and robustness.
Remark 5.1. Comparisons with the Horvitz-Thompson estimator. The asymptotic
variance structure shows that the proposed estimation procedure guarantees efficiency gains
over Σ0, the asymptotic variance of the original Horvitz-Thompson [23] inverse probability
weighting estimator when the propensity score p0(x) is known.
Remark 5.2. Efficiency gains from propensity score estimation. The asymptotic
variance is reduced by two positive definite matrices. Σ1 represents the efficiency gain from
estimating the propensity score. In particular, a nonparametric propensity score estimator
incorporates information from the conditional moment restriction (5.3), which allows for effi-
ciency gain over the Horvitz-Thompson [23] estimator. When the working model q is correctly
specified so that q(x; θ10) = q0(x; θ10), Σ0 − Σ1 is the asymptotic variance corresponding to
the semiparametric efficiency lower bound under the missing data model in the absence of the
auxiliary restriction (5.6).
Remark 5.3. Efficiency gains from auxiliary moment restrictions. The asymp-
totic variance is further reduced by a positive definite matrix Σ2 representing an efficiency gain
from using the auxiliary restriction (5.6). As in Theorem 4.1, the extent of the efficiency gain
depends on the correlation between the moment functions g̃1 and g̃2, i.e. the more relevant
the auxiliary moment restriction is, the lower the asymptotic variance.
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Remark 5.4. Relative efficiency under misspecification. The semiparametric ef-
ficiency lower bound for the moment condition model (5.2), (5.3) and (5.5) is derived by
Graham [17]. However, when the functional restriction (5.5) is misspecified, that is when
E[g1(z, θ10)|x] 6= q1(x, α0, h10(x2); θ10), the estimator of θ10 based on the efficient influence
function leads to an asymptotic variance no lower than Σ0 − Σ1, see p.449, discussion of
Proposition 3.2 of Graham [17]. Here, the asymptotic variance is reduced further by Σ2, sug-
gesting relative efficiency under misspecification. However, for the moment condition model
(5.2), (5.3) and (5.6), the asymptotic variance of the estimator of θ10 based on (5.7) will not,
in general, coincide with the semiparametric efficiency lower bound.
Remark 5.5. Double robustness I. The usual double robustness properties in this missing
data set-up are preserved here. In particular, if either the model for the propensity score
p0(x) or the conditional expectation function q0(x, θ10) is misspecified, the estimator of θ10
remains consistent. However, the auxiliary moment restriction (5.6) is required to be correctly
specified. In practice, as in the case of surrogate variables discussed in Section 5.2.2, the
auxiliary restriction is likely to model a conditional relationship between z and x and so will
remain valid under the MAR assumption. In contrast, if estimation of θ10 is based on Graham
[17]’s efficient influence function under (5.2), (5.3) and (5.5), more stringent requirements
for double robustness are needed. In particular, those variables entering q1(x, α0, h0(x2); θ10)
parametrically should not affect either the propensity score p0(x) or the conditional variance of
the moment function g1, E[g1(z, θ10)g1(z, θ10)′|x], see p.449 of Graham [17]. Since propensity
score estimation often involves conditioning on all covariate information in order to make the
MAR assumption plausible, the double robustness result in Graham [17] may not hold in such
instances.
Remark 5.6. Double robustness II. Double robustness properties are still valuable even
if nuisance functions are estimated nonparametrically. Since doubly robust moment functions
retain mean-zeroness for movements of nuisance estimates around the true value, Monte Carlo
evidence in Frölich et al. [16] shows that estimators based on doubly robust estimating equa-
tions are less sensitive to choices of tuning parameters. Furthermore, Firpo and Rothe [15]
show that for polynomial kernel estimation of the propensity score, larger smoothing biases
are permitted while maintaining the faster than n−
1
4 convergence rate required.
Remark 5.7. Efficiency-robustness trade-off. These comparisons highlight potential
trade-offs that exist between efficiency gains from using auxiliary moment restrictions versus
robustness properties. While for some treatment effects and missing data models under MAR
the efficient influence function is doubly robust, an orthogonality condition with respect to
individual nuisance functions is not guaranteed for more complicated models that may be
tailored for specific applications.
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6 Simulation study: using surrogate information on missing
outcomes
In this section, we consider the problem of estimating the expectation of a random variable
that is MAR. This is a similar set-up to that studied in Section 4, Chapter 1 of the thesis,
however, we investigate the finite sample performance of the GEL-weighted estimator studied
in this paper. Moreover, our main focus is to examine the double robustness property of
the GEL-weighted estimator under misspecification of the conditional expectation function or
propensity score. Overall, the simulation study shows the performance of the GEL-weighted
estimator is promising in small samples and often displays advantages in terms of mean square
error over popular alternatives suggested in the literature.
Let x ∼ N(1, 1) be a covariate, and y = 0.25x+ ε be an outcome variable, where ε is an error
term. Let d be a binary variable such that d = 1 if and only if y is observed. The propensity
score is given by P(d = 1|x) = exp(−1 + x)/(1 + exp(−1 + x)).
In addition, data on a surrogate variable is available. Let s = 0.5x + u, where u is an error















Therefore, the further ρ is from zero, the more correlated s is with y. The auxiliary moment
restrictions that describe the mean and symmetry of the distribution of s are given by






θ20 = E[s] = 0.5 is assumed to be unknown to the researcher and must be estimated. The
parameter of interest is θ10 = E[y] = 0.25. The following estimators of θ10 are considered for
comparison.
6.1 Estimators of θ10
Let p̂(x) be the estimated propensity score from a logistic regression of d on (1, x), and q̂(x)
be the fitted values from a regression of y on x using the set of observations for which di = 1,
(i = 1, ..., n).
The IPW estimator of θ10 is given by θ̂1,IPW = n−1
∑n
i=1 p̂(xi)
−1diyi, and the doubly ro-







p̂(xi))q̂(xi)). Both of these estimators do not use the auxiliary information given by the
restriction E[g2(s, θ20)] = 0.
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The type of GEL estimator we employ in our simulation study is the continuously-updating















where π̂i are the CUE implied probabilities from CUE estimation of the moment condition
E[g2(s, θ20)] = 0.
Finally, for comparison we also consider a CUE estimator which jointly estimates all the














is denoted θ̂1,JCUE .
6.2 Quantifying the relevance of the auxiliary moment restriction
Since larger values of |ρ| imply that s and y are more correlated, it is expected that exploiting
any information on s will lead to more efficient estimation of E[y] when ρ is further away
from zero. By the asymptotic variance results presented in Sections 4 and 5, we can quantify
the efficiency gain from using auxiliary moment restriction E[g2(s, θ20)] = 0 for the CUEW
estimator.
In particular, by Theorem 4.1(ii) (also see Remarks 4.3 and 5.3) the extent of the efficiency
gain from using the auxiliary moment restriction is dependent on the covariance between
the identifying and auxiliary moment restrictions. The larger the covariance, the greater the
efficiency gain. Let θ̂20 be the CUE estimator based on the moment condition E[g2(s, θ20)] = 0.

















and a consistent estimator of the efficiency gain is given by B̂?′P̂2B̂?, where P̂2 is a consistent
estimator for P2 obtained by combining sample Jacobian and covariance matrices evaluated
at θ̂20 (see Corollary 5.1).
Figure 1 illustrates how the value of B̂?′P̂2B̂?, which represents the estimated variance re-
duction from exploiting auxiliary information, varies with the correlation parameter ρ. The
standard error estimates, based on the asymptotic results in Sections 4 and 5, of CUEW and
DR are displayed for sample size n = 2, 000, averaged over 5, 000 simulations. The large sam-
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ple size is used to display asymptotic behaviour. The values of ρ are selected from {0.1, ..., 0.9}
in 0.1 intervals.
Figure 1. Relevance of auxiliary information. DR and CUEW standard errors as ρ varies. Variance reduction
estimates are given by B̂?′P̂2B̂?.
As the correlation between the surrogate variable s and the outcome variable y increases, the
estimated variance reduction increases. The standard errors of CUEW are lower than DR, and
the difference between the standard errors increases as ρ increases. This displays the efficiency
advantage that CUEW has over DR by using the auxiliary moment restriction, and how this
advantage is greater for higher values of ρ.
6.3 Small sample performance of CUEW under correct specification
The simulation experiment notes the bias and MSE of the estimators discussed above under
sample sizes n = 100, 200 and 400. The graphs below show the averaged results over 10,000
experiments.
Figure 2 shows that the class of inverse probability weighted estimators considered here gener-
ally display lower biases as the sample size increases. Under correct model specification, there
may not be advantages in terms of finite sample bias properties from exploiting auxiliary in-
formation when nuisance parameters have to be estimated. Even for n = 400, estimators that
do not use auxiliary information perform better in terms of bias than CUEW and JCUE even
when s is highly correlation with y (ρ = 0.7, 0.8).
JCUE appears to be considerably more biased than the other estimators in small samples.
JCUE involves jointly estimating two parameters θ10 and θ20 in an over-identified system
of equations which may introduce greater biases in small samples. Importantly, CUEW only
involves estimating θ20 to construct the implied probability weights which may explain its more
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stable performance in small samples. However, the differences in bias between the estimators
clearly start to diminish as expected for the higher sample size n = 400.
Figure 2. Bias under correct specification as ρ varies for n = 100, 200 and 400.
Considering the very competitive performance of IPW in terms of small sample bias, the
poorer MSE properties of IPW are due to the larger variance of IPW compared with DR,
CUEW and JCUE. In terms of asymptotic variance, DR is more efficient than IPW, and
CUEW and JCUE are more efficient than DR. That said, Figure 3 shows that for the smallest
sample n = 100, DR may have the best MSE properties at certain values of ρ, despite not
incorporating information from the auxiliary moment restriction.
Figure 3. MSE under correct specification as ρ varies for n = 100, 200 and 400.
For larger sample sizes, when the auxiliary information is highly relevant (ρ > 0.7), CUEW and
JCUE generally perform well, which given the better bias properties of DR, reflects their rel-
ative asymptotic efficiency advantages. Interestingly, compared with JCUE, the performance
of CUEW is promising given that it performs better in terms of MSE and has considerably
lower and stable small sample biases. This mirrors the favourable finite-sample results of
GEL-weighted estimators presented in Bravo [6]; in our case, however, the auxiliary moment
restriction involves nuisance estimation.
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6.4 Misspecification of the conditional expectation function (CIF)
Here we consider the performance of CUEW under misspecification of the conditional expec-
tation function. Instead of the model set-up introduced at the start of the section, now let
y = 0.25[(1− κ)x+ κ(x−E[x])2] + ε for some 0 < κ < 1, where x and ε are as defined before.




(1− κ)E[x] + κE[(x− E[x])2]
]
+ E[ε]
= 0.25[(1− κ) + κ] + 0
= 0.25.
However, the CIF is quadratic in x; E[y|x] = 0.25(1 − κ)x + 0.25κ(x − E[x])2. Therefore,
a linear model specified for E[y|x] is incorrect and a larger κ represents a higher degree of
misspecification. Due to the double robustness property, DR, CUEW and JCUE are consis-
tent even if the CIF is misspecified. We now present small sample bias and MSE properties
under varying degree of CIF model misspecification. The values of κ are taken from the set
{0.1, ..., 0.9} in 0.1 intervals.
Figure 4. Bias under CIF misspecification as κ varies for n = 100, 200 and 400.
Figure 4 shows that the biases of DR, CUEW and JCUE generally decrease as the sample
size increases, which illustrates the double robustness property that suggests all estimators
should be consistent. IPW is not a function of the estimated CIF and hence is unaffected by
misspecification of the CIF; it can be seen that the finite sample biases are generally lower for
IPW compared with other estimators which rely on estimates of the CIF. Therefore, the idea
that DR, CUEW and JCUE are negatively impacted by misspecification of the CIF relative
to IPW can be seen by IPW displaying considerably lower biases than DR, CUEW and JCUE
for higher values of κ; only DR is competitive with IPW in this regard.
DR is generally less biased than CUEW and JCUE, with this gap also widening as the degree
of misspecification increases. CUEW is generally less biased than JCUE; as discussed in
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Section 3.4 of Chapter 1, pp.26-27, misspecification of nuistance models may result in unstable
estimation for one-step approaches based joint estimation of all available moment restrictions.
Figure 5. MSE under CIF misspecification as κ varies for n = 100, 200 and 400.
For all estimators, for a fixed sample size, MSE properties worsen as the degree of misspec-
ification κ increases, but IPW performs the best in this regard. Even though IPW does not
depend on estimates of the CIF, y depends heavily on the variance of x as CIF misspecification
increases; these higher variances are reflected with larger MSEs reported as a function of κ.
However, in general, the MSE of all estimators decrease with the sample size for any degree
of CIF misspecification. The similar MSE results of DR, CUEW and JCUE highlights the
advantage that CUEW and JCUE have by using the auxiliary moment restriction over DR
in terms of lower variance, which counters the relatively larger biases for CUEW and JCUE
displayed in Figure 4. MSE is generally marginally lower for CUEW compared with JCUE for
all sample sizes and values of κ considered here which again illustrates the potential robustness
properties of two-step estimation.
6.5 Misspecification of the propensity score model
Here, instead of the model set-up introduced at the start of the section, the true propensity
score model is given by
P(d = 1|x) = exp(−1 + x+ κx
2)
1 + exp(−1 + x+ κx2)
, κ > 0,
whereas the estimated propensity score fits a logit regression assuming κ = 0. Thus, higher
values of κ represent a greater degree of model misspecification. We now present small sample
bias and MSE properties for varying degrees of misspecification of the propensity score model.
The values of κ are taken from the set {0.05, ..., 0.45} in 0.05 intervals.
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Figure 6. Bias under propensity score misspecification as κ varies for n = 100, 200 and 400.
While the biases of DR, CUEW and JCUE decrease with the sample size, the bias of IPW
increases with the sample size. Due to the double robustness property, DR, CUEW and JCUE
are consistent under this setting, however, IPW is inconsistent.
CUEW is competitive with DR and JCUE in terms of finite-sample bias properties under this
setting, with no estimator exhibiting uniformly (in κ) lower biases. Although, for the highest
sample size n = 400, DR is significantly less biased for higher levels of misspecification.
Figure 7 shows that, as for the case of CIF misspecification, the MSE of estimators generally
worsens as the degree of propensity score misspecification κ increases. However, for DR,
CUEW and JCUE, the MSE is generally decreasing with the sample size.
Figure 7. MSE under propensity score misspecification as κ varies for for n = 100, 200 and 400.
CUEW appears to display the best MSE properties over all sample sizes and degree of mis-
specification, however this advantage is very small, with DR, CUEW and JCUE possessing
very similar MSE rates for larger sample sizes. In general, CUEW and JCUE perform better
in terms of MSE than DR, suggesting it may be especially beneficial to utilise the auxiliary
information when the propensity score model is misspecified.
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7 Conclusion
This paper considers two-step GEL-weighted estimation designed to exploit information from
auxiliary moment restrictions to guarantee an efficiency gain over identifying moment restric-
tions. Auxiliary moment restrictions may involve nuisance estimation. In the case where
plug-in nonparametric estimates are involved, a local robustness correction (Chernozhukov et
al. [12]) is required for first-stage estimation of the auxiliary moment restriction.
The results are applied to a semiparametric missing data model to show that the two-step GEL-
weighted estimator preserves a double robustness property and may allow efficiency gains under
misspecification of either the propensity score or conditional expectation function as compared
with estimators based on the efficient influence function derived in Graham [17]. For the case
where the auxiliary moment restriction consists of some population information related to a
variable that is MAR, simulation results show the GEL-weighted approach has merits in terms
of MSE properties in small samples, especially when the propensity score model is misspecified.
The results of this paper may be extended and generalised to further investigate the usefulness
of separately estimating and combining information from identifying and auxiliary semipara-
metric moment restrictions. For example, locally robust corrections may not be required
if plug-in estimators are not used. If sieve-GEL methods (Otsu [29]) that jointly estimate
finite-dimensional parameters and unknown functions are used for estimation of the auxiliary
restriction, a result similar to Theorem 4.1(ii) may hold without locally robust corrections.
Finally, since auxiliary information, such as the restrictions defining the propensity score, is
often more precisely summarised by a conditional moment restriction, it would also be of
interest to extend the results of this paper to the conditional moment restrictions setting.
GEL implied probabilities from estimation of conditional moment restrictions can be obtained
in two ways, depending on whether local GEL methods (Kitamura et al. [24] and Smith [38])
or series approximation methods (Otsu [29] and Parente and Smith [30]) are used. However,
a method by which to efficiently combine information from an auxiliary conditional moment
restriction with an identifying unconditional moment restriction via GEL implied probabilities
is not immediately clear.
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Appendix
For j = 1, 2, and i = 1, ..., n : gji(θj , hj) = gj(zi, θj , hj) ; gji = gji(θj0, hj0) ; ĝhji =
gji(θj0, ĥj) ; ĝji = gji(θ̂j , ĥj) ; ĝj(θ, h) =
∑n
i=1 gji(θ, h)/n ; ĝj =
∑n
i=1 ĝji/n ; ĝj(θj , hj) =∑n
i=1 gji(θj , hj)/n ; ĝ
h
ji = gji(θj0, ĥj) ; Gji(θj , hj) = Gj(zi, θj , hj) ; Gji = Gji(θj0, hj0) ;
Ĝhji = Gji(θj0, ĥj) ; Ĝji = Gji(θ̂j , ĥj).
A Proof of main results





































By Lemma B.1, ρ̂2i + 1 = op(1) uniformly (i = 1, ..., n). Therefore, (n/
∑n



































where the first inequality follows by CS and T, the second inequality follows by Assumption
4.3(i), the first equality follows by the above arguments, WLLN and Lemma B.1, and the










































where the inequality follows by CS and Assumption 4.3(i), the second equality follows by
Lemma B.1 and WLLN, and the third inequality follows by Assumption 4.3(i).
By T, (A.1), (A.2), and since θ̂1 solves
∑n





∣∣∣∣∣∣ ≤ op(1). (A.3)





(g1i(θ1, ĥ1)− g1i(θ1, h10))













where the first inequality follows by CS and Assumption 4.3(iii), the equality by WLLN, and
the second inequality follows by Assumption 4.3(iii).






For θ1 ∈ Θ1, let Qn(θ1) = ||
∑n
i=1 g1i(θ1, h10)/n|| and Q0(θ1) = ||E[g1(θ1, h10)]||. Therefore,


































































For the first probability on the RHS, by set inclusion, {Q0(θ̂1) ≥ κ} ∩ {supθ1∈Θ1 |Qn(θ1) −
Q0(θ1)| ≤ κ/2}⊆{Qn(θ̂1) ≥ κ/2}. Therefore,
P
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Note that data are i.i.d., Θ1 is compact, for all z ∈ Z, g1(z, θ1, h10) is continuous at each
θ1 ∈ Θ1 w.p.1, and ||g1(z, θ1, h10)|| ≤ d1(z) for all θ1 ∈ Θ1 where E[d1(z)] <∞ by Assumption











Hence, P(Q0(θ̂1) ≥ κ) = o(1). By (A.4), P(||θ̂1 − θ10|| > ε) ≤ o(1) for all ε > 0. That is, θ̂1 is
consistent. 
Proof of Theorem 4.1(ii): Asymptotic Normality






























































where the inequality follows by CS and Assumption 4.3(iv), the first equality by WLLN, and
the second equality follows by Assumption 4.3(iv), ||ĥ1 − h10|| = op(n−
1
4 ) and ||θ̂1 − θ10|| =
Op(n
− 1
2 ) by Lemma B.5.















by CS, Assumptions 4.3(i), (ii), 4.4(i) and M.
Hence, by CS, and ||λ̂|| = Op(n−
1
2 ) by Lemma B.2, ||L2|| = Op(n−
1
2 ).
Also, by CS, Assumption 4.3(ii), and M, ||L3|| = Op(n−1).
Therefore, by the above arguments,
n∑
i=1










































































where the inequality follows by CS and Assumptions 4.3(i), (iii), the first equality by WLLN,
and the second equality follows by Assumptions 4.3(i), (iii), 4.4(i), ||θ̂2 − θ20|| = Op(n−
1
2 ) by
























where the inequality follows by CS and Assumptions 4.3(i), (iii), the first equality by WLLN,
and the second equality follows by Assumptions 4.3(i), (iii), 4.4(i) and ||ĥ1− h10|| = op(n−
1
4 ).
Hence, by CS, T, λ̂ = Op(n−
1































By Assumption 4.1(ii), G1 has full column rank. Using this, (A.5), (A.6) and (A.7),
√










Therefore, by Lemma B.5,
√





























= V1 −BPB? −B?PB +BPV2PB′.
The result follows by Cramer’s theorem. 
Proof of Theorem 4.1(iii): Variance Structure for Locally Robust
Estimation
By Assumption 4.4(ii), the same arguments as for the proof for part (i) with ψj(z, θj , hj)
replacing gj(z, θj , hj) (j = 1, 2) hold, so that
√




























= V1 −B?P ?B?′,
since P ?V2P ? = P ?. The result follows by Cramer’s theorem. 
A.1 Proof of Corollary 5.1(i): Double Robustness
Under general misspecification, assume the propensity score estimates and conditional expec-
tation function estimates converge to psuedo-true values; p̂(x) p→ p?(x), q̂(x) := q̂(x; θ̃1)
p→
q?(x), where θ̃1 is a preliminary estimator for θ10 obtained, for example, by the Horvitz
and Thompson [23] inverse probability weighting method. The auxiliary moment restric-
tion E[g2(d, z, θ20, h20(x))] = 0 is assumed to be correctly specified. Let g1i(θ1) = g1(zi, θ1)




































































Hence, since λ̂ = Op(n−
1











































then θ̂1 is consistent for θ10 if at least one of p?(x) = p0(x) and q?(x) = q0(x, θ10) holds.
Condition A.1 (p?(x) 6= P(d = 1|x) and q?(x) = q0(x; θ10)). By WLLN, continuity of the




























g1(z, θ1)− q0(x; θ10)
)]
= o(1)




E[g1(z, θ1)− g1(z, θ10)|x]
]
= o(1).
Therefore, by continuity of g1, and uniqueness of the true value θ10 for E[g1(z, θ1)] = 0,
θ1 = θ10 w.p.a. 1. See Wooldridge ([40], pp.1296-7) and Graham et al. ([18], p.1073) for
similar arguments.
Condition A.2 (p?(x) = p0(x) and q?(x) 6= q0(x; θ10)). By WLLN, continuity of the expec-
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by LIE. Finally, by MAR and E[d|x] = p0(x),
E[g1(z, θ1)] = o(1).
Finally, E[g1(z, θ1)] = op(1) implies that θ1 = θ10 by Assumption 5.1(i). 
Proof of Corollary 5.1(ii): Asymptotic Variance
Apply Theorem 4.1(iii), with ψj there equal g̃j (j = 1, 2), and h1 there equal to (p, q)′. This




Lemma B.1 (Newey and Smith [28], Lemma A1, with nuisance estimation). Suppose h̄2 is an





∣∣λ′g2(zi, θ2, h̄2)∣∣ p→ 0.


















where the first inequality follows from CS. The second inquality follows from Assumption
4.3(i) and definition of the set Λn. The first equality follows by noting that by Assumption
4.3(i), E[d2(z)α] <∞, so by M, max1≤i≤n d2(zi) ≤ Op(n
1
α ). The second equality follows from
1/α < ζ.
Lemma B.2 (Newey and Smith [28], Lemma A2, with nuisance estimation). Under As-
sumptions 4.1-4.4, if θ̄2 ∈ Θ2, θ̄2
p→ θ20, and
∑n
i=1 g2(zi, θ̄2, ĥ2)/n = Op(n
− 1
2 ), then λ̄ =
arg maxλ∈Λ̂n(θ̄2,ĥ2) P̂n(θ̄2, ĥ2, λ) exists w.p.a.1, λ̄ = Op(n
− 1
2 ), and supλ∈Λ̂n(θ̄2,ĥ2) P̂n(θ̄2, ĥ2, λ) ≤
ρ0 +Op(n
−1).
























(ḡ2i − g2i)(ḡ2i − g2i)′
∣∣∣∣∣∣















||θ̄2 − θ20||+ ||ĥ2 − h20||
)
≤ op(1),
by CS, M, Assumptions 4.3(i), (iii), 4.4(i), and consistency of θ̄2 and ĥ2.














||θ̄2 − θ20||+ ||ĥ− h0||
)2
≤ op(1),
by CS, M, Assumption 4.4(iii), and consistency of θ̄2 and ĥ2.









(The rest of the proof is identical to the proof of Lemma A2 of Newey and Smith [28]).
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away from zero w.p.a.1. Let Λn be as defined in Section 2.2. By Lemma B.1 and twice
continuous differentiability of ρ(v) in a neighborhood of zero, P̂n(θ̄2, ĥ2, λ) is twice continuously
differentiable on Λn w.p.a.1. Then λ̃ = arg maxλ∈Λn P̂n(θ̄2, ĥ2, λ) exists w.p.a.1. Furthermore,
for ḡ2i = g2(zi, θ̄2, ĥ2) and any λ̇ on a line segment joining λ̃ and 0, by Lemma B.1 and ρ2 = −1,
max1≤i≤n ρ2(λ̇
′ḡ2i) < −1/2 w.p.a.1. Then by a Taylor expansion around λ = 0, there is a λ̇
on the line segment joining λ̃ and 0 such that for ḡ2 =
∑n
i=1 g2(zi, θ̄2, ĥ2)/n,














≤ ρ0 − λ̃′ḡ2 −
1
4
λ̃′Ω̄2λ̃ ≤ ρ0 + ||λ̃|| ||g̃2|| − C||λ̃||2.
Substracting ρ0 − C||λ̃||2 from both sides and dividing by ||λ̃||, C||λ̃|| ≤ ||g̃2||, w.p.a.1. Since
ḡ2 = Op(n
− 1
2 ) by assumption, ||λ̃|| = Op(n−
1
2 ) = op(n
−ζ). Therefore, w.p.a.1 λ̃ ∈ int(Λn)
and hence ∂P̂n(θ̄2, λ̃)/∂λ = 0, the first order conditions for an interior maximum. By Lemma
B.1, w.p.a.1, λ̃ ∈ Λ̂n(θ̄2, ĥ2), so by concavity of P̂n(θ̄2, ĥ2, λ) and convexity of Λ̂n(θ̄2, ĥ2), it
follows that P̂n(θ̄2, ĥ2, λ̃) = supλ∈Λ̂n(θ̄2,ĥ2) P̂n(θ̄2, ĥ2, λ), giving the first and second conclusions





2 ), P̂n(θ̄2, ĥ2, λ̄) ≤ ρ0 + ||λ̄|| ||ḡ2|| − C||λ̄||2 = ρ0 +Op(n−1).
Lemma B.3 (Newey and Smith [28], Lemma A3, with nuisance estimation). Under Assump-
tions 4.1,4.2, 4.3(i), ||ĝ2|| = Op(n−
1
2 ).
Proof. Recall ĝ2i = g2i(θ̂2, ĥ2), ĝ2 =
∑n
i=1 g2i(θ̂2, ĥ2)/n, and for ζ in Section 2.2, λ̃ =
−n−ζ ĝ2/||ĝ2||. By Lemma B.1, maxi≤n |λ̃′ĝ2i|
p→ 0 and λ̃ ∈ Λ̂n(θ̂2) w.p.a.1. Thus, for any λ̇
on the line segment joining λ̃ and 0, w.p.a.1 ρ2(λ̇′ĝ2i) ≥ −C (i = 1, ..., n) for some 0 < C < 1.








p→ CI, for some




2i/n is bounded above w.p.a.1. A Taylor
expansion around 0 then gives


























λ̃ ≥ ρ0 + n−ζ ||ĝ2|| − Cn−2ζ
for some C > 0 w.p.a.1, using λ̃ ∈ Λ̂n(θ̂2, ĥ2) w.p.a.1. By Lemma 5.1 of Newey [25], p.1366,
ĝ(θ20, ĥ2) = Op(n
− 1
2 ). Thus the hypotheses of Lemma B.2. are satisfied by θ̄2 = θ20. Now,
ρ0+n
−ζ ||ĝ2||−Cn−2ζ ≤ P̂n(θ̂2, ĥ2, λ̃) ≤ P̂n(θ̂2, ĥ2, λ̂) ≤ sup
λ∈Λ̂n(θ20,ĥ2)
P̂n(θ20, ĥ2, λ) ≤ ρ0+Op(n−1),
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where the first inequality follows by the above equation, the second inequality follows by the
definition of λ̂ being a maximiser, the third inequality follows from θ̂2 being a minimiser, and
the fourth inequality follows from Lemma B.2. (The rest of the proof is identical to the proof
of Lemma A3 of Newey and Smith [28]).
Also, by ζ < 1/2, it follows that ζ − 1 < −1/2 < −ζ. Solving the above equation for ||ĝ2||
gives
||ĝ2|| ≤ Cn−ζ +Op(nζ−1) = Op(n−ζ).
Now consider any εn → 0. Let λ̄ = −εnĝ2. Note that λ̄ = op(n−ζ) by the above, so that
λ̄ ∈ Λn, w.p.a.1. Then, as in the second last equation,
ρ0 + λ̄
′ĝ2 − C||λ̄||2 = ρ0 + εn||ĝ2||2 − Cε2n||ĝ2||2 ≤ ρ0 +Op(n−1)
where the first equality follows by definition of λ̄, and the second follows from above arguments.
Since, for all n large enough, 1 − εnC is bounded away from zero, it follows that εn||ĝ2||2 =
Op(n
−1). The conclusion then follows by a result, that if εnYn = Op(n−1) for all εn → 0, then
Yn = Op(n
−1).
Lemma B.4. Under Assumptions 4.1, 4.2, 4.3(i), (iii), θ̂2
p→ θ20.








g2i(θ̂2, ĥ2)− E[g2(z, θ̂2, h20)]






























where the first inequality follows by CS and Assumption 4.3(iii), the equality by WLLN, and
the second inequality follows by Assumption 4.3(iii) and consistency of ĥ2.
H2 ≤ op(1) by UWL. By T, E[g2(z, θ̂2, h20)]
p→ 0. Since E[g2(z, θ2, h20)] is uniquely zero at
θ2 = θ20 and g2(θ2, h20) is continuous in θ2 ∈ Θ2, ||E[g2(z, θ2, h20)]|| must be bounded away
from zero outside any neighborhood of θ20. Therefore, θ̂2 must be inside any neighborhood of
θ20 w.p.a.1, that is, θ̂2
p→ θ20.
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Lemma B.5 (GEL Estimation). Under Assumptions 4.1-4.4, the GEL estimator θ̂2 and
the GEL Lagrange multplier λ̂ satisfies
√





g2i(θ20, ĥ2) + op(1)
√




g2i(θ20, ĥ2) + op(1).














2iλ̂ = 0 (B.2)
By Taylor expansion around 0, for some λ̄ on the line segment joining λ̂ and 0,
ρ1(λ̂


















































































































(ĝ2i − g2i)(ĝ2i − g2i)′




















||θ̂2 − θ20||+ ||ĥ2 − h20||
)
≤ op(1),
where the first inequality follows by CS, the second by Assumptions 4.3(i), (iii), the equality
by WLLN, and the third inequality by Assumption 4.4(i) and consistency of θ̂2 and ĥ2 for θ20
and h20.





















||θ̂2 − θ20||+ ||ĥ2 − h20||
)2
≤ op(1),
where the first inequality follows by CS, the second by Assumption 4.3(iii), the equality by
WLLN, and the third inequality by Assumption 4.3(iii) and consistency of θ̂2 and ĥ2 for θ20
and h20.




























































where the first inequality follows by Assumption 4.3(iv) and CS, the equality by WLLN, and
the second inequality follows by Assumption 4.3(iv) and consistency of θ̂2 (and hence θ̄2), and
ĥ2.










ĝh2i + [G2 + op(1)](θ̂2 − θ20).
Substituting this into (B.4),










′ĝ2i) = −1 + ρ2(λ̄′ĝ2i)λ̂′ĝ2i, (i = 1, ..., n).
Therefore, by (B.2),









































































where the first inequality follows by CS, the second by Assumptions 4.3(i), (ii), the equality
by WLLN, and the third inequality by Assumption 4.4(i).




































where the first inequality follows by CS and Assumption 4.3(iv), the equality by WLLN, and
the second inequality by Assumption 4.3(iv), consistency of θ̂2 and ĥ2 for θ20 and h20, and
since ||λ̂|| ≤ n−
1
α for some α > 2 by definition of the search set Λn.





Ĝ′2iλ̂ = (G2 + op(1))
′λ̂
Substituting into (B.6),
0 = −(G2 + op(1))′λ̂+Op(||λ̂||2). (B.7)
By Lemma B.2, λ̂ = Op(n−
1
2 ), so that ||λ̂||2 ≤ op(n−
1





























2 ) by Lemma 5.1 of Newey [25].
Then, by Assumptions 4.1(ii), (iii),
√








ĝh2i + op(1). (B.8)
Substituting (B.8) into (B.5),
√







































Lemma B.6 (GEL Implied Probabilities (Ramalho and Smith [33], Lemma A.1)).








′λ̂(1 + op(1)) +Op(n
−2) (i = 1, ..., n).
Proof. The derivation is identical to Lemma A.1. of Ramalho and Smith [33] using Lemma
B.1, ||
∑n
i=1 ĝ2i/n|| = Op(n
− 1
2 ) from Lemma B.3 and λ̂ = Op(n−
1
2 ) by Lemma B.2.
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Ph.D. Thesis: Chapter Three
Copula-Graphic Inference with Cause-specific
Hazard Models





Time-to-event studies with several possible causes of event for each subject describe
many problems in research. When these competing risks are dependent and only informa-
tion on the time-to-first-event is available, marginal survival functions cannot be identified
(Cox [7], Tsiatis [22]). Copula-Graphic estimators (Zheng and Klein [24]) exploit infor-
mation on the dependence structure between risks to return consistent estimators. This
paper derives asymptotic results for a class of parametric Copula-Graphic estimators and
considers the use of confidence intervals for inference on conditional marginal survival
functions. The efficacy of the asymptotic confidence intervals and their sensitivity to the
choice of copula parameter are illustrated by simulation.
Keywords: Competing Risks, Copula-Graphic Estimators, Marginal Survival Analysis, Cause-
specific Hazard Functions
∗This work represents my contribution to a larger project on improving phase II oncology trials by efficient
use of continuous tumour size data, conducted by James Wason and Chien-Ju Lin; I thank them for their




Consider time-to-event studies where there are several possible causes for the event. The
possible causes for the event are described as competing risks; the occurrence of one cause
of an event precludes other causes of the event from being observed. Therefore, only the
information on the time to the first cause of event is available. Usually, this information
consists of data on i) time to the first cause of event, and ii) which cause of event occurs.
In such a situation, researchers are often concerned with inference on a particular cause of
event. The central concern of this paper is the estimation of conditional marginal survival
functions under dependent competing risks. Such functions are of great interest, for example,
in biostatistics and actuarial science; analysis on the cause of death is important for informing
future treatment or pricing policies. In economics, models of competing risks have been popular
for studies of unemployment duration.
When competing risks are independent, standard approaches can be extended for estimation
and inference of marginal survival functions. However, in many contexts the assumption that
the competing risks are independent is not plausible. For example, Lo et al. [16] study the
effects of German labour market reforms on latent marginal distributions of competing risks
to leave unemployment. The competing risks to leave unemployment are ’recall to previous
employer’, ’low-wage full-time employment’, ’self-employment’, and others. They argue two
or more of these risks are likely to be related.
Inference in a dependent competing risks context is more problematic than when risks are
assumed to be independent. The non-identification theorem, see Cox [7] and Tsiatis [22], states
that for any joint distribution of latent event times, there exists another such distribution of
independent latent event times that yields the same distribution of the observable data (namely,
time to event and which event occurs). This implies the relationship between latent event
times cannot be identified using only observed data. Crucially this constitutes a missing data
problem which is insurmountable, without the imposition of further untestable restrictions,
for consistent estimation of marginal survival functions of individual causes. However, with
some knowledge of the dependence structure between competing risks, then marginal survival
functions for specific causes can be recovered.
The copula is a nonparametric function which captures all information about the dependence
between two random variables. This paper considers copula families that are parameterised
by a finite-dimensional parameter, henceforth, the copula parameter. In a novel approach,
assuming knowledge of the copula of competing risks, the class of Copula-Graphic (CG) es-
timators (Zheng and Klein [24]) consistently estimates marginal survival functions based on
observable quantities. CG methods can also be used to handle dependent censoring by char-
acterising censoring as an individual event. Many extensions of the CG estimator have been
studied. For example, Rivest and Wells [21] derive asymptotic properties of the CG estimator
with nonparametrically-estimated cumulative incidence functions (CIFs, see Section 2.2) for
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the class of Archimedean copulas. Chen [6] considers a semiparametric model for the cumula-
tive hazard function. Liu and Wang [15] study a setting in which event times may be missing.
Braekers and Veraverbeke [3] derive results for kernel-based estimation that incorporates co-
variate information. In closely related work, Lo and Wilke [17] extend CG estimators to deal
with more than two dependent risks and covariates in a regression setting.
Under CG methods, functionals of the CIF are nonlinearly combined by an assumed copula.
The CIF is identified by observable data and can therefore be estimated nonparametrically as
in Zheng and Klein [24]. However, if there are many explanatory variables to consider or if the
sample size is not sufficient then in practice parametric assumptions are likely to be imposed.
This paper considers a parametric approach to modelling the CIF where cause-specific hazard
functions are modelled (cf. Jeong and Fine [12]).
The copula plays a central role in shaping conditional marginal survival function estimates in
CG methods. Yet most of the developments in CG methods have not relaxed the requirement
that the copula function be fully known. To the best of our knowledge, only one attempt to
incorporate uncertainty in copula functions has been made; Chaieb et al. [5] estimates the
copula parameter via an estimating equation obtained by equating two equivalent expressions
for Kendall’s tau. However, Chaieb et al.’s [5] approach is restricted to Archimedean copulas
with one-dimensional parameters, and their framework does not allow for covariates. Such
copula specifications may not be sufficiently general to model more complicated dependence
structures that may be empirically relevant. This may be a problem for marginal analysis of
transitions to employment. In Lo et al.’s [16] study of German labour market reforms discussed
above, transitions to low-wage employment may depend less on high-wage full-employment
options initially, but under an extended spell of unemployment duration, the lack of high-
wage options may expedite transitions to low-wage employment. For such studies, researchers
may consider CG estimation with the Joe-Clayton copula which has two parameters permitting
asymmetric behaviour in the upper and lower tails.
Therefore it is important to examine how robust CG estimators are to the choice of the
copula parameter. This paper studies CG methods for conditional marginal survival function
estimation for Archimedean copulas. We derive asymptotic confidence intervals for a class of
parametric Copula-Graphic estimators and consider its efficacy for inference on conditional
marginal survival functions. The performance of the proposed method is evaluated by average
coverage in simulation results, with particular focus on the sensitivity of the results to choices
of the copula parameter. The methods and results obtained in this paper contribute to the
understanding of marginal survival function estimation in dependent competing risks models,
and complement the results of Lo and Wilke [17] by considering inference based on confidence
intervals.
The paper is organised as follows. Section 2 describes the dependent competing risks model
and CG estimation. Section 3 discusses estimation of cause-specific hazard and conditional
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marginal survival functions and presents asymptotic results. Section 4 illustrates the use of the
proposed method by simulation. Section 5 concludes. All proofs are given in the Appendix.
The following abbreviations are used. p→: converges in probability to, d→: converges in distri-
bution to, T : the triangle inequality, CS: the Cauchy-Schwarz inequality, UWL: the uniform
weak law of large numbers (for example, Lemma 2.4 of Newey and McFadden [19]), WLLN:
the weak law of large numbers, CMT: the continuous mapping theorem, LHS: left hand side,
RHS: right hand side, and ||.|| is the Euclidean norm. For a vector v, vv′ = v⊗2. For a
dλ-dimensional vector λ ∈ Λ and a dψ-dimensional vector of functions ψ : Λ → Rdψ , ∇λψ(λ)
denotes the dψ × dλ matrix of derivatives ∂ψ(λ)/∂λ.
2 Competing Risks Model
Consider identification and estimation of a dependent, competing risks model. In particular,
there are several possible causes for an event to occur. For notational convenience, only the
case of two causes (or risks) are considered, j ∈ {1, 2}. This can easily be extended to a model
with J causes (see, for example, Lo and Wilke [17]) at no cost to the efficiency properties
derived here. Let T (j) denote the latent time to event from cause j. The researcher does not
have access to all data on T (j) (j = 1, 2). Instead, the only data available are the time to
first event, T = min{T (1), T (2)}, whichever event happens first, i.e. δ = arg minj∈{1,2}{T (j)},
and a dX -dimensional vector of covariates, X ∈ X , for n individuals. Survival functions can
be estimated by standard methods when T (1) and T (2) are independent of each other, that
is, when S(t1, t2) = S1(t1)S2(t2) is satisfied, where S(t1, t2) = P(T (1) > t1, T (2) > t2) is
the joint survival function, and Sj(tj) = P(T (j) > tj) (j = 1, 2) are the marginal survival
functions. When T (1) and T (2) are correlated, marginal survival functions cannot be identified
without further restrictions. CG estimators (Zheng and Klein [24]) exploit knowledge of the
dependence structure between the competing risks to return consistent estimators of marginal
survival functions.
2.1 Archimedean copulas
Consider the conditional marginal survival functions, Sj(t, x) = P(T (j) > t |X = x) (j = 1, 2),
and the conditional joint survival function S(t, x) = P(T > t |X = x).
Under regularity conditions, if the true marginal distributions are continuous, there exists a
unique copula C : [0, 1]2 ×X → [0, 1] such that
S(t, x) = C(S1(t, x), S2(t, x);x), (2.1)
see, for example, Theorem 1 of Embrechts ([8], p.641). Copulas are a distribution function on
the unit square, taking and returning values in the interval [0, 1]. For the purpose of deriving
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closed-form solutions and asymptotic properties of CG estimators, many previous works have
focused on the class of copula functions that belong to the Archimedean family. The following
assumption is as stated in Lo and Wilke [17].
Assumption 2.1. The copula function Cα(S1(t, x), S2(t, x); x) that satisfies (2.1) is indexed
by a dα-dimensional vector parameter α and belongs to the family of Archimedean copulas.
Furthermore, the copula does not depend directly on x, but only indirectly through S1 and S2.
That is,
Cα(S1(t, x), S2(t, x); x) = φ−1α [φα(S1(t, x)) + φα(S2(t, x))] (2.2)
for φα : [0, 1]×A → [0, 1], where A is a compact subspace of Rdα , and φα is strictly decreasing
and a twice differentiable, continuous function such that φα(1) = 0.
The function φα(u) = φ(u;α) is known as the generating function of the copula. Assumption
2.1 contains many widely-used copulas used in practice. The assumption that the copula
function does not depend directly on x is only maintained to facilitate simpler analysis of
marginal effects, as in Lo and Wilke [17]. However, this can be relaxed at the cost of extra
derivations and notation.





for α ∈ (−∞,∞)\0, and φα(t) =
− ln(t) for α = 0. Although risks are allowed to be positively or negatively linked, no depen-
dence is allowed in the tails; (ii) Clayton copula: φα(t) = (tα − 1)α for α > 0. Risks are only
allowed to be positively linked, but dependence in the lower tail is permitted.
2.2 Cause-specific hazard functions
A key ingredient in CG methods is the cumulative incidence function (CIF). The CIF of cause
j is the probability that the event occurs due to cause j by a given time t conditional on
covariates x, Qj(t, x) = P(T ≤ t, δ = j |X = x), j ∈ {1, 2}. CIF curves thus show the
cumulative cause-specific event rates over time. Functionals of CIFs are often of independent
interest, for example for assessing covariate effects on the competing risks. There are several
ways of modelling the CIF, including direct specifications (see, for example, Jeong and Fine
[13]), and through modelling the subdistribution hazard functions (Fine and Gray [9]). See
Zhang et al. [23] for a review of existing methods.
The cause-specific hazard function measures the rate at which a particular cause of event
occurs when other competing risks can also occur. For cause j it is defined as
hj(t, x) = lim
∆t→0
P(t ≤ T ≤ t+ ∆t, δ = j
∣∣T ≥ t,X = x)
∆t
, j ∈ {1, 2}.
This hazard function describes the instantaneous probability that an event of type j occurs at
time t for an individual with characteristics x. These quantities are identified from competing
101
risk data. A standard approach is to specify regression models for the cause-specific hazard
functions, which leads to plug-in estimation of the CIF. This is the approach followed here,
although other approaches can be used to construct an analogous estimator to the one proposed
in this paper.
Consider a parametric specification for the cause-specific hazard functions (cf. Jeong and Fine
[12]), i.e., for cause j ∈ {1, 2},
hj(t, x) := hj(t, x; θj0)
where hj is continuously differentiable in θj0 ∈ Θj , where dim(θj) = dθj and Θj is a com-
pact subspace of Rdθj . Define the pseudo-marginal survival function for cause j, j = {1, 2},




0 hj(u, x; θj0)du
)
, which leads to the following representation of the
conditional joint survival function, S(t, x; θ0) = P(T > t|θ0;X = x),
S(t, x; θ0) =
2∏
j=1
Wj(t, x; θj0) (2.3)
where θ0 = (θ′10, θ′20)′ ∈ Θ = Θdθ1 ×Θdθ2 . The CIF for cause j is given by
Qj(t, x; θ0) =
ˆ t
0







Wk(u, x; θk0)du. (2.4)
Without loss of generality, the focus here is on the conditional marginal survival function for
cause 1 conditional on X = x given by







φ′α(S(u, x; θ0))S(u, x; θ0)h1(u, x; θ10)du
]
, (2.5)
where φ′α(u) = ∂φα(u)/∂u. For derivation of (2.5) see Lo and Wilke ([17], p.39).
Under Assumption 2.1, CG methods combine observable quantities through copula functionals
to return consistent estimates of conditional marginal survival functions.
2.3 Example: Proportional odds model with Weibull baseline hazard
Consider the class of parametric models generated by the proportional odds assumption cou-
pled with a Weibull baseline hazard model. The proportional odds model is particularly popu-
lar for ordinal response variables, see, for example, Ananth and Kleinbaum [1]. The flexibility
of the Weibull specification has proved popular for modelling unemployment durations, see,
for example, Cameron and Trivedi ([4], pp.603-608). The baseline hazards from the Weibull
distribution are hoj(t) = ρj0vj0tρj0−1 (j = 1, 2). Hence, following Section 3.1.1 of Lo and
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Wilke [17], the hazard functions are given by hj(t, x; θj0) = h0j(t) exp(x′βj0)Wj(t, x; θj0) and
the pseudo-marginal survival function is Wj(t, x; θj0) = {1 + exp(x′βj0)vjtρj0}−1 (j = 1, 2).
The conditional joint survival function is then S(t, x; θ0) = W1(t, x; θ10)W2(t, x; θ20)= {1 +
exp(x′β10)v10t
ρ10}−1{1 + exp(x′β20)v20tρ20}−1.
For the dependence between risks, consider the Clayton copula which allows for extreme lower
tail correlations, see Example 2.1(ii). The relevant functionals of the Clayton copula for
recovering the conditional marginal survival functions are φ−1α (u) = (αu+ 1)
− 1
α and φ′α(u) =
−u−(α+1). Since the scalar copula parameter α is assumed known, the unknown parameter
vector is then the (dθ1 + dθ2 + 4)-dimensional vector θ0 = (θ′10, θ′20) where θj0 = (β′j0, vj0, ρj0)
′
(j = 1, 2).
From (2.4), the conditional marginal survival function for cause 1 is






{1 + exp(x′β10)v1uρ10}−1{1 + exp(x′β20)v2uρ20}−1
]−(α+2)
ρ10






A consistent estimator for S1(t, x; θ0, α) is obtained by substitution of the estimate of θ0
described in the following section.
3 Copula-Graphic Confidence Intervals
Since θj0, (j = 1, 2), are independently identified from the cause-specific hazards hj(t, x), and
the conditional marginal survival function is a function of θ0, θ0 is first estimated by standard
procedures. Given an estimator θ̂ of θ0 and (2.5), an estimator of the conditional marginal
survival function Sj(t, x; θ0, α) is Sj(t, x; θ̂, α). This section derives the asymptotic distribution
of Sj(t, x; θ̂, α) which is then used to construct confidence intervals for the conditional marginal
survival function Sj(t, x; θ0, α).
3.1 Estimation of θ0
Cause-specific hazard functions can be estimated by maximum likelihood. Given an i.i.d.
sample of n individuals, the observable data is {ti, δi, xi}ni=1, where for each individual (i =
1, ..., n), T = ti is the observed time to event, δi = arg minj{T (j)} reveals the cause of event,
and xi is a dX -vector of covariates. Let ε1i = I{δi = 1} and ε2i = I{δi = 2}, i = 1, ..., n; thus
ε2i = 1− ε1i.









εjiWj(ti, xi; θj). (3.1)
Since the score equation for θ1 does not depend on θ2 and vice versa, estimation of the cause-
specific hazards can be done separately. For j = {1, 2}, an estimate θ̂j of θj0 satisfies the score
equations,
Ujn(θ̂j) = 0










0 ∇θjhj(u, xi; θj)du.
3.2 Model assumptions
Let E[.] denote the expectation taken with respect to X. It is assumed that τ ∈ R+ satisfies
T ≤ τ for all possible event times T > 0. Let Nji(t) be the right-continuous process that
indicates whether the i-th individual observes an event of cause j by time t, Nji(t) = I(Ti ≤
t, δi = j). Let Yi(t) be the left-continuous at-risk process that indicates whether the i-th
individual is at risk of the event at time t, see Kalbfleisch and Prentice ([14], Chapter 8,
Section 8.2.7, p.265).





j=1 hj(u, x; θj0)du); (ii) for any t ∈ [0, τ ] and x ∈ X , if θj 6= θj0 then hj(t, x; θj) 6=
hj(t, x; θj0); (iii) θj0 ∈ int(Θj) where Θj is a compact subspace of Rdθj ; (iv) hj(t, x; θj) is con-
tinuous at each θj ∈ Θj with probability one and |hj(t, x; θj)| ≤ d0(x) and E[d0(x)] <∞, uni-
formly t ∈ [0, τ ]; (v) hj(t, x; θj) > 0 for all x ∈ X , θ ∈ Θ, uniformly t ∈ [0, τ ]; (vi) hj(t, x; θj)
is thrice differentiable in a neighbourhood N of the true value θ0, (vii) condition (iv) holds with
∇θjhj(t, x; θj) replacing hj(t, x; θj) and d1(x) replacing d0(x) such that ||∇θjhj(t, x; θj)|| ≤
d1(x) and E[d1(x)] <∞; (viii) condition (iv) holds with ∇θjθ′jhj(t, x; θj) replacing hj(t, x; θj)
and d2(x) replacing d0(x) such that ||∇θjθ′jhj(t, x; θj)|| ≤ d2(x) and E[d2(x)] < ∞; (ix)










(∇θjhj(u;x, θj)/hj(u;x, θj))⊗2Y (u)hj(u;x, θj0)
]
du is positive definite for all θj ∈ Θj; (x)
differentiation with respect to θ and integration with respect to t can be interchanged for all
θ ∈ N .
Assumption 3.1(i)-(ix) provides a set of sufficient conditions for consistency of maximum likeli-
hood estimators of cause-specific hazard functions, and contain additional assumptions which
are required for asymptotic normality. The conditions relate to Assumption C1 of Kalbfleisch
and Prentice ([14], p.175) and Theorems 2.5 and 3.1 of Newey and McFadden [19]. The con-
ditions are also sufficient for uniform law of large numbers arguments required for derivations.
Assumption 3.1(x) can be relaxed by verifying conditions required for the dominated conver-
gence theorem and Fubini’s theorem, see Section 5.8 of Kalbfleisch and Prentice ([14], p.179).
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Assumption 3.1(iv), (vii), (viii) are continuity and boundedness conditions required for uni-
form law of large numbers arguments. Assumption 3.1 is fulfilled by many popular parametric
hazard specifications.
Assumption 3.2. Let ∇θjk be the k-th element of the parameter vector θj. For j ∈ {1, 2},







∇θjk log hj(u, xi; θj0)
)2I{∣∣∣n− 12∇θjk log hj(u, xi; θj0)∣∣∣ > ε}Yi(u)hj(u, xi; θj0) p→ 0.
Assumption 3.2 corresponds to Condition 2 in Section 5.8 of Kalbfleisch and Prentice ([14],
p.180) and is one of the conditions of Rebolledo’s martingale central limit theorem (see Lemma
A1, Section A.1 of the appendix). The process on the LHS of the limit above is similar
to the predictable variation process of the score Ujn(θj , τ) (see proof of Lemma 3.1(ii) in
the appendix). However, the indicator function ensures the process only registers jumps of
Ujn(θj , τ) that are at least ε in size.
The condition guarantees the contribution of any single process is negligible in the limit.
Therefore, it is a type of Lindeberg condition that allows a central limit theorem to hold for
the score process evaluated at the true parameter θj0. Assumptions 3.1 and 3.2 are sufficient
conditions for asymptotic normality of maximum likelihood estimators of cause-specific hazard
functions.
Lemma 3.1 (Cause-specific hazard and CIF). Under Assumptions 3.1 and 3.2, for
j ∈ {1, 2}, (i) θ̂j is consistent for θj0; (ii)
√
n(θ̂j − θj0)
d→ N (0,Σj(θj0)−1) where Σj(θj0) =´ τ
0 E
[











, where Σ(θ0) = diag(Σ1(θ10),Σ2(θ20)), and Σj(θj0) = Σj(θj0
, τ) is defined in Assumption 3.1(ix).
The third conclusion follows immediately from the second using the delta method. The proof
of parts (i) and (ii) is outlined in Kalbfleisch and Prentice ([14], pp.172-7 and pp.179-180);
however a full proof is provided in the Appendix for completeness, along with an explicit
expression for ∇θQj(t, x; θ0).
Note that the CIFs depend on both cause-specific hazard parameters θ10 and θ20. This means
that for consistent estimation of the CIF for any cause, correct specification of both cause-
specific hazard functions is required. This requirement can be avoided by direct modelling of
the CIF, however, this imposes ad-hoc restrictions on the parameter sets Θ1 and Θ2.
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3.3 Conditional marginal survival functions
The estimator θ̂ of θ0 can be plugged in to equation (2.5) to obtain an estimator Sj(t, x; θ̂, α)
of the conditional marginal survival function Sj(t, x; θ0, α), (j = 1, 2).
Corollary 3.1 (Conditional marginal survival function). Under Assumptions 2.1, 3.1-
3.2, given the estimator θ̂ of Section 3.1, the estimator Sj(t, x; θ̂, α) for Sj(t, x; θ0, α), (j = 1, 2)
(i) is consistent for Sj(t, x; θ0, α) (2.5); (ii) is asymptotically normal such that
√
n(Sj(t, x; θ̂, α)− Sj(t, x; θ0, α))
d→ N (0,VSj (t, x))
where VSj (t, x) is defined by equations (A.11) − (A.13) in the proof of Corollary 3.1 in the
Appendix.
Asymptotic confidence intervals can be constructed in the usual way. For an individual
with covariate x0, a (1 − γ)-confidence interval for the conditional marginal survival func-
tion Sj(t, x0; θ0, α) (j = 1, 2) is given by
[












where zγ is the (1 − γ)-th quantile of the normal distribution, and V̂Sj (t, x) is a consistent
estimator for VSj (t, x).
The choice of the copula function to describe the dependence between competing risks remains
important. McNeil and Neslehova [18] provides some instruction on the shape constraints
implied by various functions within the Archimedean family. Some crude bounds on marginal
survival functions also constrain the range of copulas that are feasible. For example, for any
consistent estimators Ŝj(t, x) of the conditional marginal survival functions Sj(t, x) (j = 1, 2),
Frèchet-Hoeffding bounds imply, asymptotically, for any t ∈ [0, τ ] and covariates x0 ∈ X ,
Ŝ1(t, x0) + Ŝ2(t, x0)− 1 ≤ Ŝ(t, x0) ≤ min
{
Ŝ1(t, x0), Ŝ2(t, x0)
}
where Ŝ(t, x0) is a nonparametric estimator of the conditional joint survival probability P(T (1) >
t, T (2) > t |X = x0). In practice, some known characteristics of the relationship between the
competing risks may help govern copula choice.
3.4 Marginal effects
A key question in research often concerns how covariates impact on survival probabilities. For
example, a policy issue may be how age affects the probability of finding a job. In medical
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research, it is of key interest to see how prognosis depends on clinical variables. For the case
where a covariate xk, k ∈ {1, ..., dX} is continuous, a consistent estimator for the average





∇xkSj(t, xi; θ̂, α),
where ∇xkSj(t, x; θ, α) can be obtained as follows.






j(u, x; θ)du so that Sj(t, x; θ, α) = φ
−1
α (Aj(t, x; θ, α)).
Let φ−1(′)α (u) = ∂φ−1α (u)/∂u and φ′′α(u) = ∂2φα(u)/∂u2. Then
∇xkSj(t, x; θ, α) = φ
−1(′)
α (Aj(t, x; θ, α))
[
∇xkAj(t, x; θ, α)
]
where
























j=1 hj(s, x; θj)
)
and Q′j(u, x; θ) = S(u, x; θ)hj(u, x; θj),




















For the derivation of these expressions, see the results of Lo and Wilke ([17], Proposition 2,
p.24).
4 Simulation study
The primary goal of this simulation study is to evaluate the performance of CG-estimated
asymptotic confidence intervals, henceforth CG confidence intervals, as a tool for finite sample
inference on the conditional marginal survival function. By applying our results from Section
3.3 to construct confidence intervals, the CG estimator of the conditional marginal survival
function is compared with two nonparametric (kernel-based) conditional marginal survival
function estimators1; one based on the observable competing risks data, and one based on the
unobservable, full event times {T (1)i , T
(2)
i }ni=1.
1Kernel CDF estimation was computed using Hayfield and Racine’s [11]’s np R package; the optimal band-
width was computed by least squares cross validation.
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Throughout this section, the results for 95%-confidence intervals are studied. The results of
the simulation study show that the performance of CG confidence intervals may be highly
dependent on the correlation structure implied by the copula, and highlight the difficulty of
obtaining good coverage for the tails of the distribution.
The simulation study of Lo and Wilke ([17], p.34, Section 4) discusses the large biases of
CG-estimated conditional marginal survival functions as the chosen copula parameter α moves
away from its true value. Interestingly, they found that incorrect assumptions about the copula
parameter value led to larger biases than incorrect assumptions on the copula family. The
results here provide further evidence that the choice of copula parameter remains important,
however, coverage under the correct choice of copula parameter is not uniformly higher at all
regions of a conditional marginal survival function.
4.1 Copulas and the cause-specific hazard function
Covariate values are generated from a truncated normal distribution X ∼ N(0, 1) such that
−2 ≤ X ≤ 2. For the cause-specific hazard specification, we consider the Weibull distribution
for both causes. For cause 1, the shape parameter is set equal to 5, and scale equal to
2.5 exp(0.6X), that is, the cause-specific hazard model for cause 1 follows from the Weibull
distribution Wei(5, 2.5 exp(0.6X)). For cause 2, the cause-specific hazard model follows from
Wei(5.5, 2.2 exp(0.5X)). This characterises an aging process whereby the rate at which the
event occurs increases with time for all individuals. Furthermore, higher values of X can be
regarded as an indicator for good health such that those individuals with a high covariate
value are more likely to experience the event at a later time. Since any specifications imposed
on cause-specific hazard models are testable with competing risks data, the consequences of
misspecification of the cause-specific hazards are not considered here.
Figure 1. True conditional marginal survival functions with Weibull cause-specific hazards. T (1) and T (2) are related
by the dependence structure implied by the Clayton copula with parameter α = 0.5.
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For modelling dependence between T (1) and T (2), the Frank and Clayton copulas are consid-
ered. The copula parameters for the Frank and Clayton copulas are set at α = 1 and α = 0.5,
respectively. This leads to an approximate value of Kendall’s tau of 0.670 for the Frank copula
and 0.706 for the Clayton copula.
The dependence structures implied by the Frank and Clayton copulas are discussed in Example
2.1. The parameters θj0 of a Weibull cause-specific hazard model hj(u, x; θj0) are estimated
by regression, (j = 1, 2). Then, the CG estimator of the conditional marginal survival function
and corresponding CG confidence intervals are constructed as described in equation (2.5) and
Section 3.3.
Figure 2. 1000 latent event times generated by the Weibull cause-specific hazard model discussed above and (i) the
Frank copula with parameter α = 1 (left); (ii) the Clayton copula with parameter α = 0.5 (right).
4.2 Bias and coverage under correct specification
The experiment consists of 250 simulations, for each covariate value X = −0.5, 0 and 0.5, and
for sample sizes n = 250, 500, and 750. Let NP denote the (infeasible) nonparametric kernel
conditional marginal survival function estimator the full event times {T (1)i , T
(2)
i }ni=1, and NP2
denote the nonparametric kernel conditional marginal survival function estimator based on
observable competing risks data {Ti, δi}ni=1.
The bias results for the three estimators CG, NP and NP2 report the difference between the
estimated survival rate and the true survival rate at time t for covariate X = x, averaged
over the 250 simulations. The coverage results report the proportion that the true survival
rate at time t for covariate X = x is contained in the CG confidence interval over the 250
simulations. We also note the proportion the nonparametric survival estimates (NP and NP2)
are contained in the CG confidence interval.
In order to learn how tight the CG confidence intervals are, the average width of the interval
for covariate X = x and time t is displayed along with coverage results in the same figures.
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Only the results for the marginal survival curves for cause 1 are reported; the results for cause
2 were almost identical. Further simulation results that are not presented in this section are
given in the appendix.
4.2.1 Frank copula
The bottom row of Figure 3 shows that as the sample size increases, the bias of the CG and
NP estimators of the conditional marginal survival function decreases. The nonparametric
estimator NP2 that is based on competing risks data is hugely biased; estimated survival rates
are biased by over 0.25 at time t = 1.5 and X = −0.5. The biases of the CG estimator are also
significantly lower than the bias from the infeasible NP estimator based on the full sample,
especially in small samples.
Figure 3. Bias and coverage results for the Frank copula and X = −0.5. Black line: CG; blue line: NP; red line: NP2;
green dots: width of CG confidence interval. Only the green dots (width of CG confidence intervals) relate to the
right-sided axis. The left column of graphs show results for n = 250, the middle column for n = 500, and the right
column for n = 750.
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The black lines from the top row of Figure 3 show that coverage of the true survival rates
remain relatively stable across the sample size, with a slight fall in coverage as the sample size
increases from n = 500 to n = 750. However, it is important to note the confidence intervals
become considerably tighter as the sample size increases, as shown by the green dots. Overall,
for the more common survival times between 1 ≤ t ≤ 2, coverage is around 90%, 5% down
from the nominated coverage of 95%. Coverage is also relatively promising for the rare events
which concern very low and very high survival rates.
The rate at which the NP estimate of survival rates is contained within the CG confidence
interval falls as the sample size increases (in the top row of Figure 3, the blue curve is signifi-
cantly below the black curve for large enough sample sizes). Given the high coverage rates of
true survival and NP’s competitive bias, this suggests the NP estimator has a high variance.
The results for X = 0 and X = 0.5 are reported in the appendix.
4.2.2 Clayton copula
In contrast with the results for the Frank copula, under the Clayton copula the bias of CG is
not uniformly lower than NP, although the bottom row of Figure 4 shows that the biases of
both CG and NP decrease as the sample size increases.
The top row of Figure 4 presents the coverage results. The right-sided graph in Figure 1
suggests that for cause 1 the survival rate at t = 2.5 is around 75% but by t = 3.5 the
survival rate drops to around 7%. Thus, coverage is competitive for common survival times;
for n = 750, the true survival rates between t = 2.5 and t = 3.5 are contained in the CG
confidence intervals in over 80% of the experiments.
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Figure 4. Bias and coverage results for the Clayton copula and X = 0.5. Black line: CG; blue line: NP; red line: NP2;
green dots: width of CG confidence interval. Only the green dots (width of CG confidence intervals) relate to the
right-sided axis. The left column of graphs show results for n = 250, the middle column for n = 500, and the right
column for n = 750.
However, coverage of the tails of the true marginal survival function degrade significantly.
Invariably, poor coverage of the true survival rate (where the black line is low) is linked with
very low widths of the CG confidence interval.
For both the Frank and Clayton copulas, the disastrous results of NP2 warn against ignoring
the dependence structure of competing risks. The results confirm that unless the competing
risks are independent, the estimated marginal survival rates will be massively biased.
4.3 Misspecification of the copula parameter
Since the copula parameter α is assumed to be known, it is important to consider the impact
that misspecification of the parameter value may have for inference. The analysis of the
performance of CG confidence intervals in Section 4.2 is repeated for cases in which a wrong
copula parameter value is assumed. In particular, the coverage results below show the rate at
which the true survival rates for X = 0 are contained within the CG confidence intervals.
4.3.1 Frank copula
The top row of Figure 5 shows the sensitivity of bias results to the choice of Frank copula
parameter value. The black lines represent the case of correct specification. For small sample
sizes, bias appears to be less influenced by the choice of copula parameter, but for n = 750
consequences of misspecification are more apparent, especially for the case where α = 2.
Similarly to the bias results, coverage is not uniformly higher when the choice of copula
parameter is correct. Larger values of α appear to boost coverage when considering survival
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rates at lower elapsed times t ≤ 2, whereas lower values of α perform better for higher elapsed
times.
Figure 5. Sensitivity of bias and coverage results under the Frank copula to different values of the copula parameter.
The copula parameter under correct specification is α = 1. The left column of graphs show results for n = 250, the
middle column for n = 500, and the right column for n = 750.
4.3.2 Clayton copula
The top row of Figure 6 suggests that for the Clayton copula, choices of the copula parameter
α that are lower than the true value α = 0.5 are less harmful in terms of bias than choosing
higher values of α; in fact, α = 0.35 appears to perform best, although no choice of α leads to
uniformly lower bias.
Similar to the observed pattern for the Frank copula, higher values of the copula parameter
lead to higher coverage rates when considering survival at lower elapsed times t ≤ 2, and worse
coverage at t ≥ 2. This trade-off shows the consequences of assuming a stronger or weaker
correlation structure between competing risks; it would be interesting to observe whether this
pattern holds more generally for CG estimation with small sample sizes across other copula
families.
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Figure 6. Sensitivity of bias and coverage results under the Clayton copula to different values of the copula parameter.
The copula parameter under correct specification is α = 0.5. The left column of graphs show results for n = 250, the
middle column for n = 500, and the right column for n = 750.
The asymptotic confidence intervals derived here are based on first-order Taylor approxima-
tions (see Proof of Corollary 3.1 in the appendix). By equation (2.5), it is clear that the
conditional marginal survival is expected to be a highly non-linear function of θj0 (the pa-
rameters relating to cause-specific hazard models). In such situations, employing asymptotic
approximations for small sample inference may be a concern and therefore, to a certain extent,
biases and low coverage rates are to be expected.
From this simulation study it can be seen that the low coverage rates are linked with very
low widths of the confidence intervals around the boundary. In order to obtain good coverage
when survival rates are close to 0 or 1, the confidence intervals may need to be adapted to
make them suitably cautious for use in finite samples.
The results also show that coverage rates are sensitive to the choice of copula parameter; for
both the Frank and Clayton copulas, coverage rates appear to be a decreasing function of the
copula parameter value as we consider higher elapsed survival times. A larger scale simulation
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study would provide more insight into the potential trade-offs between assuming stronger or
weaker correlation structures for CG estimators.
5 Conclusion
This paper derives the asymptotic distribution of CG estimators of the conditional marginal
survival function for a class of parametric cause-specific hazard models. Using these results,
we consider the use of CG-estimated asymptotic confidence intervals for finite sample inference
on conditional marginal survival functions with competing risks data. The simulation study
suggests the finite sample performance of the confidence intervals may depend heavily on the
dependence structure and the area of the survival function that is being considered. The choice
of copula parameter also appears to be important for good coverage.
There are many extensions that merit further investigation. It is important to investigate
the performance of CG-estimated confidence intervals for a wider class of copula functions
within the Archimedean family. For example, more complex copula specifications, such as the
Joe-Clayton copula, may be helpful for modelling empirically-relevant problems.
Furthermore, in many settings, researchers may be aware of certain characteristics of the
relationship between competing risks, however specifying a copula family may be undesirable.
A more agnostic approach may avoid the specification of functional forms for the copula
between risks, and instead derive bounds on the conditional marginal survival function based
on partial identification methods. For example, Arellano and Bonhomme ([2], pp.6-7) consider
partial identification bounds for quantile analysis based on worst-case Frèchet bounds on the
copula.
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Some common definitions and results from the literature on counting processes are stated here,
see for example, Kalbfleisch and Prentice ([14], Chapter 5) and Fleming and Harrington [10]
for general results on counting processes, and Pepe [20] for results applied to the competing
risks setting.
Recall from Section 3.1 that Nji(t) is the right-continuous counting process that counts the
number of events due to cause j for individual i, and Yi(t) is the left-continuous at-risk process
for individual i. Define the filtration (or history)
Ft = σ{Nji(u), Yi(u+), Xi, j = 1, 2, i = 1, ..., n, 0 ≤ u ≤ t}, t ≥ 0,
where Yi(u+) = lims→u+ Yi(s), and σ[.] specifies the sigma algebra of events generated by
variables Nji, Yi and Xi.
Under our model assumptions,
P(dNji(t) = 1|Ft) = Yi(t)hj(t, xi; θj0)dt, j = 1, 2, i = 1, ..., n




Yi(u)hj(u, xi; θj0)du, j = 1, 2, i = 1, ..., n (A.1)
are independent martingales with respect to Ft, see Kalbfleisch and Prentice ([14], Chapter
8, Section 8.2.7, p.265).
The term
´ t
0 Yi(u)hj(u, xi; θj0)du is called the compensator of the counting process Nji with
respect to the filtration Ft.
A stochastic process U(t) is adapted to Ft if for each t ≥ 0, the value of U(t) is a function of
Ft.
A stochastic process U(t) is predictable with respect to Ft if for each t ≥ 0, the value of U(t)
is a function of Ft− .
A mean-zero martingale M(t) is said to be square integrable if it has a finite variance, that is,
if E[M2(t)] <∞ for all t ≤ τ .
A function f with domain [0,∞) is locally bounded if it is bounded on each interval [0, s],
s <∞.
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see Kalbfleisch and Prentice ([14], Chapter 5, Section 5.3.2, equation (5.23)).
If Mji(t) is a martingale with respect to Ft and Hji(t) is a predictable process with respect
to Ft, then the process {Uji(t), 0 ≤ t ≤ τ} where Uji(t) =
´ t
0 Hji(u)dMji(u) is a martingale





see Kalbfleisch and Prentice ([14], Chapter 5, Section 5.3.2, equation (5.25)).
For j = 1, 2, t ∈ [0, τ ], let
Un = (Un1, Un2)
′ (A.2)













Hji(u)I{|Hji(u)| > ε}dMji(u), (A.4)
where only jumps of size at least ε are taken into account. Since the integrand is a predictable
process, Uεnj(t) is a martingale with predictable variation 〈Uεjn〉(t).
The conditions for a central limit theorem (CLT) to apply to Un are now given, see Kalbfleisch
and Prentice ([14], Chapter 5, Section 5.5, pp.165-167).
Lemma A.1 (Rebolledo’s Theorem - Martingale CLT). For j = 1, 2, suppose Mji(t)
for i = 1, ..., n are independent martingales with respect to Ft, and let Hji(t), i = 1, ..., n be
predictable functions. For Un, Ujn(t) and Uεjn(t) defined in (A.2)− (A.4), if (i) for any t ≤ τ ,
〈Un〉(t)
p→ V (t) for some non-random function V (t), and (ii) for all ε > 0, 〈Uεjn〉(t)
p→ 0,
then Un(t)
d→ N (0, V (t)).
Rebolledo’s Theorem gives two conditions that suffice for a CLT to apply to Un(t). The first
requirement is that the covariance of Un(t) approaches a limit. The second condition ensures
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the influence of any single process is negligible in the limit (see Kalbfleisch and Prentice ([14],
Chapter 5, p.166).
The next lemma, a variation of Lenglart’s inequality, as stated in Fleming and Harrington
([10], Chapter 8, Lemma 8.2.1, p.291), is useful for establishing asymptotic results.
Lemma A.2 (Lenglart’s inequality). Let N be a univariate counting process with continu-
ous compensator A, let M = N −A, and let H be a locally bounded, predictable process. Then,
















Proof. See the proof of Lemma 8.2.1 of Fleming and Harrington ([10], Chapter 8, pp.291-2).

The next lemma is result on probability bounds.


















































A.2 Further Notation and Calculations
Some notation to simplify expressions are listed here, along a collection of terms that will be
used in derivations.
For j = 1, 2, t ∈ [0, τ ], let hji(t; θj) = hj(t, xi; θj).
The following notation is maintained for the copula generating function: φα(u) = φ(u;α);
φ′α(u) = ∂φα(u)/∂u; φ′′α(u) = ∂2φα(u)/∂u2; φ
−1(′)
α (u) = ∂φ−1α (u)/∂u.
From (2.5),
Sj(t, x; θ, α) = φ
−1
α (Aj(t, x; θ, α))
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j(u, x; θ)du, and Q
′
j(u, x; θ) = S(u, x; θ)hj(u, x; θ).
For the proof of Corollary 3.1, the following calculations are needed.
Note that
∇θkSj(t, x; θ, α) = φ
−1(′)
α (Aj(t, x; θ, α))∇θkAj(t, x; θ, α)
∇θkAj(t, x; θ, α) = −
ˆ t
0























Q′j(u, x; θ) + S(u, x; θ)∇θjhj(u, x; θj).
∇θk 6=jQ
′







∇θjSj(t, x; θ, α) = φ
−1(′)























∇θk 6=jSj(t, x; θ, α) = φ
−1(′)




















Proof of Lemma 3.1
The proof closely follows Chapter 5 of Kalbfleisch and Prentice [14] and is given here for
completeness.
Part (i): Consistency.





























































Yi(u)[hji(u; θj)− hji(u; θj0)]du.








































The integrand in (A.5) is locally bounded and predictable by Assumption 3.1, therefore by
Theorem 2.3.1 of Fleming and Harrington ([10], Chapter 2, p.61), vn(θ, t)−An(θ, t) is a local


















































( hj(u, x; θj)
hj(u, x; θj0)
)




Also, by boundedness conditions implied by Assumption 3.1,
sup
u∈[0,τ ],θj∈Θj
∣∣∣E[ log ( hj(u, x; θj)
hj(u, x; θj0)
)






n(vn(θ, ·)−An(θ, ·))〉(t) converges to a finite limit for any
t ∈ [0, τ ]. Thus,
〈(vn(θ, ·)−An(θ, ·)), (vn(θ, ·)−An(θ, ·))〉(τ) = op(1). (A.7)
























































where the last inequality follows by (A.7). For small enough κ, it follows that
sup
t∈[0,τ ]











( hj(u, x; θj)
hj(u.x; θj0)
)





Y (u)[hj(u, x; θj)−hj(u, x; θj0)]
])
du.
By Assumption 3.1 and (A.6),
An(θ, τ)





























[hj(u, x; θj)[∇θjθ′jhj(u, x; θj)]− (∇θjhj(u, x; θj))⊗2
hj(u, x; θj)




























Y (u)hj(u, x; θj0)
]
du
:= −Σj(θj , τ).
By Assumption 3.1(ix), Σj(θj , τ) is positive definite for all θj ∈ Θj . Also note that∇θ1θ′2v(θ) =
∇θ2θ′1v(θ) = 0. Thus, Σ(θ, τ) = diag(Σ1(θ1, τ),Σ2(θ2, τ)) is positive definite for all θ ∈ Θ.
From convexity of v(θ), θ̂ p→ θ0 (cf. Kalbfleisch and Prentice [14], bottom of p.175). This
shows part (i) of Lemma 3.1.
Part (ii): Asymptotic Normality
The focus is on estimation of θj , j ∈ {1, 2}.
The score process of cause j based on data available up to a specified time t ∈ (0, τ ] is














The compensator of Nji(t) is Aji(t) =
´ t
0 Yi(u)hji(u; θj0)du, so that Mji(t) = Nji(t) − Aji(t)




















The ith term in the sum is a stochastic integral of a predictable vector process with respect
to a martingale. Mj1, ...,Mjn are independent martingales and n−
1
2∇θj log hji(u; θj0) is a
dθj -dimensional vector of predictable processes with respect to the filtration Ft.






























This satisfies condition (i) of Lemma A.1 (Rebolledo’s CLT).
Let θjk denote the k-th element of θj , (k = 1, ..., dθj ). Construct Uεjn(t) from (A.4) with
Hji(u) = n
− 1
2∇θjk log hji(u; θj0) and Mji(u) = Nji(u) −
´ u
0 Yi(s)hji(s; θj0)du. Since the inte-









∇θjk log hji(u; θj0)
)2
I
{∣∣∣n− 12∇θjk log hji(u; θj0)∣∣∣ > ε}Yi(u)hji(u; θj0)
p→ 0,
where the second line holds by Assumption 3.2 for any k = 1, ..., dθj , j = 1, 2 and ε > 0. This
is sufficient to satisfy condition (ii) of Lemma A.1; also see Kalbfleisch and Prentice ([14],
p.180).









where Σj(θj0) = Σj(θj0, τ).
Note that ∇θjθ′j`n(θ, τ) = ∇θjUjn(θj , τ), where


















By the definition of Mji(u), re-write










































































The first term on the RHS is the integral of a predictable process with respect to a martingale,











































n(θ̂j − θj0) = 0.
By the above arguments,
√
n(θ̂j − θj0) = Σj(θj0)−1
1√
n
U(θj0, τ) + op(1) (A.10)
d→ N (0,Σj(θj0)−1).
This proves part (ii).
Part (iii): Asymptotic Expansion of CIFs
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Recall, Qj(t, x; θ) = hj(t, x; θj)
∏2
k=1Wk(t, x; θk), (j = 1, 2). Then,
































hj(u, x; θj)S(u, x; θ)du,
and, for k 6= j,







hj(u, x; θj)S(u, x; θ)du.







, and recall θ̂ = (θ̂′1, θ̂′2)′, θ0 = (θ′10, θ′20)′.
For some θ̄ on the line segment joining θ̂ and θ0, by a Taylor expansion,





Write the (dθ1 +dθ2)× (dθ1 +dθ2) matrix, Σ(θ0) = diag(Σ1(θ1),Σ2(θ2)) . Then, by consistency
of θ̂ for θ0, and the delta method,
√














Proof of Corollary 3.1
Note that Sj(t, x; θ, α) is a continuous function of θ. Therefore, consistency of Sj(t, x; θ̂, α) for
Sj(t, x; θ0, α) follows by CMT.
The first-order expansion of θ̂j (j = 1, 2) is given in (A.10). In particular,
√




Therefore, by a Taylor expansion around θ̂ = θ0,










HSj (t, x; θ0) =
[
∇θjSj(t, x; θ0, α)
′,∇θk 6=jSj(t, x; θ0, α)
′]′ (A.11)
and explicit expressions for ∇θjSj(t, x; θ0, α) and ∇θk 6=jSj(t, x; θ0, α) are provided in Section
A.2 of the Appendix.
By Cramér’s theorem,
√
n(Sj(t, x; θ̂, α)− Sj(t, x; θ0, α))
d→ N (0,VSj (t, x))
where












B Further simulation results
B.1 Frank copula: X = 0
Figure 7. Bias and coverage results for the Frank copula and X = 0. Black line: CG; blue line: NP; red line: NP2;
green dots: width of CG confidence interval. Only the green dots (width of CG confidence intervals) relate to the
right-sided axis. The left column of graphs show results for n = 250, the middle column for n = 500, and the right
column for n = 750.
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B.2 Frank copula: X = 0.5
Figure 8. Bias and coverage results for the Frank copula and X = 0.5. Black line: CG; blue line: NP; red line: NP2;
green dots: width of CG confidence interval. Only the green dots (width of CG confidence intervals) relate to the
right-sided axis. The left column of graphs show results for n = 250, the middle column for n = 500, and the right
column for n = 750.
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B.3 Clayton copula: X = −0.5
Figure 9. Bias and coverage results for the Clayton copula and X = −0.5. Black line: CG; blue line: NP; red line:
NP2; green dots: width of CG confidence interval. Only the green dots (width of CG confidence intervals) relate to the
right-sided axis. The left column of graphs show results for n = 250, the middle column for n = 500, and the right
column for n = 750.
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B.4 Clayton copula: X = 0
Figure 10. Bias and coverage results for the Clayton copula and X = 0. Black line: CG; blue line: NP; red line: NP2;
green dots: width of CG confidence interval. Only the green dots (width of CG confidence intervals) relate to the
right-sided axis. The left column of graphs show results for n = 250, the middle column for n = 500, and the right
column for n = 750.
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1 Introduction
An important and challenging issue in hypothesis testing concerns the identification of de-
partures from the null hypothesis when a model is violated only by a small subgroup of the
population. Detection of this type of heterogeneity is of central importance in cross-sectional
models. For example, in demand analysis the parameter of interest may represent preferences
that can assist targeting marketing efforts, while for treatment effects models identifying het-
erogeneous behaviour may inform clinical trial designs.
The true theoretical structures that underpin agent-level heterogeneity may be highly complex;
involving nonlinear combinations of several individual characteristics, some of which may be
unobservable. Since such hypotheses on such structures are difficult to formulate, omnibus test
statistics which have non-trivial power against a wide set of alternatives are often implemented.
In the moment conditions setting, Hansen’s J-test [14] is such a test statistic.
In particular, the J-test and related variants have asymptotic local power equal to size against
local alternatives characterised by parameter variation. Hall ([13], p.5) consequently argues
that parameter instability tests should be reported as additional model diagnostics. This paper
tackles this issue by providing diagnostic tools for such a purpose.
Tests for overidentifying moment restrictions are evaluated on the basis of asymptotic and
finite-sample properties. Kitamura [20] (also see Kitamura et al. [21]) highlights the large-
deviation optimality of the empirical likelihood ratio (ELR) test for moment condition models.
In particular, in the class of tests for which Type I errors tend to zero, the ELR test max-
imises the rate at which Type II errors tend to zero. When misspecification is due to neglected
heterogeneity, Hahn et al. [12] obtain the linear combination of estimated moment functions
required to construct optimal m-tests that maximise the non-centrality parameter of the limit-
ing chi-squared distribution of test statistics in the presence of local parameter heterogeneity.
This optimality property, however, does not extend to more involved forms of heterogeneity,
that is, non-linear structures.
The finite-sample performance of the partition-based Pearson-type statistic of Ramalho and
Smith [30] henceforth, RS, indicates improvements in size properties relative to competing
tests over a range of simulation settings. Such tests compare a distribution function estimate
which uses information derived from the moment restrictions to the empirical distribution
function (EDF). Since the EDF is a consistent estimator of the true distribution, a normalised
contrast of the two distribution estimators taken over partitioned sets of the covariate space
form a goodness-of-fit test. Further developments of this principle include Otsu and Whang
[28] and Otsu et al. [27] for testing conditional moment restrictions, and Guay and Lamarche
[10] for testing for the presence of structural breaks.
This paper proposes a novel approach to inference in moment condition models by the develop-
ment and application of concentration inequalities. The associated test statistics have power
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against all alternatives while also being designed to detect complicated patterns of misspecifi-
cation that may occur. A comparison of generalised empirical likelihood (GEL) and empirical
measures (cf. RS tests) over carefully-chosen sets is shown to be particularly useful for detect-
ing departures from the null hypothesis in different population regions. Classification methods
can select subsets which highlight potential violations of the null hypothesis; the greater the
complexity of the classifier, as measured by the Vapnik-Chervonenkis (VC) dimension, the
greater the ability to pick out patterns of deviations away from the null hypothesis.
This paper makes a number of contributions to the literature on inference in moment condition
models. An open question for Pearson-type chi-squared testing methods concerns how best
to choose partitions of the covariate space that can serve to compare goodness-of-fit over
different regions. The paper proposes a selection of subsets according to a goodness-of-fit type
loss function. The incorporation of pattern recognition algorithms to improve the ability of
test statistics to detect departures from the null hypothesis in the moment conditions setting
represents a significant improvement on usual testing procedures. Data-driven classifiers are
also shown to optimally identify subsets of the covariate space most inconsistent with the
moment condition model which provides new insights as compared to usual portmanteau tests
and, thus, are potentially useful from a policy-design perspective.
The results discussed above hold for the general GEL class. The VC bounds studied are non-
asymptotic in nature, and for the particular case of continuously-updating GMM (Hansen et
al. [15]), explicit constants are derived for the concentration inequalities.
The paper is organised as follows. Section 2 describes the moment conditions framework, GEL
estimation and the use of GEL implied probabilities for test construction. Section 3 presents
the large deviation bounds and VC inequalities in the moment conditions setting. Section 4
applies the VC bounds for the identification of subsets of the population that are unrepre-
sentative of a moment condition model. Section 5 constructs a goodness-of-fit statistic with
data-dependent partitions, with simulation results illustrating its potential efficacy. Section 6
concludes. All proofs are given in the appendix.
The following abbreviations are used. p.d.: positive definite. w.p.a.1: with probability ap-
proaching one, p→: converges in probability to, d→: converges in distribution to, M: the Markov
inequality, T : the triangle inequality, CS: the Cauchy-Schwarz inequality, WLLN: the weak
law of large numbers, LIE: the law of iterated expectations, LHS: left hand side, RHS: right
hand side. ||.|| is the Euclidean norm, and ||.||1 is the `1 norm. Throughout the derivations
in the Appendix, the property that the Euclidean norm is bounded above by the `1 norm is
used.
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2 Inference in moment condition models
2.1 Moment condition model
Let z ∈ Z denote a dz-vector of random variables. Let g : Z ×Θ→ Rdg be a vector of known
functions of the data vector z and an unknown, finite-dimensional dθ-vector of parameters
θ ∈ Θ, g(z, θ) = (g(1)(z, θ), ..., g(dg)(z, θ))′. For the identification of θ, it is required that
dg ≥ dθ; here only the overidentified case dg > dθ is considered. The moment condition model
is
E[g(z, θ)] = 0 (2.1)
where expectation E[.] is taken with respect to the distribution of z.
The specification (2.1) is sufficiently general to describe a number of well-known economic
models. Of particular interest are models that seek to aggregate individual-level behaviour,
and thus are at risk of neglecting the possibility that preference parameters may vary across
individuals.
Example. 2.1. Nonlinear wage regressions with auxiliary census data (Hellerstein
and Imbens [16])
Let y be the recorded wage of an individual and x1∈ X be a dx1-vector of covariate information,
such as experience, qualifications and age. Let x2 ∈ X be a dx2-vector of additional variables
(possibly overlapping with x1) for which, through census records, population moments are
known. Then for known functions h1 : X × Θ → R and h2 : X → R, joint estimation of the
following moment conditions yields efficient estimators of θ,
E[g(z, θ)] = E
[




For Example 2.1 the particular focus of this paper would be on identifying instability in the
unknown parameter θ; if a component in the parameter vector θ describes a parameter of
interest, such as returns to schooling, the statistics can detect the presence of heterogeneity,
where returns to schooling varies across individuals systematically with characteristics (x1, x2).
Assumption 2.1. (i) Θ is compact and θ0 ∈ int(Θ); (ii) there exists Cg > 0 such that for
all k ∈ {1, ..., dg}; supz∈Z supθ∈Θ |g(k)(z, θ)| ≤ Cg; (iii) there exists CG > 0 such that for all
k ∈ {1, ..., dg}, j ∈ {1, ..., dθ}, supz∈Z supθ∈Θ |∂g(k)(z, θ)/∂θ′j | ≤ CG, and G = E[∂g(z, θ0)/∂θ′]
is of rank dθ; (iv) Ω = E[g(z, θ0)g(z, θ0)′] is a positive definite (p.d.) matrix with minimum
eigenvalue greater than δΩ,0 > 0 , and for all θ ∈ Θ, Ω(θ) = E[g(z, θ)g(z, θ)′] is a p.d. matrix
with minimum eigenvalue greater than δΩ,min > 0; (v) g(z, θ) is continuously differentiable
on Θ for all z ∈ Z; (vi) there exists θ0 ∈ Θ such that E[g(z, θ0)] = 0, and for all θ 6= θ0,
E[g(z, θ)] 6= 0.
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Assumption 2.1 comprises standard conditions required for identification and inference in mo-
ment condition models together with some stronger boundedness assumptions required to ob-
tain large deviation bounds. Usually for GMM and GEL, it is assumed that E[supθ∈Θ ||g(z, θ)||α]
is bounded for α ≥ 2, which implies supθ∈Θ max1≤i≤n ||g(zi, θ)|| = Op(n
1
α ), see the proof of
Theorem 3.1 of Newey and Smith [25], whereas Assumption 2.1(ii) assumes the moment func-
tion itself is bounded which is a stronger condition; this could be relaxed to allow the moment
function to be bounded up to a rate O(nα) for some small α > 0.
Assumption 2.1(iv) may be relaxed by assuming Ω(θ) is p.d. only on a neighbourhood of
θ0, and requiring various exponential quantities be bounded in expectation, cf. Otsu [26],
Assumption 2.5(b). However, such extensions are not considered here. Assumption 2.1(vi) is
a standard condition allowing point identification of the parameter θ0.
Assumption 2.2 concerns various GEL quantities described further in Section 2.2.
Assumption 2.2. (i) the function ρ(v) is strictly concave on V, an open interval that con-
tains 0, ρ1(0) = ρ2(0) = −1, Λ is compact and 0 ∈ int(Λ); (ii) Λn = {λ : ||λ|| ≤ Cλ,n} for some
scalar function Cλ,n > 0 decreasing in n; (iii) for each θ ∈ Θ, λ(θ) = arg maxλ∈Λ E[ρ(λ′g(z, θ))]
belongs to int(Λn); (iv) for all θ ∈ Θ, there exists T1 > 0 and neighbourhoods Nθ and Nλ(θ) of
θ and λ(θ) respectively, satisfying E[exp
(




(v) there exists T10 > 0 and neighbourhoods Nρ and N ′ρ of θ0 and 0, respectively, satisfying
E[exp
(
T10 supθ∈Nρ supλ∈N ′ρ ||ρ2(λ
′g(z, θ))g(z, θ)g(z, θ)′||
)
] <∞; (vi) for ρΩi = minθ∈Nθ,λ∈Nλ(θ)
ρ2(λ





i has minimum eigenvalue δρ > 0, where Nθ and Nλ(θ)
are neighbourhoods of θ0 and Nλ respectively; (vii) supλ∈Λn supθ∈Θ supz∈Z |ρj(λ
′g(z, θ))| ≤




Assumption 2.2 involves assumptions required for GEL estimation and boundedness condi-
tions similar to those of Otsu [26] for large deviation analysis. The assumptions guarantee
uniqueness of the GEL estimator and restrict the local curvature of the GEL objective function
with respect to λ in a neighborhood of 0. Assumption 2.2(ii) relates to GEL estimation of
the Lagrange multiplier (see Section 2.2 below) and is similar to the restriction on the set Λn
defined in Lemma A1 of Newey and Smith ([25], p.239).
In Assumption 2.2(viii), the scalar CB,A depends on the class of sets A considered and limits
the average behaviour of individual sets A ∈ A (see Section 3.1 for examples of the class of sets
A). While Cg is a crude bound on the moment function, CB,A limits the expected deviation of
supA∈A
∣∣E[g(k)(z, θ0)I{z ∈ A}]∣∣ for any moment function, g(k), k ∈ {1, ..., dg}. If the moment
function is relative stable across different subsets of the population, then CB,A will be much
smaller than Cg.
Assumption 2.3. Let Ωn(θ) =
∑n
i=1 g(zi, θ)g(zi, θ)
′/n. For all n, there exist constants C(1)Ω ,
c
(1)
Ω > 1 such that P(supθ∈Θ ||Ω−1n (θ)−Ω−1(θ)|| > ε) ≤ C
(1)
Ω P(supθ∈Θ ||Ωn(θ)−Ω(θ)|| > ε/c
(1)
Ω )
for any ε > 0.
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This assumption concerns the convergence, continuity and positive definiteness of covariance
matrices. It is shown that there exist positive constants cΩ and CΩ such that P(supθ∈Θ |Ωn(θ)−
Ω(θ)| > ε) ≤ CΩ exp(−cΩn). By noting Ω−1n (θ) − Ω−1(θ) = Ω−1n (θ)(Ω(θ) − Ωn(θ))Ω−1(θ),
Assumption 2.1(iv) and the Cauchy-Schwarz inequality, Assumption 2.3 can be verified (cf.
Otsu [26], discussion of Assumptions 2.3 and 2.4, p.324).
2.2 GEL estimation













for the search set Λn defined in Assumption 2.2(ii). For any θ ∈ Θ, an estimator of the dg-
vector of auxiliary parameters λ is given by λ̂(θ) = argmaxλ∈ΛnP̂n(θ, λ(θ)). The first-order
condition for λ imposes the sample moment constraint
∑n







, (i = 1, ..., n).
where λ̂ = λ̂(θ̂).
A special case includes the continuously-updated GMM (CU-GMM, Hansen et al. [15]), where
ρ(v) = −12v
2 − v. CU-GMM estimation returns closed form solutions for the Lagrange multi-
plier λ̂(θ) = −Vn(θ)−1gn(θ) where gn(θ) =
∑n
i=1 g(zi, θ)/n and Vn(θ) =
∑n
i=1 g(zi, θ)(g(zi, θ)−
gn(θ))








−1(g(zi, θ̂)− gn(θ̂)), (i = 1, ..., n). (2.2)
GEL methods have been shown to have finite-sample advantages over GMM. With evidence
from Monte Carlo studies, Hansen et al. [15] and Imbens et al. [17] report that tests of
overidentifying moment restrictions based on CU-GMM and particular GEL methods respec-
tively, have attractive size properties relative to Hansen’s [14] J test. For estimation, Newey
et al. [24] present Monte Carlo results indicating smaller bias properties of GEL estimators in
small samples compared to GMM. On a practical note, in contrast to two-step efficient GMM
estimation, GEL methods do not require estimation of the Jacobian or covariance matrix Ω.
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While the first-order asymptotic properties of GEL and GMM estimators are identical, Newey
and Smith [25] show the second-order asymptotic bias for GEL estimators comprises of fewer
components compared to that of GMM, with the empirical likelihood (EL) estimator being the
best by this measure. However, EL methods may not be particularly robust to misspecification;
the first-order conditions determining the EL estimator can be unstable resulting in poor
behaviour. This is illustrated by Imbens et al. [17] and Schennach [32], where it is also shown
that, in contrast, the exponential tilting estimator possesses attractive robustness properties
under misspecification.
2.3 GEL implied probabilities under heterogeneity
A contrast between the GEL implied probabilities and the EDF weight 1/n provides potential
information-theoretic inference on the validity of the moment restrictions (2.1). Intuitively
implied probabilities reveal how much weight is being placed on an observation by GEL es-
timation. Under correct specification of moment restrictions, the following first-order Taylor








′λ̂(1 + op(1)) +Op(n
−2), (i = 1, ..., n).
Under correct specification, it can be shown that |g(zi, θ̂)′λ̂| converges in probability to zero for
every i = 1, ..., n, Lemma A1, Newey and Smith [25]. Therefore the weights closely approxi-
mate 1/n so that all observations are given approximately equal weight and the GEL-weighted
moment function estimate
∑n
i=1 π̂ig(zi, θ̂) is close to the empirical average
∑n
i=1 g(zi, θ̂)/n.
To illustrate these ideas, consider an example where the available data {zi}ni=1 is assumed
to follow a normal distribution with mean θ1 and variance θ22. Then the following moment
conditions are valid
E[z − θ1] = 0
E[(z − θ1)2 − θ22] = 0
E[z3 − θ1(θ21 + 3θ22)] = 0.
The moment conditions describe the mean, variance and skewness, respectively, of a normal
distribution. For sample size n, the parameters for observations {zi}0.4ni=1 and {zi}ni=0.6n+1
are θ1 = 1 and θ2 = 1. For observations {zi}0.6ni=0.4n+1 the parameters are θ1 = 4 and
θ2 = 1. The GEL method employed is CU-GMM. Figure 2.1 shows how the implied prob-
abilities π̂CU−GMMi , (i = 1, ..., n) from (2.2) vary with each observation for sample sizes
n = 100, 250, 1000.
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Figure 2.1. Simulated CU-GMM implied probabilities under parameter instability. The vertical axis
shows the CU-GMM implied probability weights, and the horizontal axis shows the indices of the
observations {zi}ni=1.
Observations are grouped and colour-coded by k-means clustering with k = 2. The results
show systematic deviations of the implied probabilities away from 1/n. The patterns become
more pronounced as the sample size increases.
Figure 2.1 shows even basic clustering algorithms can identify problem regions. Furthermore,
in such simple cases of structural change, since these observations are ordered, patterns of
parameter instability are easier to spot by inspection. In practice, possibly complicated non-
linear functions of individual characteristics may be driving heterogeneous behaviour. This
motivates the development of a general framework to find more subtle and complex patterns
of misspecification that may exist in moment condition models.
3 Large deviations bounds under moment restrictions
3.1 Vapnik-Chervonenkis theory
Let A be a class of sets of the covariate space of z, i.e. A ⊂ Z. Consider probability bounds for
the Kolmogorov-Smirnov distance between a GEL measure and an empirical measure taken
over sets A ∈ A of the covariate space, that is,
supA∈A
∣∣∣F̂ (A)− Fn(A)∣∣∣ (3.1)
where F̂ (A) =
∑n
i=1 π̂iI{zi ∈ A} and Fn(A) =
∑n
i=1 I{zi ∈ A}/n.
Kolmogorov-Smirnov statistics concern a large literature in empirical process theory. If un-
restricted, the class A is too large to derive meaningful bounds. If too restricted the class
A will not be able to detect more complex misspecification patterns that may be related to
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characteristics of z. A restricted class that is rich enough from which to draw meaningful
conclusions is a VC class. VC theory introduces a measure of combinatorial richness of a class
of sets A. In statistical learning theory, the VC dimension for a data-generating process is a
measure of sample complexity. The higher the VC dimension, the more complex a sample can
be. The VC dimension is therefore a key factor in bounding the probability of observing an
unrepresentative sample. The following definitions are as outlined in Section 12.4 of Devroye
et al. [6]; also see Chapter 2.6 of van der Vaart and Wellner [35].
Definition (Shattering coefficients). Let A be a collection of subsets from Z. An arbitrary
set of n points possesses 2n subsets. For (z1, ..., zn) ∈ Z, let NA(z1, ..., zn) be the number of
different sets in {{z1, ..., zn} ∩ A : A ∈ A}. The n-th shattering coefficient of A is s(A, n) =
max(z1,...,zn)∈Z NA(z1, ..., zn). That is, the shattering coefficient is the maximal number of
different subsets of n points that can be picked out by the class of sets A.
Definition (VC dimension). Let A be a collection of subsets from Z with |A| ≥ 2. The
largest integer k ≥ 1 for which s(A, k) = 2k is the Vapnik-Chervonenkis (VC) dimension of
the class A, and is denoted by v. Therefore, v is the maximal number of points in Z that can
be shattered by A. A is a VC class if v <∞.
Therefore the following assumption is on the combinatorial richness of the class A.
Assumption. 3.1. A is a VC class of subsets of Z with VC dimension v <∞.
There are many ways of generating a collection of subsets of Z with a finite VC dimension.
Consider the following examples of the class A. Note that a set of only the blue points cannot
be picked out by the class of classifiers considered.
Figure 3.1. Examples of VC classes of sets.
1. Linear discriminators: A is the class of subsets of Rd of form {z : az + b ≥ 0}. Then
the VC dimension is v = d+ 1. In R2, 3 points can be shattered but not 4.
2. Quadratic discriminators: A is the class of close balls in Rd of form {z :
∑d
i=1 |z(i) −
ai|2 ≤ b}. Then the VC dimension is v = d + 2. In R2, 4 points can be shattered but
not 5.
3. Rectangles: A = {class of all rectangles in Rd}, then the VC dimension is v = 2d. In
R2, 4 points can be shattered but not 5.
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The following result is a generalised version of the original VC inequality, Vapnik and Cher-
vonenkis [36], for moment functions. Let Pn(.) denote the probability taken over different
realisations of the random sample.
Lemma. 3.1. (VC Inequality for Moment Functions). Under Assumptions 2.1-2.3 and









g(k)(zi, θ0)I{zi ∈ A}−E[g(k)(z, θ0)I{z ∈ A}]










The proof of this result is given for Lemma C.5 in the Appendix. The rate of convergence
depends on the range of values the moment function can produce. Furthermore, the bound
is also influenced by the VC dimension of the class of sets A; if the class of sets considered
has a low VC dimension, the bound will be tighter. In practice, θ0 is unknown. However,
for the case of the continuously-updating GMM estimator, a non-asymptotic tail bound for
deviations ||θ̂−θ0|| are derived in Theorem 3.2. Therefore by the triangle and Cauchy-Schwarz
inequalities, using Lemma 3.1 and Theorem 3.2 below provides a non-asymptotic tail bound
for deviations supA∈A |n−1
∑n
i=1 g
(k)(zi, θ̂)I{zi ∈ A} − E[g(k)(z, θ0)I{z ∈ A}]|, (k = 1, ..., dg).
3.2 Large deviations of GEL distribution functions
To bound (3.1), to derive results for the general GEL class we consider a first-order Taylor
approximation so that asymptotic GEL results hold. In particular, replace {π̂i}ni=1 by {π̃i}ni=1
where
π̃i = n
−1 + n−1λ̂′g(zi, θ̂),
with θ̂ and λ̂ the GEL estimators of θ0 and Lagrange multiplier λ respectively. The GEL
estimator of the distribution function of z is thus F̃ (A) =
∑n
i=1 π̃iI{zi ∈ A}. It can be shown









where V (A) = B(A)′PB(A) withB(A) = E[g(z, θ0)I{z ∈ A}] and P = Ω−1−Ω−1G(G′Ω−1G)−1
G′Ω−1, where Ω and G are defined in Assumption 2.1.
Consider choices of A ∈ A such that the difference F̃ (A)− Fn(A) is maximised.
Theorem 3.1. (Large Deviation Bounds of GEL Distribution Functions). Under






∣∣F̃n(A)− Fn(A)∣∣ > ε) ≤ Cgel exp{−cgeln}.
142
Remark 3.1a. By the traditional VC inequality, the error probability of supA∈A
∣∣Fn(A) −
F (A)
∣∣ is exponentially small, where F (A) = P(z ∈ A) is the true distribution function of
z (Vapnik and Chervonenkis [36]). Therefore, by the triangle inequality, Theorem 3.1 also
establishes the estimation error probability of the GEL distribution function, supA∈A
∣∣F̃n(A)−
F (A)
∣∣ convergences to zero at an exponentially fast rate.
Remark 3.1b. Theorem 3.1 is analogous to the large deviation bound for GEL estimators
Pn(||θ̂ − θ0|| > ε) ≤ Cθ exp{−cθn} of Otsu [26], see Lemma B.5 in the Appendix, however
Otsu derives bounds under more generality whereby local misspecification is permitted. The
result can also be used for more detailed estimation error analysis.
3.3 Non-asymptotic bounds for continuously-updating GMM estimation
CU-GMM is a popular estimator within the GEL class. Antoine et al. [3] discuss advantages
of CU-GMM relative to two-step GMM and other GEL estimators. Notably, the first step
maximisation over λ ∈ Λn, see Section 2.2, returns a closed form solution. The CU-GMM
criteron is Qn(θ) = gn(θ)′Ω−1n (θ)gn(θ) where gn(θ) is defined in Section 2.2, and Ωn(θ) =∑n
i=1 g(zi, θ)g(zi, θ)
′/n. The population counterpart of Qn(θ) is Q0(θ) = E[g(z, θ)]′Ω(θ)−1
E[g(z, θ)]. The CU-GMM estimator is θ̂ = arg minθ∈ΘQn(θ).
Theorem 3.2. (Large Deviation Bounds for CU-GMM Estimation). Under Assump-
tions 2.1-2.3 and 3.1, if Θ is a ball in Rdθ of radius R > 0, the CU-GMM estimator satisfies
Pn
(
||θ̂ − θ0|| > ε
)


























































and δ = δ(ε) = infθ∈Θ, |θ−θ0|>εQ0(θ) − Q0(θ0) > 0, where κ1 = δδΩ,min/(9dgCg(1 + δΩ,min)),
κ2 = δ/(9dgCgδΩ,min), κ3 = δ/(9d2gC2g ), κ̄1 = δΩ,min/(9dgCg(1 + δΩ,min)), κ̄2 = 1/(9dgCgδΩ,min)
and κ̄3 = 1/(9d2gC2g ).
Remark 3.2a. Similarly to Otsu [26], the CU-GMM estimator has exponentially small devi-
ation error probability. In contrast, however, explicit constants for the bound are derived that
characterise the large deviation behaviour.
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Remark 3.2b. Theorem 3.2 shows that the probability bound depends on the strength of
identification δ = δ(ε) > 0. Since the true value θ0 minimises Q0(θ), infθ∈Θ, |θ−θ0|>εQ0(θ) −
Q0(θ0) > 0. If θ0 is strongly identified, then δ(ε) = infθ∈Θ, |θ−θ0|>εQ0(θ)−Q0(θ0) is large for
any ε > 0 resulting in a stronger bound for larger given ε > 0.
Remark 3.2c. The constants ω1 and ω3 depend on the size of the search for θ0. In particular,
in order to apply covering arguments, Θ is a ball in Rp of radius R > 0. The larger the search,
the weaker the bound.
Theorem 3.2 enables non-asymptotic bounds analogous to Theorem 3.1 to be derived for CU-
GMM.
Theorem 3.3. (Large Deviation Bound for CU-GMM Distribution Functions). Let
F̃n(A) − Fn(A) = fn(θ̂, A) = gn(θ̂)Ω−1n (θ̂)
(∑n
i=1 g(zi, θ̂)I{zi ∈ A}/n
)
. Under Assumptions
2.1-2.3 and 3.1, if Θ is a ball in Rdθ of radius R > 0, for CU-GMM, for any ε > 0,
Pn(|fn(θ̂, A)| > ε) ≤ min
{[













































where the constants ω1, ω2, ω3 and ω4 are defined in Theorem 3.2, ε? = εδΩ,min/(2(1 +
δΩ,min)dgCg), ε?? = εδΩ,min/(2(1 + δΩ,min)dgCg), εa = εδΩ,min/(4d2gCGCg(1 + δΩ,min)), εb =
εδΩ,min/(4dgCg(1+δΩ,min)), εc = εδΩ,min/(4d2gCGCB,A(1+δΩ,min)) and εd = εδΩ,min/(4dgCB,A
(1 + δΩ,min)).
Remark 3.3a. These bounds are based on a first-order approximation of CU-GMM implied
probabilities. Since these implied probabilities have a closed form solution, it is possible to
derive similar bounds for CU-GMM using the true implied probabilities instead of using a
first-order approximation.
Remark 3.3b. As in Theorem 3.2, the strength of identification δ influences the quality of
the bound.
4 Unrepresentative region estimation
Testing the null hypothesis H0 : there exists θ0 ∈ Θ such that E[g(z, θ0)] = 0, versus the
general alternative H1: there exists no θ ∈ Θ such that E[g(z, θ)] 6= 0, may be difficult when
the moment condition model is violated for a small subgroup of the population. In general,
the usual tests for overidentifying moment restrictions may not be able to reject the validty
of the moment conditions since they are largely true when averaged over the population.
144
Yet it is often of interest to identify those parts of the covariate space for which behaviour
characterised by a moment condition model is different from the average. For example, if
the moment indicator g(z, θ0) describes the average treatment effect, see, for example, Hahn
[11], analysis of E[g(z, θ0)I{z ∈ A}] is important for identifying subsets of the population that
are particularly responsive to the treatment. Using this idea, Kitagawa and Tetenov [19] find
treatment rules that maximise a welfare function relating to the average treatment effect in
particular regions. The class of sets considered is a VC class; for example, a class of linear
eligibility rules can be described A = {z ∈ Rdz : α+ z′β ≥ 0, α ∈ R, β ∈ Rdz}. This principle
is generalised here for inference in moment condition models. We introduce the notion of the
unrepresentative region: the covariate region A ∈ A ⊂ Z for which E[g(z, θ0)I{z ∈ A}] is
significantly different from zero.
4.1 Unconditional and conditional moment restrictions
It is important to note that the unconditional moment condition model (2.1) does not imply
that E[g(k)(z, θ0)I{z ∈ A}] = 0 for any k = 1, ..., dg, however, if E[g(k)(z, θ0)I{z ∈ A}] ≈ 0,
it follows that the model expressed through the k-th moment restriction is representative for
individuals with covariates in region A ∈ A.
Suppose now that the vector of variables z consists of an outcome variable y and instruments x,
such that the instrumental variables model E[g(z, θ0)|x] = 0 holds. Then for any fixed region A
in the space of instruments, the conditional moment restriction implies E[g(z, θ0)I{x ∈ A}] = 0
holds. Therefore, the notion of an unrepresentative region cannot apply for conditional moment
restrictions if those regions are defined solely as sets of instrumental variables.
On the other hand, if the regions are defined in terms of the joint distribution of x and y, then
in general E[g(z, θ0)I{z ∈ A}] 6= 0. One example of this are data-driven selection of regions,
where an estimated region Â is defined by a criterion involving x and y, and thus Â = Â(z)
can be considered a function of both x and y. We show next that analysis of such data-driven
regions may shed light on possible neglected heterogeneity in the model.
4.2 Unrepresentative region
We first must define a general class of sets A of the space of w, where w ⊆ z. A must
be a VC class; some examples are given in Section 3.1. In order to define the unrepre-
sentative region the following additional quantities are introduced. For any set A ∈ A,
let B(k)(A) = E[g(k)(z, θ0)I{w ∈ A}], B(k)n (A) =
∑n
i=1 g
(k)(zi, θ0)I{w ∈ A}/n; B̂(k)n (A) =∑n
i=1 g













Definition (unrepresentative region). The unrepresentative region (UR) in A with respect
to the moment condition E[g(z, θ0)] = 0 is defined to be Ã = arg maxA∈AW (A).
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An estimate Â of the UR Ã is obtained by maximising its sample analogue evaluated at the
GEL estimator θ̂, that is,
Â = arg max
A∈A
Ŵn(A). (4.1)
The consistency concept employed here is in terms of the Hausdorff metric. For the set Ã,
for any w, w′ and w′′, let d(w, Ã) = infw′∈Ã ||w − w
′|| and d(w, Â) = infw′′∈Â ||w − w
′′||. The





. The estimated UR Â is said to be a consistent estimator for the true UR Ã
if dH(Â, Ã) = op(1).
Theorem 4.1. Under Assumptions 2.1-2.3 and 3.1, if a unique UR Ã exists, (i) W (Ã) −
W (Â) = op(1); (ii) dH(Â, Ã) = op(1).
Remark 4.1a. In order to ensure existence of an UR, further restrictions may need to be
imposed on the class of sets A. At least one set A in the class A must not be so large that
the moment condition E[g(z, θ0)] = 0 implies E[g(z, θ0)I{w ∈ A}] = 0. On the other hand, A
must not be so small that that the probability that P(w ∈ A) = 0.
Remark 4.1b. Given the definition of the UR above, the size of sets in the class A should be
further penalised to improve the ability of an UR to shed light on subtle forms of neglected
heterogeneity. For example, the simulation studies in Sections 4.3 and 5.1 partition the space
of w into equal-spaced cubes in Rdim(w).
4.3 Simulation study
This simulation experiment examines the validity of a simple instrumental variables model
with binary instruments. Let w = (w1, w2, w3)′ be a vector of independent instruments taking
values of {0, 1, 2}, each binomially distributed B(2, 0.3). x is a single endogenous variable and









yi = θ0xi + ui,
where the errors have the form vi = εi + exi, ui = εi + eyi and εi, exi, eyi ∼ N(0, 1), and wji is
the i-th observation of wj (j = 1, 2, 3). The true value of causal effect is set at θ0 = 0.1.
This is the model studied in Davies et al. [5] and is commonly employed in Mendelian ran-
domisation studies to investigate the relationship between modifiable exposures and diseases.
For example, w is a vector of genetic markers with its values representing allele frequencies, x
is a continuous exposure, and y is a trait or outcome variable. For a measure of the strength
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of instruments, we note that the concentration parameter for our model is given by 0.07n (see
Davies et al. [5], equation 14, p.458).
θ0 is estimated by CU-GMM. Let gn(θ) =
∑n






2/n, where wi = (w1i, w2i, w3i)′, (i = 1, ..., n). The CU-GMM estimator (CUE) is as
described in Section 3.3.
The covariate space of instruments is given by A = {0, 1, 2}3 resulting in 27 distinct possible
values of the vector w. A can be pictured as a 3 by 3 cubic with each cube representing
combinations {w1 = a,w2 = b, w3 = c|a, b, c ∈ {0, 1, 2}}. In terms of VC theory, A is a special
case of the class of rectangles in R3 and thus A has a VC dimension of 6.
Consider a situation of parameter heterogeneity such that there is an extra effect for those
individuals with characteristics {w1 = 1, w2 = 1, w3 = 0}. Given the binomial distribution
of wj (j = 1, 2, 3), individuals with these characteristics constitute approximately 8.6% of





i=1wji(yi − θ̂xi)I{wi ∈ A}/n)2, and calculate Â = arg minA∈AWn(A).
Under such parameter heterogeneity, y = (θ0 + κI{w1 = 1, w2 = 1, w3 = 0})x + u, where κ
is a parameter that represents the extent of the heterogeneity problem. If κ = 0, there is no
heterogeneity and the instrumental variables model is correctly specified. We proceed with
estimation neglecting the potential heterogeneity problem, that is, assuming κ = 0.
The experiments note the rate at which the estimated unpresentative region Â picks out the
set Ã for varying values of κ and sample size n. The results reported are averaged over 5000
simulations for each experiment.
Figure 4.1. Rate at which Â = Ã for sample sizes n = 100, 250, 500, 1000.
Figure 4.1 illustrates that the ability to pick out the UR depends heavily on the sample size
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and the extent of the heterogeneity problem. For higher values of κ, or larger sample sizes,
the UR is selected at a higher rate.
Interestingly, in absence of model misspecification κ = 0, the rate of selecting the UR is
around 0.125. This suggests that, given the partition of the space of instruments into 27 sets
(or cubes), all sets A ∈ A do not have an equal chance of selection as the UR under correct
model specification.
5 Goodness-of-fit tests with data-driven partitions
RS propose goodness-of-fit test statistics based on a contrast of GEL implied probabilities
with the corresponding EDF weights. Such statistics converge in distribution to a chi-squared
random variable with degrees of freedom equal to the number of overidentifying moments.
This section revisits goodness-of-fit test statistics of RS but with data-driven partitions. Some
restrictions need to be placed on the class of partitions considered to ensure the validity of
asymptotic approximations employed for deriving the distribution of the test statistic under
(2.1). Firstly, it is required that the number of separate sets s of the covariate space to be
included in the test are at least equal to dg (cf. the order condition, RS, p.9). Secondly, for
sets {A1, ..., As} of z, the dg × s matrix B =
(
E[g(z, θ0)I{z ∈ A1}], ...,E[g(z, θ0)I{z ∈ As}]
)
must have full row rank.
In order to ensure this, the class of partitions A of the covariate space may need to be curated
depending on the application. A simple criteria is, for a given s, the class A may only consist
of combinations of s sets {A1, ...As} such that: (i) B has full row rank; (ii) A has a finite VC
dimension.
For construction of the test, we can select partitions according to the following sequential








where A\{Ã1, ..., Ãj−1} is the class of sets A excluding Ã1, ..., Ãj−1. Furthermore, {Ã1, ..., Ãs}
must also be such that the dg × s matrix
(













If A is a class of sets with VC dimension v, then for any j = 2, ..., s, A\{Ã1, ..., Ãj−1} and
A\{Â1, ..., Âj−1} are classes of sets with VC dimension at most v. Therefore by applying
similar arguments to Theorem 4.1, it can be shown that dH(Âj , Ãj)
p→ 0, for any j = 1, ..., s.
Given sets {Â1, ..., Âs} a goodness-of-fit test statistic can be constructed in the usual way by
following Section 3.2 of RS. Let B̂s,n = (B̂n(Â1), ..., B̂n(Âs)) where B̂n(A) =
∑n
i=1 g(zi, θ̂)I{zi ∈
A}/n. For the implied probabilities from CU-GMM estimation (2.2) let µ̂n(A) =
∑n
i=1(π̂i −
(1/n))I{zi ∈ A}. Construct the s-dimensional vector µ̂s,n = (µ̂n(Â1), ..., µ̂n(Âs))′. The














i=1 g(zi, θ̂)g(zi, θ̂)
′/n.
Corollary 5.1. Under Assumptions 2.1-2.3 and 3.1, if unrepresentative regions {Ãj}sj=1 exist,
Palt
d→ χ2dg−dθ .
That is, the Palt has the same null hypothesis asymptotic distribution as the RS test statistics
and, thus, that of other commonly used GMM and GEL-based statistics used for testing
overidentifying restrictions.
5.1 Simulation study
This section illustrates the use of UR calculations for goodness-of-fit testing with data-driven
partitions. We consider a simulation study based on the asset pricing model studied by Im-
bens et al. [17] and RS. Let z = (z1, z2) where z1 and z2 are generated independently from
a N(0, 0.16) distribution. Although the theoretical results obtained in previous sections use
bounded moment functions, the assumptions could be weakened to requiring boundedness con-
ditions in expectation following similar arguments to Otsu [26]. However, for this simulation




exp(−0.72− θ(z1 + z2) + 3z2)− 1
z2(exp(−0.72− θ(z1 + z2) + 3z2)− 1)
)
describe the preference parameter θ (with true value θ0 = 3), for a constant relative risk
aversion utility function. See Gregory et al. [9], pp.218-219, for a full derivation of the
moment indicators.
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As in Section 4.3, we estimate θ0 by the CUE θ̂. Our interest is in testing the null hypothesis
H0 : E[g(z, θ0)] = 0 for some θ0 ∈ Θ, versus the alternative H1 : E[g(z, θ)] 6= 0 for all θ ∈ Θ.
5.1.1 Data-driven goodness-of-fit statistic
To construct the Palt test, we need to create partitions. We partition the covariate space into
equal-sized squares in R2 according to the quantiles of a N(0, 0.16) distribution.
Figure 5.1. 5 by 5 partition of the covariate space into equal-spaced squares.
We consider partitions into 5 by 5, 6 by 6, and 7 by 7 squares, resulting in a total of 25 + 36 +
49 = 110 regions. Denote the collection of these 110 sets by A; the class of squares in R2 has
VC dimension 4.
In order to construct the test statistic Palt, we first estimate the set Ã ∈ A corresponding to
the UR by Â ∈ A. If Â is one of the squares in the 5 by 5 partition, the Palt statistic uses
the 25 sets corresponding to the 5 by 5 to construct the test. For example, if those sets are
denoted {A1, ..., A25}, then B̂25,n is the 2 × 25 matrix with column j ∈ {1, ..., 25} equal to∑n
i=1 g(zi, θ̂)I{zi ∈ Aj}/n, µ̂25,n is the 25-dimensional vector with its j-th element equal to∑n
i=1(π̂i−(1/n))I{zi ∈ Aj}, so that Palt = nµ̂′25,nB̂′25,n(B̂25,nB̂′25,n)−1Ω̂(B̂25,nB̂′25,n)−1B̂25,nµ̂25,n.
Similarly, if Â is one of the squares in the 6 by 6 partition, the Palt statistic uses the 36 sets
corresponding to the 6 by 6 partition, and likewise the Palt uses the 49 sets corresponding
to the 7 by 7 partition if one of those squares in the 7 by 7 partition is Â. Furthermore,
following RS, for calculating Palt we employ the robust covariance estimator of Ω0, Ω̂ =(∑n
i=1 π̂ig(zi, θ̂)g(zi, θ̂)
′)(n∑ni=1 π̂2i g(zi, θ̂)g(zi, θ̂)′)−1(∑ni=1 π̂ig(zi, θ̂)g(zi, θ̂)′).
5.1.2 Other test statistics
In order to evaluate the performance of the data-driven goodness-of-fit test, we compare its
performance with other GEL based tests proposed in Smith [33] and RS. Again the particular
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type of GEL method employed is CU-GMM.
Let Pn(θ̂, λ̂) =
∑n
i=1 ρ(λ̂
′g(zi, θ̂))/n, where ρ(v) = −0.5v2 − v for any v ∈ R. The likelihood
ratio (LR) statistic is given by 2n(Pn(θ̂, λ̂) − ρ(0)). The Lagrange multiplier (LM) statistic
is given by nλ̂′Ω̂λ̂. The score statistic is given by ngn(θ̂)′Ω̂n(θ̂)−1gn(θ̂). Finally, RS also
introduce two test statistics based on implied probabilities Pa =
∑n
i=1(nπ̂i − 1)2 and Pb =∑n
i=1((nπ̂i − 1)2/nπ̂i).
For an α-level test we compare the value of these statistics with the (1 − α)th quantile of a
chi-squared random variable with degrees of freedom 1, χ2(1−α),1.
5.1.3 Size analysis
Here we examine the finite-sample properties of the goodness-of-fit test statistic under correct
model specification. We consider sample sizes of n = 100, 250, 500 and 1000 observations, with
each experiment being replicated 10000 times. Table 5.1 reports the estimated size at nominal
size levels 0.01, 0.05 and 0.1.
Sample size Nom.size LR Score LM Pa Pb Palt
n = 100 0.01 0.0186 0.0187 0.0265 0.0228 0.0561 0.0032
0.05 0.0764 0.0767 0.0893 0.0822 0.1065 0.0259
0.1 0.1394 0.1396 0.1507 0.1454 0.1541 0.0655
Sample size Nom.size LR Score LM Pa Pb Palt
n = 250 0.01 0.0252 0.0252 0.0277 0.0262 0.0484 0.008
0.05 0.0784 0.0784 0.0819 0.0802 0.1024 0.0423
0.1 0.1310 0.1310 0.1343 0.1327 0.1530 0.0857
Sample size Nom.size LR Score LM Pa Pb Palt
n = 500 0.01 0.0262 0.0262 0.0273 0.0268 0.0474 0.0133
0.05 0.0740 0.0740 0.0762 0.0749 0.1000 0.0506
0.1 0.1281 0.1281 0.1302 0.1291 0.1517 0.0939
Sample size Nom.size LR Score LM Pa Pb Palt
n = 1000 0.01 0.0215 0.0215 0.0222 0.0217 0.0403 0.0137
0.05 0.0663 0.0663 0.0674 0.0669 0.0905 0.0475
0.1 0.1210 0.1210 0.1216 0.1214 0.1447 0.0895
Table 5.1. Estimated size of the test statistics under correct model specification.
The results present further evidence that commonly-used overidentifying moment restrictions
tests are significantly over-sized in finite samples. The results of these tests are similar to RS
and Imbens et al. [17] which also considered this model for their simulation studies. Out of the
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traditional GEL tests proposed in Smith [33], LR and Score have almost identical performance,
with LR delivering slightly better performance for n = 100.
The Pa test is competitive with LR and Score, and is less over-sized than LM in all cases. Pb
is the worst performing test with estimated size as high as 0.0905 for nominal size 0.05 even
at the high sample size of n = 1000. Interestingly, for the same model, the simulation results
from RS show Pb was less over-sized than Pa when the GEL method employed was empirical
likelihood, whereas under exponential tilting estimation, Pb was more over-sized relative to
Pa. Overall, this suggests the behaviour of implied probabilities that may lead to differences
in performance between Pa and Pb is heavily dependent on the GEL method used.
As in RS, the partition-based goodness-of-fit test Palt is the best performing test with its
estimated size being the closest to nominal size under all significance levels and sample sizes
considered. There is, however, an under-rejection problem in general, especially for nominated
significance levels 0.05 and 0.1. Overall, adapting the Palt statistic to involve data-driven
partitions has not harmed the superior size properties suggested by the results in RS.
5.1.4 Power analysis
The primary goal of our analysis under model misspecification is to reveal whether we can
successfully estimate the UR, and whether examining differences in goodness-of-fit over regions
dictated by the UR improves the power to detect subtle forms of neglected heterogeneity.
To generate misspecification, it is now assumed that for a small portion of the sample, z1 and
z2 are not generated from a N(0, 0.16) distribution. In particular, those observations for which
z1 and z2 are both greater than 0.3367, (the 80% quantile of the N(0, 0.16) distribution) are
transformed to z1 + κ and z2 + κ, respectively. The UR is therefore Ã = {(z1, z2) ∈ R2|z1 >
0.3367 and z2 > 0.3367}, the blue square from Figure 5.1.
Since the transformed variables are not generated from a N(0, 0.16) distribution, the moment
conditions no longer hold for κ 6= 0.
Figure 5.2 shows the rate at which the estimated UR Â equals Ã as the level of misspecification
κ increases, for varying sample sizes, over 2000 simulations for each experiment. As in Section
4.3 the ability to successfuly pick out the true UR Ã depends heavily on the sample size and
level of misspecification.
Even for the largest level of misspecification and sample size we consider, the UR is only picked
out in 72.1% of the simulations. Surprisingly, for low levels of misspecification, higher sample
sizes appear to reduce the rate at which the UR is identified.
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Figure 5.2. UR selection rate for n = 100, 250, 500, 1000.
Within these same simulations, we calculated rejection frequencies of the test statistics at a
nominated significance level of 0.05. Figure 5.3 presents power results when comparing the test
statistics to critical values obtained from the chi-squared distribution χ20.95,1. However, since
the partition-based goodness-of-fit test was under-sized and the other test statistics were over-
sized, we also present size-adjusted power results in Figure 5.4. The size-adjusted rejection
rates are calculated by comparing the test statistic against a critical value corresponding to
χ20.95−(0.05−α̂),1, where α̂ are the estimated sizes at the 0.05 level from Table 5.1. For the case
of Pb, since for sample sizes n = 100, 250 and 500 the estimated size is above 0.1, size-adjusted
power would be 0. We cap α̂ cap at 0.0999 which therefore presents a distorted and favourable
size-adjusted power result for Pb. The other test statistics are unaffected.
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Figure 5.3. Power results for n = 100, 250, 500, 1000.
Figure 5.3 shows that for crude power comparisons, Palt needs a large sample size to be
competitive with other test statistics. For n = 100, Palt has almost zero power to detect
model misspecification even when the level of misspecification is high; Figure 5.4 shows that
even after accounting for its under-rejection problem, the rejection rate is lower than 0.1 even
for a highly misspecified model.
For n = 250, Figures 5.3 and 5.4 show that the relatively poorer power results of Palt are down
to its under-rejection problem; with its size-adjusted power being greater than other statistics.
Likewise, we can also interpret these results as suggesting that any superior power results of
other test statistics are down to their inflated type I error rates.
Even though Pb had the most inflated rejection rates under the null, its power results for sample
sizes higher than n = 100 are relatively poor. Figure 5.4 shows the size-corrected power of Pb
is generally distastrous. However, the power results of Pb in RS were less alarming, suggesting
again that the performance of the Pb statistic, which is heavily linked to the behaviour of
implied probabilities {π̂i}ni=1 is largely dependent on the choice of GEL method. For example,
empirical likelihood-based Pb statistics may perform well.
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Figure 5.4. Size-adjusted power results for n = 100, 250, 500, 1000.
In general, Figure 5.2 with Figures 5.3 and 5.4 suggest low rates of UR selection are linked
with relatively low power for detecting neglected heterogeneity, and high rates of UR selection
is linked with higher power. However, the sample size appears to be a major factor for both
UR selection and good power, and therefore it is difficult to conclude that the proposed data-
driven goodness-of-fit test with UR selection improves power. Nevertheless, since for high
enough sample sizes the probability of picking out the UR is high, calculation of the UR may
be a useful supplementary tool to shed light on a potential neglected heterogeneity problem.
6 Conclusion
This paper derives concentration inequalities for moment condition models that may be used
for inference. In particular, VC inequalities are derived which bound the distance between
the GEL and empirical distribution functions over partitions of the sample space. These
inequalities are non-asymptotic, although the bounds are likely to be conservative. Due to
the promising finite-sample performance of the partition-based goodness-of-fit test in RS, the
bounds derived here are applied to construct goodness-of-fit tests with data-driven partitions.
The simulation results suggest that while UR estimation may be useful to detect parame-
ter instability, it is unclear if comparing goodness-of-fit over regions determined by the UR
will significantly improve power to detect model misspecification. As a result, an interesting
development could involve combining usual GMM or GEL test statistics of overidentifying
restrictions with a power enhancement component as in Fan et al. [8]. The concentration
inequalities derived here can be used to satisfy the ’no distortion’ property required for the
power enhancement component. However, since existing tests of overidentifying restrictions
are typically oversized in finite samples (see the special issue of Journal of Business and Eco-
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Appendix
A Proof of Theorems 3.1, 3.2, 3.3 and 4.1 and Corollary 5.1
The following notation is used: gi(θ) = g(zi, θ), gn(θ) =
∑n
i=1 g(zi, θ)/n, g
(k)







(k)(zi, θ)/n, Gi(θ) = G(zi, θ), Gn(θ) =
∑n
i=1Gi(θ)/n, Ωi(θ) = Ω(zi, θ),
Ωn(θ) =
∑n
i=1 Ωi(θ)/n, Ω(θ) = E[g(z, θ)g(z, θ)′].
Proof of Theorem 3.1





∣∣F̃n(A)− Fn(A)∣∣ > ε) ≤ Cgel exp{−cgeln}.
Since F̃n(A)− Fn(A) = fn(θ̂, λ̂(θ̂);A) = λ̂(θ̂)′(
∑n
i=1 gi(θ̂)I{zi ∈ A}/n), for any A ∈ A,



































































∣∣∣(λ̂(θ0)− 0)′E[g(z, θ0)I{z ∈ A}]∣∣∣ > ε
4
)
:= J1 + J2 + J3 + J4. (A.1)

































∣∣∣∣∣∣× ||θ̂ − θ0||.
By Assumption 2.2(ii) and Lemma D.1(v),
J1 ≤ Pn
(







for some C(1)θ , c
(1)
θ by Lemma B.5.































i (θ0)I{zi ∈ A}−E[g
















i (θ0)I{zi ∈ A} − E[g
















i (θ0)I{zi ∈ A}−E[g
(k)(z, θ0)I{z ∈ A}]





















For J3, since under our assumptions, λ̂(θ) is continuously differentiable by the implicit function




















by Assumption 2.2 (viii), and for some θ̄ on a line joining θ̂ and θ0.

























































































































for some C(2)θ , c
(2)
θ by Lemma B.5.
For J4, noting that λ(θ0) = 0, by Assumption 2.2(viii),
J4 ≤ Pn






for some C(1)λ , c
(1)
λ by Lemma B.4.
Finally, from (A.1), (A.2), (A.3), (A.12) and (A.13), the above arguments establish that there
exist constants Cgel, cgel such that Theorem 3.1 is satisfied. 
Proof of Theorem 3.2
Let Qn(θ) = gn(θ)′Ω−1n (θ)gn(θ) and Q0(θ) = E[g(z, θ)]′Ω−1(θ)E[g(z, θ)]. The CU-GMM esti-
mator solves




Let δ = infθ∈Θ, |θ−θ0|>εQ0(θ)−Q0(θ0) > 0. Then arguing as in Lemma A.2 of Otsu [26],
Pn
(






















||Ω−1n (θ)− Ω−1(θ)||1 ≤ 1
}
.
Let the event EΩ,n hold, and define P
|
n(.) = Pn(.|EΩ,n), that is, the probability of an event
conditional on EΩ,n.
Now, by T and CS,
∣∣Qn(θ)−Q0(θ)∣∣ ≤ ||gn(θ)− E[g(z, θ)]|| × ||Ω−1n (θ)|| × ||gn(θ)||
+||E[g(z, θ)]|| × ||Ω−1n (θ)− Ω−1(θ)|| × ||gn(θ)||
+||E[g(z, θ)]|| × ||Ω−1(θ)|| × ||gn(θ)− E[g(z, θ)]||.
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where the first term on the RHS follows from Lemmata D.1(i) and D.2(ii), and the event EΩ,n
holding. The second term on the RHS follows from Assumption 2.1(ii), Lemmata D.1(i) and
D.1(ii), and the third term on the RHS follows from Lemmata D.1(ii) and D.2(i).




n (θ)−E[g(k)(z, θ)]|. Therefore, for any

























For any k ∈ {1, ..., dg}, supθ∈Θ supz∈Z |g(k)(z, θ)| ≤ Cg. Let F|z = {g(z, θ) : θ ∈ Θ} be a class
























For any fixed θ̄ ∈ Θ, supz∈Z |g(k)(z, θ)−g(k)(z, θ̄)| ≤ dθCG||θ−θ̄|| = CGd1(θ, θ̄), by Assumption
2.1(iii) where d1 is the d1-distance d1(θ, θ̄) =
∑dθ
j=1 |θj − θ̄j |. Then CG is an envelope for the
class {g(j)(z, θ) − g(j)(z, θ̄) : θ ∈ Θ}. For such a class the covering numbers are bounded by
bracketing numbers, see p.84 of Van der Vaart and Wellner [35]. By applying Theorem 2.7.11











where l1 is the l1-norm. Now if Θ is a ball in Rdθ with radius R, by Example 9 of Pollard [29],






Note that covering numbers are bounded above by the corresponding packing numbers, p. 98
1Also see Theorem 29.1 of Devroye et al. [6].
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Note that for an dg × dg matrix X, ||X||1 = maxj
∑dg
i=1 |xij |. Therefore,











− E[g(k)(z, θ)g(j)(z, θ)]
∣∣∣.
Therefore, by Lemma B.2,
P|n(sup
θ∈Θ




































where the second inequality follows from the union bound.
For any j, k ∈ {1, ..., dg}, note that supθ∈Θ |g(k)(z, θ)g(j)(z, θ)| ≤ C2g by Assumption 2.1(ii).
Also, for any j, k ∈ {1, ..., dg}, for any fixed θ̄ ∈ Θ, by Assumptions 2.1(ii), (iii),
sup
z∈Z
|g(k)(z, θ)g(j)(z, θ)− g(k)(z, θ̄)g(j)(z, θ̄)| ≤ 2CGCg||θ − θ̄||.
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Since this holds for any j, k ∈ {1, ..., dg}, by the second inequality of (A.25),
P|n(sup
θ∈Θ








































Now by (A.15)− (A.17), substituting in bounds (A.24) with κ1 = δδΩ,min/(9dgCg(1 + δΩ,min))

















































To simplify notation further, define the following constants.







































where κ̄1 = δΩ,min/(9dgCg(1 + δΩ,min)), κ̄2 = 1/(9dgCgδΩ,min) and κ̄3 = 1/(9d2gC2g ).





≤ ω1 exp{−ω2δ2n}. (A.30)
Using Lemma B.1,
Pn(EQ,n) ≤ Pn(EQ,n ∩ EΩ,n) + Pn(EcΩ,n)
= Pn(EQ,n|EΩ,n)Pn(EΩ,n) + Pn(EcΩ,n)
≤ Pn(EQ,n|EΩ,n) + Pn(EcΩ,n). (A.31)
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Therefore,























The result follows by noting that Pn(||θ̂ − θ0|| > ε) ≤ Pn(EQ,n) by (A.14). 
Proof of Theorem 3.3





||Ω−1n (θ)− Ω−1(θ)||1 ≤ 1
}
.





i=1 g(zi, θ)I{zi ∈ A}
)
. Then,
since E[g(z, θ0)] = 0,
















g(zi, θ̂)I{zi ∈ A}
)
or,

























Ω−1n (θ̂)E[g(z, θ0)I{z ∈ A}].
Therefore, by T and CS,





g(zi, θ̂)I{zi ∈ A}
∣∣∣∣∣∣





g(zi, θ̂)I{zi ∈ A}
∣∣∣∣∣∣










(gi(θ̂)− gi(θ0))I{zi ∈ A}
∣∣∣∣∣∣





gi(θ0)I{zi ∈ A} − E[g(z, θ0)I{z ∈ A}]
∣∣∣∣∣∣
+||gn(θ̂)− gn(θ0)|| × ||Ω−1n (θ̂)|| × ||E[g(z, θ0)I{z ∈ A}]||
+||gn(θ0)− E[g(z, θ0)]|| × ||Ω−1n (θ̂)|| × ||E[g(z, θ0)I{z ∈ A}]||







Using the RHS terms of the above inequalities, for any A ∈ A,
P|n
(





















First consider probability bounds for TA1 + TA2 . By a Taylor expansion, for some θ̄ on a line












∣∣∣∣∣∣× ||θ̂ − θ0||
≤ dgCG||θ̂ − θ0|| (A.36)
by Lemma D.1(v).
Also from Lemma D.1(iii), || 1n
∑n
i=1 g(zi, θ̂)I{zi ∈ A}|| ≤ dgCg. Hence, using Lemmata B.2,
D.1(i), (ii), from (A.36) and TA1 and TA2 ,
P|n
(
















Bound the RHS of (A.37) by the bound from Theorem 3.2,
P|n
(
||θ̂ − θ0|| > ε?
)





where ε? = δΩ,minε
2(1+δΩ,min)d2gCGCg
. Note that δ(ε?) > 0 in general depends on ε?. The constants
ω1, ω2, ω3 and ω4 are defined in (A.28), (A.29), (A.33) and (A.34).
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Now, by Lemma B.2, for any ε?? > 0,
P|n
(












|g(k)n (θ0)− E[g(k)(z, θ0)]| > ε??/dg
)
.
For any k ∈ {1, ..., dg}, since max1≤i≤n |g(k)(zi, θ0)| ≤ Cg, Lemma B.3 implies
P|n
(









Therefore, by Lemma B.2,
P|n
(


























where ε? = δΩ,minε
2(1+δΩ,min)d2gCGCg
and ε?? = δΩ,minε2(1+δΩ,min)dgCg , and constants ω1, ω2, ω3 and ω4 are
defined in (A.28), (A.29), (A.33) and (A.34).
Now, consider the following probability bound for TB1 + TB2 + TB3 + TB4 .











∣∣∣∣∣∣× ||θ̂ − θ0||
≤ dgCG||θ̂ − θ0|| (A.41)
using Lemma D.1(v). Now using Lemma D.1(i) and Lemma D.2(ii) and (A.41), the probability
that TB1 exceeds ε/4 is
P|n(TB1 > ε/4) ≤ P|n
(










where εa = εδΩ,min/(4d2gCGCg(1 + δΩ,min)), by Theorem 3.2. The constants ω1, ω2, ω3 and ω4























i (θ0)I{zi ∈ A}−E[g
(k)(z, θ0)I{z ∈ A}]
∣∣∣.













i (θ0)I{zi ∈ A} − E[g
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gi(θ0)I{zi ∈ A}−E[g(z, θ0)I{z ∈ A}]












Then by Lemma D.1(i) and Lemma D.2(ii), the probability TB2 exceeds ε/4 is bounded above
by

























where εb = εδΩ,min/4dgCg(1 + δΩ,min).





∣∣∣∣∣∣ ≤ dgCG||θ̂ − θ0||.
Hence, Lemma D.1(iv) and Lemma D.2(ii),
P|n(TB3 > ε/4) ≤ P|n
(









by Theorem 3.2 where εc = εδΩ,min/4d2gCGCB,A(1 + δΩ,min), and the constants ω1, ω2, ω3 and
ω4 are defined in (A.28), (A.29), (A.33) and (A.34).
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For TB4 , by Lemma D.1(iv) and Lemma D.2(ii),
P|n(TB4 > ε/4) ≤ P|n
(











for εd = εδΩ,min/4dgCB,A(1 + δΩ,min), where the second inequality follows from (A.40).




|fn(θ̂, A)| > ε



































where the constants ω1, ω2, ω3 and ω4 are defined in (A.28), (A.29), (A.33) and (A.34), and
ε? = εδΩ,min/2(1 + δΩ,min)dgCg, ε?? = εδΩ,min/2(1 + δΩ,min)dgCg, εa = εδΩ,min/4d2gCGCg(1 +
δΩ,min), εb = εδΩ,min/4dgCg(1 + δΩ,min), εc = εδΩ,min/4d2gCGCB,A(1 + δΩ,min) and εd =
εδΩ,min/4dgCB,A(1 + δΩ,min).
By similar arguments used for (A.31), by Lemma B.1,
Pn(|fn(θ̂, A)| > ε) ≤ Pn(
{
|fn(θ̂, A)| > ε
}
∩ EΩ,n) + Pn(EcΩ,n)
= Pn(|fn(θ̂, A)| > ε|EΩ,n)Pn(EΩ,n) + Pn(EcΩ,n)
≤ Pn(|fn(θ̂, A)| > ε|EΩ,n) + Pn(EcΩ,n). (A.48)
As before, by (A.27) with κ3 = 1





Finally, by (A.47), (A.48) and (A.49),
Pn(|fn(θ̂, A)| > ε) ≤ min
{[



















































where the constants ω1, ω2, ω3 and ω4 are defined in (A.28), (A.29), (A.33) and (A.34), and
ε? = εδΩ,min/(2(1+δΩ,min)dgCg), ε?? = εδΩ,min/(2(1+δΩ,min)dgCg), εa = εδΩ,min/(4d2gCGCg(1+
δΩ,min)), εb = εδΩ,min/(4dgCg(1 + δΩ,min)), εc = εδΩ,min/(4d2gCGCB,A(1 + δΩ,min)) and εd =
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εδΩ,min/(4dgCB,A(1 + δΩ,min)). 
Proof of Theorem 4.1
Part (i). Since Ŵn(Â) ≥ Ŵn(Ã), as in Kitagawa and Tetenov [19], write
W (Ã)−W (Â) ≤ (Wn(Ã)− Ŵn(Ã))− (Wn(Â)− Ŵn(Â))
+(W (Ã)−Wn(Ã))− (W (Â)−Wn(Â))
:= T1 − T2 + T3 − T4.































[g(k)(zi, θ0) + g
(k)(zi, θ̂)]I{wi ∈ Ã}
)







[g(k)(zi, θ0) + g
(k)(zi, θ̂)]I{wi ∈ A}
∣∣∣ ≤ 2Cg.












[g(k)(zi, θ0)− g(k)(zi, θ̂)]I{wi ∈ A}
)∣∣∣ > ε) ≤ Ċ exp(−ċn).
Thus, by CS, |T1| ≤ op(1). Similarly, |T2| ≤ op(1).















g(k)(zi, θ0)I{wi ∈ Ã}+ E[g(k)(z, θ0)I{w ∈ Ã}]
∣∣∣.
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g(k)(zi, θ0)I{wi ∈ A}+ E[g(k)(z, θ0)I{w ∈ A}]
∣∣∣ ≤ Cg + CB,A.









g(k)(zi, θ0)I{wi ∈ A} − E[g(k)(z, θ0)I{w ∈ A}]
∣∣∣ > ε) ≤ C̈ exp(−c̈n).
Thus, |T3| ≤ op(1). Similarly, |T4| ≤ op(1). Therefore, there exist constants C0 > 0 and c0 > 0
such that
P(W (Ã)−W (Â) > ε) ≤ C0 exp(−c0n).
By definition W (Ã) ≥ W (Â) ≥ 0, so that a bound for |W (Â) −W (Ã)| is obtained from the
above.
Part (ii). Let Q0(A) = infA∈A{−W (A)}, Q0,n(A) = infA∈A{−Ŵn(A)}, Q(A) = −W (A) −
Q0(A) andQn(A) = −Ŵn(A)−Q0,n(A). Therefore, without loss of generality, Ã = arg infA∈AQ(A)
and Â = arg infA∈AQn(A). Furthermore, Q(A) ≥ 0 and Qn(A) ≥ 0 are equal to zero at Ã
and Â, respectively.
Define the ε-expansions of Ã and Â respectively as the classes of sets Ãε = {w ∈ A : A ∈ A
and d(w, Ã) ≤ ε} and Âε = {w ∈ A : A ∈ A and d(w, Â) ≤ ε}.
To fix ideas, let A be a class of sets formed by linear discrimination. Then,
A = {w ∈ Rdw : α+ w′β ≥ 0, α ∈ R, β ∈ Rdw}.
A typical set Ā ∈ A, for some particular ᾱ ∈ R, β̄ ∈ Rdw , is
Ā = {w ∈ Rdw : ᾱ+ w′β̄ ≥ 0}.
If Ã = {w ∈ Rdw : α0 + w′β0 ≥ 0} for some α0 ∈ R, β0 ∈ Rdw , then the ε-expansion of Ã is
Ãε = {w ∈ Rdw : α+ w′β ≥ 0, |α− α0| ≤ ε1, ||β − β0|| ≤ ε2,
where ε1, ε2 > 0 allow d(w, Ã) ≤ ε}.
Consider the following ε-expansions of a set A? for linear classifiers and rectangle classifiers.
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Figure A.1. Examples of ε-expansions of sets.
For w = (w1, w2) ∈ W2 whereW is the support of each w1 and w2, consider the set A? in blue.
On the left A? is formed by a linear classifier, and on the right A? is formed by a rectangle
classifier. The green balls represent a distance ε away from any point in that is contained in
the set A?. An ε-expansion of A?, A?ε, then extends the blue border of A? and includes all
points within the red border. As can be easily seen in the case of rectangle classifiers, this
does not mean all points in A?ε are at most a distance ε away from A?, since some points in
the corner of A?ε are slightly further away. However, by choosing sufficiently small balls ε, any
point in A?ε can be arbitrarily close to any point in A?.
If A is a class of sets with VC dimension v <∞, then Ãε is a class of sets with VC dimension
at most v. To see this, let A shatter {wj1 , ..., wjv}, (j = 1, 2, ...). Then, unless d(wjl , Ã) ≤ ε,
(l = 1, ..., v), for some j, Ãε can only shatter less than v points inW. Hence, the VC dimension
of Ãε is at most v.
By Lemma 2.6.17(i) of van der Vaart and Wellner [35], p.147, the class of sets (Ãε)c = {Ac :
A ∈ Ãε} has VC dimension at most v. Similarly, Âε and (Âε)c are classes of sets with VC
dimension at most v.
To prove dH(Â, Ã) = op(1), it is sufficient to show that, for any arbitrary ε > 0, w.p.a.1 (a)
supw∈Â d(w, Ã) ≤ ε and (b) supw∈Ã d(w, Â) ≤ ε.
(a) supw∈Â d(w, Ã) ≤ ε.
Let Â1 = arg infA∈(Ãε)c Qn(A) and Ã1 = arg infA∈(Ãε)c Q(A). By definition, since Ã is a
unique minimiser of Q(A) over A ∈ A, Q(Ã1) ≥ δ(ε) for some δ(ε) > 0. Also, by definition,
Q(Ã) = 0. Hence, Q(Â) − Q(Ã) = Q(Â) = W (Ã) −W (Â) = op(1), where the last equality
follows by part (i). Therefore, Q(Â) = op(1) < δ(ε) = Q(Ã1) w.p.a.1. Since Ã1 minimises
Q(A) over A ∈ (Ãε)c, it follows that Â ∈ Ãε w.p.a.1. That is, if w ∈ Â, then w ∈ Ãε w.p.a.1.
(b) supw∈Ã d(w, Â) ≤ ε.
Here, Â2 = arg infA∈(Âε)c Qn(A) and Ã2 = arg infA∈(Âε)c Q(A). By definition, since Â is a
unique minimiser of Qn(A) over A ∈ A, Qn(Â2) ≥ δ(ε) > 0. Also, Qn(Â) = 0, so that
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Qn(Ã)−Qn(Â) = Qn(Ã) = Ŵn(Â)− Ŵn(Ã). Re-write,
Ŵn(Â)− Ŵn(Ã) = (Ŵn(Â)−Wn(Â)) + (Wn(Â)−W (Â)) + (W (Â)−W (Ã))
+(W (Ã)−Wn(Ã)) + (Wn(Ã)− Ŵn(Ã)).
Hence, Q̂n(Ã) ≤ 2 supA∈A |Ŵn(A)−Wn(A)|+ 2 supA∈A |Wn(A)−W (A)|+ |W (Ã)−W (Â)| ≤
op(1), by similar arguments used for part (i). Thus, Q̂n(Ã) = op(1) < δ(ε) ≤ Q̂n(Â2) w.p.a.1.
Hence, w.p.a.1, Ã ∈ Âε, that is, if w ∈ Ã, then w ∈ Âc w.p.a.1.
Combining (a) and (b), since the choice of ε > 0 is arbitrary, the required result holds. 
Proof of Corollary 5.1
Let B̃ be the dg×s matrix with the (k, j)-th entry given by B(k)(Ãj) = E[g(k)(z, θ0)I{z ∈ Ãj}].











By T, for any k ∈ {1, ..., dg}, j ∈ {1, ..., s},
|B̂(k)n (Âj)−B(k)(Ãj)| ≤ |B̂(k)n (Âj)−B(k)n (Âj)|+ |B(k)n (Âj)−B(k)(Âj)|
+|B(k)(Âj)−B(k)(Ãj)|
:= (K1) + (K2) + (K3). (A.50)















||G(zi, θ̄)|| × ||θ̂ − θ0||
≤ CG||θ̂ − θ0||
= op(1),
where the second inequality follows by a Taylor expansion, the third from Assumption 2.1(iii)
and the fourth from the consistency of the GEL estimator θ̂ for θ0.
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For (K2),




by Lemmata C.1 and C.5.
For (K3), write




g(k)(z, θ0)I{z ∈ Âj}F (dz),
where Lebesgue integration is taken with respect to the distribution F (z) of z.
The indicator function can be approximated by a smooth function, in particular, by convo-
lution of the indicator function with a smooth bump function, as in the literature of mol-
lifiers. Let ψ : R → R be the function Ψ(u) = c exp(−1/(1 − u2)) for u ∈ (−1, 1), and
Ψ(u) = 0 otherwise, for some positive constant c. Also, for y = (y1, ..., ydz) ∈ Rdz construct
Φ(y) = cΨ(y1)Ψ(y2)...Ψ(ydz), where c ensures normalisation such that
´ 1
−1 Φ(y)dy = 1. For
ε > 0, define Φε(y) = Φ(y/ε)/ε.





)1/p ≤ ( ´Z dF )1/p < ∞. Therefore, applying results of convolution
approximation of functions in Lp space, for example, Theorems 9.5 and 9.10 of Rudin [31],




















g(k)(z, θ0)F (dz) + op(1)
ˆ
Z
g(k)(z, θ0)I{z ∈ Ãj}F (dz) + op(1).
where the first equality follows from a convolution approximation, the second equality follows
from Hausdorff convergence of sets Âj and Ãj , part (ii) of Theorem 4.1, and the third equality
follows from a convolution approximation. Hence, (K3) = op(1).
Thus, from (A.50), |B̂(k)n (Âj)−B(k)(Ãj)| ≤ op(1). Therefore, by T,
∣∣∣∣B̂s,n − B̃∣∣∣∣ ≤ dg∑
k=1
∣∣B̂(k)n (Âj)−B(k)(Ãj)∣∣







The rest of the proof follows that of Theorem 3.2 of RS. Define P = Ω−1−Ω−1G(G′Ω−1G)−1G′Ω−1.
If rank(B̃) = dg, then B̃′(B̃B̃′)−1Ω(B̃B̃′)−1B̃ is a generalised-inverse of B̃′PB̃ as PΩP =
P . Furthermore by (A.51) and Ω̂ a consistent estimator of Ω, by the continuous mapping
theorem, B̂′s,n(B̂s,nB̂′s,n)−1Ω̂(B̂s,nB̂′s,n)−1B̂s,n


















is asymptotically equivalent to the Lagrange multiplier test for overidentifying moment con-
ditions which has an asymptotic χ2dg−dθ distribution. The required result follows. 
B Probability Bounds
B.1 Probability of Events
The following lemma will be used to provide probability bounds on individual events.










where P(Ecs) = 1− P(Es) for all s ∈ {1, ..., S}.
Proof. (By induction). Consider the base case S = 2. Then,
P(E1 ∩ E2) = P(E1) + P(E2)− P(E1 ∪ E2)
≥ P(E1) + P(E2)− 1
or, P(E1) ≤ P(E1 ∩E2) + P(Ec2). For the inductive step, assume the statement in the Lemma













































where the last line follows from (B.1). Therefore if the statement in the lemma holds for any
S = k, then it also holds for S = k + 1. Since the statement holds for S = 2, it follows that
the statement holds for all S ≥ 2.

















































B.2 Large Deviation Bounds
The following results on large deviation bounds will be utilised.
Lemma B.3 (Hoeffding’s inequality). Let f1, ..., fn be real-valued, zero-mean, independent
functions defined on Z with fi : Z → [ai, bi] for i = 1, ..., n, where ai, bi are real numbers










Lemma B.4 provides bounds on the GEL Lagrange multiplier λ̂(θ) away from λ(θ) for any
fixed θ ∈ Θ, and the result follows from Theorem 2.1 of Inglot and Kallenberg [18] (also see
Proof of Theorem 2.1(c) of Otsu [26], p.328).
Lemma B.4 (GEL Lagrange multipliers). Fix θ ∈ Θ. Under Assumptions 2.1-2.3, there exist
positive constants cλ and Cλ such that for any n ∈ N,
Pn(||λ̂(θ)− λ(θ)|| > ε) ≤ Cλ exp(−cλn).
Lemma B.5 provides large deviation bounds on errors of GEL estimators. The result follows
from Theorem 2.1(c) of Otsu [26].
Lemma B.5 (GEL estimators (Theorem 2.1(c) of Otsu [26])). Under Assumptions 2.1-2.3,
there exist positive constants cθ and Cθ such that for any n ∈ N,
Pn(||θ̂ − θ0|| > ε) ≤ Cθ exp{−cθn}.
C Vapnik Chervonenkis Bounds
Definition. (Subgraph). The subgraph of a real-valued function f : Z → R is the subset of
Z × R given by
SG(f) := {(z, t) : 0 ≤ t < f(z) or f(z) < t < 0}.
Let IA(z) := I{z ∈ A}, and I be the class of indicator functions, I := {IA(z), A ∈ A}.
The following lemma follows from well known properties of VC classes. See for example,
Lemma 2.6.18(vi) (p.147) of van der Vaart and Wellner [35], and Lemma 9.8 (p.154) and
Lemma 9.9(vi) (p.155) of Kosorok [22]. For completeness, the proof is given below.
Lemma C.1. Let A be a VC class of subsets of Z with VC dimension v <∞. Let h : Z → R
be a known function. Consider the set of functions from Z to R,
F := {fA(z) = h(z) · IA(z) : A ∈ A}.
Then F is a VC-subgraph class of functions with VC dimension vF ≤ 2v + 1.
Proof. The proof verifies the following statements
(1) I is a VC-subgraph class of functions on Z with VC dimension v.
(2) Given (1), F is a VC-subgraph class of functions on Z with VC dimension vF ≤ 2v + 1.
Let SG(I) be the collection of subgraphs of the class of functions I; SG(I) := {SG(IA) : A ∈
A} = {(z, t) : t < IA(z), A ∈ A}. For any t < 0, IA(z) > t for any z and A. No collection
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{(z1, t1), ..., (zk, tk)} can be shattered by I if any of the tj < 0, 1 ≤ j ≤ k. Similarly, no
collection {(z1, t1), ..., (zk, tk)} can be shattered by I if any of the tj ≥ 1, 1 ≤ j ≤ k. Now note
that the collection {(z1, t1), ..., (zk, tk)} is only shattered if {(z1, 0), ..., (zk, 0)} can be shattered.
This occurs if and only if {z1, ..., zk} is shattered by A. Therefore V C(I) ≤ V C(A) = v. This
shows (1).
Express F as I · h = {h · IA, A ∈ A}. For any IA ∈ I, the subgraph of h · IA is the union of
the sets
F+A := {(z, t) : t < h(z)IA(z), h(z) > 0}
F−A := {(z, t) : t < h(z)IA(z), h(z) < 0}
F0 := {(z, t) : t < 0, h(z) = 0}.
Denote F+ := {F+A : A ∈ A}. Consider F+ on (Z ∩ {h > 0}) × R. For any arbitrary
z ∈ Z such that h(z) > 0, the subset {(z1, t1), ..., (zk, tk)} is shattered by F+ if and only if
the subset {(z1, t1/h(z1)), ..., (zk, tk/h(zk)) is shattered by subgraphs of I. Using (1), the VC
dimension of F+ on this subset is ≤ v. Similarly, the VC dimension of F− := {F−A : A ∈ A}
on (Z ∩ {h < 0}) × R is ≤ v. F0 on (Z ∩ {h = 0}) × R cannot shatter two arbitrary points
and therefore the VC dimension of F0 is 1.
Finally, use the result that if Z is the union of finitely disjoint sets Zi and that and for each
i, if Fi is a VC-subgraph class of functions on Zi with VC dimension vi, then ∪Fi is a VC-
subgraph class of functions on ∪Zi with VC dimension
∑
i vi. (see proof of Lemma 2.6.18(vi)
of van der Vaart and Wellner [35], p.148 and p.152). This shows (2).
The concept of covering numbers is used in the proof of the VC inequality (see van der Vaart
and Wellner [35] for a detailed treatment).
Definition. (Covering number). Let F be a class of functions from Z ×Θ to R. Let d be
some metric. For ε > 0, Fε ⊂ Z is an ε-cover for F if Fε ⊂ F and for all f ∈ F , there exists
q ∈ Fε such that d(f, q) < ε. If there is a finite cover for F , the ε-covering number of F with
respect to metric d, N (ε,F , d), is the minimum cardinality of a ε-cover for F .
A related quantity is the uniform covering number.
Definition. (Uniform covering number). Given a sequence z = (z1, ..., zn) ∈ Zn, let F|z
be the subset of Rn given by F|z = {(f(z1), ..., f(zn)) : f ∈ F}. For ε > 0, the uniform
covering number Nd(ε,F , n) is the maximum covering number N (ε,F|z, d) over all z ∈ Zn.
i.e. Nd(ε,F , n) = max{N (ε,F|z, d) : z ∈ Zn}.2
2Nd(ε,F , n) can be interpreted as a measure of the richness of the class F at the scale ε (Anthony and
Bartlett [2]).
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Let d∞ be the metric on Rn defined by d∞((x1, ..., xn), (y1, ..., yn)) = maxi|xi − yi|. The
following result is from Anthony and Bartlett [2], p.167.
Lemma C.2. Let F : Z × Θ → [−Cf , Cf ] be a set of real-valued functions. Suppose F is a
VC subgraph with VC dimension v. For all n ≥ v,





The derivation of VC inequalities rely on symmetrisation arguments (Dudley [7]) which facil-
itate large deviation bounds involving expectations of functions. Lemma C.3 and Lemma C.4
below are standard results in empirical process theory. For example, see Theorems 10 and 11
of Anthony [1], and Theorem 1 of Bartlett and Lugosi [4].
Lemma C.3. (Symmetrisation I). Let z = (z1, ..., zn) ∈ Zn, and let z′ = (z′1, ..., z′n) ∈
Zn be a second independent sample of length n. For some function h : Z → R, define
f(z;A) = h(z)I{z ∈ A}, fn(A) =
∑n












∣∣∣fn(A)− Ef(z;A)∣∣∣ > δ) ≤ 2× P2n(sup
A∈A
∣∣∣fn(A)− f ′n(A)∣∣∣ > δ2)
where the probability on the RHS is with respect to the product measure over Z2n.
Proof. First note that ∀zi, z′i ∈ Z2n, E[f(zi;A)] = E[f(z′i;A)] = Ef(z,A). Let A? ∈ A be a set






∣∣∣fn(A)− f ′n(A)∣∣∣ > δ2) ≥ P2n(∣∣fn(A?)− f ′n(A?)∣∣ > δ2).
By T,
|Ef(z,A?)− fn(A?)| ≤ |Ef(z,A?)− f ′n(A?)|+ |f ′n(A?)− fn(A?)|.
















I{|Ef(z,A?)− fn(A?)| > δ}Pn
(
|Ef(z,A?)− f ′n(A?)| ≤ δ/2
∣∣z)]
where the second line follows from E[I{A}I{B}] = P(A ∩ B), and the third follows from the
law of iterated expectations.
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Popoviciu’s inequality on variances states for a random variable X such that m ≤ X ≤ M ,
then var(X) ≤ (M −m)2/4. Therefore for −Cf ≤ f(zi, A) ≤ Cf , var(f(zi, A)) ≤ C2f for any
zi ∈ Z2n. Now
Pn
(
|f ′n(A?)− Ef(z,A?)| > δ/2




















|f ′n(A?)− Ef(z,A?)| ≤ δ/2

























|fn(A)− Ef(z,A)| > δ
)
.
Lemma C.4. (Symmetrisation II). Let σ1, ..., σn be i.i.d. rademacher variables, inde-
pendent of z = z1, ..., zn and z′ = z′1, ..., z
′
n. For real valued functions f , define fn(z) =
n−1
∑n

























Proof. Due to exchangeability of f(zi) and f(z′i), f(zi)−f(z′i) is a symmetric random variable.
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I.e. P2n(f(zi)− f(z′i) ≤ ε) = P2n(f(z′i)− f(zi) ≤ ε). Note that
P2n(σi(f(zi)− f(z′i)) ≤ ε) = P2n(σi(f(zi)− f(z′i)) ≤ ε|σi = 1)P(σi = 1)
+P2n(σi(f(zi)− f(z′i)) ≤ ε|σi = −1)P(σi = −1)
= P2n(f(zi)− f(z′i) ≤ ε)P(σi = 1)
+P2n(f(z′i)− f(zi) ≤ ε)P(σi = −1)
= P2n(f(zi)− f(z′i) ≤ ε)(P(σi = 1) + P(σi = −1))
= P2n(f(zi)− f(z′i) ≤ ε).














































































where the final probability is taken over σ1, ..., σn and z1, ..., zn.
Lemma C.5. (VC Inequality) Under Assumptions 2.1-2.3 and 3.1, for all n > max{2v +
1, 8C2g/δ
2} and δ > 0, if A is a class of subsets of Z with VC dimension v < ∞, then


















Proof. Let z = (z1, ..., zn) ∈ Zn, and let z′ = (z′1, ..., z′n) ∈ Zn be a second independent sample




i, A). And note that |f(zi, A)| ≤ Cg for all zi ∈ Z2n.





∣∣∣fn(A)− Ef(z,A)∣∣∣ > δ) ≤ 2× P2n(sup
A∈A
∣∣∣fn(A)− f ′n(A)∣∣∣ > δ2)
where the probability on the RHS is with respect to the product measure over Z2n.
Define the set of functions F =
{
f(zi, A) : A ∈ A for i = 1, ..., n
}
for f : Z × Θ × A → R






from Assumption 2.1 (ii). If A is a class of sets with VC dimension v, then
by Lemma C.1 with h(zi) = g(k)(zi, θ0), F is a VC-subgraph with VC-dimension 2v + 1. The
problem of picking the best set A ∈ A is then equivalent to picking the best function f in the
class F . I.e. for fn(z) = n−1
∑n










∣∣∣fn(A)− f ′n(A)∣∣∣ > δ2) = P2n(supf∈F
∣∣∣fn(z)− f ′n(z)∣∣∣ > δ2).
















































i=1 |f(zi) − q(zi)|),
defined on the points z1, ..., zn of minimal cardinality N ( δ8 ,F|z, d1). Then for any f ∈ F , there

























































































































∣∣) = Ez(N ( δ8 ,F|z, d1)) ≤ N1( δ8 ,F , n) ≤ N∞( δ8 ,F , n). Then by Lemmata C.1 and























for n > max{2v + 1, 8C2g/δ2}.
D Bounds of GEL Quantities
The following bounds for various GEL quantities are useful. Many of the proofs make use of
the property that the Euclidean norm is bounded above by the `1 norm.
Lemma D.1. Under Assumption 2.1, (i) supθ∈Θ ||gn(θ)|| ≤ dgCg; (ii) supθ∈Θ ||E[g(z, θ)]|| ≤
dgCg;
(iii) supθ∈Θ || 1n
∑n































































































































Lemma D.2. Under Assumption 2.1(iv), (i) supθ∈Θ ||Ω−1(θ)|| ≤ 1/δΩ,min; (ii) supθ∈Θ ||Ω−1n (θ)|| ≤
1
δΩ,min
+ supθ∈Θ ||Ω−1n (θ)− Ω−1(θ)||1.



















where the second inequality follows from Part (i).
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