Abstract: We obtain local equations for the toric Hilbert scheme, which parametrizes all ideals with the same multigraded Hilbert function as a given toric ideal. We also prove a conjecture of Sturmfels' providing a criterion for an ideal to have such a Hilbert function.
Introduction
The classical Hilbert scheme parametrizes subschemes of P r with fixed Hilbert polynomial. The structure of such a scheme is usually quite complicated.
In [PS] we introduce the toric Hilbert scheme, which parametrizes all ideals with the same Hilbert function as a given toric ideal. Toric Hilbert schemes are more structured than classical Hilbert schemes. Their properties were studThe authors were partially supported by NSF. 1991 Mathematics Subject Classification: 13P10. Keywords and Phrases: toric ideal.
ied (using different terminology) by Arnold, Gasharov, Korkina, Peeva, Post, Roelofs, Sturmfels, and others, cf. [Ar, Ko, GP1, St1] .
A toric Hilbert scheme can be covered by finitely many open sets centered at monomial ideals. In this paper, we obtain local equations around a monomial ideal on the scheme. In Section 3, we obtain local equations around an initial ideal of the toric ideal. We use these equations in [PS] to prove that the toric Hilbert scheme of a codimension 2 toric ideal is smooth. In Section 4, we obtain local equations around an arbitrary monomial ideal on the scheme. Local equations can be computed in reasonably large examples using the computer algebra system Macaulay 2 [GS] .
Macaulay's and Gotzmann's theorems (cf. [Gr] ) -two of the fundamental theorems in the theory of Hilbert functions -determine up to what degree one should check in order to determine whether a given homogeneous ideal L has a given Hilbert function: Macaulay's Theorem shows how to write the Macaulay representation of the Hilbert polynomial and then obtain the number s, which is the highest degree in which there exists a minimal generator of the lexicographic ideal with the same Hilbert function; Gotzmann's Persistence Theorem implies that it suffices to check the Hilbert function of L up to degree s + 1. Similarly, it is possible to check whether a given ideal has the same multigraded Hilbert function as a given toric ideal. It is important to find a good bound for the degree up to which one should check. This bound is at least singly exponential in the starting data. Sturmfels [St1] proved a doubly exponential bound and conjectured a singly exponential bound. We prove his conjecture in Section 5.
Toric Hilbert Schemes
Let n and d be positive integers with n > d and A = {a 1 , . . . , a n } a subset of N d \ {0} with n different vectors. Suppose that the matrix with columns a i has rank d.
In this paper S = k[x 1 , . . . , x n ] stands for the polynomial ring over a field k generated by variables x 1 , . . . , x n in N d -degrees a 1 , . . . , a n respectively. The
where NA denotes the subsemigroup of N d spanned by A. This means that the quotient S/M has the same multigraded Hilbert function as the toric ring S/I A . A binomial u − v ∈ I A is called primitive if there exist no proper monomial factors u of u and v of v such that u − v ∈ I A . The set of all primitive binomials is finite and is called the Graver basis. The set of primitive degrees P is the set of all b ∈ NA, such that there exists a primitive binomial of degree b.
Let b ∈ NA. The set of all monomials in S of degree b is called the fiber of b; we denote by |b| the number of monomials in the fiber and by m b1 , . . . , m b|b| the monomials. If M is a a monomial A-graded ideal, then we denote by s b the M -standard monomial in degree b, that is, the only monomial of S b not in M .
Consider
We denote by z b1 , . . . , z b|b| the coordinates in P |b|−1 . Let Y ⊂ P × A n be the subscheme defined by the ideal
Denote by φ the projection map φ : Y −→ P. Write Y = Spec( b∈NA N b ). In [PS] we introduced the toric Hilbert scheme
where dets(φ) is the sum of Fitting ideals
This ideal is finitely generated, and a minimal set of generators provides a finite set of global defining equations for the scheme.
Given an A-graded monomial ideal M we have the subscheme
For each b ∈ NA we assume that m b | b | is the M -standard monomial and denote it by s b . Denote by Z the set of variables
By the construction of the toric Hilbert scheme we have that the coordinate ring of
In [PS, Proposition 3.6 and its proof] we show that ∪ M U M , where the union ranges over all A-graded monomial ideals, is a finite affine open cover of H A .
Local equations of the toric Hilbert scheme around an initial monomial A-graded ideal
In this section we suppose that M is a monomial initial ideal of the toric ideal I A . We will find an efficient description of the coordinate ring of U M . Construction 3.1: (Local equations around an initial monomial A-graded ideal) We will parametrize the A graded ideals with the same standard monomials as S/M . Consider the set
Fix a monomial order x on S such that M is the initial ideal of the toric ideal with respect to x . Fix a monomial order y on k[y 1 , . . . , y p M ]. Denote by the product order on k[x 1 , . . . , x n , y 1 , . . . , y p M ], so
For each pair of binomials u and v inḠ small form their s-polynomial s (u, v) . Choose a reduction of s(u, v) byḠ small to (e(y) − h(y))s u,v , where e and h are monomials in k[y 1 , . . . , y p M ] and s u,v is the M -standard monomial in the degree of s (u, v) . Note that e(y) − h(y) is a binomial since s(u, v) is a binomial. Set r(u, v) to be the binomial e(y) − h(y). Define
We can obtain a more efficient generating set of F small in the following way: instead of considering s(u, v) for each pair of binomials u and v inḠ small , we can consider only pairs of binomials inḠ small corresponding to the minimal first syzygies of M . Denote by gbF small the reduced Gröbner basis of F small . Define
This finishes the construction of local equations. Notice that the Graver basis is not used in the construction.
Theorem 3.2:
Let M be an A-graded initial monomial ideal. We have that
The theorem follows immediately from Proposition 3.7, proved later in this section.
Example 3.3: (Local equations for the twisted cubic curve)
We consider the twisted cubic curve. We use the letters a, b, c, d instead of
We consider local coordinates around the initial ideal M = (b 2 , bc, c 2 ). The set
Buchberger's reduction algorithm applied to the pair of binomials b 2 − y 1 ac and
Since the monomial abd is standard, the remainder (y 2 − y 1 y 3 )abd yields the equation y 2 = y 1 y 3 . Buchberger's reduction algorithm applied to the pair of binomials bc − y 2 ad and c 2 − y 3 bd yields the same equation. Thus, H(M ) is the subscheme of A 3 defined by the equation y 2 = y 1 y 3 .
Lemma 3.4:
The setḠ small ∪ gbF small is a Gröbner basis of the ideal it generates.
Proof: Take two elements f, g in the given set. The initial forms of f and g are relatively prime unless f, g ∈Ḡ small or f, g ∈ gbF small . If f, g ∈Ḡ small , then their s-pair reduces byḠ small to αs b for some α ∈ F small , and furthermore α reduces by gbF small to 0. If f, g ∈ gbF small , then their s-pair reduces by gbF small to 0.
Recall that the graded components in the above formula are taken with respect to the grading defined by the degree of each variable y i being 0 and the degree of each variable x i being a i .
Proof: Suppose that µs
Now, we prove the latter equality in the lemma. Set E = k[y 1 , . . . , y p M ]. Fix a b ∈ NA and consider the ideal Fitt 0 ( E[x 1 , . . . x n ]/G small ) b . This ideal is generated by the maximal minors of a matrix of the form 
where t depends on b and for 1 ≤ i ≤ | b | − 1 we denoted by r bi the coefficient of s b in the remainder obtained while reducing m bi byḠ small to a multiple of s b .
Thus, we have
In particular, the above lemma shows that F small is uniquely defined (that is, F small does not depend on the choice of the reductions of the s-polynomials s(u, v)). The previous lemma implies the next one:
F small x 1 , . . . , x n /G small is a rank one free module generated by s b , (in the terminology of [PS] , we have that the ideal G small in the ring
The rest of the section is devoted to a proof of Theorem 3.2. We use notation from Section 2:
The last equality above can be proved in the same way as in the proof of Lemma 3.5. The coordinate ring of
On the other hand, the variables y 1 , . . . , y p M in Construction 3.1 correspond to certain variables z bj , that is, the binomial f i − y i s i ∈Ḡ small can be written as m bj −z bj s b for some b ∈ P and some j. Denote by Z small ⊂ Z the set of variables corresponding to y 1 , . . . , y p M . The coordinate ring of
We will prove in a series of lemmas the following result. It immediately implies Theorem 3.2.
Proposition 3.7: There exist isomorphisms
Lemma 3.8:
Lemma 3.9:
Proof: The inclusion F small ⊂ F is clear. We prove the other inclusion. Fix a b ∈ NA. Then
where the former inclusion follows from the previous lemma and the latter inclusion is proved below: Suppose µs b ∈ (G small + Z reduction ) and µ ∈ k[Z]. Hence
, and each g j has the form m bi − z bi s b ∈ G small . Note that any polynomial h ∈ k[Z][x 1 , . . . , x n ] can be written as h = h + h , where h is a polynomial in k[Z small ][x 1 , . . . , x n ] and h ∈ (Z reduction ). Therefore,
where σ ∈ (Z reduction ) and
For every z bj / ∈ Z small , we set z bj = α bj (z) in the equality (3.5); thus we obtain µ s
Lemmas 3.8 and 3.9 imply the following:
Finally, we obtain the desired
where the equality follows from Lemma 3.10. The degree 0 component of this isomorphism provides
Local equations of the toric Hilbert scheme around a monomial A-graded ideal
In this section we obtain local equations around an arbitrary monomial Agraded ideal M . If M is an initial ideal of I A , then one can use Construction 3.1 to obtain the local equations. Suppose that M is not an initial ideal of I A . We don't know how to describe U M efficiently, so we will consider a smaller neighborhood of M . We will work over the rings k[Z] (Z) and k[Z small ] (Z small ) .
First, we describe a reduction process (different from Gröbner basis reduction). We use Mora's tangent cone algorithm, which simplifies in our case.
Consider the ring k[Z][x 1 , . . . , x n ]. Fix a monomial order such that x i 1 z bj for all i, b, j. Let P be a homogeneous binomial ideal and P = {f 1 − g 1 , . . . , f r − g r } ⊂ P be a subset of homogeneous binomials. We suppose that f i is the initial term of f i − g i for each i. Let m be a monomial. We will define the remainder R(m,P ). If m is not divisible by any of the f i 's, then set R(m,P ) = m. Suppose that m = f i u for some i. Then we reduce m byP to g i u and denote this reduction by m −→ g i u. After that we choose a reduction of g i u byP . We proceed reducing in this way. Suppose that we obtain a loop (4.1)
where m i divides m j . Then we set the remainder R(m,Ḡ) to be 0. If there exists no loop, then the reduction terminates at some monomial m p and we set R(m,P ) = m p . By linearity, we extend this to reduction of polynomials. We use this reduction and the the notation above in what follows.
Proof: If R(m,P ) does not vanish, then set β = 0. We have that m − R(m,P ) ∈ P . Suppose that R(m,P ) = 0. Then we have a loop as (4.1). Set m i = αm and m j = αβm , where m is a monomial in k[x 1 , . . . , x n ] and α is a monomial in k [Z] . SinceP consists of homogeneous binomials, it follows that m i and m j have the same degree. Therefore, β is a monomial in k [Z] . Furthermore, (α − αβ)m ∈ P . Hence (1 − β)αm ∈ P . On the other hand, m − αm ∈ P . We conclude that (1 − β)m ∈ P . But the element 1 − β is invertible in the ring
We say thatP is a standard basis if (f 1 , .
We use the following fact, cf. [Mo, GP2] .
Proposition 4.2:
The following are equivalent:
(1) The setP is a standard basis of P .
Furthermore, ifP is a standard basis, then it generates
In what follows, we use reduction by a set containinḡ
In this case, the remainder of any monomial m is either 0 or µs m for some monomial µ in k[Z] (here s m is the M -standard monomial in the degree of m).
We would like to apply the same proofs as in the previous section. Instead of the rings
. Furthermore, we consider the ideals F small , G small , F, G as defined in (3.1), (3.2) , and (3.3); also, we consider Z reduction as defined in (3.4) (note that α bj (z) may vanish). These ideals are considered in the localized rings
Instead of Gröbner basis and Gröbner reduction, we use standard basis and the reduction defined above. For each s-polynomial s(u, v) of u, v ∈Ḡ set
, where s u,v is the standard monomial in the degree of s(u, v). The analogue of Proposition 3.7 is: Proposition 4.3: There exist isomorphisms
Proof: Apply the same arguments (word by word) as in the previous section. Only the last paragraph in the proof of Lemma 3.9 requires changes, and we present it below. The argument is essentially the same, but we have to clear denominators.
. Clearing denominators, we get the equality
, and each g j has the form m bi − z bi s b ∈ G small . As in the proof of Lemma 3.9, we get
where σ ∈ (Z reduction ), γ ∈ k[Z small ] is a polynomial with non-zero constant term, and
For every z bj / ∈ Z small , we set z bj = α bj (z) in the equality (4.2); thus we obtain γ µ s b = j f j g j . So we have
as desired.
The first isomorphism in the proposition above provides the desired local equations:
Criterion for A-gradedness
In this section we obtain a criterion for an ideal to be A-graded. A homogeneous ideal M is weakly A-graded if for all
A weakly A-graded ideal is generated by binomials. The following proposition is from [PS, Proposition 2 .1] and provides a criterion for an ideal to be weakly A-graded:
Proposition 5.1: Let M be an ideal in S. The following are equivalent:
Proposition 5.1 shows how to produce examples of weakly A-graded ideals: using [St2, Algorithm 7.2] one can compute by the computer algebra system Macaulay 2 [GS] the Graver basis, and then Proposition 5.1 can be applied.
Let M be a weakly A-graded ideal. If m − m is primitive and m − βm ∈ M for some β ∈ k (here we allow β = 0), then we say that m − βm is M -primitive. We say that M is primitive if it is weakly A-graded and generated by the Mprimitive elements. By Proposition 5.1, it follows that every A-graded ideal is primitive. We would like to have a criterion when a primitive ideal is A-graded.
We study how to choose R as minimal as possible, but large enough so that A-gradedness in R implies A-gradedness. Theorem 5.2 provides a good choice of R. An application of Theorem 5.2 is that it allows to check efficiently whether a given ideal is A-graded. Consider the zonotope
n , then every primitive A-graded in Z r (A) ideal is A-graded. He wrote: "This is unsatisfactory in that the doubly-exponential lower bound for r seems too big. We conjecture that the choice r = (n − d)a d is large enough."
Below we prove this conjecture. We say that a monomial m is Graver if there exists a monomial m such that m − m is primitive. We denote by GM (A) the set of all Graver monomials. Set
Note that GM (A) ⊆ T since m = lcm(m, . . . , m) for m ∈ GM (A). We obtain the following result, which is more precise than Sturmfels' conjecture for the singly exponential bound.
Theorem 5.2: If a primitive ideal is A-graded in V, then it is A-graded.
We remark, that in concrete examples one can often make a smaller choice of V (if carefully following the proofs of Proposition 5.4 and Theorem 5.2 given later in this section).
then it is A-graded.
Proof: By the proof of [St3, Theorem 2.3] , it follows that if x
The next result is crucial for the proof of Theorem 5.2. Let M be a primitive ideal, which is A-graded in deg(P). Let in ≺ M be a monomial initial ideal of M with respect to an order ≺. The M -primitive elements form a Gröbner basis. most length n. Also, [Ei, Theorem 20.2] shows that F is a direct summand of the (possibly non-minimal) Taylor resolution, cf. [Ei, p. 439] . This implies that the Hilbert series can be written in the form Since M is A-graded in V it follows that Hilb S/in ≺ M (t) = Hilb S/L (t). So in ≺ M is A-graded. As Hilb S/in ≺ M (t) = Hilb S/M (t), we are done.
Theorem 5.2 yields a nice criterion for A-gradedness in the unimodular case:
Corollary 5.6: Let A be unimodular. Suppose that M is a homogeneous ideal and that M is A-graded in
Then M is A-graded. Example 5.7: We briefly discuss the example of the twisted cubic curve [St1, Example 5.2] . Let A = {(3, 0), (2, 1), (1, 2), (0, 3)}. The set of primitive degrees
