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Abstract
In this paper, we propose two new hybrid nonlinear conjugate gradient methods, which produce sufﬁcient descent search direction
at every iteration. This property depends neither on the line search used nor on the convexity of the objective function. Under suitable
conditions, we prove that the proposed methods converge globally for general nonconvex functions. The numerical results show that
both hybrid methods are efﬁcient for the given test problems from the CUTE library.
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1. Introduction
The object of this paper is to study the global convergence properties and practical computational performance of
two new descent hybrid conjugate gradient methods for nonlinear optimization without restarts, and with inexact line
searches. We consider the following unconstrained optimization problem:
min f (x), x ∈ Rn, (1.1)
where f : Rn → R is a continuously differentiable function whose gradient is denoted by g.
Conjugate gradient methods are very efﬁcient for solving (1.1) especially when the dimension n is large.A nonlinear
conjugate gradient method generates a sequence {xk}, starting from an initial point x0 ∈ Rn, using the recurrence
xk+1 = xk + kdk, k = 0, 1, . . . , (1.2)
where xk is the current iterate, k is a positive scalar and called the steplength which is determined by some line search,
and dk is the search direction generated by the rule
dk =
{−gk if k = 0,
−gk + kdk−1 if k > 0.
(1.3)
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where gk is the gradient of f at xk , and k is a parameter such that the method reduces to the linear conjugate gradient
method in the case when f is strictly convex quadratic function and the line search is exact. Well-known conjugate
gradient methods include the Fletcher–Reeves (FR) method [9], the Polak–Ribiére–Polyak (PRP) method [14,15], the
Hestenes–Stiefel (HS) method [12], the Dai–Yuan (DY) method [5], the conjugate descent (CD) method [8] and the























respectively, where yk−1 = gk − gk−1 and ‖ · ‖ stands for the Euclidean norm of vectors.
In the convergence analysis and implementation of conjugate gradient methods, one often requires the inexact line
search such as the Wolfe conditions or the strong Wolfe conditions. The Wolfe line search is to ﬁnd k such that{
f (xk + kdk)f (xk) + kgTk dk,
dTk g(xk + kdk)dTk gk,
(1.4)
with 0< < < 1. The strong Wolfe line search is to ﬁnd k such that{
f (xk + kdk)f (xk) + kgTk dk,
dTk g(xk + kdk)| − dTk gk,
(1.5)
where 0< < < 1 are constants.
Al-Baali [1] has proved the global convergence of the FR method for nonconvex functions with the strongWolfe line
search if the parameter < 12 . The PRP method with exact line search may cycle without approaching any stationary
point, see Powell’s counter-example [16]. Although one would be satisﬁed with its global convergence properties, the
FR method sometimes performs much worse than the PRP method in real computations. A similar case happen to the
DY method and the HS method. To combine the good numerical performance of the PRP and HS methods and the nice
global convergence properties of the FR and DY methods, Touati-Ahmed and Storey [17] proposed a hybrid PRP–FR
method which we call the H1 method, that is,
H1k max{0,min{PRPk , FRk }}; (1.6)
Gilbert and Nocedal [10] extended this result to the case that
k = max{−FRk ,min{PRPk , FRk }};
Dai andYuan [6] proposed a hybrid HS–DY method which we call the H2 method, that is,
H2k max{0,min{HSk , DYk }}. (1.7)
Numerical results show that the H1 and the H2 methods perform better than the PRP method [17,6,11].
Though the FR and DY methods are descent methods, their descent properties depend on the line search such as the
strong Wolfe conditions (1.5). Similar to the descent three terms PRP method in [20], Zhang et al. [21,19] made a little
modiﬁcation to the FR method and proposed a descent FR method called the MFR method, that is,
dk = −gk + FRk dk−1 −
gTk dk−1






gk + FRk dk−1. (1.8)




‖gk−1‖2 gk + 
FR
k dk−1− kgk + FRk dk−1. (1.9)
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Similar to (1.8), Zhang [19] also proposed a modiﬁed DY method which we call the MDY method, that is,









gk + DYk dk−1. (1.10)
Although the form of the MFR method (1.8) and the MDY method (1.10) is similar to the spectral conjugate gradient
method [3] and scaled conjugate gradient algorithms [2], the MFR and MDY methods have an important property that
the search directions satisfy gTk dk =−‖gk‖2, which is independent of any line search used; moreover the MFR method
and the MDY method reduce to the FR method and the DY method respectively if exact line search is used.
The MFR method is proved to be globally convergent for nonconvex functions with the Wolfe line search or Armijo
line search and is very efﬁcient in real computations [21]. However, it is not knownwhether theMDYmethod converges
globally. So in this paper, based on the idea of the H1 and the H2 methods, we replace FRk in (1.8) and DYk in (1.10)
with H1k (1.6) and H2k (1.7), respectively. Then we get new hybrid PRP–FR and HS–DY methods which we call the
NH1 method and the NH2 method, respectively, that is,






gk + H1k dk−1, (1.11)






gk + H2k dk−1. (1.12)
It is easy to see that the new hybrid methods, the NH1 and the NH2 methods, still satisfy
dTk gk = −‖gk‖2, (1.13)
which shows that they are descent methods. In this paper, we will explore the convergence and efﬁciency of the NH1
and NH2 methods.
In the next section, we prove the global convergence of the NH1 method for nonconvex functions with the Wolfe
line search (1.4). In Section 3, we prove the global convergence of the NH2 method for nonconvex functions with the
strong Wolfe line search (1.5). In Section 4, we report some numerical results to test the proposed methods by using
the test problems in the CUTE [4] library.
2. Global convergence of the NH1 method
In this paper, we prove the global convergence of the NH1 and NH2 methods under the following assumption.
Assumption A. (1) The level set = {x ∈ Rn|f (x)f (x0)} is bounded.
(2) In some neighborhood N of , f is continuously differentiable and its gradient is Lipschitz continuous, namely,
there exists a constant L> 0 such that
‖g(x) − g(y)‖L‖x − y‖, ∀x, y ∈ N . (2.1)
It follows from the ﬁrst inequality in (1.4) or (1.5) that {f (xk)} is decreasing, so the sequence {xk} generated by the
proposed methods is contained in . In addition, we can get from Assumption A that there exists positive constants B
and 1 > 0, such that
‖x‖B, ‖g(x)‖1, ∀x ∈ . (2.2)
The conclusion of the following lemma, often called the Zoutendijk condition, is used to prove the global convergence
of nonlinear conjugate gradient methods. It was originally given in [22,18].
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Lemma 2.1. Suppose Assumption A holds. Let {xk} be generated by (1.2) and dk satisfy gTk dk < 0. If k is determined





‖dk‖2 < + ∞. (2.3)




‖dk‖2 < + ∞. (2.4)
We now establish the global convergence theorem for the NH1 method in a similar way to Theorem 3.3 in [21].
Theorem 2.2. Suppose Assumption A holds. Let {xk} be generated by the NH1 method. If k is determined by theWolfe
line search (1.4), then we have
lim inf
k→∞ ‖gk‖ = 0. (2.5)
Proof. For the sake of contradiction, we suppose that the conclusion is not true. Then there exists a constant > 0 such
that
‖gk‖, ∀k0. (2.6)
We get from (1.11) that
‖dk‖2 = (H1k )2‖dk−1‖2 − 2hkdTk gk − h2k‖gk‖2, (2.7)
where




H1k = max{0,min{PRPk , FRk }}FRk . (2.8)
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which contradicts (2.4). The proof is then complete. 
3. Global convergence of the NH2 method
In this section, our analysis for the global convergence of the NH2 method exploits insights developed by Gilbert
and Nocedal in their analysis [10] of the PRP+ scheme, that is, PRP+k = max{0, PRPk }. The following theorem is the
analoge of Lemma 4.1 in [10], which is very useful to prove that the gradients cannot be bounded away from zero.
Lemma 3.1. Suppose that Assumption A holds. Let {xk}, {dk} be generated by the NH2 method. If k is obtained by
the strong Wolfe line search (1.5) and there exists a constant > 0 such that




‖uk − uk−1‖2 <∞, (3.2)
where uk = dk/‖dk‖.














Then by (3.3) we have for all k1,
uk = rk + kuk−1. (3.5)
Using the identity ‖uk‖ = ‖uk−1‖ = 1 and (3.5), we have
‖rk‖ = ‖uk − kuk−1‖ = ‖kuk − uk−1‖. (3.6)
Using the condition k0, the triangle inequality, and (3.6), we obtain
‖uk − uk−1‖‖(1 + k)(uk − uk−1)‖‖uk − kuk−1‖ + ‖kuk − uk−1‖ = 2‖rk‖. (3.7)
Notice that
H2k = max{0,min{HSk , DYk }} max{0, HSk } |HSk |. (3.8)
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which together with (3.7) completes our proof. 
Deﬁne
kHS+k = max{0, HSk }. (3.10)
Now we state a property for k in (3.10), which is called Property(*) in [10], that is, there exist constants b> 1 and







Let N∗ denote the set of positive integers. For 	> 0 and a positive integer 	, we deﬁne the set of index:
K	k,	{i ∈ N∗|k ik + 	 − 1, ‖si−1‖> 	}. (3.13)
Let |K	k,	| denote the number of elements in K	k,	. From the above property of formula (3.10), we can prove the
following lemma.
Lemma 3.2. Suppose that Assumption A holds. Let {xk}, {dk} be generated by the NH2 method and k be obtained by
the strong Wolfe line search (1.5). Then if (3.1) holds, there exist 	> 0 such that, for any 	 ∈ N∗ and any index k0,









for all kk0. (3.15)
Let b> 1 and 	> 0 be given in (3.11) and (3.12). For 	> 0, we choose 	 and k0 such that (3.15) holds. For lk0 + 1,
we have from (3.3), (3.8) and (3.9) that
‖dl‖2(‖vl‖ + HS+l ‖d−1‖)2
(M1 + HS+l ‖dl−1‖)2
2M21 + 2(HS+l )2‖dl−1‖2
= 2M21 + 2(l )2‖dl−1‖2.
Now the remaining argument is standard in the same way as Lemma 4.2 in [10]. So we omit it here. This ﬁnishes the
proof. 
Making use of Lemmas 3.1 and Lemma 3.2, we can establish the following global convergence theorem for the NH2
method whose proof is similar to that of Theorem 4.3 in [10], so we also omit it here.
Theorem 3.3. Suppose that Assumption A holds. Let {xk}, {dk} be generated by the NH2 method and k be obtained
by the strong Wolfe line search (1.5). Then we have
lim inf
k→∞ ‖gk‖ = 0. (3.16)
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4. Numerical experiments
In this section, we report some numerical experiments.We test the NH1 and NH2 methods on problems in the CUTE
[4] library and compare their performance to that of the MFR method [21], the H1 method [17], the MDY method (1.10)
and the H2 method [6].We stop the iteration if the inequality ‖g(xk)‖∞10−6 is satisﬁed. In this paper, all codes were
written in Fortran and run on PC with 3.0GHz CPU processor and 1GB RAM memory and Linux operation system.
Tables 1 and 2 list numerical results. The meaning of each column is as follows:
“problem” the name of the test problem
“n” the dimension of the test problem
“iter” the number of iterations
“fn” the total number of function evaluations
“gn” the total number of gradient evaluations
“time” the CPU time in seconds
“F” means the method failed
Table 1
Test results of the hybrid PRP–FR methods
Problem n mfr nprpfr prpfr
iter/fn/gn/time iter/fn/gn/time iter/fn/gn/time
FLETCHCR 5000 930 496/1 861 318/930 880/2861.34 20 412/40 868/20 466/59.26 27/76/53/F
CURLY30 1000 12 717/20 464/19 890/11.62 10 546/16 724/16 887/9.68 1/13/13/F
CURLY20 1000 12 551/20 049/19 336/8.46 10 976/16 833/17 863/6.93 1/12/12/F
DIXMAANI 6000 2321/4643/2322/9.30 3694/7389/3695/14.42 3519/7039/3520/13.58
EIGENBLS 420 5761/11 530/5769/10.78 4639/9288/4651/8.61 5026/10 060/5035/9.34
TRIDIA 10 000 1116/2233/1117/2.87 1115/2231/1116/3.43 1115/2231/1116/2.96
NONDQUAR 5000 5011/10 030/5025/7.10 1962/3960/2437/3.15 32/72/45/F
CURLY10 1000 11 602/18 317/17 247/5.23 9790/14 376/15 852/4.56 1/14/14/F
EIGENCLS 462 3162/6327/3166/6.52 1824/3653/1832/3.99 54/110/57/F
SPARSINE 1000 5353/10 707/5354/5.36 5327/10 655/5328/5.05 4698/9398/4700/4.44
EIGENALS 420 1427/2861/1441/2.88 1335/2676/1348/2.52 1268/2542/1280/2.41
FLETCHCR 1000 72 284/14 4707/72 428/37.64 4429/8916/4503/2.47 31/71/43/F
GENHUMPS 1000 21 052/42 608/21 692/36.26 2484/5064/2597/4.34 131/294/175/F
FMINSURF 5625 6040/12081/6041/26.29 455/911/456/2.08 448/898/450/2.07
TRIDIA 5000 782/1565/783/0.98 784/1569/785/1.43 782/1565/783/1.00
DIXMAANE 6000 335/671/336/1.35 309/619/310/1.28 312/625/313/1.71
DIXMAANJ 6000 1980/3961/1981/8.15 2435/4871/2436/9.56 1851/3703/1852/6.75
BDQRTIC 5000 831/1471/1145/4.05 796/1222/1252/3.79 249/559/401/1.44
DIXMAANK 6000 1242/2485/1243/5.19 2411/4823/2412/9.59 2325/4651/2326/9.16
NONCVXU2 1000 2800/5240/3162/2.67 1622/3085/1783/1.52 1887/3714/1949/1.72
DIXMAANL 6000 1134/2269/1135/4.76 2593/5187/2594/10.25 2592/5185/2593/10.07
SENSORS 100 202/383/253/4.00 27/69/51/0.66 25/70/54/0.78
DIXMAANF 6000 235/471/236/0.99 238/477/239/1.00 237/475/238/1.03
DIXMAANG 6000 226/453/227/1.82 233/467/234/1.00 233/467/234/0.99
DIXMAANH 6000 223/447/224/0.91 230/461/231/1.00 229/459/230/1.20
FLETCBV2 1000 940/1881/943/1.21 940/1881/943/0.69 939/1879/942/0.68
SCHMVETT 10 000 44/73/61/1.39 44/72/62/1.39 46/75/67/1.93
GENHUMPS 500 10 051/20 334/10 347/8.65 1882/3839/1979/1.65 5/24/22/F
CRAGGLVY 5000 120/222/170/1.34 100/195/133/1.00 107/199/147/1.00
MOREBV 10 000 96/193/98/0.69 111/223/113/0.75 106/213/108/1.08
WOODS 10 000 10 217/20 442/10 228/44.71 133/310/201/0.92 20/50/33/F
NONDQUAR 1000 5522/11 053/5624/1.64 1632/3293/1861/0.48 1611/3261/2032/0.49
SPARSQUR 10 000 22/45/23/0.38 22/45/23/0.39 22/45/23/0.38
POWER 5000 446/893/447/0.52 446/893/447/0.81 446/893/447/0.49
MANCINO 100 11/23/12/0.66 10/21/11/0.59 10/21/11/0.59
CRAGGLVY 2000 137/241/174/0.45 112/213/152/0.41 97/175/124/0.34
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Table 1 (Continued)
Problem n mfr nprpfr prpfr
iter/fn/gn/time iter/fn/gn/time iter/fn/gn/time
CURLY30 200 2076/3853/2912/0.35 1837/3329/2733/0.40 1/13/13/F
LIARWHD 10 000 1286/2574/1289/8.83 28/62/44/0.43 33/73/50/0.47
BDQRTIC 1000 323/569/514/0.30 105/228/199/0.13 197/421/337/0.21
GENROSE 500 8591/17 181/8630/2.29 1144/2314/1198/0.39 1/18/17/F
VARDIM 10 000 49/101/54/0.27 49/109/62/0.42 48/97/50/0.32
CURLY20 200 2224/4020/3149/0.30 1898/3378/2844/0.27 1/12/12/F
FREUROTH 5000 72/127/133/0.63 38/78/65/0.41 49/94/81/0.58
ENGVAL1 10 000 24/44/32/0.38 23/43/32/0.38 22/40/30/0.37
POWELLSG 10 000 3165/6331/3166/8.73 3397/6795/3398/9.18 3170/6341/3171/8.37
DIXON3DQ 1000 1000/2001/1002/0.25 1000/2001/1002/0.26 1000/2001/1002/0.25
BRYBND 5000 68/143/77/0.48 39/85/49/0.35 39/88/52/0.36
HILBERTA 200 14/29/17/0.29 15/31/19/0.30 15/31/20/0.31
TQUARTIC 10 000 103/244/143/1.07 103/244/143/1.19 42/103/72/0.68
CURLY10 200 2437/4271/3470/0.22 2039/3589/2967/0.19 1/14/14/F
FLETCBV2 500 481/963/483/0.22 479/959/481/0.23 480/961/482/0.23
EDENSCH 5000 43/76/57/0.30 32/58/42/0.26 36/68/51/0.30
MOREBV 1000 425/851/426/0.22 425/851/426/0.22 425/851/426/0.22
VAREIGVL 5000 160/321/161/1.20 163/327/164/1.54 162/325/163/1.20
PENALTY1 10 000 52/112/61/0.35 48/116/72/0.36 38/84/46/F
QUARTC 10 000 35/71/36/0.19 34/69/35/0.19 34/69/35/0.19
FMINSURF 1024 1287/2575/1288/0.91 220/441/221/0.18 223/447/224/0.18
VARDIM 5000 44/89/46/0.12 45/91/48/0.12 45/91/48/0.13
FMINSRF2 1024 1413/2827/1414/0.97 246/493/247/0.18 244/489/245/0.18
SPMSRTLS 1000 1142/2287/1155/0.98 134/275/143/0.14 1/8/8/F
LIARWHD 5000 1104/2209/1106/3.75 996/1994/1000/3.15 773/1548/778/2.44
NONDIA 10 000 6/23/19/0.26 6/22/18/0.25 6/23/19/0.25
POWELLSG 5000 3165/6331/3166/3.89 3397/6795/3398/4.48 3170/6341/3171/4.02
ARWHEAD 10 000 10/25/20/0.56 7/15/9/0.53 10/26/20/0.61
SROSENBR 10 000 20/42/26/0.19 13/28/18/0.16 12/26/18/0.16
TQUARTIC 5000 75/184/112/0.32 360/781/425/1.06 15/75/66/0.26
PENALTY1 5000 45/103/61/0.16 47/103/60/0.16 35/75/40/F
DQDRTIC 10 000 6/13/7/0.25 6/13/7/0.25 7/15/8/0.26
NONDIA 5000 65/131/67/0.36 628/1257/630/2.76 20/51/36/0.18
ARGLINB 300 8/17/20/0.29 8/17/20/0.28 11/20/26/0.30
DIXMAAND 6000 12/25/13/0.13 11/23/12/0.13 11/23/12/0.13
ARGLINC 300 6/14/15/0.25 6/14/15/0.25 6/14/15/0.25
DQRTIC 5000 33/67/34/0.09 33/67/34/0.09 33/67/34/0.09
QUARTC 5000 33/67/34/0.09 33/67/34/0.09 33/67/34/0.09
EIGENALS 110 380/765/393/0.10 340/685/351/0.09 1/7/7/F
SINQUAD 500 560/1129/612/0.25 26/74/66/0.03 56/128/94/0.04
SPARSINE 200 456/913/457/0.08 465/931/466/0.08 450/902/452/0.08
DIXON3DQ 500 499/999/500/0.06 499/999/500/0.06 499/999/500/0.07
DIXMAANC 6000 10/21/11/0.12 9/19/10/0.11 9/19/10/0.11
HILBERTB 200 5/11/6/0.22 5/11/6/0.21 5/11/6/0.22
BROWNAL 400 21/43/23/0.25 3/7/4/0.18 6/13/8/0.20
EIGENCLS 90 628/1257/629/0.12 369/748/382/0.07 2/5/3/F
ARGLINA 300 1/3/2/0.25 1/3/2/0.25 1/3/2/0.25
EXTROSNB 50 2011/4207/2248/0.08 4440/9369/5106/0.20 40/83/44/F
PENALTY2 200 266/319/487/0.20 198/232/368/0.15 201/235/374/0.16
FREUROTH 1000 73/132/111/0.11 37/79/60/0.08 31/65/53/0.08
BRYBND 1000 1012/2025/1013/0.82 30/61/31/0.04 29/59/30/0.04
DIXMAANB 3000 9/19/10/0.06 8/17/9/0.07 8/17/9/0.07
NONCVXU2 100 480/868/588/0.05 459/850/531/0.04 460/851/543/0.04
DIXMAANA 3000 13/27/14/0.06 7/15/8/0.06 7/15/8/0.06
TOINTGSS 10 000 4/9/5/0.21 4/9/5/0.20 4/9/5/0.21
POWER 1000 196/393/197/0.04 196/393/197/0.04 196/393/197/0.04
DECONVU 61 265/531/266/0.04 396/795/402/0.05 332/667/338/0.05
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Table 1 (Continued)
Problem n mfr nprpfr prpfr
iter/fn/gn/time iter/fn/gn/time iter/fn/gn/time
GENROSE 100 838/1686/855/0.05 296/623/339/0.02 277/576/303/F
COSINE 1000 14/33/27/0.03 11/27/22/0.02 11/27/22/0.02
DIXMAANB 1500 9/19/10/0.03 8/17/9/0.03 8/17/9/0.03
CHNROSNB 50 393/787/395/0.02 238/478/241/0.01 65/131/67/F
DIXMAANA 1500 13/27/14/0.05 7/15/8/0.04 7/15/8/0.04
FMINSRF2 121 288/579/291/0.02 118/237/119/0.01 114/231/117/0.01
ARWHEAD 1000 14/33/22/0.03 8/20/15/0.03 6/13/8/0.02
COSINE 500 15/36/29/0.02 12/29/23/0.01 11/28/21/0.02
DQDRTIC 1000 6/13/7/0.02 6/13/7/0.02 6/13/7/0.02
ERRINROS 50 611/1186/880/0.04 997/2013/1307/0.06 2149/4302/3045/0.13
EG2 1000 4/9/6/0.02 4/9/6/0.01 4/9/6/0.02
TESTQUAD 100 263/527/284/0.00 283/567/305/0.01 285/571/308/0.01
TOINTGOR 50 122/221/149/0.01 119/219/146/0.01 120/221/147/0.01
SPARSINE 5000 84 923/169 847/84 924/473.38 84 340/168 681/84 341/618.45 70 226/140 454/70 228/512.48
FMINSRF2 10 000 10 349/20 699/10 350/80.65 390/781/391/3.28 415/832/417/3.50
FMINSRF2 15 625 16 016/32 033/16 017/203.77 479/960/481/6.54 480/962/482/6.55
FMINSRF2 5625 5943/11887/5944/24.86 331/663/332/1.49 333/668/335/1.49
NONDQUAR 10 000 10 006/20 031/10 030/29.58 1846/3737/2238/6.22 9/23/14/F
POWER 10 000 636/1273/637/1.37 636/1273/637/1.73 635/1271/636/1.50
ARWHEAD 5000 16/37/27/0.25 11/26/17/0.24 9/24/18/0.23
COSINE 5000 12/30/26/0.15 10/25/21/0.14 10/25/21/0.14
COSINE 10 000 11/26/23/0.29 11/27/24/0.29 11/28/25/0.30
FMINSURF 10 000 10 459/20 919/10 460/85.20 565/1131/566/4.88 607/1215/608/5.24
FMINSURF 15 625 16 133/32 267/16 134/213.83 713/1427/714/9.89 723/1447/724/9.93
BROYDN7D 1000 4181/8313/4232/8.82 333/657/349/0.74 335/660/352/0.73
SPMSRTLS 4999 3793/6665/4730/19.13 205/417/214/1.06 1/8/8/F
SPMSRTLS 10 000 170 027/283 548/228 607/1928.10 209/425/218/2.23 1/8/8/F
FREUROTH 10 000 76/128/131/1.00 47/96/83/0.91 42/88/80/1.10
FLETCBV2 500 481/963/483/0.22 479/959/481/0.22 480/961/482/0.22
BDQRTIC 10 000 848/1637/1155/8.81 604/1252/727/6.05 393/876/592/4.70
VAREIGVL 10 000 152/305/153/2.03 169/339/170/2.91 170/341/171/2.79
ENGVAL1 5000 28/49/37/0.20 23/42/31/0.19 22/40/29/0.18
BRYBND 10 000 42/91/51/0.73 37/78/42/0.77 10/24/15/F
EIGENBLS 930 5937/11 878/5941/41.66 7770/15 544/7774/54.15 7913/15 830/7917/55.15
NONCVXUN 500 5068/9120/6088/2.57 3067/5550/3653/1.52 5094/9178/6108/2.53
GENROSE 1000 27 247/54 479/27 313/13.87 2198/4439/2254/1.04 1059/2166/1116/F
GENROSE 5000 330 060/660 137/330 086/907.66 10 570/21 184/10 647/31.02 3/30/27/F
EIGENALS 930 3479/6964/3491/24.79 2827/5659/2836/19.95 2458/4922/2473/17.44
SINQUAD 5000 5481/10 635/5915/25.11 57/130/104/0.63 44/118/95/0.60
SINQUAD 10 000 10 092/20 214/10 216/93.92 131/199/278/2.69 49/128/102/1.62
GENHUMPS 5000 181 114/362 736/181 762/1592.64 6744/13 617/6888/59.80 227/514/307/F
CHAINWOO 1000 635/1138/783/0.63 496/966/621/0.46 318/624/418/0.28
TESTQUAD 1000 850/1701/851/0.18 856/1713/857/0.19 866/1733/868/0.19
TESTQUAD 10 000 2156/4313/2157/5.01 2214/4429/2215/5.17 2231/4463/2232/5.06
TESTQUAD 5000 1609/3219/1610/1.68 1682/3365/1683/1.87 1653/3307/1654/2.26
Figs. 1 and 2 show the performance of these methods relative to CPU time, which were evaluated using the proﬁles
of Dolan and Moré [7]. That is, for each method, we plot the fraction P of problems for which the method is within
a factor 
 of the best time. The left side of the ﬁgure gives the percentage of the test problems for which a method is
the fastest; the right side gives the percentage of the test problems that are successfully solved by each of the methods.
The top curve is the method that solved the most problems in a time that was within a factor 
 of the best time.
In Figs. 1 and 2 and Tables 1 and 2, in our implementation, the stepsize k in all methods is determined by the
approximate Wolfe line search proposed by Hager and Zhang [11] and default parameters there. This approximate
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Table 2
Test results of the hybrid HS–DY methods
Problem n mdy nhsdy hsdy
iter/fn/gn/time iter/fn/gn/time iter/fn/gn/time
FLETCHCR 5000 172 374/344 766/172 397/556.90 20 031/40 094/20 068/83.36 20 016/40 041/20 027/82.52
CURLY30 1000 11 969/19 311/18 780/11.05 10 764/16 929/17 499/10.12 9852/15 859/15 421/9.03
CURLY20 1000 10 853/17 531/16 292/7.77 9421/15 047/14 382/6.42 10 939/16 752/17 782/7.64
DIXMAANI 6000 2203/4407/2204/8.86 3644/7289/3645/14.34 3694/7389/3695/14.59
EIGENBLS 420 5607/11 220/5614/10.56 4574/9165/4593/8.50 4744/9501/4760/8.84
TRIDIA 10 000 1115/2231/1116/3.38 1116/2233/1117/3.03 1116/2233/1117/3.03
NONDQUAR 5000 10 134/20 270/10 138/14.22 5009/10 025/5021/7.13 5010/10 022/5016/7.08
CURLY10 1000 11 882/18 049/18 503/5.50 9817/14 602/15 669/4.57 8963/13 509/14 164/4.15
SPARSINE 1000 5003/10 007/5004/4.75 5236/10 473/5237/4.97 4482/8966/4484/4.26
EIGENALS 420 1405/2817/1419/2.84 1227/2460/1240/2.33 1257/2520/1267/2.40
FLETCHCR 1000 14 983/29 971/14 992/8.27 4478/8965/4488/2.49 4624/9304/4689/2.61
GENHUMPS 1000 4010/8101/4116/7.22 2562/5190/2648/4.46 2487/5054/2578/4.35
FMINSURF 5625 1304/2611/1308/6.05 480/963/483/2.20 432/865/433/2.01
TRIDIA 5000 782/1565/783/0.99 782/1565/783/1.02 783/1567/784/1.02
DIXMAANE 6000 366/733/367/1.49 310/621/311/1.73 309/619/310/1.27
DIXMAANJ 6000 288/577/289/1.21 1254/2509/1255/5.56 2435/4871/2436/9.60
BDQRTIC 5000 20 026/20 640/39 615/95.68 138/400/382/1.29 158/392/373/1.26
DIXMAANK 6000 432/865/433/2.23 1179/2359/1180/4.71 2411/4823/2412/9.38
NONCVXU2 1000 2351/4253/2802/2.39 1916/3751/1999/1.79 1932/3762/2036/1.82
SENSORS 100 101/194/125/2.22 22/49/34/0.65 26/56/36/0.71
DIXMAANF 6000 217/435/218/0.92 235/471/236/1.01 238/477/239/1.02
DIXMAANG 6000 223/447/224/0.95 229/459/230/1.24 233/467/234/1.00
DIXMAANH 6000 214/429/215/0.91 223/447/224/0.96 230/461/231/0.98
FLETCBV2 1000 1206/2413/1209/1.04 1201/2403/1204/1.16 939/1879/942/0.82
SCHMVETT 10 000 45/74/63/1.45 44/72/62/1.62 41/69/56/1.30
MOREBV 10 000 91/183/93/0.65 106/213/108/0.74 111/223/113/0.78
WOODS 10 000 1214/2433/1220/5.98 314/654/352/1.69 225/484/273/1.31
NONDQUAR 1000 5013/10029/5029/1.35 1806/3647/2088/0.54 1814/3663/2099/0.55
SPARSQUR 10 000 22/45/23/0.38 22/45/23/0.39 22/45/23/0.43
POWER 5000 10 037/20 075/10 038/10.31 262/525/263/0.30 446/893/447/0.49
MANCINO 100 11/23/12/0.65 10/21/11/0.90 10/21/11/0.59
CRAGGLVY 2000 153/236/225/0.51 96/181/121/0.34 109/198/135/0.36
CURLY30 200 2088/3812/3017/0.36 1847/3332/2814/0.34 1851/3327/2785/0.34
LIARWHD 10 000 1820/3642/1823/12.35 2182/4366/2185/13.89 1445/2892/1448/9.46
BDQRTIC 1000 1112/1413/2036/0.93 169/360/264/0.17 131/273/230/0.14
GENROSE 500 3029/6076/3055/0.81 1120/2298/1188/0.32 1157/2339/1212/0.33
VARDIM 10 000 51/121/73/0.30 49/109/62/0.32 48/97/50/0.31
CURLY20 200 2093/3763/3076/0.56 1903/3382/2824/0.25 1885/3349/2801/0.25
FREUROTH 5000 10 007/10 130/19 945/58.00 33/67/52/0.31 53/104/90/0.44
ENGVAL1 10 000 24/44/31/0.38 23/43/30/0.38 22/40/29/0.37
POWELLSG 10 000 3294/6589/3295/9.08 3278/6557/3279/8.92 3389/6779/3390/9.15
DIXON3DQ 1000 1000/2001/1002/0.25 1000/2001/1002/0.26 1000/2001/1002/0.26
HILBERTA 200 16/33/21/0.29 16/33/21/0.28 15/31/18/0.28
TQUARTIC 10 000 1554/3124/1575/7.81 18/82/70/0.62 22/87/70/0.62
CURLY10 200 2111/3750/2930/0.19 2103/3635/3079/0.20 2033/3552/2951/0.19
FLETCBV2 500 481/963/483/0.22 481/963/483/0.23 481/963/483/0.23
EDENSCH 5000 284/312/542/1.70 31/58/41/0.32 31/56/39/0.31
MOREBV 1000 425/851/426/0.22 425/851/426/0.22 425/851/426/0.22
VAREIGVL 5000 160/321/161/1.21 155/311/156/1.20 164/329/165/1.25
PENALTY1 10 000 48/108/61/0.35 49/112/65/0.36 53/116/65/0.37
QUARTC 10 000 35/71/36/0.18 34/69/35/0.18 34/69/35/0.17
FMINSURF 1024 203/407/204/0.16 229/459/230/0.18 235/471/236/0.19
VARDIM 5000 43/87/44/0.12 45/91/48/0.12 45/91/48/0.13
FMINSRF2 1024 272/545/274/0.20 264/529/265/0.19 237/475/238/0.18
SPMSRTLS 1000 352/711/361/0.33 132/271/141/0.13 132/271/141/0.13
LIARWHD 5000 39/82/49/0.23 804/1610/809/2.51 775/1551/778/2.89
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Table 2 (Continued)
Problem n mdy nhsdy hsdy
iter/fn/gn/time iter/fn/gn/time iter/fn/gn/time
NONDIA 10 000 495/992/498/4.63 8/38/34/0.42 6/22/18/0.33
POWELLSG 5000 3294/6589/3295/4.11 3278/6557/3279/4.41 3389/6779/3390/4.34
SROSENBR 10 000 30/62/36/0.22 12/26/17/0.16 13/28/18/0.16
TQUARTIC 5000 548/1138/593/1.29 18/52/40/0.18 41/134/100/0.29
PENALTY1 5000 80/175/96/0.22 50/113/68/0.17 66/142/79/0.20
DQDRTIC 10 000 6/13/7/0.34 6/13/7/0.33 6/13/7/0.38
NONDIA 5000 130/266/139/0.59 11/33/25/0.14 9/31/25/0.14
ARGLINB 300 8/17/20/0.26 8/17/20/0.27 11/20/26/0.30
DIXMAAND 6000 13/27/14/0.13 11/23/12/0.12 11/23/12/0.12
ARGLINC 300 6/14/15/0.24 6/14/15/0.24 6/14/15/0.25
DQRTIC 5000 33/67/34/0.07 33/67/34/0.07 33/67/34/0.07
QUARTC 5000 33/67/34/0.09 33/67/34/0.09 33/67/34/0.09
EIGENALS 110 316/637/325/0.08 315/635/327/0.08 333/671/348/0.08
SINQUAD 500 1004/1778/1307/0.47 47/116/95/0.04 106/196/184/0.07
SPARSINE 200 427/855/428/0.08 431/863/433/0.07 458/918/460/0.08
DIXON3DQ 500 499/999/500/0.07 499/999/500/0.08 499/999/500/0.07
DIXMAANC 6000 10/21/11/0.12 9/19/10/0.11 9/19/10/0.11
HILBERTB 200 5/11/6/0.22 5/11/6/0.22 5/11/6/0.22
BROWNAL 400 23/47/25/0.25 3/7/4/0.17 5/11/7/0.19
EIGENCLS 90 574/1151/578/0.11 309/623/315/0.06 357/720/365/0.07
ARGLINA 300 1/3/2/0.25 1/3/2/0.25 1/3/2/0.25
EXTROSNB 50 2509/5177/2740/0.08 4076/8621/4715/0.13 4160/8710/4695/0.15
PENALTY2 200 246/286/454/0.18 188/222/351/0.14 205/239/384/0.15
FREUROTH 1000 704/772/1361/0.75 62/107/113/0.09 53/98/88/0.08
BRYBND 1000 39/79/40/0.06 27/56/29/0.04 29/59/30/0.05
DIXMAANB 3000 9/19/10/0.06 8/17/9/0.06 8/17/9/0.06
NONCVXU2 100 483/918/535/0.05 488/916/554/0.05 478/828/612/0.05
DIXMAANA 3000 21/43/22/0.08 7/15/8/0.05 7/15/8/0.05
TOINTGSS 10 000 4/9/5/0.20 4/9/5/0.21 4/9/5/0.21
POWER 1000 2002/4005/2003/0.41 119/239/120/0.04 196/393/197/0.05
DECONVU 61 263/528/266/0.03 307/616/310/0.04 377/756/381/0.04
GENROSE 100 643/1301/668/0.04 283/581/309/0.02 287/599/324/0.02
COSINE 1000 17/37/30/0.03 11/27/22/0.02 11/27/22/0.02
DIXMAANB 1500 9/19/10/0.03 8/17/9/0.03 8/17/9/0.03
CHNROSNB 50 290/581/291/0.01 233/468/235/0.02 238/477/239/0.01
DIXMAANA 1500 21/43/22/0.04 7/15/8/0.03 7/15/8/0.02
FMINSRF2 121 154/309/155/0.01 118/238/120/0.01 121/243/122/0.01
ARWHEAD 1000 11/26/20/0.03 8/20/15/0.03 6/13/8/0.03
COSINE 500 29/58/45/0.02 11/28/21/0.02 12/29/23/0.01
DQDRTIC 1000 6/13/7/0.03 6/13/7/0.02 6/13/7/0.02
ERRINROS 50 1618/3091/2524/0.09 864/1741/1133/0.05 874/1741/1199/0.05
EG2 1000 4/9/6/0.02 4/9/6/0.03 4/9/6/0.02
TESTQUAD 100 295/591/315/0.01 264/529/286/0.01 283/567/303/0.01
TOINTGOR 50 120/222/148/0.01 121/221/152/0.01 120/222/148/0.01
NONDQUAR 10 000 21 300/42 610/21 335/62.78 1944/3927/2363/6.51 1928/3897/2369/6.45
POWER 10 000 20 085/40 171/20 086/41.82 369/739/370/0.88 636/1273/637/1.45
ARWHEAD 5000 52/92/98/0.36 9/24/18/0.20 9/24/18/0.20
COSINE 5000 22/41/43/0.17 10/25/21/0.12 11/27/24/0.12
COSINE 10 000 33/50/65/0.44 11/27/24/0.24 10/25/21/0.24
BROYDN7D 1000 1414/2715/1529/3.05 332/653/345/0.72 339/666/353/0.73
SPMSRTLS 4999 524/1055/533/2.97 201/409/210/1.04 203/413/212/1.07
BDQRTIC 10 000 40 026/40 347/79 993/460.22 143/386/380/3.83 356/644/690/5.98
ENGVAL1 5000 25/45/34/0.19 23/42/31/0.18 23/42/31/0.19
BRYBND 10 000 59/119/60/0.83 33/72/41/0.63 102/213/112/1.34
EIGENBLS 930 10 046/20 096/10 050/70.99 7364/14 733/7369/51.65 8431/16 866/8435/59.27
NONCVXUN 500 6826/12 319/8163/3.64 2379/4265/2874/1.20 4816/8660/5790/2.40
GENROSE 1000 6020/12 055/6039/3.18 2153/4341/2203/1.21 2205/4451/2274/1.30
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Table 2 (Continued)
Problem n mdy nhsdy hsdy
iter/fn/gn/time iter/fn/gn/time iter/fn/gn/time
GENROSE 5000 70 018/140 057/70 045/193.99 10 215/20 475/10 271/29.69 10 564/21 181/10 629/30.33
SINQUAD 5000 50 18/8878/6313/24.17 34/86/68/0.51 75/167/144/0.77
SINQUAD 10 000 40 013/60 196/60 099/435.30 41/115/90/1.54 40/107/90/1.52
GENHUMPS 5000 15 004/30 170/15 203/130.07 6544/13 160/6630/57.51 6769/13 724/6986/60.43
CHAINWOO 1000 3039/5171/3983/2.88 324/636/405/0.30 348/658/445/0.32
TESTQUAD 1000 857/1715/858/0.20 835/1671/836/0.19 824/1649/826/0.18
TESTQUAD 10 000 2253/4507/2254/5.32 2239/4479/2240/5.17 2224/4449/2225/5.24
TESTQUAD 5000 1729/3459/1730/1.86 1712/3425/1713/1.90 1678/3357/1679/2.04















Fig. 1. Performance proﬁles.
Wolfe line search is suitable for those methods which are descent methods under the standard Wolfe line search (1.4).
All methods have the following meanings:
• “mfr” stands for the MFR method (1.8).
• “prpfr” stands for the hybrid PRP–FR method, that is, the H1 method (1.6).
• “nprpfr” is the NH1 method (1.11).
• “mdy” stands for the MDY method (1.10).
• “hsdy” stands for the hybrid HS–DY method, that is, the H2 method (1.7).
• “nhsdy” is the NH2 method (1.12).
Fig. 1 shows that “nprpfr” outperforms “mfr” and “prpfr” about 61% (84 out of 138) test problems. Moreover, “mfr”
can solve all given test problems successfully. The method “prpfr” performs faster than the method “mfr”, but it failed
to solve many problems; however, the method “nprpfr” can almost solve all given test problems successfully. We see
from Fig. 2 that “nhsdy” performs very well as “hsdy” does, “mdy” performs worst since its curve lies on the bottom.
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Fig. 2. Performance proﬁles.
5. Conclusions
We have proposed two descent hybrid nonlinear conjugate gradient methods, that is, the NH1 method and the
NH2 method. Under suitable conditions, we proved that these two methods converge globally even for nonconvex
minimization. Extensive numerical results are also reported. The performance proﬁles showed that the new descent
hybrid methods are efﬁcient for the given test problems in the CUTE library.
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