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Poincaré-Bendixsonov izrek
Povzetek
V diplomski nalogi obravnavam avtonomne dinamične sisteme, ki so v ravnini po-
dani s sistemom dveh diferencialnih enačb. Osrednji cilj diplome je dokaz in uporaba
Poincaré-Bendixsonovega izreka. Omenjeni izrek opredeljuje možna limitna vedenja
omejenih tokovnic, zato je zelo uporaben pri napovedovanju obnašanja tovrstnih
sistemov pri velikih časih. V tem delu bomo izrek aplicirali na ekonomskem modelu,
ki vključuje strukturne spremembe. Do slednjih v ekonomiji pride zaradi različnih
dejavnikov, kot so na primer spremembe v razvoju gospodarstva ali pomanjkanje
sredstev. V nalogi bomo pokazali, kako lahko vse te dejavnike ponazorimo z dina-
mičnim sistemom, katerega obnašanje je po Poincaré-Bendixsonovem izreku pred-
vidljivo. Natančneje, izpeljali in obravnavali bomo Kaldorjev model, ter ga razširili
na področje slovenskega zdravstva.
Poincaré-Bendixson theorem
Abstract
In my diploma thesis I deal with autonomous dynamical systems in a plane given
by a system of two differential equations. The central goal of the diploma is the
proof and application of the Poincare-Bendixson theorem. The mentioned theorem
defines the possible limit behaviors of bounded trajectories, so it is very useful in
predicting the behavior of these systems at large times. In the paper, we will apply
the theorem to the economic model, which includes structural changes. These occur
due to various factors in the economy, such as changes in economic development
or lack of resources. We will show how all of these factors can be illustrated by a
dynamic system whose behavior is predictable according to Poincare-Bendixson’s
theorem. More precisely, we will implement and discuss the Kaldor model, and
expand it to the field of Slovenian healthcare.
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1. Uvod
Diferencialne enačbe so eno najpomembnejših področij v matematiki, saj lahko
z njimi opisujemo in napovedujemo spremembe v zveznih modelih. Uporabimo
jih lahko pri modeliranju različnih procesov ter z njimi preučujemo stabilnost rav-
novesij. S pomočjo Poincare-Bandixonove teorije, ki jo predstavim v delu, lahko
obravnavamo številne biološke in fizikalne modele kot so na primer Van der Polov
oscilator, model plen-plenilec ali epidemiolški SIR-model. Sama se bom osredotočila
na področje ekonomije, kjer se Poincaré-Bendixsonov izrek pojavi v takoimenova-
nem Kaldorjevem modelu. Tega je leta 1957 v Economic Journal objavil cambriški
ekonomist Nicholas Kaldor, sicer avtor mnogih modelov gospodarske rasti.
Problem, ki ga obravnavam v diplomskem seminarju ima dve spremenljivki, zato
se bom v svojem delu osredotočila na planarne sisteme. V drugem poglavju diplom-
ske naloge bom najprej navedla nekaj osnovnih lastnosti sistemov diferencialnih
enačb in njihovih rešitev, nato pa govorila o vedenju sistemov na globalni ravni s
pomočjo limitnih množic. Gre za snov, ki jo podrobneje obravnava tudi predmet
Analiza 4, zato bodo nekatere podrobnosti izpuščene. V tretjem poglavju bom na-
vedla in dokazala dve verziji Poincaré-Bendixsonovega izreka ter skušala pojasniti,
zakaj je mogoče limitno gibanje omejenih orbit planarnega sistema natančno kla-
sificirati. V četrtem poglavju si bom nato ogledala Kaldorjev model s področja
ekonomije in njegov pristop uporabila pri izpeljavi modela slovenskega zdravstva.
2. Planarni sistemi diferencialnih enačb
V tem razdelku se bomo sprehodili skozi teorijo sistemov deferencialnih enačb.
Večina rezultatov je navedena brez dokazov, saj gre za snov Analize 4. Bralec lahko
več detajlov najde v drugih virih, na primer v [6] ali [3].
Sistem diferencialnih enačb je nabor n med seboj povezanih diferencialnih enačb
oblike:
ẋ1 = f1(t, x1, x2, ..., xn),
ẋ2 = f2(t, x1, x2, ..., xn),
...
ẋn = fn(t, x1, x2, ..., xn),
kjer so fi funkcije n+ 1 spremenljivk (časa t in xi za i = 1, ..., n), xi pa funkcije, ki
so odvisne od časa t. Tovrsten sistem lahko zapišemo tudi v vektorski obliki:
X ′ = F (t,X), kjer je X =
⎛⎝x1...
xn
⎞⎠ .
Rešitev sistema diferencialnih enačb je fukcija X(t) = (x1(t), ..., xn(t)), ki zadosti
enačbi X ′ = F (t,X(t)). Kadar nobena od funkcij fi ni odvisna od t, oziroma je
sistem oblike X ′ = F (X), ga imenujemo avtonomen sistem. V tem diplomskem
delu bomo obravnavali avtonomne sisteme dveh spremenljivk (n = 2), za katere
bomo uporabljali izraz planarni sistemi diferencialnih enačb.
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Planarni sistemi so torej podani z dvema medseboj povezanima diferencialnima
enačbama in funkcijama f, g : R2 → R2, v katerih čas t ne nastopa:
ẋ = f(x, y),
ẏ = g(x, y).
Tako pri vektorskem zapisu X ′ = F (X) velja, da je
F (X) = F (x, y) = (f(x, y), g(x, y)).
V tem primeru desna stran ponazarja vektorsko polje na R2, rešitve sistema pa so
krivulje, ki so tangentne nanj. Rešitev lahko torej (vsaj lokalno) zapišemo kot pa-
rametrizirano krivuljo X(t) v ravnini, za katero je F (x(t), y(t)) tangentni vektor v
točki (x(t), y(t)) za vse t. Seveda ima tak sistem navadno več kot eno rešitev. Na-
tančneje, v kolikor so izpolnjeni minimalni eksistenčni kriteriji, je družina njegovih
rešitev dvoparametrična. Posamezno krivuljo zato navadno določimo z začetnim
pogojem. To je vrednost X0, ki jo krivulja obišče v času t = 0.
Pri analizi planarnih sistemov so posebej zanimive točke, kjer je F (X) = 0. Taki
točki rečemo stacionarna oziroma ravnovesna točka, saj rešitev za vse čase t ostane
v njej. Kot rečeno, rešitev sistema pri danem začetnem pogoju ne obstaja vedno in
za vse čase. Vendar pa njen obstoj in enoličnost zagotavlja eksistenčni izrek, ki se
naslanja na zadostno regularnost F oziroma zvezno odvedljivost desne strani enačbe.
Da se izognemo nadaljnji diskusiji na to temo, bomo za vse planarne sisteme v tej
diplomi predpostavili, da je F ∈ C1(R2).
Izrek 2.1. Naj bo X ′ = F (X) planarni sistem diferencialnih enačb z začetnim
pogojem X(0) = X0, X0 ∈ R2. Potem obstaja a > 0 in enolično določena rešitev
začetnega problema X : (−a, a) → R2.
Opomba 2.2. Znano je, da lahko interval (−a, a) razširimo do maksimalnega reši-
tvenega intervala za začetno točko X0, ki ga bomo označevali z IX0 .
Obstoj enoličnih rešitev torej zagotavlja zvezna odvedljivost preslikave F . Še več,
ob tem pogoju velja tudi, da rešitvi X(t) in Y (t), ki se začneta v bližnjih točkah,
za majhne čase, ostaneta blizu skupaj. Njuno razliko omejuje eksponentna funkcija,
kar je izraženo v naslednjem izreku.
Izrek 2.3. Naj bo X ′ = F (X) planarni sistem diferencialnih enačb. Naj bo X(t)
njegova rešitev, definirana na zaprtem intervalu [0, t1], kjer je X(0) = X0. Potem
obstaja okolica U ⊂ R2 točke X0 in konstanta K, tako da je za vsak Y0 ∈ U definirana
enolična rešitev Y (t) na intervalu [0, t1], ki izpolnjuje pogoj Y (0) = Y0. Za vse
t ∈ [0, t1] velja tudi
|Y (t)−X(t)| ≤ K|Y0 −X0| · eKt.
2.1. Tokovnice in fazni portret. Pri dinamičnih sistemih X ′ = F (X) nas pona-
vadi zanima dolgoročno vedenje rešitev diferencialnih enačb, te pa so, kot smo videli
zgoraj, odvisne tako od časa, kot tudi od začetnih pogojev X0. Preslikava, ki točki
X v času t priredi ustrezno točko Xt, podaja krivuljo v R2, ki predstavlja zgodovino
točke X(t), ko čas preteče interval t ∈ IX0 . Kadar je funkcija F zvezno odvedljiva,
tako dobimo zvezno odvedljivo preslikavo definirano na
D = {(X0, t);X0 ∈ R2, t ∈ IX0} ⊆ R3.
Označimo jo z
ϕ : D → R2, ϕ(t,X) = ϕt(X).
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To pomeni, da točki X in času t priredimo točko Xt, ki ustreza vrednosti rešitve
skozi X pri pogoju X(0) = X in ob času t. To preslikavo imenujemo tok sistema
diferencialnih enačb. Spomnimo, da zanj velja:
• ϕ0 : R2 → R2 je identiteta; ϕ0(X) = X,
• ϕt(ϕs(X)) = ϕt+s(X), če t, s, t+ s ∈ IX .
Iz prej navedenega izreka sledi zvezna odvisnost rešitev od začetnih pogojev, torej
tudi toka sistema.
Izrek 2.4. Naj bo X ′ = F (X) planarni sistem diferencialnih enačb. Potem je tok
sistema ϕt(X) funkcija razreda C1, kar pomeni, da obstajata odvoda ∂ϕ∂t in
∂ϕ
∂X
, ki sta
zvezna glede na spremenljivki t in X.
Naj bo ϕt tok planarnega sistema X ′ = F (X). Množici
G = {ϕt(X), t ∈ R}
pravimo tokovnica oziroma orbita skozi točko X. Množico G+ = {ϕt(X), t ≥ 0}
imenujemo pozitivna polorbita, množico G− = {ϕt(X), t ≤ 0} pa negativna polorbita.
Zaradi obstoja enoličnih rešitev, ki ga zagotavlja eksistenčni izrek, velja, da lahko
skozi posamezno začetno točko poteka le ena tokovnica. Ta bo tudi zvezno odvisna
od začetnega pogoja. Prav tako za tokovnice avtonomnih sistemov velja, da ni
pomembno v katerem času prečkamo določeno točko, saj bosta za c ∈ R rešitev
skozi Xc = X(t + c) in rešitev skozi X = X(t) zaradi odvoda po času sovpadali.
Sledi, da se poljubni tokovnici ne morata sekati. Sliko vseh tokovnic danega sistema
imenujemo fazni portret in jo razumemo kot grafično ponazoritev rešitev sistema.
Primer 2.5. Oglejmo si primer planarnega sistema in skicirajmo njegov fazni por-
tret v ravnini:
ẋ = −y − x3 − xy2,
ẏ = x− yx2 − y3.
Najprej poiščemo njegove ravnovesne (fiksne točke). To naredimo tako, da rešimo
enačbi ẋ = 0 in ẏ = 0. Iščemo torej (x, y), kjer bo hkrati:
−y − x3 − xy2 = 0
x− yx2 − y3 = 0.
Zgornji sistem lahko preoblikujemo v
−yx− x4 − x2y2 = 0,
xy − x2y2 − y4 = 0,
ter ga seštejemo v enačbo
−x4 − 2x2y2 − y4 = −(x2 + y2)2 = 0.
Opazimo, da je edina fiksna točka (0, 0).
Za lažjo obravnavo tokovnic sistema, ga zapišimo v polarnih koordinatah, kjer je
x = r cos θ in y = r sin θ. Nadalje velja
r =
√︁
x2 + y2,
tan θ =
y
x
.
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Od tod dobimo
dr
dt
= ṙ =
1
2
(x2 + y2)−
1
2 · (2xẋ+ 2yẏ).
Ko vstavimo ẋ in ẏ dobimo
ṙ =
2x(−y − x3 − xy2) + 2y(x− x2y − y3)
2
√︁
x2 + y2
=
−x4 − 2x2y2 − y4√︁
x2 + y2
=
−(r2)2
r
= −r3,
taṅ θ =
1
cos2 θ
· θ̇ = ẏx− ẋy
x2
=
(x− yx2 − y3)x− (−y − x3 − xy2)y
x2
=
r2
x2
=
1
cos2 θ
.
Zadnja enačba je ekvivalentna zvezi
θ̇ = 1.
Ker je sistem v teh koordinatah precej preprost, lahko izrazimo eksplicitno rešitev:
r =
1√
2θ + C
, θ = t+D.
Konstanti C in D sta določeni z začetnimi pogoji, ki nam povedo skozi katero točko
poteka tokovnica (Slika 1).
Iz slike razberemo, da gre θ → ∞ in r → 0, ko t → ∞. To pomeni, da se monotono
približujemo točki (0, 0). Vse tokovnice se torej navijajo okoli fiksne točke. Za takšno
fiksno točko pravimo, da je stabilna (stabilni vrtinec).
Slika 1. Dve izmed rešitev sistema.
♢
2.2. Limitne množice. Periodična rešitev/orbita oziroma cikel je rešitev sistema
X ′ = F (X), pri kateri obstajata točka X, ki ni fiksna, in čas τ > 0 za katerega velja,
ϕτ (X) = X. To pomeni, da se rešitev v tem času vrne v točko. Najmanjši tak čas
τ > 0 imenujemo perioda točke X. Zaradi lastnosti toka nadalje velja
ϕt+τ (X) = ϕt(X),
kar pomeni, da so z isto periodo periodične tudi vse ostale točke, ki ležijo na orbiti
točke X. V posebnem, gre za množico, ki jo preslikava ϕτ preslika vase.
Podobno kot pri stabilnih fiksnih točkah, ki privlačijo ostale rešitve, lahko perio-
dična rešitev pooseblja tudi limitno vedenje rešitev, vendar pa moramo za ustrezno
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interpretacijo uvesti definicijo ustreznih limitnih množic. Izberimo točko X ∈ R2.
Točka Y je njena ω-limitna točka, če obstaja zaporedje tn → ∞, za katerega velja
lim
n→∞
ϕtn(X) = Y.
V tem diskretnem naboru časov se torej rešitev skozi X približuje točki Y. Mno-
žici vseh ω-limitnih točk rešitve skozi točko X pa pravimo ω-limitna množica in
jo označimo z ω(X). Zaradi lastnosti toka imajo vse točke, ki ležijo na tokovnici
G skozi X enako ω-limitno množico. Na podoben način definiramo tudi α-limitno
množico za X oziroma G. In sicer, kot nabor točk Y , za katere obstaja zaporedje
časov tn → −∞, pri katerem točke na tokovnici konvergirajo k Y . Označimo jo z
α(X). Ker gre pri α-limitnih množicah za objekt, ki je po času zrcalen ω-limitnim
množicam, bomo v večini izrekov in dokazov obravnavali le prve. Seveda pa lahko
privzamemo, da vsi predstavljeni rezultati veljajo tudi za α-limitne množice.
Opaziti velja, da je ω-limitne in α-limitne množice mogoče definirati le takrat,
ko rešitev sistema obstaja za vse pozitivne oz. negativne čase. V posebnem, obe
množici obstajata, kadar je IX = (−∞,∞). Po [5] (Posledica 2.6) se to zgodi tudi,
kadar je pozitivni oziroma negativni del orbite vsebovan v kompaktni podmnožici
ravnine, zato se bomo v nadaljevanju osredotočili predvsem na te primere.
Sedaj razmislimo, katere so nekatere tipične oblike ω-limitnih množic. Če je ω-
limitna množica ena sama točka, je to zaradi zveznosti kar stacionarna točka. Tako
je na primer singelton, ki vsebuje stabilni vozel ali vrtinec, ω-limitna množica za vse
točke svoje okolice. Nekaj podobnega velja tudi za vsako periodično rešitev. Tudi
ta je sama ω-limitna množica za vse točke, ki ležijo na njej. Še več, kadar gre za
privlačen cikel, na katerega se tokovnice v bližini "navijejo", je periodična rešitev
ω-limitna množica tudi zanje. Še nekoliko bolj poseben primer ω-limitnih množic
pa predstavljamo v naslednjem primeru.
Primer 2.6. Obravnavajmo nelinearen sistem
ẋ = sin(x) · (−0.1 cos(x)− cos(y)),
ẏ = sin(y) · (cos(x)− 0.1 cos(y)).
Njegove stacionarne točke so enake (k1π, k2π) in (k1π− π2 , k2π−
π
2
), za vse k1,2 ∈ Z.
Nekatere od njih so odbojne, druge pa privlačne, kar lahko preverimo z linearizacijo.
Na spodnjem faznem portretu (Slika 2) lahko vidimo, kako se obnašajo njegove
tokovnice. Opazimo, da imajo različne tokovnice različne limitne množice. Tokov-
nica, ki je v kvadratu, ki ga omejujejo fiksne točke, se oddaljuje od fiksne točke v
njem in se približuje robovom. Posledično je njena ω-limitna množica enaka skle-
njeni krivulji, ki je sestavljena iz štirih fiksnih točk in štirih lokov, ki jih povezujejo.
Na drugi strani je α- limitna množica te tokovnice enaka singeltonu s fiksno točko v
središču kvadrata. Tokovnica, ki leži na stranici kvadrata ima eno od oglišč (fiksno
točko) za ω-limitno množico, eno pa za α-limitno množico. Za tok, ki se začne v
fiksni točki pa velja, da tam tudi ostane, torej sta obe limitni množici fiksne točke
enaki kar točki sami.
♢
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Slika 2. Fazni portret in dve tokovnici.
Spoznali smo torej nekaj možnih primerov ω-limitnih in α-limitnih množic planarnih
sistemov, naslednje poglavje pa bo v celoti posvečeno izreku, ki bo take množice v
primeru omejenih orbit natančno klasificiral. Preden pa se posvetimo njegovemu
dokazu, si oglejmo še tri lastnosti limitnih množic.
Trditev 2.7 (Invariantnost limitnih množic). Vsaka ω-limitna množica je pozitivno
invariantna za tok sistema. To pomeni, da za vsak Y ∈ ω(X) in vsak t > 0 velja
ϕt(Y ) ∈ ω(X).
Dokaz. Naj bo Y točka v ω-limitni množici naše tokovnice. Tedaj obstaja nabor
časov tn → ∞, za katerega velja
Y = lim
n→∞
ϕtn(X).
Zaradi zvezne odvisnosti od začetnih pogojev lahko zapišemo tudi
ϕt(Y ) = ϕt( lim
n→∞
ϕtn(X)) = lim
n→∞
ϕt+tn(X).
Ker gre tudi zaporedje časov t+ tn → ∞, bo tudi dobljena točka v ω-limitni množici
opazovane tokovnice. Sledi, da za vse točke Y ∈ ω(X) velja, da ϕt(Y ) ∈ ω(X) za
vse t ∈ R, in potem res velja ϕt(ω(X)) ⊂ ω(X). □
Trditev 2.8 (Zaprtost limitnih množic). Neprazna ω-limitna množica je zaprta.
Dokaz. Množica je zaprta, če vsebuje vse svoje limitne točke. Naj bo Yn ∈ ω(X) in
limn→∞ Yn = Y . Naj bo m ∈ N. Po definiciji limite obstaja n ∈ N, da je
d(Yn, Y ) <
1
2m
.
Po definiciji ω-limitne množice obstaja tudi poljubno velik tm, da je
d(ϕtm(X), Yn) <
1
2m
.
To pa pomeni, da je
d(ϕtm(X), Y ) <
1
m
.
Konstruirali smo torej nabor časov, za katerega velja tm → ∞ in ϕtm(X) → Y .
Torej je tudi Y ∈ ω(X). □
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Trditev 2.9 (Povezanost limitnih množic). Če je ω(X) omejena, je tudi povezana.
Dokaz. Trditev dokažemo s protislovjem. Če izjava ne velja, lahko limitno množico
zapišemo kot unijo ω(X) = A∪B, kjer je razdalja med A in B enaka δ > 0. Ker so
v A in B limitne točke, obstaja poljubno velik čas tA, da je d(ϕtA(X), A) < δ/2 in
pa poljubno velik tB, da je d(ϕtB(X), B) < δ/2. Ker pa je d(ϕt(X), A) zvezo odvisna
od spremenljivke t, pa mora obstajati zaporedje časov {tn}n∈N, tn → ∞, za katere
velja d(ϕtn(X), A) = δ/2. Množica točk ϕtn(X) je omejena, zato ima stekališče C,
ki je stran od A in B oddaljeno za razdaljo δ/2. Ker velja tudi C /∈ ω(X), pridemo
do protislovja, saj C ni vsebovana niti v A niti v B. □
3. Poincaré-Bendixsonov izrek in dokaz
V tem poglavju bomo predstavili osrednji matematični rezultat diplomskega se-
minarja. Gre za Poincaré-Bendixsonov izrek, ki opredeljuje možne limitne množice
omejenih tokovnic planarnega sistema. Originalno različico izreka je leta 1892 podal
znan francoski matematik Henri Poincaré, devet let kasneje pa je matematik Ivar
Bendixson izrek še razširil in zanj ponudil tudi dokaz. V tem delu bom predstavila
dve verziji Poincaré-Bendixsonovega izreka. Preden pa se posvetimo njuni formula-
ciji in dokazu, pa povejmo, da gre za izrek, ki je veljaven izključno v dimenziji dve.
V višjih dimenzijah namreč postane analiza sistemov bolj zapletena, izkaže pa se
tudi, da lahko celo v omejenih orbitah pride do kaotičnega gibanja. Vsebina tega
poglavja je povzeta po [3] (poglavje 10) in [5] (poglavje 4).
3.1. Priprava na dokaz P-B izreka. Začeli bomo z dvema lemama, ki jih bomo
potrebovali v dokazih izrekov. Lemi govorita o presečiščih tokovnic sistema s tran-
sverzalnim lokom. Denimo, da je Z neka nefiksna točka. Transverzalni lok je majhen
simetričen interval S skozi Z, ki je pravokoten na vektor F (Z), ter je nevzporeden
tudi z ostalimi vektorji F (U), kjer je U ∈ S (glej Sliko 3). V posebnem to pomeni,
da tokovnice vektorskega polja F lok S prečkajo v izoliranih točkah in da ne obstaja
točka na S, v kateri bi bila njena tokovnica tangentna na lok.
Slika 3. Transverzalni lok S skozi točko Z.
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Prva od dveh lem opredeljuje gibanje tokovnice v bližini poljubnega transverzal-
nega loka. V posebnem pove, da kadar lok postavimo na ciklično rešitev, se morajo
tokovnice planarnega sistema bodisi monotono približevati bodisi monotono odda-
ljevati od nje.
Lema 3.1. Naj bo S lok, ki je transverzalen na neko nefiksno točko Z. Naj bo X
točka v bližini Z, za katero velja, da S seka v točkah
Y0 = ϕt0(X), Y1 = ϕt1(X), Y2 = ϕt2(X).
Če velja t0 < t1 < t2, so tudi točke Y0, Y1 in Y2 monotono razporejene po loku S (tj.
Y1 leži med Y0 in Y2).
Dokaz. Oglejmo si zaprto območje J , ki je omejeno z delom tokovnice med Y0 in Y1
ter delom transverzalnega loka T ⊂ S med tema dvema točkama. Če je tokovnica
skozi Y1 usmerjena tako, da zapušča območje J , bodo tako usmerjene tudi ostale
rešitve v J in izstopale preko T , skozi vsako točko (Slika 4).
Slika 4. Monotono zaporedje točk.
Ker iz množice J tokovnice le izstopajo in ker se med seboj ne smejo sekati, je
komplement množice J , pozitivno invarianten. Sledi, da je ϕt(Y1) ∈ R2 \ J za vse
t > 0. Del tega komplementa je tudi točka Y2, ki leži v S \T . Nadalje lahko množico
S \T lahko razdelimo na dva intervala I ′0 in I ′1, ki sta na eni strani odprta, na drugi
pa omejena z Y0 in Y1. Ko tokovnica doseže točko Y1, nadaljuje pot zunaj množice J
do I ′1 in nikjer ne seka ostalih tokovnic, torej je interval I ′1 izven množice J , interval
I ′0 pa v njej. To umešča Y1 med točki Y0 in Y2 na loku S. Točke, ki so monotono
porazdeljene po tokovnici, so torej monotono porazdeljene tudi po loku. □
Ugotovili smo, da tokovnice transverzalne loke sekajo v monotono razporejenih
časih. Ob tem smo seveda privzeli, da imamo več kot eno presečišče. Kot pove
naslednja lema pa poseben primer predstavljajo ω-limitne množice, ki vsak svoj
transverzalni lok sekajo natanko enkrat.
Lema 3.2. Naj bo ω(X) neprazna in naj bo S lok, ki je transverzalen na Z ∈ ω(X).
Rešitev, ki se začne v Y ∈ ω(X) seka S v natanko eni točki.
Dokaz. Trditev dokažemo s protislovjem. Recimo, da obstajata dve točki Y1 in Y2 v
katerih rešitev skozi Y seka S. Naj bosta I1, I2 ⊂ S pripadajoča ločena podintervala
na S. Ker je po začetni predpostavki Y ∈ ω(X), sta tudi Y1, Y2 ∈ ω(X). To pa
pomeni, da rešitev, ki poteka skozi X, čez čas pride v okolico in posledično tudi
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prečka vsakega od intervalov I1 in I2 neštetokrat. Če oblikujemo zaporedje teh
prečkanj čez I1 z an in bn čez I2 za n ∈ N, je skupno zaporedje prečkanj S:
a1, b1, a2, b2, a3, . . . , an ∈ I1, bn ∈ I2.
V Lemi 3.1. smo pokazali, da bi za takšno zaporedje presečišč na rešitvi skozi X
morala veljati monotonost, ki pa za predstavljeno zaporedje zaradi ločenih intervalov
ne more veljati. Rešitev, ki poteka skozi X, lahko torej le enega od intervalov I1 in
I2 prečka neštetokrat. S tem pa je naša lema dokazana. □
Nazadnje dokažimo še trditev, ki jo bomo potrebovali za dokaz Poincaré-
Bendixsonovega izreka. Le ta obravnava ω-limitne množice brez fiksnih točk.
Trditev 3.3. Naj bo X ∈ R2. Če je limitna množica ω(X) neprazna, kompaktna in
ne vsebuje fiksnih točk, potem ustreza periodični orbiti.
Dokaz. Naj bo ω(X) omejena in zaprta ter Y ∈ ω(X). Trdimo, da je ω(Y ) neprazna
podmnožica ω(X), saj vsaka limitna množica vsebuje ω-limitne množice vseh svojih
točk. Oglejmo si dokaz tega dejstva. Iz Trditve 2.7 sledi, da je ω(X) pozitivno
invariantna množica. To pomeni, da za zaporedje časov tn ≥ 0 z lastnostjo tn → ∞
in ϕtn(Y ) → Z ∈ ω(Y ), velja ϕtn(Y ) ∈ ω(X). Ker pa je množica ω(X) po Trditvi
2.8 zaprta, mora biti v njej vsebovana tudi limitna točka zaporedja ϕtn(Y ), torej je
Z ∈ ω(X). Ker sklep velja za vse točke množice ω(Y ), je ω(Y ) ⊆ ω(X).
Nadalje naj bo Z ∈ ω(Y ). Ker to pomeni, da leži tudi v ω(X), vemo, da ni fiksna
in lahko konstruiramo transverzalni lok S skozi Z. V Lemi 3.2. smo pokazali, da
rešitev skozi Y seka S v natanko eni točki. Iz predpostavke, da je Z ∈ ω(Y ) sledi
tudi, da obstaja zaporedje tn → ∞, za katero velja, da gre tok ϕtn(Y ) → Z. Torej se
neskončno mnogo členov zaporedja ϕtn(Y ) nahaja v okolici Z, kjer seka Z. Vendar
pa po drugi strani vemo, da je ω(X) invariantna množica. Torej je ϕtn(Y ) = Z in
imamo periodično rešitev, kar pomeni, da mora biti ω(X) unija tovrstnih ciklov. Po
Trditvi 2.9. je tak cikel zaradi povezanosti lahko le en. □
3.2. Zadostni pogoji za obstoj ciklične rešitve. V tem razdelku si bomo ogle-
dali prvo verzijo Poicaré-Bendixsonovega izreka, ki nam bo podala zadostne pogoje
za obstoj ciklične rešitve sistema. Ta verzija bo za nas še posebej pomembna, saj
jo bomo uporabili tudi v zadnjem poglavju, kjer obravnavamo Kaldorjev model
slovenskega zdravstva.
Izrek 3.4 (Poincaré-Bendixson 1). Naj bo K kompaktna podmnožica ravnine, ki ne
vsebuje fiksnih točk. Če za vsako točko X ∈ K velja, da je njena pozitivna polorbita
v celoti vsebovana v K, ima sistem tam tudi ciklično rešitev, h kateri konvergirajo
vse ostale tokovnice.
Trditev pove, da lahko nabor tokovnic, ki je omejen za vse pozitivne čase, v od-
sotnosti stacionarnih točk konvergira le k ciklični rešitvi. V posebnem, tak sistem
mora imeti ciklično rešitev.
Dokaz. Ker so po predpostavki tokovnice omejene v kompaktu, ima vsak pozitivni
del tokovnice G+ vsaj eno stekališče. V posebnem, njegova ω-limitna množica je
neprazna. Ker pa K ne vsebuje ravnovesnih točk, po Trditvi 3.3 vemo, da to ste-
kališče leži na neki periodični orbiti, ki jo označimo s C. Še več, zaradi omejenosti
množice G+ je ω(X) povezana (Trditev 2.9) zato velja, da je kar enaka množici C.
Periodična orbita C razdeli ravnino na notranjost in zunanjost. Trdimo: neka
tokovnica G ravninskega C1 sistema v zunanjosti krivulje ima ta cikel za ω-limitno
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množico, to velja tudi za ostale tokovnice v njegovi zunanjosti. Natančneje, te se
z naraščajočim časom navijajo okoli C ter vsak transverzalni lok na ta cikel sekajo
neskončnokrat (Slika 5).
Slika 5. Navijanje tokovnice G okoli cikla C.
Dokažimo to dejstvo. Za limitni cikel C po definiciji velja, da je tudi sam tokovnica in
da nobena od njegovih točk ni fiksna. Nadalje naj bo S transverzalni lok skozi točko
Y na ciklu C proti zunanjosti. Ker je vsaka točka na ciklu C stekališče tokovnice G,
to velja tudi za Y , kar pomeni, da bo okolica točke Y vsebovala neskončno presečišč
tokovnice z lokom S, časi presečišč tn pa bodo po Lemi 3.1. monotono naraščali
proti neskončnosti.
Tangente skozi bližnje točke imajo podoben naklon tangenti na cikel skozi Y . Te,
ki potekajo čez presečišča tokovnice G s poltrakom, pa kažejo v isto smer zaradi
odsotnosti stacionarnih točk. Poltrak je z presečišči razdeljen na krajše intervale,
množica K pa je razdeljena na manjša območja, omejena z deli tokovnice G in
intervali na poltraku, podobno kot pri v dokazu Trditve 3.3. (Slika 6).
Slika 6. Presečišča poltraka P in primer oblike območja Ji
Če izberemo potem neko točko Q v območju Ji, lahko tokovnica, ki poteka skozi
to točko, območje zapusti le skozi naslednji interval. Če tokovnica ne bi zapustila
območja, bi zaradi omejenosti morala imeti limitno množico, in ker ni stacionarnih
točk bi to bila periodična orbita. Ker je notranjost invariantna za tok, pa bi morala
biti fiksna točka tudi tu, torej pridemo do protislovja. Tokovnica torej mora izsto-
piti iz vsakega območja Ji in ker ne more sekati ostalih tokovnic, prečka naslednji
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interval. Tako ugotovimo, da tudi taka tokovnica seka isti poltrak neštetokrat, gi-
banje ostalih tokovnic pa je omejeno z gibanjem tokovnice G. Na podoben način
obravnavamo tudi tokovnice, ki ležijo znotraj ciklične rešitve C.
□
Zgoraj podani dokaz Poincaré-Bendixsonovega izreka pojasnjuje limitno dogajanje
oz. navijanje tokovnic okoli ciklične rešitve. Tovrstno dogajanje je motivacija za
vpeljavo takoimenovane Poincaréjeve preslikave.
Definicija 3.5. Naj bo ϕt tok, ki opisuje gibanje v dinamičnem sistemu ter C neka
periodična orbita tega sistema. Naj bo Y ∈ C in S transverzalen tok skozi to točko.
Na odprti in povezani okolici U ⊂ S točke Y lahko definiramo Poincaréjevo presli-
kavo P : U → S, ki je podana z naslednjimi lastnostmi:
• P (Y ) = Y,
• P (U) je okolica Y in P : U → P (U) je difeomorfizem,
• za vsako točko X v U tokovnica ϕt(X) za t > 0 prvič seka transverzalni lok
S pri P (X).
Poincaréjevo preslikavo lahko razumemo tudi kot predpis, ki točki določi čas, ki ga
tok potrebuje, da doseže naslednje presečišče na transverzalnem loku. Natančneje,
gre za predpis t : X → t(X), ki vsaki točki X, z lastnostjo ϕt(X) ∈ S priredi točko,
za katero velja
P (X) = ϕt(X)(X).
Omeniti velja, da je pojem Poincaréjeve preslikave mogoče razširiti tudi v višje di-
menzije, la da takrat namesto tranverzalnih lokov uporabljamo hiperploskve. Bralec
lahko te ideje razišče v referenci [5].
3.3. Klasifikacija ω-limitnih množic. Druga verzija Poincaré-Bendixsonovega iz-
reka bo natančno opredelila, katere neprazne in kompaktne ω-limitne množice lahko
ima planarni sistem. Izkaže se, da so to natanko alternative, ki smo jih predstavili
v Primeru 2.6.
Izrek 3.6 (Poincaré-Bendixson 2). Naj bo X ∈ R2. Privzemimo, da je ω(X) pove-
zana, neprazna in kompaktna množica, ki vsebuje končno fiksnih točk. Potem imamo
naslednje možnosti
• ω(X) je fiksna točka.
• ω(X) je periodična orbita.
• ω(X) je sestavljena iz končno fiksnih točk in lokov, ki imajo te fiksne točke
za začetne oz. končne limitne točke.
Dokaz. Direktna posledica povezanosti je, da je lahko v ω-limitni množici največ
ena izolirana ravnovesna točka, kar se zgodi v prvi alineji izreka. Po drugi strani
imamo v odsotnosti ravnovesnih točk največ eno periodično rešitev (Trditev 3.3.),
kar utemelji drugo alinejo.
Nazadnje predpostavimo, da ω-limitna množica vsebuje tudi tokovnico G, ki ni
stacionarna in ni ciklična. Ker je ω(X) kompaktna, morata v limiti obstajati zače-
tna in končna točka te tokovnice. Ti sta lahko zaradi zveznosti toka le stacionarni
točki. Da potrdimo tretjo alternativo izreka moramo torej dokazati le še, da vsaki
fiksni točki v ω(X) povezuje največ ena limitna tokovnica, ki ima eno fiksno točko
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Slika 7. Primer limitne množice iz fiksnih točk in limitnih tokovnic.
za ω-limitno množico, drugo pa za α-limitno množico (Slika 7). To storimo s proti-
slovjem.
Denimo, da bi fiksni točki lahko povezovali dve limitni tokovnici. To pomeni,
da bi skupaj oblikovali sklenjeno krivuljo, v notranjosti katere pa se tokovnice ne
morajo gibati v skladu z limitami. Če izberemo torej točki Y1 in Y2, vsako na eni
izmed limitnih tokovnic G1 in G2, in transverzalna loka S1 in S2 skozi ti točki, ob-
stajata tudi pripadajoči Poincarejevi preslikavi P1(X) in P2(X) za X v notranjosti.
Presečišči njunih transferzalnih lokov naj bosta točki Z1 in Z2. Če povežemo točki
Zi skupaj s transverzalnima lokoma razdelita notranjost na dva dela, med katerima
tokovnica ne mora prehajati, s tem, da bi upoštevala vse limite (Slika 8).
Slika 8. Nemogoča ω-limitna množica.
Ker so limitne množice povezane, podobno velja za vse ostale loke. Vsi imajo kot
svojo ω-limitno oziroma α-limitno množico eno izmed fiksnih točk v prvotni limitni
množici.
□
Še nekaj več detajlov in posledic Poincaré-Bendixsonovega izreka lahko bralec
najde v referencah [3] in [5]. Nazadnje še enkrat poudarimo, da je tovrstna ka-
rakterizacija ω-limitnih množic močno odvisna od dvodimenzionalnosti sistema, saj
brž ko ima sistem tri ali več dimenzij, izreka ne moremo več dokazati. Posledično
lahko pride do drastičnih sprememb in nepredvidljivega vedenja pri velikih časih.
Tako lahko tokovnica potuje po nekem omejenem območju in nikoli ne limitira k
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nobeni fiksni točki ali zaprti orbiti. V nekaterih primerih lahko tokovnice limitirajo
tudi h kompleksnim geometrijskim telesom, ki se imenujejo čudni ali kaotični atrak-
torji (ag. strange attractor). Gibanje po njih je močno občutljivo na že najmanjše
spremembe začetnih pogojev. Majhne razlike tako ustvarijo veliko razliko v obna-
šanju takšnih dinamičnih sistemov, kar na splošno vodi v nezmožnost dolgoročnega
napovedovanja. Še več, to se zgodi kljub temu, da so ti sistemi deterministični -
njihovo obnašanje v prihodnosti je natanko določeno z začetnimi pogoji. Z drugimi
besedami, dobimo kaotično gibanje.
4. Kaldorjev pristop in model slovenskega zdravstva
Dinamične sisteme lahko najdemo na najrazličnejših področjih in njihove lastnosti
uprizorimo z različnimi modeli. Na področju ekonomije je zaradi svoje nelinearne
zasnove še posebej zanimiv Kaldorjev model, ki obravnava funkciji varčevanja in in-
vesticij. Za razliko od linearnih sistemov, ki se močno zanašajo na eksogene faktorje
za vzdrževanje stabilnosti, namreč ta model z uporabo nelinearnih funkcij ustvari
endogen cikel. Podrobno je model obrazložen v viru [7]. Sama sem podoben ci-
kel poskušala najti tudi na področju slovenskega zdravstva. Pri tem sem funkciji
varčevanja in investicij nadomestila s čakalnimi dobami in s funkcijo financiranja.
Cilj diplomskega dela je pokazati, da je v takem modelu prisotna ciklična rešitev, ki
omogoča predvidevanje, kako se bo gibal sistem. Več o drugačnih aplikacijah izreka
je na voljo v referenci [1] in [2].
4.1. Oblikovanje modela. V splošnem velja, da pri nekaterih dobrinah trg ne
privede do optimalnega rezultata za družbo, zato poskuša država oziroma drug re-
gulator zagotoviti javne dobrine s strani javnega sektorja. Težava slednega je, da je
v povprečju manj učinkovit kot zasebni sektor. Pri zdravstvu se to najbolj pozna v
dolgih čakalnih dobah. Na drugi strani financiranje ZZZS-ja prihaja iz prispevkov za
zdravstveno zavarovanje in državnega proračuna ter krije stroške prostorov, opreme,
plače zaposlenih in bolniške dobe ter zdravila.
Pri oblikovanju modela sem skušala upoštevati specifike zdravstvenega sistema,
kot je na primer odsotnost popolne konkurence in prostega trga zaradi majhnega
deleža privatizacije v slovenskem zdravstvu, regulacijo najvišjih možnih cen zdravil
ter veliko neelastičnost povpraševanja po dobrinah tega tipa. Torej tudi, da se cena
storitev ne zviša pri večjem povpraševanju. Dokazovanja obstoja ciklične rešitve v
tem modelu se bom najprej lotila na isti način kot to napravi Kaldor pri svojem
modelu, nato ga bom še dodatno potrdila s pomočjo teorije dinamičnih sistemov in
Poincaré-Bendixsonovim izrekom.
Kaldor je za obravnavo spremembe prihodka potrošnikov v času uporabil načela
Keynezijanske teorije. Zato tudi obravnavo našega sistema začnimo s to teorijo,
ki predpostavi, da se varčevanje in investicije obnašata kot linearni funkciji, ki sta
pozitivno odvisni od prihodka. Torej, večji kot bo naš prihodek, bolj bomo investirali
in več bomo privarčevali. Taka predpostavka je smiselna tudi v naši nadgradnji
modela, saj za funkciji zdravstvenega sistema velja, da sta pozitivno povezani z
številom čakajočih bolnikov. Torej da se tako obremenjenost državnega proračuna
oziroma stroški in čakalne dobe povečujejo s številom pacientov na čakanju.
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V splošnem torej lahko predpostavimo, da sta funkcija stroškov S in funkcija
čakalnih dob D enaki:
S = aX,
D = bX,
kjer je X število bolnikov na čakanju, ter a > 0 in b > 0 konstanti. Dodatno
pričakujemo, da velja:
D > S → X ↑
D < S → X ↓
Torej, če je financiranje storitev ZZZS-ja manjše, kot bi bilo potrebno za sprejem
bolnikov, sklepamo da se število teh čez čas povečuje. Če pa je financiranje storitev
večje kot povpraševanje po storitvah, pa se zdi smiselno, da se bo število čakajočih
pacientov čez čas zmanjšalo.
Glede na zgoraj zapisano je potrebno obravnavati dve možnosti naklona naših
krivulj.
Če ima S večji naklon kot D, potem se bo desno od presečišča krivulj vrednost X
s časom manjšala, levo pa večala (opazujemo na abscisni osi). Torej bo ravnovesno
število X∗, kjer se premici stikata, stabilno. To pomeni, da ob takšnih čakalnih
dobah in stroških lahko pričakujemo, da število bolnikov v čakanju X∗ ostane enako.
V drugem primeru, kjer je naklon druge funkcije večji, pa bo desno od presečišča
krivulj veljalo D > S in bo vrednost X s časom naraščala, levo, kjer je D < S, pa
bo padala. Ravnovesna točka bo torej nestabilna. Kot rečeno je podobne zaključke
naredil tudi Kaldor, ki je Keynezijanski model uporabil za naklon krivulj varčevanja
in investiranja.
Seveda sta obe možnosti popolne stabilnosti in popolne nestabilnosti iz empirič-
nega vidika nerealni. Zato bomo ta linearni pristop skušali nadomestiti z neline-
arnim in prilagodili obliko obeh krivulj. Kaldor v svojem modelu razlaga, da je
večanje investicij povezano z investicijskimi možnostimi in da jih je največ takih, ki
se splačajo, lociranih med notranjimi točkami intervala vseh investicij. Prav tako
so blagovne industrije močno odvisne od dobaviteljev, ki zahtevajo višjo ceno za
proizvodnjo dodatne enote produkta. Vse te lastnosti torej oblikujejo investicijsko
krivuljo. Podobno, obliko krivulje varčevanja obrazloži s tem, da gospodinjstva pri
zelo majhnem prihodku najprej zmanjšajo količino varčevanja, pri velikem prihodku
pa se ta najbolj povečuje.
Zelo podoben sklep lahko naredimo tudi pri obeh obravnavanih funkcijah zdra-
vstvenega sistema. Kljub temu, da se tako financiranje oziroma stroški in čakalne
dobe povečujejo s številom čakajočih pacientov, lahko pričakujemo, da večanje ni
konstantno. Za majhno povečanje ali zmanjšanje števila bolnikov okrog običajnega
števila domnevamo, da ne bo močno vplivalo na stroške. Bolj drastično spremembo
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stroškov pa pričakujemo pri ekstremnih koncih števila bolnikov, saj sistem težje do-
haja večanje števila pacientov v čakanju, ko to preseže neko točko in je obremenitev
državnega proračuna čedalje večja. Pri zmanjšanju števila čakajočih pa sklepajmo,
da bo reakcija na stroške, na primer plače zaposlenih, drastična šele po določeni
točki. Za graf funkcije stroškov, v odvisnosti od X, to pomeni, da bo v sredini
skoraj raven, ob robovih pa bolj strm, zato bi tej funkciji lahko pripisali nekakšno
kubično obliko.
Slika 9. Krivulja stroškov.
Obratno spremembo pričakujemo pri funkciji čakalnih dob. Te naj bi se po analizi
Journal of Medical Systems [4] močno povečale že pri majhnem povečanju števila
bolnikov. Glede na to, da so čakalne dobe v Sloveniji regulirane, pa sklepajmo še, da
se rast umiri po neki točki. To na grafu upodobimo tako, da je krivulja odvisnosti
od spremenljivke X v sredini strma, ob robovih pa položnejša.
Slika 10. Krivulja čakalnih dob.
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Sedaj preučimo odnos krivulj med seboj. Na Sliki 11 vidimo, da se krivulji sekata
v treh točkah. Če sedaj obravnavamo te točke posebej v povezavi s prej določenimi
značilnostimi (za D > S vrednost X narašča, za D < S vrednost X pada) opazimo,
da sta točki A in C stabilni, točka B pa je nestabilna, oziroma odbojna. Res,
dinamiko spremenljivke X spet opazujemo na abscisni osi. Če je naše stanje pri A
ali C, tam tudi ostanemo, če pa smo pri točki B, torej je število bolnikov v čakanju
pri Xb, pa gre naše stanje proti A ali C.
Slika 11. Gibanje spremenljivke X.
Odločilen dejavnik pri Kaldorjevem modelu je fenomen kopičenja kapitala v do-
ločeni točki v času, saj sta ti funkciji varčevanja in investiranja le kratkoročni. Pri
fiksnem prihodku se pri investicijah delniški kapital povečuje, pri rasti tega pa se
njegova mejna donosnost manjša, zato je Kaldor sklepal, da se investicije čez čas
zmanjšajo. Na varčevanje pa povečanje kapitala vpliva preko večje proizvodnje in
posledično večje ponudbe dobrin, ki pomeni nižje cene za potrošnike. Tako si bodo
lahko ti po nižji ceni privoščili enako količino surovin in več prihranili. Torej se bo
krivulja varčevanja čez čas premaknila navzgor.
Kot novo spremenljivko sem pri slovenskem zdravstvenem sistemu dodala zmo-
gljivost sistema, oziroma njegove kapacitete (število zdravstvenih delavcev, stro-
kovnjakov, prostorov, opreme). Pri povečevanju kapacitet naj minimalni standard
kakovosti ne bi padel pod določeno mejo, kar po vsej verjetnosti dodatno vpliva na
rast stroškov. Zato predvidevamo, da bodo čez čas ti rastli, saj tudi ob večji ponudbi
storitev, njihova cena ne bi padla zaradi prisotne zakonske regulacije. Pri fiksnem
številu bolnikov pa je razumljivo, da se bodo čakalne dobe pri povečanju kapacitet
čez čas zmanjšale.
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Zgoraj zapisane dejavnike sedaj interpretirajmo še v matematičnem smislu. Čez
čas se bo torej ena izmed krivulj premaknila navzgor (stroški rastejo), druga pa
navzdol (količina čakalnih dob se manjša). Pri tem se bodo premaknile tudi naše
točke presečišč, kot vidimo na Sliki 12. Točki B in C se pomikata druga proti drugi,
dokler se ne srečata. Točka A je tako edina stabilna točka, saj desno od A povsod
velja S > D, kar pomeni, da se vrednost X manjša. Tako število bolnikov v čakanju
na tem območju pada vse do števila Xa.
Slika 12. Prvi premik krivulj.
Posledično pa se spremenita tudi krivulji, saj je točka A le kratkoročno ravnovesje.
Res, čez čas se krivulji premakneta ravno v nasprotno smer. Zaradi drastičnega
zmanjšanja števila bolnikov v čakanju, pride do presežka kapacitet, ki se čez čas
zmanjšajo, kar pa privede tudi do znižanja stroškov. Stroškovna krivulje se torej
začne premikati navzdol, količino čakalnih dob pa bo zmanjšanje kapacitet čez čas
premaknilo navzgor.
Do podobnega preobrata v premikanju krivulj v Kaldorjevem modelu privedejo
nizke cene dobrih investicijskih možnosti, saj kljub temu da investicijski projekti
depriciirajo, ohranijo svojo uporabnost in postanejo privlačni za vlagatelje. Podobno
se pri majhnem kapitalu proizvodnja zmanjša, kar vodi v zvišanje cen na trgu in se
kupna moč posameznika zmanjša. Da se ohrani potrošnja, se varčevanje zmanjša.
Takšen premik krivulj pripelje do novega premika obravnavanih točk A, B, C.
Tako se zdaj točki A in B premakneta druga k drugi, točka C pa je edina stabilna
točka (Slika 13). Levo od nje za vse X velja, da je D > S in število pacientov v
čakanju, torej vrednost X, narašča.
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Slika 13. Drugi premik krivulj.
Krivulji se torej v času spreminjata in menjata, opazimo torej lahko nekakšno ci-
klično gibanje. Tako Xa in Xc sta kratkoročno ravnovesni količini, dolgoročno pa
nobena od njiju ni stabilna. Posledično bomo čez čas alternirali med številom bolni-
kov pri Xa in številom bližje večjim količinam pri Xc, kar nakazuje na obstoj ciklične
rešitve v modelu.
4.2. Matematični dokaz cikličnosti. V tem razdelku bomo zgoraj zapisana pred-
videvanja potrdili še z matematičnim modelom. Interpretiramo ga s planarnim sis-
temom diferencialnih enačb. Kot smo obrazložili prej, je spreminjanje X v času
odvisno od razlike D − S. Natančneje, velja zveza:
dX
dt
= α(D(X,K)− S(X,K)), α > 0.
Vidimo, da ima tako nastavljena enačba željene lastnosti, saj bo vrednost X nara-
ščala, ko bo D > S (odvod X po t je pozitiven). Nasprotno bo v primeru, ko bo
D < S, vrednost X padala (odvod X po t je negativen). Nadalje velja zveza
dK
dt
= D(K,X),
ki ponazarja spremembo kapacitet čez čas. Na spremembo kapacitet najbolj vpli-
vajo čakalne dobe. Tukaj privzamemo, da ima pri normalni čakalni dobi funkcija
D(K,X) ničelno vrednost, pri preobremenjenosti ima pozitivne vrednosti, pri podo-
bremenjenosti pa negativne vrednosti. Če bo D pozitivna, se bodo kapacitete v času
zvečale, in bo odvod pozitiven. Pri negativnih vrednostih D pa se bodo kapacitete
manjšale in bo negativen tudi odvod.
Zaradi zgoraj zapisanih želja za sistem zahtevamo tudi naslednje pogoje:
DX =
dD
dX
> 0, SX =
dS
dX
> 0, DK =
dD
dK
< 0, SK =
dS
dK
> 0,
kjer pozitiven odvod pomeni pozitiven koeficient prej podanih krivulj v odvisnosti
od spremenljivke, negativen pa njihovo padanje oziroma negativen koeficient.
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Lokalno dinamiko sistema okrog fiksne točke lahko obravnavamo s pomočjo linea-
rizacije okrog te točke, saj bo stabilnost lineariziranega sistema enaka tej prejšnjega.[︄
dX
dt
dK
dt
]︄
=
[︄
α(DX − SX) α(DK − SK)
DX DK
]︄
= A.
Stabilnost fiksne točke je potem določena z lastnimi vrednostmi λ1 in λ2 matrike
sistema. Zanima nas predvsem, če sta pozitivni ali negativni. Zmnožek lastnih
vrednosti je določen z determinanto matrike, njuna vsota pa s sledjo matrike.
det A = α(DX − SX) ·DK − α(DK − SK) ·DX
= α(DXDK − SXDK −DKDX + SKDX)
= α(−SXDK + SKDX) > 0
Ker je zmnožek odvodov SX in DK negativen ter SK in DX pozitiven, bo determi-
nanta te matrike vedno pozitivna. To pomeni, da sta lastni vrednosti λ1 in λ2 enako
predznačeni. Tako bomo lahko trdili, da sta obe pozitivni, če bo sled matrike A
pozitivna oziroma, da sta obe negativni, če bo sled negativna. Velja
sled A = α(DX − SX) +DK .
Vidimo, da je vrednost odvisna od razlike (DX −SX). Iz prej predstavljenih defi-
nicij krivulj lahko sklepamo, da je naklon ene od krivulj večji le na nekem vmesnem
intervalu, drugje pa je večji naklon druge. Obravnavana vrednost bo torej za funkciji
S in D pozitivna v točki Xb, kjer DX > SX , ter negativna v Xa in Xc. Za fiksno
točko B z dovolj majhno vrednostjo DK potem velja, da ima pozitivno sled in da je
odbojna oziroma nestabilna, točki A in C pa sta zaradi negativnih lastnih vrednosti
privlačni oziroma stabilni.
Stabilnost dinamičnega sistema lahko ponazorimo tudi s faznim portretom. Naj-
prej analizirajmo tok okrog ničelnih izoklin:
dX
dt
= 0 in
dK
dt
= 0.
V smeri ordinatne osi, ko dX
dt
= 0 in α(D(X,K) − S(X,K)) = 0. Po izreku o
implicitni funkciji naklon izokline izračunamo kot:
dK
dX
⃓⃓⃓⃓
dX
dt
=0
= −
d
dX
(D(X,K)− S(X,K))
d
dK
(D(X,K)− S(X,K))
= −(DX − SX)
(DK − SK)
Naklon je torej spet odvisen od razlike DX − SX , saj je vrednost DK − SK vedno
negativna. Ta bo blizu Xa in Xc negativna, zato bo tam naklon izokline negativen,
blizu Xb pa pozitiven. Torej velja:
• Xa, Xc : DX < SX → dKdX
⃓⃓
dX
dt
=0
< 0,
• Xb : DX > SX → dKdX
⃓⃓
dX
dt
=0
> 0.
Dinamiko izven izokline preučujemo s spremembo vrednosti K:
d(dX
dt
)
dK
= α(DK − SK) < 0.
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Nad izoklino bo torej:
dX
dt
< 0,
kar pomeni, da bo vrednost spremenljivke v času padala, pod izoklino pa
dX
dt
> 0
in bo vrednost X rastla (na grafu označeno s svetlimi puščicami).
Slika 14. Izoklina dX
dt
= 0.
Zanima nas še izoklina v smeri abscisne osi, ko dK
dt
= 0 in D(X,K) = 0. Naklon
te izokline je enak:
dK
dX
⃓⃓⃓⃓
dK
dt
=0
= −
d
dX
D(X,K)
d
dK
D(X,K)
= −DX
DK
> 0.
Ta izoklina bo povsod naraščajoča, saj je DX > 0 in DK < 0. Za dinamiko izven
izokline velja:
d(dK
dt
)
dX
= DX > 0.
Pri spremembi X bo levo od izokline torej veljalo
dK
dt
< 0
in bo vrednost K padala, desno od nje pa bo veljalo
dK
dt
> 0
in bo vrednost K naraščala.
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Slika 15. Izoklina dK
dt
= 0.
Fiksna točka (X∗, K∗) se nahaja na presečišču izoklin in ustreza točki B iz Kal-
dorjeve obrazložitve modela. Ugotovili smo, da gre za odbojno fiksno točko. Torej se
od nje oddaljujemo. Skupna smer toka je določena z obema izoklinama in dinamiko
izven njih.
Slika 16. Fazni portret.
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Z omejitvijo začetnega stanja spremenljivk in prisotnostjo nestabilne fiksne točke
so izpolnjeni potrebni pogoji, ki nam po prvi verziji Poincaré-Bendixsonovega izreka
v dinamičnem sistemu oblikujejo limitni cikel. Res, za kompaktno množico v Izreku
3.4 lahko izberemo primerno omejeno množico okoli (X∗, K∗) iz katere odstranimo
majhno okolico ravnovesne točke. Zaradi nestabilnosti ravnovesne točke in gibanja
tokovnic okoli izoklin namreč vemo, da nobena od pozitivnih polorbit iz tega obmo-
čja ne bo izstopila, kar pomeni, da so izpolnjene predpostavke izreka. Periodična
rešitev, ki jo zagotovi izrek, bo v tem primeru limitni cikel, ki se bo oblikoval okrog
fiksne točke (X∗, K∗) in se mu približamo iz vseh začetnih točk v ravnini (X,K).
Slika 17. Limitni cikel.
Obravnava dinamičnega sistema nas torej pripelje do istega zaključka kot prejšnji
razmislek, torej da je limitno vedenje predvidljivo in ciklično, kar še dodano podkrepi
ustreznost oblikovanega modela.
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Slovar strokovnih izrazov
α-limit set α-limitna množica
ω-limit set ω-limitna množica
planar dynamic system planarni dinamični sistem
isocline izoklina
local section transverzalni lok
phase portrait fazni portret
periodic solution periodična rešitev
Poincaré map Poincarejeva preslikava
system flow tok sistema
trajectory tokovnica
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