ABSTRACT A novel least-mean kurtosis adaptive filtering algorithm based on geometric algebra (GA-LMK) is proposed for multidimensional signal processing. First, taking advantage of geometric algebra (GA) in terms of the representation of multidimensional signal, the GA-LMK algorithm represents a multidimensional signal as a GA multivector. Second, we extend the original least mean kurtosis (LMK) algorithm in GA space for multidimensional signal processing. The proposed GA-LMK algorithm minimizes the cost function of negated kurtosis of the error signal in GA space, and provides a way to make tradeoff problem between convergence rate and steady-state error. Third, we study the steady-state behavior of the GA-LMK algorithm under Gaussian noises to acquire conditions of misadjustment. The simulation results show that our proposed GA-LMK adaptive filtering algorithm can outperform significantly existing the stateof-the-art algorithms in terms of convergence rate and steady-state error.
I. INTRODUCTION
Adaptive filters(AFs) designed via vector calculus and linear algebra theory [1] , are usually approximate iterative algorithm and do not require previous knowledge of the signal statistics. Almost all of the existing adaptive filtering algorithms are operated by iteratively minimizing a mean-squared error cost function due to the mathematical ease it provides [2] - [4] . The most common algorithm used in practice are the least mean-square (LMS) algorithm [2] . However, the performance of LMS is not always optimal. On the other hand, adaptive filtering algorithms based on high-order moments of the error signal have been shown to outperform LMS in some important applications [5] - [9] . Thus, to further enhance the performance of the adaptive filter, stochastic gradient adaptive algorithms based on high-order moments of the error signal have been proposed for signal processing. The least mean kurtosis (LMK) is one of the high-order statistics-based adaptive filtering algorithms, initially introduced in [10] , which has been successfully applied The associate editor coordinating the review of this manuscript and approving it for publication was Jafar A. Alzubi. to signal processing. In order to apply the LMK algorithm to active noise control systems, Lu and Zhao [11] presented a Filtered-x LMK (FxLMK) algorithm. Unfortunately, FxLMK algorithm is mainly for real-valued signal. Thus, Mengüç and Acır [12] proposed a novel augmented complex-valued least mean kurtosis algorithm (ACLMK) for complex-valued signals. Besides, Mengüç and Acır [13] exploited the kurtosis of a complex-valued error signal and proposed a novel real-time recurrent learning (KCRTRL) and augmented CRTRL (KACRTRL) algorithms for training fully connected recurrent neural networks (FCRNNs) in the complex domain. However, the high-order statistics-based algorithms have a high computational complexity. In order to exploit the advantage of LMS-type and high-order moments algorithms, Wang et al. [14] proposed a hybrid adaptive filtering algorithm combining the merits of NLMS-and FNLMF-type algorithms. However, above high-order statistics-based and hybrid adaptive filtering algorithms need to separate signal into its components when deal with the multidimensional signal, which may result in some unsatisfying results due to the negligence of the correlation between different components. Fortunately, using geometric algebra to represent a multidimensional signal as a GA multivector can effectively solve such problem.
GA provides an efficient framework to conduct the computations without using the coordinate information. It can reduce the computation complexity, and improve the efficiency of the computation [15] . Recently, GA has gained interest in the filed of adaptive filtering. The adaptive filtering algorithm based on GA is proposed by combining adaptive filtering algorithms with GA theory. Lopes et al. [16] presented the GA-LMS algorithm and applied it to a 3-D point-clouds registration problem, which includes a rotation estimation step. However, 3D-Point cloud alignment is the problem of recovering the 6-degree-of-freedom (6DOF) transformation. Thus, Al-Nuaimi et al. [17] using GA-LMS algorithm to estimate the 6DOF alignment between two point clouds. GA-LMS adaptive filtering algorithm has been widely used due to its simplicity. However, it still has some limitations, such as slow convergence. The LMK-type algorithms provide a significant performance gain when compared with LMS-type algorithms. However, the advantages of kurtosis-based cost function have not been applied in multidimensional signal processing, which is the motivation of this study.
The contributions of this paper are as follows: First, taking advantage of the GA theory, the GA-LMK algorithm represents a multidimensional signal as a GA multivector. Second, we propose a novel least-mean kurtosis adaptive filtering algorithm based on geometric algebra (GA-LMK). That is to say, GA-LMK algorithm extends the original LMK algorithm in GA space and minimizes the cost function based on the negated kurtosis of error signal, where the kurtosis is defined by the fourth-order cumulant. Third, the proposed GA-LMK algorithm uses the negated kurtosis of the error signal as the cost function which provides the processing of multidimensional signal and thus, improves the steady-state error and convergence rate performances of the adaptive filtering algorithms. The new GA adaptive filtering algorithm may ultimately becomes a powerful tool for multidimensional signal processing. This paper is organized as follows. Section II gives the fundamental of geometric algebra (GA) and geometric calculus (GC). In Section III the gradient of cost function is calculated by GC technique and the GA-LMK is illustrated. The misadjustment theorem is given by GA-LMK adaptive rule. Simulation results are shown in Section IV to analyze the performance of GA-LMK adaptive filtering algorithm. Section V provides the complexity analysis of the proposed GA-LMK algorithm. Finally, conclusions are drawn in Section VI.
Remarks about notation: To enhance readability, Table 1 summarizes the notation convention.
II. GEOMETRIC ALGEBRA(GA) A. FUNDAMENTAL OF GEOMETRIC ALGEBRA
The GA space G n is a geometric extension of R n , which enables algebraic representation of orientation and magnitude [16] . The main product operation of GA is the geometric product. The geometric product includes inner product (·) and outer product (∧). Consider vectors x and y in R n , the inner product x·y can be defined as follows
in which ϕ is the angle between x and y, and |·| is the magnitude of vectors x and y. In addition, the inner product is commutative, i.e., x·y = y·x. The outer product x∧y is the usual product of the exterior algebra introduced by Grassmann's Ausdehungslehre [18] - [21] . The outer product is defined as follows
where I x,y is the unit bivector that defines the orientation of the hyperplane x∧y [18] and the outer product is noncommutative, i.e., x∧y = − y∧x. Thus, the geometric product of vectors x and y is denoted by xy and defined as
note that due to x∧y = − (y∧x), the geometric product is anti-commutative, i.e. xy = − yx. Each orthogonal basis in R n , generates 2 n members (multivectors) of G n via geometric product [22] . Let G n is the n-dimensional geometric algebra space which generated by an orthonormal basis of vectors γ 1 ,· · · ,γ n , thus, we can obtain the basis of GA space as follows
The geometric product between the basis is anticommutative, i.e.,
Specifically, when n = 2 and n = 3, the basis of G 2 and G 3 can be written as
The basic element in GA is a multivector, a multivector A has the form [23] 
which is made up of its r-grades · r , and r = 0 (scalars), r = 1 (vectors), r = 2 (bivectors), r = 3 (trivectors). Additionally, in G n , A r = 0, r > n, thus in G 3 , A r = 0, r > 3 [18] . The reverse of a multivector A is defined as [24] 
Therefore, given A = A 0 A 1 + A 2 = 1 + aγ 1 + bγ 23 , its reverse is A = A 0 + A 1 − A 2 = 1 + aγ 1 − bγ 23 . The scalar product ( * ) between two multivectors A and B in GA space is defined as
where the scalar product is the scalar part (0-grade) of the geometric multiplication between A and B. Thus, the magnitude of a multivector is defined as
An array of multivectors is composed of the general multivectors. For M multivectors {H 1 ,H 2 ,· · · ,H M } in G 3 , the M × 1 array of multivectors h can be expressed as follows [23] h = Additionally, this paper adopt the concept of matrix of multivectors: it is a matrix whose elements are multivectorvalued.
Given two M × 1 arrays of multivectors, h and w, so that the array product between them is defined as follows
which results in a general multivector and the terms H i W i , i = {1, · · · ,M} is the geometric product. According to the array in (13) , the Hermitian array of h is
From (14) and (16), we can obtain
which results in a general multivector.
Remark:
where h 2 is the norm square of a multivector, and h is a array of multivectors.
where |H| 2 is a scalar, and H is a multivector.
B. GEOMETRIC ALGEBRA SUBALGEBRAS AND ISOMORPHISMS
In the process of designing GAAFs, the key factor is a multivector, which can be real, complex and quaternion, etc. Indeed, real(R), complex(C), and quaternion algebras(H), commonly used in adaptive filtering and optimization literatures [25] - [29] , are subalgebras of the GA created by a multivectors like (9) . The complete geometric algebra of G n is obtained by multiplying the elements of its basis via the geometric product [23] . The even subalgebras [18] , [20] , [30] of G 2 and G 3 , i.e., those whose elements have only even grades (r = 0, 2, 4, · · · in (9)), we can see that G 2 is isomorphic to the complex numbers [30] and G 3 is isomorphic to the quaternion numbers [23] .
C. GENERAL COST FUNCTION IN GA SPACE
According to the guidelines in [22. p.64 and p.121], the minimization problem can be solved by defining a general cost function in GA [23] 
where A k , B k , X, D are general multivectors and M is the system order (the number of taps in the filter). According to different values of A k , B k , X, D, the cost function can be obtained in different cases.
where exploit (17) we can obtain
III. LEAST-MEAN KURTOSIS ADAPTIVE FILTERING ALGORITHM BASED ON GEOMETRIC ALGEBRA
In this section, we will derive GA-LMK algorithm using GA and GC theory. For LMK algorithm, the cost function is based on the negated kurtosis of the estimation error E. We need to minimize the cost function in an adaptive way. It is necessary to compute multivector derivation to obtain the updating rule in GA space. Thus, at instant i, yield an instantaneous cost function J(i) [31] , [32] , so that
where
used as an estimate of D(i), D(i) is the desired signal,D(i) is the output signal and h(i) is the input signal.
The GAAFs update the estimate for the array of multivectors w via a recursive rule of the form [23] 
where µ is the step-size of adaptive filters (learning rate), and G is an array of multivectors related to estimation error E(i). According to an instantaneous steepest-descent rule [1] , [31] , [32] , in which the adaptive filter is designed to follow the opposite direction of the instantaneous gradient of (22), we can obtain G = −B∂ w J(w i−1 ), yielding the form of a GA-based adaptive rule [23] 
where B is a matrix with multivectors entries. Selecting different B can obtain different types of adaptive algorithms [1] .
In this paper, we setting B as an identity matrix. In order to obtain GA-LMK adaptive rule, we need to calculate the derivation of cost function, i.e., ∂ w J(w i−1 ). In GA, the differential operator ∂ w can be seen as a multivector [33] . Therefore, ∂ w J(w i−1 ) can be seen as the geometric multiplication between ∂ w and J(w i−1 ).
In GA space, a multivector A is composed of its r-grades. Thus, any multivector can be expressed as its blades via [23] 
where A k is a scalar, and {γ k },{γ k }, k = 0,. . . ,2 n − 1 are reciprocal (dual) basis of G n . We only need to know:
{γ k } and { γ k } in G n comply with the relation above (i.e. they are dual basis). Then, we used (25) to decompose ∂ w into its grades, so that [23] 
where ∂ w,l is the derivative from standard calculus, which only relates to grade l,{γ l } is the basis of G n . Noticing that (22) can be expressed in terms of the scalar product
where E(i) can decompose in terms of its blades via (25), i.e.,
In order to obtain GA-LMK adaptive rule, we need to calculate ∂ w J(w i−1 ), so that
where the expectation of two partial derivatives are replaced with their instantaneous estimates andP i = E{|E(i)| 2 }. Thus, we can simplify (29) as
According to (28) , we obtain the following equation:
In the same way, we can also obtain another equation as follows:
Therefore, plugging (31) and (32) into (30) results in
From (33), we can see that we need to calculate ∂ w,l E 2 s and ∂ w,l E 4 s , the estimation error is defined as
Thus, ∂ w,l E 2 s and ∂ w,l E 4 s can be obtained by using the estimation error in (34) as follows:
where ∂ w,l D s = 0 since D s does not depend on the weight array w. The termD s is obtained by decomposingD i into its bladeŝ
which requires to perform the decomposition of h i and w i−1 (arrays of multivectors).
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The derivation process ofD(i) is presented by means of similar procedures to [23] . Due to theD(i) = h H i w i−1 , employing (25) once again, h i and w i−1 can be decomposed as
Plugging (38) and (39) into (37), we obtain
From (40), one can notice that the following equation:
Plugging (41) back into (35) and (36), we obtain
Finally, substituting (42) and (43) into (33) , the stochastic gradient is obtained
Plugging (44) into (24) and setting B equal to the identity matrix in (24) , yielding the GA-LMK updating rule:
where the -4 in (45) was absorbed by µ andP i = E{|E(i)| 2 }, it can be estimated by using a recursive equation:P i = βP i−1 + E(i) * E(i), 0 < β < 1. β is the forgetting factor [10] and µ is the step-size of the adaptive filter.
In order to further analyze the performance of GA-LMK algorithm, we give the misadjustment theorem according to the recursive estimation ofP i . Theorem 1:
where Tr(R h ) = Eh H i h i = E h i 2 and N is the filter order. Proof: In order to obtain the misadjustment theorem of GA-LMK algorithm, we first make the following assumption:
• The desired output D(i)=h H i w o +V(i), where w o represents the optimal weight vector of an unknown system;
• The step-size is small enough at the steady-state. Simultaneously, estimation error is much smaller than the noise V(i) at the steady-state, that is, the error signal is assumed to be E(i) V(i) [34] - [37] ;
• When k =l, we can obtain the following equation [35] 
The expectation ofP i and its square can be expressed as follows:
According to (45), we can obtain φ i as follow:
whereas the time index i approaches infinity, the system is at the steady-state. Thus, when the time index i approaches infinity, (48) and (49) can be simplified as follows:
where E{P ∞ } is the steady-state value of E{P i }.
where E{P 2 ∞ } is the steady-state value of E{P i 2
}.
The expectation values of (50) and its square as follows:
The convergence condition can be defined as follows [36] - [39] :
According to the same way given in [36] - [39] , the misadjustment can be obtained as follows:
h (see Appendix). If β = 0.997, (56) can be simplified as follows:
Therefore, we can obtain the step-size condition of our proposed GA-LMK algorithm when β = 0.997 
IV. SIMULATION ANALYSIS
Since the core of adaptive filtering is prediction. Thus,in this section, the performance of the proposed GA-LMK algorithm is tested on one step ahead prediction problem, and is compared with LMK and GA-LMS [16] . First, we will compare LMK [10] with GA-LMK algorithms on one step ahead prediction problem. Second, we will analyze the performance of the GA-LMS and GA-LMK algorithms on one step ahead prediction problem. In this section, the Lorenz attractor and Multiscroll attractor are chosen to test the performance of LMK, GA-LMS and GA-LMK algorithms. In order to further analyze the performance of GA-LMK algorithm, we also choose a 6-dimensional signal. The step-size of LMK, GA-LMS and GA-LMK algorithms are chosen to be µ = 5 × 10 −6 , µ s = 10 −5 and µ k = 2 × 10 −6 , respectively.
1) 3D MULTISCROLL ATTRACTOR
Multiscroll chaotic attractors were observed by Suykens and Vandewalle in the early 1990s [40] . The Multiscroll attractors are widely used in secure communications and other chaos-based information technologies [41] , it is defined by using the following differential equations [40] , [41] :
where the parameters are chosen to be a = 40, b = 3 and c = 28.
2) LMK AND GA-LMK ALGORITHMS ON ONE STEP AHEAD PREDICTION PROBLEM
In this experiment, LMK and GA-LMK algorithms are used to track the 3D Multiscroll attractor. Fig.1 shows the VOLUME 7, 2019 tracking performance of LMK and GA-LMK algorithms for component-wise of 3D Multiscroll attractor. Fig.2 shows the estimated signal of the 3D Multiscroll attractor obtained by LMK and GA-LMK algorithms.
From Fig.1 , we can see that GA-LMK can track the component-wise signal more accurately than LMK algorithms. In Fig.2 , the estimated signal of the 3D Multiscroll attractor obtained by GA-LMK is more accurately than LMK algorithms. The mainly reason is that LMK algorithm decomposed the 3D Multiscroll attractor into different components. However, taking advantage of GA theory, the GA-LMK algorithm represents the multidimensional signal as a GA multivector, which has a great significance in multidimensional signal processing.
3) GA-LMS AND GA-LMK ALGORITHMS ON ONE STEP AHEAD PREDICTION PROBLEM
In this experiment, we use GA-LMS and GA-LMK algorithms to track the 3D Multiscroll attractor. Fig.3 shows the tracking performance of GA-LMS and GA-LMK algorithms for component-wise of 3D Multiscroll attractor. Fig.4 shows the estimated signal of the 3D Multiscroll attractor obtained by GA-LMS and GA-LMK algorithms.
From Fig.3 , we can see that GA-LMK can track the component-wise signal more accurately and more quickly than GA-LMS algorithms. In Fig.4 , the estimated signal obtained by GA-LMK is closer to the actual signal than GA-LMS algorithms.
The learning curve of the GA-LMK and GA-LMS algorithms for 3D Multiscroll attractor is depicted in Fig.5 . In Fig.5 , the proposed GA-LMK algorithm has a faster convergence rate as well as a smaller mean absolute error than GA-LMS.
A. 3D LORENZ ATTRACTOR
The Lorenz attractor is a 3D system used originally to model atmospheric turbulence, but also to model lasers, dynamos, and the motion of waterwheel [42] , it is defined by using the following differential equations [42] :
where the parameters are chosen to be α = 10,ρ = 28 and β = 
1) LMK AND GA-LMK ALGORITHMS ON ONE STEP AHEAD PREDICTION PROBLEM
In this experiment, LMK and GA-LMK algorithms are used to track the 3D Lorenz attractor. Fig.6 shows the tracking performance of LMK and GA-LMK algorithms for component-wise of 3D Lorenz attractor. Fig.7 shows the estimated signal of the 3D Lorenz attractor obtained by the LMK and GA-LMK algorithms. From Fig.6 , we can see that GA-LMK can track the component-wise signal more quickly than LMK algorithms. In Fig.7 , the estimated signal of the 3D Lorenz attractor obtained by GA-LMK is more accurately than LMK algorithms.
It is clearly shown that the performance of GA-LMK is better than LMK algorithms. The mainly reason is that the proposed GA-LMK algorithm represents multidimensional signal as a GA multivector and processes it in a holistic way, which retains the correlation among different components. The LMK algorithm processes each dimension of multidimensional signal separately, which results in some unsatisfying results due to loss of the correlation among different components.
2) GA-LMS AND GA-LMK ALGORITHMS ON ONE STEP AHEAD PREDICTION PROBLEM
In this experiment, GA-LMS and GA-LMK algorithms are used to track the 3D Lorenz attractor. Fig.8 shows the VOLUME 7, 2019 tracking performance of GA-LMS and GA-LMK algorithms for component-wise of 3D Lorenz attractor. Fig.9 shows the estimated signal of the 3D Lorenz attractor obtained by GA-LMS and GA-LMK algorithms.
From Fig.8 , we can see that GA-LMS algorithm requires more iterations to track the actual signal than GA-LMK. In Fig.9 , the proposed GA-LMK algorithm can track the actual signal more accurately than GA-LMS.
GA-LMS extends the LMS algorithm from real number domain in GA space, which may results in some unsatisfying results when the signal is non-Gaussian. Thus, this paper extend the original LMK algorithm in GA space. From Fig.8 and Fig.9 , we can see that the significant performance gain of the proposed GA-LMK algorithm over the GA-LMS algorithm is because of its cost function based on the negated kurtosis of the error signal which includes high-order statistics.
The learning curve of the GA-LMK and GA-LMS algorithms for 3D Lorenz attractor is depicted in Fig.10 . In Fig.10 , the proposed GA-LMK algorithm has a faster convergence rate as well as a smaller mean absolute error than that of the GA-LMS. It is clearly shown that the convergence rate of GA-LMK is faster than GA-LMS algorithms in the case of small step-size. That is to say, the GA-LMK algorithm solves the trade-off problem between steady-state error and convergence rate in the filed of adaptive filters.
B. 6-DIMENSIONAL SIGNAL
In this experiment, we choose a 6-dimension signal to analyze the tracking performance of GA-LMK and GA-LMS algorithms. The least mean kurtosis adaptive filtering algorithm based on geometric algebra is the extension of least mean kurtosis algorithm in terms of multidimensional signals processing. Thus, we choose a 6-multidimensional signal and represents it as a GA multivector. Fig.11 shows the tracking performance of GA-LMS algorithm for component-wise of 6-multidimensional signal. Fig.12 shows the performance of GA-LMK algorithm in tracking 6-multidimensional signal, where X,Y,Z,U,V,W represent the six dimensions of the 6-dimensional signal. It can be seen from Fig.11 and Fig.12 that the tracking performance of GA-LMK is better than GA-LMS algorithms.
V. COMPUTATIONAL COMPLEXITY
We also compared the computational time of both GA-LMK and GA-LMS algorithms. For each iteration, the proposed GA-LMK algorithm need to extra operation. The approximate time is calculated by using Matlab on a desktop PC with Intel(R) Xeon(R) E5-2609 1.70GHz CPU and 32 GB memory. Table 2 shows that the elapsed time of GA-LMS is less than the elapsed time of GA-LMK. The high computational time of our proposed algorithm can be attributed to the cost function based the negated kurtosis of the error signal which includes high-order statistics. The GA-LMK algorithm needs to calculate high-order multivector statistics.
From Table 2 , we can clearly see that, the elapsed time for GA-LMK is slightly longer than the elapsed time for GA-LMS algorithms. The mainly reason is that the proposed VOLUME 7, 2019 FIGURE 12. Tracking performance of the GA-LMK algorithm on the prediction of 6-dimensional signal.
GA-LMK algorithm is performed by minimizing the negated kurtosis of the error signal as a cost function. The computation of high-order statistics is more complex for each iteration. Thus, we can conclude that GA-LMK algorithm can improve the steady-state performance of the adaptive filter with some extra computation. Our proposed GA-LMK algorithm provides a way to solve the trade-off problem between convergence rate and steady-state error compared with GA-LMS.
VI. CONCLUSION
In this paper, a novel least-mean kurtosis adaptive filtering algorithm based on geometric algebra for multidimensional signal processing is proposed, which formulates a multidimensional signal as a multivector in GA space. GA-LMK algorithm extends the original LMK algorithm from real number domain in GA space, which has adaptively minimized the cost function based on the negated kurtosis of the error signal. Our proposed GA-LMK algorithm has better performance to solve a trade-off problem between convergence rate and steady-state error. The simulation results on one step ahead prediction show that the proposed GA-LMK algorithm treats the multidimensional signal as a GA multivector, which preserves the correlation between different components. In addition, GA-LMK algorithm improves the steady-state error and convergence rate performance of the adaptive filter compared with GA-LMS.
Currently, we extend the original LMK algorithm in GA space, while other high-order moments algorithms, such as LMF (least mean fourth) algorithm can also be extended in GA space. Future works on the GA-LMK algorithm will include algorithms with an optimal adaptive step-size and a time-varying filter length [43] . On the other hand, we would like to investigate the misadjustment conditions of GA-LMK algorithm under other types of input signals, such as uniform noise and impulsive noise. It is expected that the proposed GA-LMK algorithm will be an efficient algorithm in multidimensional signal processing.
APPENDIX
In GA space, a random multivector is composed of its r-grades. For example, a random multivector in G 3 can be represented as follows:
Thus, the random array V(i) in G 3 can be represented:
where v(k), k = 0,. . . ,7, are i.i.d., real-valued random variables, it is a zero-mean and stationary white Gaussian process and uncorrelated with the input signal h(i).
The expectation E V(i) 2 [23] :
whereas the expectation of the cross-terms are zero due to the i.
Thus, the variance of
The regressor array h i is a collection of multivectors H j , j = 1,. . . ,N. In linear algebra, E h i 2 = Tr(R h )(the trace of regressor covariance matrix). According to (16) , a multivector-valued quantity can be obtained as follow [23] :
For the G 3 , the real coefficient h(j,k), k = 0, . . . , 7,is a zero-mean and stationary white Gaussian process and i.i.d. random variable. Therefore, E H j H j = Eh 2 (j, 0) + Eh 2 (j, 1) + Eh 2 (j, 2) + · · · + Eh 2 (j, 7)
whereas Eh 2 (j,k) is the variance of h(j,k) and denoted Eh 2 (j,k)= σ 2 h . Thus, (66) becomes E H j H j = 8σ 2 h , and then Eh H h= N (8σ 2 h ), V j ∈G 3 . When V j ∈G n ,
Thus, the variance of h(i) is Tr(R h )= E h i 2 = N(2 n σ 2 h ) [23] . Because estimation error is much smaller than the noise V(i) at the steady-state, that is the error signal is assumed to be E(i) V(i). Thus,(48) and (49) can be approximately obtained as follows:
The noise sequence {V(i)} is the zero mean circular white Gaussian noise. According to the Gaussian fourth-order moment factorisation theorem [4, 44] and GA theory, we can obtain
where the quantity E V (i) 2 is obtained via (64). Thus, (68) and (69) can be simplified as follows:
where E{P ∞ } is the steady-state value of E{P i }. 
The expectation values of φ i and its square as follows: 
