In this work, we clarify, extend and solve an open problem concerning the computational complexity for packet scheduling algorithms to achieve tight end-to-end delay bounds. We first focus on the difference between the time a packet finishes service in a scheduling algorithm and its virtual finish time under a GPS (General Processor Sharing) scheduler, called GPS-relative delay. We prove that, under a slightly restrictive but reasonable computational model, the lower bound computational complexity of any scheduling algorithm that guarantees O(1) GPS-relative delay bound is Ω(log2n) (widely believed as a "folklore theorem" but never proved). We also discover that, surprisingly, the complexity lower bound remains the same even if the delay bound is relaxed to O(n a ) for 0 < a < 1. This implies that the delaycomplexity tradeoff curve is "flat" in the "interval" [O(1), O(n)). We later extend both complexity results (for O(1) or O(n a ) delay) to a much stronger computational model. Finally, we show that the same complexity lower bounds are conditionally applicable to guaranteeing tight end-to-end delay bounds. This is done by untangling the relationship between the GPS-relative delay bound and the end-to-end delay bound.
INTRODUCTION
Packet scheduling is an important mechanism in providing QoS guarantees in data networks [4, 7, 19] . The fairest algorithm for packet scheduling is General Processor Sharing (GPS) [4, 12] . However, GPS is not a realistic algorithm since in a packet network, service is performed packet-bypacket, rather than "bit by bit" as in GPS. Nevertheless, GPS serves as a reference scheduler that real-world packetby-packet scheduling algorithms (e.g., WFQ [4] ) can be compared with in terms of end-to-end delay bounds and fair bandwidth allocation.
In a link of rate r served by a GPS scheduler, each session i = 1, 2, · · · , n is assigned a weight value φi. Each backlogged session j at every moment t is served simultaneously at rate rj = rφj/( È j∈B(t) φj ), where B(t) is the set of sessions that are backlogged at time t. One important property of GPS, proved in [12] , is that it can guarantee tight end-to-end delay bound to traffic that is leaky-bucket [17] constrained.
It is interesting to look at the GPS-relative delay of a packet served by a scheduling algorithm ALG as compared to GP S. For each packet p, it is defined as max(0, F ALG p − F
GP S p
), where F ALG p and F
are the times when the packet p finishes service in the ALG scheduler and in the GP S scheduler, respectively. It has been shown in [12] and [2] respectively that W F Q and W F 2 Q schedulers both have a worst-case GPS-relative delay bound of
Lmax r
, where Lmax is the maximum packet size in the network and r is the total link bandwidth. That is, for each packet p,
We simply say that the delay bound is O(1) since Lmax and r can be viewed as constants independent of the number of sessions n. W F Q and W F 2 Q achieve this O(1) delay bound by (a) keeping perfect track of the GPS clock and (b) picking among all (in W F Q) or all eligible (in W F 2 Q) head-of-session packets, the one with smallest GPS virtual finish time to serve next. The per-packet worse-case computational complexity of the second part ((b) part) in both W F Q and W F 2 Q is O(log2n). In other words, the computational cost to "pay" for the O(1) GPS-relative delay bound in both W F Q and W F 2 Q is O(log2n) 1 . On the other hand, round-robin algorithms such as DRR (Deficit Round Robin) [13] and WRR (Weighted Round Robin) [10] have a low implementation cost of O (1) . However, they in general cannot provide the tight GPS-relative delay bound of Lmax r . In fact, the best possible delay bound they can provide is O(n). This is illustrated in Fig. 1 . We assume that these n sessions share the same link and have the same weight. Without loss of generality, we also assume that these sessions are served in the round-robin order 1, 2, · · · , n. At time 0, packets of length M have arrived at sessions 1, 2, · · · , n − 1, and a packet of length m < M has arrived at session n. Suppose M is no larger than the service quantum size used in round-robin algorithms so that all these packets are in the same service frame. Then clearly the short packet in session n will be served behind n−1 long packets. So the GPS-relative delay of the short packet can be calculated as 
Figure 1: How round robin algorithms incur O(n) GPS-relative delay
We have just shown that algorithms with O(log2n) complexity (GPS time tracking overhead excluded) such as W F Q and W F 2 Q can provide O(1) GPS-relative delay bound, while O(1) round-robin algorithms such as DRR and WRR can only guarantee a delay bound of O (n) . An open problem proposed in Sigcomm'01 by Guo (author of [8] ) is whether this represents indeed the fundamental tradeoff between computational complexity of the scheduling algorithm and the GPS-relative delay bound they can achieve. More specifically, Guo asks whether it is possible to design an o(log2n) (ideally O(1)) algorithm to guarantee O(1) GPS-relative delay bound. Our work clarifies and extends this question, and answers it in a comprehensive way.
The first major result of this paper is to show that Ω(log2n) is indeed the complexity lower bound to guarantee O(1) GPS-relative delay 2 , excluding the cost of tracking GPS time. This bound is established under the decision tree computation model that allows direct comparisons between its inputs (in our context between GPS virtual finish times of the packets). This model seems slightly restrictive but is 1 Here the cost of the GPS clock tracking ((a) part) is not included. 2 Leap Forward Virtual Clock (LF V C) scheduler has a low implementation complexity of O(log(logn)) using timestamp discretization, but may incur O(n) GPS-relative delay in the worst case. This is because, with small but positive probability, the "discretization error" may add up rather than cancel out. [12, 2] . This result granted for the moment, we now have two points on the complexity-delay tradeoff curve, as shown in Fig. 2 . One is O(n) delay at the complexity of Ω(1) and the other is the O(1) delay at the complexity of Ω(log2n). One interesting question to ask is how do other parts of the "tradeoff curve" look. More specifically, to guarantee a delay bound that is asymptotically be-
, can the complexity of packet scheduling be asymptotically lower than Ω(log2n), say Ω( √ log2n)? The result we discover and prove is surprising: for any fixed 0 < a < 1, the asymptotic complexity for achieving O(n a ) delay is always Ω(log2n). As shown in Fig.  2 , this basically says that the asymptotic tradeoff curve is "flat" and has a "jump" at O(n).
The second major result of this paper is to strengthen the aforementioned lower bounds by extending them to a much stronger computational model: decision tree that allows linear comparisons. However, under this computational model, we are able to prove the same complexity lower bounds of Ω(log2n) only when the scheduling algorithm guarantees O (1) or O(n a ) (0 < a < 1) disadvantage delay bound. Disadvantage delay is a slightly stronger type of delay than the GPS-relative delay, since for each packet, its disadvantage delay is no smaller than its GPS-relative delay. Nevertheless, the second result is provably stronger (by Theorem 5) than our first result (for both O (1) and O(n a ) cases). Our third and final result is to show that the same complexity lower bounds can to a certain extent be extended to guaranteeing tight end-to-end delay bounds. This is done by studying the relationship between the GPS-relative delay bound and the end-to-end delay bound. In particular we show that, providing tight GPS-relative delay bound of Though it is widely believed as a "folklore theorem" that scheduling algorithms which can provide tight end-to-end delay bounds require Ω(log2n) complexity (typically used for maintaining a priority queue), it has never been care-fully formulated and proved. To the best of our knowledge, our work is the first major and successful step in establishing such complexity lower bounds. Our initial goal was to show that the Ω(log2n) delay bounds hold under the decision tree model that allows linear comparisons. Though we are not able to prove this result in full generality, our rigorous formulation of the problem and techniques introduced in proving slightly weaker results serve as the basis for further exploration of this problem.
The rest of the paper is organized as follows. In Section 2, we introduce the computational models and assumptions we will use in proving our results. The aforementioned three major results are established in Section 3, 4, and 5 respectively. Section 6 concludes the paper.
ASSUMPTIONS AND COMPUTATIONAL MODELS
In general, complexity lower bounds of a computing problem are derived based on problem-specific assumptions and conditions, and a computational model that specifies what operations are allowed in solving the problem and how they are "charged" in terms of complexity. In Section 2.1, we describe a network load and resource allocation condition called CBFS (continuously backlogged fair sharing) under which all later lower bounds will be derived. In Section 2.2, we introduce two computational models that will be used in Section 3 and 4, respectively. Finally in Section 2.3, we discuss why decision tree computational models are chosen for studying complexity lower bounds.
CBFS condition
All lower bounds in this paper will be derived under a network load and resource sharing condition called continuously backlogged fair sharing (CBFS). Let n be the number of sessions and r be the total bandwidth of the link. In CBFS,
• (Fair Sharing) Each session has equal weight, that is, for any 1 ≤ i < j ≤ n, φi = φj.
• (Continuously Backlogged) Each session has a packet arrival at time 0. Also, for any t > 0 and 1
Here Ai(t) is the amount of session i traffic that has arrived during the interval [0, t].
We call the second part of the condition "continuously backlogged" because if these sessions are served by a GPS scheduler, they will be continuously backlogged from time 0. This is proved in the next proposition. Proposition 1. For any packet arrival instance that conforms to the CBFS condition, each and every session will be continuously backlogged when served by a GPS scheduler.
Proof. The proof is by contradiction. Suppose some sessions may become unbacklogged at certain points of time. We can view packet scheduling as an event-driven system in which the events are the arrivals and departures of the packets. Since all sessions are backlogged at time 0, the following is the only possible way that session i may become unbacklogged at time t: a packet departs from session i at time t, and its next packet does not arrive until time τ > t (τ = ∞ if there is no such arrival). Since our lower bounds are on the computational complexity in the worst case, the general lower bounds can only be higher than or equal to the bounds derived under the CBFS condition (i.e., we don't "gain"' from this condition). The significance of this condition is profound:
• First, computing the GPS virtual finish time of a packet p becomes an O(1) operation (see remark after Proposition 2). So CBFS condition allows us to "naturally exclude" the cost of tracking GPS clock.
• Second, we will show that under the CBFS condition, many existing scheduling algorithms such as Virtual Clock (V C) [20] , Frame-based Fair Queuing (F F Q) [14] and W F 2 Q+ [3] are equivalent to either W F Q or W F 2 Q (Proposition 3). So whenever we need to relate our results to these scheduling algorithms, we only need to study W F Q and W F 2 Q.
• Third, the complexity lower bounds that are proved under this condition are still tight enough. In other words, we are not "losing" too much ground on complexity lower bounds when restricted by this condition.
In our later proofs, we assume that the size of a packet can take any real number between Lmin and Lmax, which denote the minimum and the maximum packet sizes respectively. This is, in general, not true for packet networks. However, it can be shown that if we remove part one (fair sharing) of the CBFS condition and instead allow weighted sharing (with part two adjusted accordingly), we do not need to insist on such freedom in packet size. In fact, our proofs will work even for ATM networks where fixed packet size is used. Since this proof is less interesting, we omit it here to save space.
For simplicity of discussion in our later proofs, we further assume that Lmin = 0, i.e., the minimum packet size can be as small as zero. It can be shown that all later proofs remain true when Lmin > 0, with adjustments on the constants used in the proofs. The proof of this claim is also omitted due to space limitations.
In the following, we prove two important results (Proposition 2 and 3) concerning the equivalence between scheduling algorithms under the CBFS condition. 
is defined as follows:
where Proof. Note that a scheduling algorithm is determined by the following two components: (a) the calculation of the estimated virtual finish time of a packet and (b) the policy in selecting the next packet for service. Our first step is to show that, under the CBFS condition,F i,k , the estimated virtual finish time, agrees with F i,k , the actual one, in V C, F F Q, and W F 2 Q+ (i.e., the equivalence of (a) part). The equivalence of (b) part is shown in the second step.
To show
. This is because
Proposition 2a. HereFi,0 = 0 by definition. LetṼ (t) be the estimation of the virtual time as a function of real time t. It also suffices to show (II)Ṽ (t) ≡ t, since V (t) ≡ t under CBFS (Proposition 2b), and V (t) ≡Ṽ (t) implies (I).
In the following, we show in all three algorithms, either the assertion (I) or (II) holds:
• V C:Ṽ (t) ≡ t (aforementioned assertion (II)) by definition [20] .
• F F Q: In FFQ, the approximation of GPS virtual time is based on a concept called frame, which represents the maximum amount of service any flow may receive during a frame period. A frame period ends when all traffic belonging to the frame has been serviced and the next frame period immediately starts. This maximum can be reached if and only if the flow is continuously backlogged during the frame period. All packets within a frame period will be served based on the increasing order of their estimated GPS virtual finish time, and packets belonging to the future frames will be served only after all packets within the current frame finish service. In the following, the virtual time estimation function in FFQ is denoted as P (instead ofṼ (t)), following the notations used in [14] . There are two program statements in FFQ that will change the value of P : (a) P ← P + length(j)/f (line 1 in Fig. 3 of [14] ) (b) P ← max(F rame, P ) (line 9 in Fig. 3 of [14] ) It can be shown that under the CBFS condition, F rame ≤ P as always, using similar arguments as used in the W F 2 Q+ proof below. The rigorous proof of this requires a detailed description of the algorithm and involved invariant-based induction steps, which is omitted here. So statement (b) above never changes the value of P . Therefore, all the changes to P come from (a), which is equivalent to the aforementioned assertion (I).
• W F 2 Q+: We would like to show the aforementioned assertion (II)Ṽ (t) ≡ t. We prove this by induction on the packet arrival and departure events, since the virtual time estimation is triggered only by and for these events. Note thatṼ (t) ≡ t at the time the 0'th event happens (i.e., t=0). Suppose at (real) time t * when the j'th event (j ≥ 0) happens,Ṽ (t * ) = t * . We need to show thatṼ (t * +τ ) = t * +τ , in which t * +τ is the time when the (j+1)'th event happens. 
since this impliesṼ (t * + τ ) =Ṽ (t * ) + τ , which combined with the induction hypothesis, impliesṼ (t
holds. Due to the CBFS condition, each session i is continuously receiving service up to the virtual time Si(t * ). Since Si(t * ) > t + τ for any i according to (b), this implies that the amount of service rendered during the period
However, (t * + τ )r is the maximum possible amount of service rendered within t * + τ seconds.
Finally, note that that the policy of selecting next packet for service is the same in FFQ and VC as in WFQ: choosing the one with the smallest estimated virtual finish time. Also, such policy is the same in W F 2 Q+ as in W F 2 Q, since both select the packet that has the lowest timestamp among those that should have started service in GPS.
Decision tree models
We adopt a standard and commonly-used computational model in proving lower bounds: the decision tree. A decision tree program in general takes as input a list of real variables {xi} 1≤i≤n . Each internal and external (leaf) node of the tree is labeled with a predicate of these inputs. The algorithm starts execution at the root node. In general, when control is centered at any internal node, the predicate labeling that node is evaluated, and the program control is passed to its left or right child when the value is "yes" or "no" respectively. Before the control is switched over, the program is allowed to execute unlimited number of sequential operations such as data movements and arithmetic operations. In particular, the program is allowed to store all results (i.e., no constraint on storage space) from prior computations. When program control reaches a leaf node the predicate there is evaluated and its result is considered as the output of the program. The complexity of such an algorithm is defined as the depth of the tree, which is simply the number of predicates that needs to be evaluated in the worst case. Fig. 3 shows a simple decision tree with six nodes. Each Pi (1 ≤ i ≤ 6) is a predicate of the inputs.
Figure 3: Decision tree computational model
The decision tree was originally proposed for decision problems, in which the output is binary: simply "yes" or "no". The model can be extended to handling more general problems the output of which is not necessarily binary. For example, in the context of this work, the output will be the sequence in which packets get scheduled.
Allowing different types of predicates to be used in the decision tree results in models of different computational powers. On one extreme, if the decision tree program allows the magic predicate P (x1, x2, · · · , xn) that exactly solves the problem, then the complexity of the problem is precisely 1. On the other extreme, if the decision tree program only allows constant predicates, then nontrivial (nonconstant) decision problems are simply not solvable under this model, no matter how much computation is performed. In this work, we consider predicates that are reasonable in the sense that existing scheduling algorithms are able to provide O(1) GPSdelay bounds using only such predicates.
The first computational model we consider is the decision tree that allows linear tests [5] . In this model, each predicate allowed by the decision tree is in the form of "h(x1, x2, · · · , xn) ≥ 0?", where h is a linear function (defined below) of the inputs {xi} 1≤i≤n .
Definition 2 (Linear Function). A linear function f of the variables {xi} 1≤i≤n is defined as
This model will be used in our proofs in Section 4. In the context of this work, the inputs will be the lengths and the arrival times of the packets. Note that the linear comparison model is quite generous: functions like f in the above definition may take up to O(n) steps to compute, but the model charge only "1" for it. However, one may still argue that linear function can be restrictive for packet scheduling since it does not offer an efficient way to calculate GPS virtual finish times from the inputs. Note that GPS virtual finish time is in general not a linear function (actually piece-wise linear) of the inputs. Fortunately, as we proved in Proposition 2a, under the CBFS condition, the GPS virtual finish time of any packet is indeed a linear function of these inputs! So under the CBFS condition, this model is not restrictive.
Under the CBFS condition, this model is reasonable also in the sense that many existing scheduling algorithms, in- (2) comparisons between virtual finish times (shown to be the linear functions of the inputs) are all that is needed in making scheduling decisions. Careful readers would point out that W F 2 Q also involves comparisons with virtual start times. However, note that under the CBFS condition, the virtual start time of a packet is exactly the virtual finish time of the previous packet in the same session! The second computational model we introduce is the decision tree that allows comparisons only between its inputs. It has been used in proving the Ω(nlog2n) lower bound for comparison-based sorting algorithms [1] . It is strictly weaker than the previous model since the set of predicates that are allowed in this model is a proper subset of what is allowed in the previous model. However, for the particular class of instances that are used in establishing our lower bounds, the second computational model is also reasonable. We will show that under the CBFS condition, allowing comparisons among inputs is equivalent to allowing comparisons between GPS virtual finish times of the packets in that instance class. Since both W F Q and W F 2 Q are able to provide O(1) GPS-relative delay bounds using such comparisons only, this model is not restrictive either. In summary, both computational models are practical and nonrestrictive, in the sense that they are actually being used by existing scheduling algorithms.
Remarks on the decision tree model
A decision tree program allowing certain branching predicates is computationally stronger than a computer program that allows the same types of branching predicates and is memory-constrained. This is because (1) the decision tree can be totally different when the size of input changes, and (2) the computational complexity counted in the decision tree model is only the depth of the tree, not the size of the tree. Neither is true about a regular computer program. So the lower bound derived under the decision tree model can be no larger than the lower bound achievable by a computer program! For example, Knapsack 3 , a well-known NP-complete problem, has an O(n 5 log 2 n) algorithm 4 in the decision tree model that allows linear comparisons [9] . Despite the fact that a decision tree algorithm can be computationally stronger than a computer program, when allowing the same branching predicates, many lower bound proofs are based on decision tree. This is because (1) they provide powerful tools for proving lower bounds, and (2) so far there is no model that exactly captures the computational power of a computer program and at the same time provides such powerful tools.
COMPLEXITY-DELAY TRADEOFFS WHEN ALLOWING COMPARISONS BETWEEN INPUTS
In this section, we prove that if only comparisons between inputs are allowed, the complexity to assure O (1) or O(n a ) (0 < a < 1) GPS-relative delay bound is Ω(log2n). In Section 3.1, we introduce two general lemmas used in later proofs. Section 3.2 and 3.3 proves the Ω(log2n) complexity lower bounds for the case of O (1) and O(n a ) respectively.
Preliminaries
A reduction argument similar to those used in NP completeness proofs is used in proving the complexity lower bounds throughout this paper. The basic idea is to convert a problem P1, the complexity lower bound of which is known (say B), to the problem P2, for which we would like to determine the complexity lower bound. If it can be shown that the conversion cost is no more than C, then the complexity lower bound of problem P2 is at least B − C. In this paper, sorting problems with known complexity lower bound of nlog2n − o(nlog2n) (for instance of size n), are reduced to scheduling problems with O(n a ) (0 ≤ a < 1) delay or disadvantage guarantees. We show that the reduction cost is no more than anlog2n. Therefore, the scheduling complexity has to be at least (1 − a)nlog2n − o(nlog2n) since otherwise the resulting sorting algorithm beats its proven complexity lower bound, which is impossible. Here we write nlog2n − o(nlog2n) instead of Ω(nlog2n) in order to emphasize that the constant factor of the main term is precisely 1.
In the following, we state without proof the well-known complexity lower bound for comparison-based sorting [1] . Its proof can be found in several algorithm textbooks, including [1] . It is clear from the proof that this lower bound holds even if all the real numbers are between two numbers m and
Lemma 1 (sorting lower bound [1] ). To sort a set of n numbers {xi} 1≤i≤n using only comparisons among them, requires nlog2n − o(nlog2n) steps in the worst case.
Reduction to the sorting problem is sufficient for proving the lower bounds (when allowing direct comparisons among inputs) for scheduling throughout this section. However, to prove stronger results (when allowing linear tests) in Section 4, we need to reduce them to a stronger version of the sorting lower bound (Lemma 3). Since the reduction steps for proving stronger lower bounds in Section 4 can be "reused" for proving the weaker results in this section, for the overall succinctness of the proofs, reductions in this section will also be based on Lemma 3 (stronger version) instead of Lemma 1 (weaker version).
Definition 3. The set membership problem is to determine whether the input {xi} 1≤i≤n , viewed as a point (x1, x2,
In the following, we state a general lemma concerning complexity of set membership problems (defined above) under the decision tree model that allows linear tests. This lemma, due to Dobkin and Lipton [5] , has been used extensively in lower bound proofs (e.g., [6] ). In complexity theory, lower bound for solving a set membership problem is closely related to the geometric properties of the set. The following lemma essentially states that if the set consists of N disconnected open sets, determining its membership requires at least log2N complexity. [5] .
Proof (adapted from [5] ). Consider the decision tree algorithm for deciding membership in a set L ⊆ R n . At any leaf node, the algorithm must answer "yes" or "no" to the questions of whether the inputs x1, x2, · · · , xn are coordinates of a point in L. Let the set of points "accepted" at leaf p be denoted by Tp (i.e., Tp is the set of points for which all tests in the tree have identical outcomes and lead to leaf node p, for which the algorithm answers "yes"). The leaf nodes of the tree partition R n into disjoint convex regions because all comparisons are between linear functions of the coordinates of the input point, so in particular each of the accepting sets Tp is convex.
We prove the lemma by contradiction. Suppose that the level of the tree is less than log2|I|. Then the number of leaf nodes must be strictly less than I. Now since L consisting of |I| disjoint regions, some accepting node Tp must accept points in two regions due to the pigeon-hole principle, say Lα and L β . Choose any points P1 ∈ Tp Now we are ready to introduce the aforementioned stronger result, concerning sorting complexity lower bound when allowing linear tests. Let 0 ≤ m < M be two real numbers. The following Lemma (Lemma 3) essentially states that, when linear tests are allowed, the same sorting complexity lower bound (nlog2n − o(nlog2n)) still holds when these n numbers are evenly distributed in the following n neighborhoods:
+ )} 1≤i≤n (i.e., there exists a permutation π of n elements such that
. To see this, we show that this sorting problem is at least asymptotically "as hard as" the membership problem for the following set L: L = {(y1, y2, . .., yn) ∈ R n : there exists a permutation π of 1, ..., n such that m +
is a "small" real constant. "Sorting" is at least asymptotically "as hard", since if there is an algorithm for sorting with computational complexity B, then there is a B + O(n) algorithm for the membership problem (just sort the numbers using B time and check using O(n) time if they are in the corresponding neighborhoods).
Lemma 3. Under the decision tree model that allows linear tests, given the inputs {xi} 1≤i≤n , determining whether
Note that this result is stronger than Lemma 1 since here the computational model (allowing linear tests) is stronger and there are restrictions on the values that these n numbers can take.
Proof. Let Π be the set of permutations on the set {1, 2,
The number of such regions {Lπ}π∈Π is n! because |Π| = n!. So by Lemma 2, the number of comparisons must be at least log2(n!), which by Stirling's formula (n! ∼ √ 2πn( n e ) n ), is equal to nlog2n -o(nlog2n).
Remark:
We emphasize that the floor (and equivalently the ceiling) function is not allowed in the decision tree. Otherwise, an O(n) algorithm obviously exists for deciding Lmembership based on bucket sorting. Note that the floor function is a not a linear function (piecewise linear instead). The linearity of the test is very important in the proof of Lemma 2 since it relies on the fact that the linear tests dissect the space R n into convex regions (polytopes). These regions are no longer convex when the floor function is allowed. For this reason, the floor function 5 is disallowed in almost all lower bound proofs. Nevertheless, despite the fact that the floor function will "spoil" our lower bound proofs (and many other proofs), no existing scheduling algorithm (certainly allowed to use "floor") is known to have a worst case computational complexity of o(log2n) and guarantee O(1) or O(n a ) (0 < a < 1) worst-case GPS-relative delay. Studying the computation power of "floor" on this scheduling problem can be a topic for future research.
Ω(log2n) complexity for O(1) delay
In this section, we prove that Ω(log2n) complexity is required to guarantee O(1) GPS-relative delay, when only comparisons between inputs (equivalently GPS virtual finish times) are allowed. A naive argument for this would be that it takes Ω(log2n) per packet to schedule the packets according to the sorted order of their GPS virtual finish times. However, this argument is not a proof since it can be shown that to be sorted is not a necessary condition (although it 5 Its computational power is discussed in [18] in detail.
is sufficient [12] ) to assure O(1) GPS-relative delay. For example, if a GPS-relative delay bound of 10 maximum size packets needs to be assured, then given a service schedule sorted according to their GPS virtual finish times, any 9 packets can be relocated (intra-session packet service order should however be preserved) without violating this delay bound.
Before stating the lower bounds and their proofs, we would like to explain the intuition behind them. The core idea is to reduce the problem of scheduling with O(1) delay bound to the problem of sorting. Given any sorting instance, we reduce it to a scheduling instance in O(n) time and run the scheduler with O(1) delay bounds on it. Then we can show that the resulting output can be sorted in O(n) time. Since the sorting complexity is nlog2n − o(nlog2n), the scheduling complexity has to be at least nlog2n − o(nlog2n). Otherwise, we have an algorithm that asymptotically beats the complexity lower bound, which is impossible. The proof is split into two parts. In the first part (Theorem 1), we explain the reduction algorithm and establish the complexity equations. In the second part (Theorem 2), we show that this reduction program is correct in the sense that the resulting program (output of the reduction process) indeed performs sorting correctly. This is proved using standard invariant-based techniques for establishing program correctness, and an assertion that a scheduling program should satisfy (Lemma 4), when comparisons are only allowed among inputs.
In proving the following theorem, we assume that there is a O(1)-Delay-Scheduler procedure which guarantees that the GPS-relative delay of any packet will not exceed K
Lmax r (i.e., O(1)).
Here K ≥ 1 is a constant integer independent of the number of sessions n and the total link bandwidth r. We also assume that the CBFS condition is satisfied.
Theorem 1 (Complexity). The computational complexity lower bound of the procedure O(1)-Delay-Scheduler is Ω(log2n) per packet.
Proof. Our proof uses the reduction method in computational complexity, similar to those used in NP completeness proofs. We construct a procedure for solving Lmembership (defined in the previous section) as follows. Recall that L = {(y1, y2, ..., yn) : there exists a permutation π of {1, 2, ..., n} such that m +
. Here we let m = Lmin = 0 (Lmin = 0 as mentioned before) and M = Lmax, where Lmax and Lmin are the maximum and minimum packet sizes respectively. We proved in Lemma 3 that the number of linear tests that are needed in determining L-membership is nlog2n − o(nlog2n). Now, given the inputs {xi} 1≤i≤n to the L-membership problem, we convert it to an instance of packet arrivals. We then feed the packet arrival instance to the procedure O(1)-Delay-Scheduler. Finally, we process the output from the procedure to solve the L-membership problem. Since the total number of comparisons for solving L-membership are nlog2n−o(nlog2n) in the worst case, a simple counting argument allows us to show that O(1)-Delay-Scheduler must use Ω(nlog2n) comparisons in the worst case. This reduction is illustrated in Fig. 4 .
The procedure in Fig. 4 is divided into three parts. In the first part (line 5 through 20), the program first checks if 
else answer ''no'' endif 33. end /* procedure */ Recall that the procedure O(1)-Delay-Scheduler is allowed to perform comparisons between its inputs, which are arrival times (0) and lengths of the packets. In addition, the constant Lmax is allowed to be compared with any input 6 . Note that this is equivalent to allowing comparisons between GPS 6 We can artificially create a dummy session which has a packet arrival of length Lmax at time 0. virtual finish times of the packets, which are in the form of either comparisons, which contradicts Lemma 3. Therefore, the amortized complexity per packet is Ω(log2n).
We have yet to prove the correctness of the L-membership procedure, i.e., it solves the L-membership correctly for any inputs. This is shown next in Theorem 2.
Remark: An interesting question is whether Ω(log2n) per packet cost is paid only at the very beginning (e.g., first 2n packets) and the cost per packet will be amortized to o(log2n) or even O(1) over the long run. The answer is that this cost cannot be amortized. Its proof is omitted here due to space limitations and will be included in the later version of the paper. Fig. 4  will return yes if and only if (x1, x2, . .., xn) ∈ L.
Theorem 2 (Correctness). The procedure in
Proof. The "only if" part is straightforward since line 30 through 32 (validity check) will definitely answer "no" if (x1, x2, · · · , xn) ∈ L. We only need to prove the "if" part.
Note that after the execution of line 20, {length(Ti)} 1≤i≤n is a permutation of the inputs {xi} 1≤i≤n . Right after the execution of line 25, the lengths of T1, T2, · · · , TK+2 are in increasing order. We prove by induction that the lengths of all packets are sorted in increasing order after the execution of the loop from line 26 to 29. We refer to the iterations in the loop as IK+3, IK+4, . .., In, indexed by the value of i in each iteration. We prove that the first i numbers are sorted after iteration i, i = K + 3, · · · , n. This is obviously true for i = K + 3. Suppose it is true for i = q ≥ K + 3. We prove that it is also true for i = q + 1.
We claim that, right after the execution of line 20, in the schedule {Ti} 1≤i≤n , for K + 3 ≤ i ≤ n, there can be no more than K + 2 elements among T1, T2, · · · , Ti−1 that are longer than Ti. This is proved below in The following lemma states that no packet will be scheduled behind more than K + 2 packets that have larger GPS virtual finish time. The intuition behind its proof is the following. Suppose a packet P is scheduled behind K + 2 packets that have larger timestamps. We convert the current packet arrival instance into another instance in which (a) all timestamps that are no larger than P s (including P itself) are changed to small positive numbers that are close to 0 and all timestamps that are larger are changed to large numbers that are close to Lmax, and (b) the order of any pair of timestamps remain unchanged. The condition (b) guarantees that the resulting schedule will be the same if only direct comparisons among inputs are allowed. However, P is scheduled behind that K + 1 packets under the new service schedule, which can be shown to violate the O(1) GPS-relative delay guarantee for P . 
Proof. Note that length(T
So there exists a unique permutation π of {1, 2, ..., n}, such that length(T π(1) ) < length(T π(2) ) < · · · < length(T π(n) ). We prove the lemma by contradiction. For any i > K + 3, suppose there are more than K + 2 packets that are scheduled before Ti and are longer than Ti. Suppose π(j) = i, i.e., Ti is the j'th smallest packet among {T k } 1≤k≤n . We argue that i ≤ j + K + 2. In other words, Ti should not be displaced backward by more than K + 2 positions. To see this, we generate two arbitrary sets of real numbers {α k } 1≤k≤n and {β k } 1≤k≤n , where 0 < α1 < α2 < ... < αn < δ and 0 < βn < βn−1 < ... < β1 < δ.
as before. We consider what happens if we modify the inputs {x k } 1≤k≤n to the L-membership in the following way:
It is not hard to verify that the relative order of any two numbers x l and xm is the same after the change. Note that the procedure O(1)-Delay-Scheduler is only allowed to compare among the inputs, which are {xi} 1≤i≤n , 0, and Lmax. Clearly, with the modified inputs, the decision tree of the procedure O(1)-Delay-Scheduler will follow the same path from the root to the leaf as with the original inputs, since all predicates along the path are evaluated to the same value! Consequently, the output schedule of the packets remain the same with the modified inputs. In the new schedule with the modified inputs, since there are K + 2 packets that are scheduled before Ti and are longer than Lmax − δ, the actual finish time of Ti is larger than (K + 2)
Lmax r . However, its GPS virtual finish time is no larger than 
Remark:
The ideas contained in the proof bear some similarity to that of Knuth's 0-1 law [11] , which states the following. If a sorting network can correctly sort inputs consisting of any arbitrary combinations of 0's and 1's, it must be able to correctly sort all inputs. In our proof, {αi} 1≤i≤n and {Lmax − βi} 1≤i≤n , to a certain extent, can be viewed as such 0's and 1's.
Ω(log2n) complexity for O(n a ) delay
In this section, we prove that the tradeoff curve is flat as shown in Fig. 2 : Ω(log2n) complexity is required even when O(n a ) delay (0 < a < 1) can be tolerated. Its reduction proof is mostly similar to that of Theorem 1. The main difference is that the constant factor before the asymptotic term (nlog2n) becomes critical in this case. Proof (Sketch). The proof of this theorem is very similar to that of Theorem 1 and 2. We construct a procedure Lmembership-II, which makes "oracle calls" to O(n a )-DelayScheduler, shown in Fig. 5 . Since it is mostly the same as the program shown in Fig. 4 , we display only the lines that are different. Proof of correctness for the procedure L-membership II is also similar to that of Theorem 2. We only need to show the following lemma. We omit its proof here since it is similar to that of lemma 4. 
COMPLEXITY-DELAY TRADEOFFS WHEN ALLOWING LINEAR TESTS
In the previous section, we have established the lower bound of Ω(log2n) for guaranteeing O(n a ) GPS-relative delay for 0 ≤ a < 1. However, the computational model is slightly restrictive: we only allow the comparisons among the inputs (equivalently the GPS virtual finish times). In this section, we extend the complexity lower bounds to a much stronger computational model, namely, the decision tree that allows comparisons between linear combinations of the inputs. However, to be able to prove the same complexity bounds in the new model, we require that the same (O(n a ) for 0 ≤ a < 1) delay bounds are achieved for a different and stronger type of delay called disadvantage delay. Despite this restriction, the overall result is provably stronger (by Theorem 5) than results (Theorems 1 and 3) in the last section. Whether the same complexity lower bound holds when linear comparisons are allowed and O (1) or O(n a ) GPS-relative delay bound needs to be guaranteed is left as an open problem for further exploration.
With respect to a service schedule of packets T = T1, T2, · · · , Tn, we define disadvantage of a packet Ti (denoted as disadv(Ti)) as the amount of traffic that has actually been served in the schedule T , which should have been served after the virtual finish time of Ti in GPS. The disadvantage delay is defined as disadvantage divided by the link rate r.
In Fig. 6 , the shaded area adds up to the disadvantage of the packet T4 when the service schedule is in the order T1, T2, · · · , T5. Recall that F
GP S p
denotes the virtual finish time of the packet p served by GPS scheduler. Formally, the disadvantage of the packet
So disadv(Ti) can be viewed as the total amount of "undue advantage" in terms of service other packets have gained over the packet Ti. The following lemma that the disadvantage delay of a packet is always no more than its GPSrelative delay. Ì Tj). Obviously, the latter is no larger than the former.
Remark:
The above lemma implies that, for the same amount, guaranteeing disadvantage delay bound is stronger (harder) than guaranteeing GPS-relative delay bound. However, it is only slightly stronger: the disadvantage delay bound of W F Q is zero and that of W F 2 Q is also zero if all packets arrive at the same time (so eligibility test [2] is no longer an issue). Now we are ready to state and prove the main theorem of this section: Ω(log2n) per packet is needed to guarantee a disadvantage delay bound of no more than O(n a ) (0 ≤ a < 1). The proof is again based on reduction technique. An L-membership (i.e., stronger version of sorting) instance is reduced to a scheduling instance and fed to a scheduler that guarantees O(n a ) (0 ≤ a < 1) disadvantage bound as input. It can be shown that L-membership test can be performed on the output within )nlog2n = Ω(nlog2n). It remains to prove the correctness of L-membership III. Again its proof is quite similar to that of Theorem 2. We claim that the {Ti} 1≤i≤n are sorted after the execution of line 29. Similar to the proof of theorem 2, it suffices to show that the following lemma holds. − 2δ, 
LINKING GPS-RELATIVE DELAY WITH END-TO-END DELAY
In the previous two sections, we obtain complexity lower bounds for achieving O(n a ) (0 ≤ a < 1) GPS-relative or disadvantage delay bounds. However, it is more interesting to derive complexity lower bounds for scheduling algorithms that provide end-to-end delay bounds. In this section, we show that our lower bound complexity results can indeed be put into the context of providing tight end-to-end delay bounds. This is done by studying the relationship between the GPS-relative delay and the end-to-end delay.
In [15] , Stiliadis and Varma defined a general class of latency rate (LR) schedulers (called servers in [15] ) capable of describing the worst-case behavior of numerous scheduling algorithms. From the viewpoint of a session i, any LR scheduler is characterized by two parameters: latency bound Θi and minimum guaranteed rate ri. We further assume that the j'th busy period of session i starts at time τ . Let Wi,j(τ, t) denote the total service provided to packets in session i that arrive after time τ and until time t by the scheduler. A scheduler S belongs to the class LR if for all times t after time τ and until the packets that arrived during this period are serviced,
It has been shown that, for a large class of LR schedulers (including W F Q [12] , F F Q [14] , V C [20] Here Lmax,i is the maximum size of a packet in session i and ri is the service rate guaranteed to session i. For (8) to hold, it should be true that the link is not over-subscribed, i.e., È n i=1 ri ≤ r. Note in (8) that the first term in RHS is the GPS-relative delay bound in both W F Q and W F 2 Q. One important property of the latency bound Θi, shown in [15] is that it can be viewed as the worst-case delay seen by a session i packet arriving into an empty session i queue. It has been shown in [15] that the latency bound is further connected to the end-to-end delay bound of session i, denoted as D 
Here N is the number of nodes (routers) that traffic in session i traverses and Θ j i is the latency bound of session i in j'th scheduler. Also, traffic in session i is leaky-bucket constrained and σi is the size of the leaky bucket. This result is strong and important since different routers on the path may use different LR schedulers, but (9) still holds in this heterogeneous setting.
We show, in the following theorem, that under a special CBFS condition called CBF S+, providing tight GPSrelative delay bound is equivalent to providing tight latency bound in any LR scheduler. In CBF S+, the j'th packet (j ≥ 2) in session i arrives just at the time the (j-1)'th packet finishes service under the GPS scheduler. In other words, each packet in session i arrives just in time to satisfy the CBFS condition. The following theorem is one major step in connecting our complexity results to the complexity of providing tight end-to-end delay bounds. 
Remark:
We have just shown that, under the CBFS condition, an LR scheduler that provides a tight latency bound also provides a tight GPS-relative delay bound (the "if" part). This in general (without CBFS) is not true: LR schedulers such as F F Q [14] , V C [20] ) (0 ≤ a < 1) for all Lmax,i > 0 is Ω(log2n).
Proof. Combine Theorem 1, 2, and 3, and the "if part" of Theorem 6.
The implications of this corollary are profound. Note that for all schedulers on the path to be LR servers with tight delay bounds is a sufficient rather than necessary condition for achieving tight overall end-to-end delay bounds. Therefore, Corollary 1 does not establish in full generality the complexity lower bounds for achieving tight end-to-end delay bounds. However, there is substantial evidence [15] that this is a "fairly tight" sufficient condition, as most existing scheduling algorithms that can collectively achieve tight end-to-end delay bounds are LR servers. Corollary 1 essentially states that such lower bounds hold if the end-to-end delay bounds are established through "good" LR servers 7 . Finally, we identify one open problem that we feel very likely to be solvable and its solution can be a very exciting result, stated as Conjecture 2 below. Note that Conjecture 2 is strictly weaker than Conjecture 1, as it can be shown that the latter implies the former.
Conjecture 2. The complexity lower bound for an LR scheduler (introduced in [15] ) to achieve a tight latency bound of O (1) Lmax r
is Ω(log2n) per packet, under the decision tree model that allows linear tests.
Remark: F F Q, V C, and W F
2 Q+ all achieve this latency bound at the complexity of O(log2n) per packet, without the restriction of the CBFS condition. If this conjecture is true, it implies that these algorithms are asymptotically optimal for this purpose, which is an exciting result! Note that Corollary 1 proves this complexity lower bound under the weaker model that allows only comparisons among inputs.
