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RESIDUE CURRENTS OF HOLOMORPHIC
MORPHISMS
MATS ANDERSSON
Abstract. Given a generically surjective holomorphic vector bun-
dle morphism f : E → Q, E and Q Hermitian bundles, we con-
struct a current Rf with values in Hom (Q,H), where H is a cer-
tain derived bundle, and with support on the set Z where f is not
surjective. The main property is that if φ is a holomorphic sec-
tion of Q, and Rfφ = 0, then locally fψ = φ has a holomorphic
solution ψ. In the generic case also the converse holds. This gives
a generalization of the corresponding theorem for a complete in-
tersection, due to Dickenstein-Sessa and Passare. We also present
results for polynomial mappings, related to M Noether’s theorem
and the effective Nullstellensatz. The construction of the current
is based on a generalization of the Koszul complex. By means of
this complex one can also obtain new global estimates of solutions
to fψ = φ, and as an example we give new results related to the
Hp-corona problem.
1. Introduction
Let E and Q be holomorphic Hermitian vector bundles of ranks m
and r, respectively, over the n-dimensional complex manifoldX , and let
f : E → Q be a generically surjective holomorphic morphism. Given a
holomorphic section φ ofQ we are interested in holomorphic solutions ψ
to fψ = φ. The basic results in this area are the existence theorems due
to Skoda in [21] and [22], which are based on L2-methods and complex
geometry. They provide existence of global holomorphic solutions to
the equation fψ = φ with L2-estimates under appropriate geometric
conditions provided f is pointwise surjective. However, applying these
results to E restricted to X \ Z, where
Z = {z; f(z) is not surjective},
also highly non-trivial local results at Z are obtained by these methods.
In this paper we introduce a complex of bundles
· · · → E3 → E2 → E → Q→ 0,
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and define a global residue current
Rf = Rfp + · · ·+Rfµ
with support on Z, p = codimZ and µ = min(n,m − r + 1), where
Rfk is a (0, k)-current with values in Hom (Q,Ek). It is not hard to see
(e.g., by using Gauss elimination) that p ≤ m − r + 1 with equality
in the generic case; in this case, thus R = Rm−r+1. Our first result
concerns existence of local holomorphic solutions of fψ = φ.
Theorem 1.1. Let E and Q be holomorphic Hermitian vector bundles
over a complex manifold X, let f : E → Q be a holomorphic generically
surjective morphism, and let Rf be the corresponding residue current.
If φ is a holomorphic section of Q such that Rfφ = 0, then locally
fψ = φ has a holomorphic solution ψ.
We have the following partial converse.
Theorem 1.2. If p = m−r+1 and fψ = φ has a holomorphic solution,
then Rfφ = 0.
If p = m− r + 1 thus fψ = φ has holomorphic solutions if and only
if Rfφ = 0. If r = 1 and p = m, it turns out that if f =
∑
fjej in
a local holomorphic frame ej , then R = Rm is equal to the classical
Coleff-Herrera current
T =
[
∂¯
1
f1
∧ . . . ∂¯ 1
fm
]
times a non-vanishing section of (detE) ⊗ Q∗, see [4]. In this case
therefore we get back the Dickenstein-Sessa-Passare theorem, [12] and
[19], stating that φ belongs to the ideal (f1, . . . , fm) if and only if φT =
0.
Instead of the usual norm |φ| of a section φ of Q it is natural, e.g.,
in view of the results in [22], to introduce the stronger pointwise norm
‖φ‖2 = det(ff ∗)|f ∗(ff ∗)−1φ|2 = 〈f˜ f ∗φ, φ〉,
where f˜ f ∗ = det(ff ∗)(ff ∗)−1 is the smooth endomorphism onQ whose
matrix is the transpose of the comatrix of ff ∗. By analyzing the sin-
gularity of Rf we obtain the following sufficient size condition on φ for
annihilating the residue.
Proposition 1.3. Let f : E → Q be a holomorphic generically surjec-
tive morphism. If φ is a holomorphic section of Q such that
(1.1) ‖φ‖2 ≤ C det(ff ∗)min(n,m−r+1),
then Rfφ = 0.
As an immediate consequence we get the following generalization of
the Brianc¸on-Skoda theorem.
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Theorem 1.4. If φ is a holomorphic section of Q such that (1.1) holds,
then locally fψ = φ has a holomorphic solution ψ.
In the case when r = 1, (1.1) means precisely that |φ| ≤ C|f |min(n,m),
and the conclusion is then that φ is locally in the ideal (f) generated by
f (i.e., the ideal generated by fj if f =
∑
fjej in some local holomor-
phic frame ej). This immediately implies the classical Brianc¸on-Skoda
theorem, [9], which states that φmin(m,n) belongs to (f) if |φ| ≤ C|f |.
For m− r+ 1 ≤ n, Theorem 1.3 also follows directly from Skoda’s L2-
estimate, [22], but when m− r+1 > n, the L2-estimate only gives the
conclusion if the power of the right hand side of (1.1) is n + 1. By an
additional argument in the case when m > n, the classical Brianc¸on-
Skoda theorem follows from the L2-estimate; the case when m > n and
r > 1 can be reduced to the classical result by means of the Fuhrmann
trick, see Section 7.
Demailly has extended Skoda’s L2-theorems to ∂¯-closed sections, see
[10] and [11]. Our method also admits such an extension of the local
result.
Theorem 1.5. Assume that φ is a smooth ∂¯-closed (0, q)-section of Q.
If Rfφ = 0, then locally fψ = φ has ∂¯-closed (current) solutions ψ.
For degree reasons we see that Rfφ = 0 if q > n− p. Thus we get
Corollary 1.6. If φ is any smooth ∂¯-closed (0, q)-form with values in
Q, and q > n − p = dimZ, then locally fψ = φ has ∂¯-closed current
solutions.
In analogy with Theorems 1.3 and (1.4) we also have
Theorem 1.7. If φ is a smooth ∂¯-closed (0, q)-form with values in Q
such that
(1.2) ‖φ‖2 ≤ C det(ff ∗)min(n−q,m−1+r),
then Rfφ = 0, and locally there are integrable ∂¯-closed solutions ψ to
fψ = φ.
We can also obtain global results and first we turn our attention
to polynomial ideals and generalize the approach in [5]. Let [z] =
[z0, . . . , zn] be homogeneous coordinates on P
n, and let z′ = (z1, z2, . . . , zn)
be the standard coordinates in the standard affinization Cn ≃ {[z], z0 6=
0}. Let P be a polynomial mapping Cn → Hom (Cm,Cr) with columns
P j such that degP j ≤ dj , j = 1, . . . , m. If f is the matrix whose
columns are the dj-homogenized forms f
j(z) = zd
j
0 P
j(z′/z0) in C
n+1,
then f defines a morphism
f :
m⊕
1
Ø(−dj)→ Cr.
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Let Z be the algebraic variety in Pn where f is not surjective, and let
Rf be the associated residue current with respect to the natural metric.
Theorem 1.8. Assume that P is a polynomial mapping as above, and
let Φ be a r-column of polynomials of degrees ≤ ρ. Moreover, assume
that
(1.3) m ≤ n+ r − 1 or ρ ≥
n+r∑
j=1
dj − n,
where d1 ≥ d2 ≥ . . . ≥ dm. If Rfφ = 0, then there are polynomials Qj
such that
∑m
1 P
jQj = Φ, and degP
jQj ≤ ρ.
Corollary 1.9. Assume that Z is empty. Then we can find a matrix
Q of polynomials with rows Qk such that PQ =
∑
P kQk = Ir, and
degP kQk ≤
∑n+r
j=1 dj − n.
This is a generalization of a classical theorem of Macaulay, [17].
Corollary 1.10. Let Φ be a column of polynomials, degΦ ≤ ρ, and let
φ be its ρ-homogenization. If
‖φ‖2 ≤ C det(ff ∗)min(n,m−r+1)
in Pn, and (1.3) is fulfilled, then PQ = Φ has a solution with degP kQk ≤
ρ.
Assume that P is pointwise surjective in Cn, and let P j = (P j1 , . . . , P
j
r )
t.
By the local Lojasiewicz inequality there is a constant M such that
(1.4)
′∑
|I|=r
| det(P Ijk (z′))|2
(1 + |z′|2)
∑r
1
dIj
≥ C 1
(1 + |z′|2)M ,
where the sum is over increasing multiindices.
Corollary 1.11. Assume that P : Cn → Hom (Cm,Cr) is surjective
in Cn, degP ≤ d and that (1.4) holds. Then there is a matrix Q of
polynomials such that PQ = Ir and degP
jQj ≤M min(n,m− r + 1).
From Kollar’s famous theorem, [16], we can get an estimate of M .
For simplicity we assume dj = d for all j.
Proposition 1.12. If dj = d for all j, then the inequality (1.4) holds
with
M = (rd)min(n,m!/(m−r)!r!),
provided that rd ≥ 3.
It should be pointed out that the bound
degQ + d ≤ min(n,m− r + 1)M
we obtain in this way for a solution to PQ = Ir (even) is not optimal
when r = 1. It is proved in [16] that one actually have degQ+ d ≤M
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when r = 1. We do not know if it is possible to modify Kollar’s proof
as to include the case r > 1 directly and get a sharper bound.
Now assume that p = m − r + 1 = n and that Z is contained in
Cn; thus a discrete set. Moreover, assume that Φ = PQ is solvable
in Cn. Then it follows from Theorem 1.2 that Rfφ = 0 in Cn, and
hence Rfφ = 0 in Pn, and since (1.3) is fulfilled we can take ρ = degΦ.
Therefore there is a solution to PQ = Φ such that degP jQj ≤ degΦ.
When r = 1 this is a classical theorem due to Max Noether, [18]. We
have the following generalization that appeared in [5] in the case r = 1;
however we suspect that this case could be proved algebraically, e.g.,
by the methods in [15].
Theorem 1.13. Assume that P : Cn → Hom (Cm,Cr) and that p =
m − r + 1 and that Z has no irreducible component contained in the
hyperplane at infinity. Moreover, assume that Φ = PQ is solvable in
Cn. Then there is a solution Q such that degP jQj ≤ degΦ.
We can also obtain new global results in open bounded domains
even when f is pointwise surjective, and as an example we present
in Section 7 new sharpened estimates of solutions to the Hp-corona
problem in a strictly pseudoconvex domain.
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2. A generalized Koszul complex
Let f : E → Q be a holomorphic morphism as above. Assume that
we have a complex
(2.1) · · · → E3 → E2 → E → Q→ 0.
of vector bundles where all the morphisms, which we denote by δ, are
holomorphic. Let E0 = Q, E1 = E, and let
H =
∞⊕
k=0
Ek.
We will also consider (0, ∗)-form-valued sections of H , i.e., sections of
T ∗0,1(X) ⊗ H . We denote this space of sections by E0,∗(X,H). Notice
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that it is a module over the ring (algebra) E0,∗(X). We extend the
action of δ to sections of T ∗0,1(X)⊗H by requiring that
(2.2) δξ ⊗ w = (−1)deg ξξ ⊗ δw
if ξ is a differential form. Then δ∂¯ = −∂¯δ.
Now suppose that we have (0, k−1)-forms, or currents, vk with values
in Ek, k ≥ 1, such that
(2.3) (δ − ∂¯)(v1 + v2 + · · · ) = φ,
i.e.,
(2.4) δvk+1 = ∂¯vk, k ≥ 1, δv1(= fv1) = φ.
For degree reasons, ∂¯vk = 0 if k is large enough, and if there are no
obstructions for solving ∂¯, we can successively find (0, k − 2)-forms
(currents) wk with values in Ek such that
(2.5) ∂¯wk = vk + δwk+1, k ≥ 2.
Then finally
(2.6) ψ = v1 + δw2
is a holomorphic solution to fψ = φ. Since the ∂¯-equations always are
solvable locally we have
Lemma 2.1. Suppose that we have a current solution v = v1+ v2+ . . .
to (2.3). Then locally there are holomorphic solutions to fψ = φ.
If f is surjective, then obviously there are local holomorphic solutions
to fψ = φ so the interesting case is when f is just generically surjective.
In view of the argument in the proof, one also gets a global holomorphic
solution provided all the ∂¯-equations have global solutions. Before we
proceed with our construction let us consider some examples.
Example 1. If the complex (2.1) is exact (in particular f is surjective),
then we can always find such a solution to (2.3). In fact, given a
holomorphic section φ of Q, let v1 be any pointwise solution to δv = φ.
Then ∂¯v1 is δ-exact and hence there is a v2 such that δv2 = ∂¯v1 etc. 
Example 2. If r = 1, i.e., Q is a line bundle, then one can take Ek =
ΛkE ⊗ Q∗ and δ as interior multiplication with f . One then gets the
usual Koszul complex
(2.7) · · · → Λ3E ⊗ (Q∗)2 δ→ Λ2E ⊗Q∗ δ→ E f→ Q→ 0,
which is exact if (and only if) f is non-vanishing. In fact, if we choose
any section of Hom (Q,E) ≃ E ⊗ Q∗ fσ = IQ (if E has a Hermitian
metric we can, e.g., choose the section with pointwise minimal norm),
then there is an induced mapping σ : ΛkE⊗ (Q∗)k−1 → Λk+1E⊗ (Q∗)k
such that and δ ◦ σ + σ ◦ δ = I, and thus (2.7) is exact. 
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Example 3. Provided that f is surjective, a simple way to find an exact
complex (2.1) is by taking E2 = Ker f and Ek = 0 for k > 2. However,
E2 is usually not trivial in a neighborhood of a singular point, i.e., E2
usually cannot be extended as a vector bundle across the set Z where
f is not surjective. To carry out the scheme in the proof of Lemma 2.1,
one therefore has to solve a ∂¯-equation in the bundle E2 = Ker f over
X \Z. This is only possible under certain geometric conditions; this is
precisely what is investigated and explained in [22]. 
Let us now describe our generalized Koszul complex. Notice that
our holomorphic morphism f : E → Q is a holomorphic section of the
bundle Hom (E,Q), which we identify with E∗ ⊗ Q. If ǫj is a local
holomorphic frame for Q, then
f =
∑
fj ⊗ ǫj ,
where fj are sections of E
∗. If η is a section of E, then fη =
∑r
1 δfjǫj ,
where δfj denotes interior multiplication with fj . We can associate to
f the section
F = f1 ∧ f2 . . . ∧ fr ⊗ ǫ1 ∧ . . . ∧ ǫr
of ΛrE∗⊗detQ∗. It is independent of the particular choice of frame, and
will be called the determinant section of f . Notice that f is surjective
at a point if and only of F is non-vanishing at that point. There is an
induced mapping
δF : Λ
r+1E ⊗ detQ∗ → E
defined by
δF (ξ ⊗ ǫ∗1 ∧ . . . ∧ ǫ∗r) = δfr · · · δf1ξ,
which is also easily seen to be independent of the particular local frame
ǫj for Q; here ǫ
∗
j denotes the dual frame for Q
∗. Moreover, it is also
clear that
(2.8) f ◦ δF = 0.
In order to proceed with the construction of our complex we have to
recall some facts about symmetric tensors. Let SℓQ∗ be the subbundle
of
⊗
Q∗ consisting of symmetric ℓ-tensors of Q∗. If u, v ∈ Q∗ then
u⊗˙v = u ⊗ v + v ⊗ u, etc. This extends to a commutative mapping
SQ∗ × SQ∗ → SQ∗. If q is a section of Q, then it induces the usual
interior multiplication on
⊗
Q∗ (say from the left), and, in particular,
if up = u⊗˙ · · · ⊗˙u, then δqup = pup−1(q · u).
We now define
(2.9) Ek = Λ
r+k−1E ⊗ Sk−2Q∗ ⊗ detQ∗, k ≥ 2.
Given the local frame ǫj , a section ξ of Ek can be written
ξ =
∑
|α|=k−2
ξα ⊗ ǫ∗α ⊗ ǫ∗,
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where
ǫ∗α =
(ǫ∗1)
α1⊗˙ · · · ⊗˙(ǫ∗r)αr
α1! · · ·αr!
and ǫ∗ = ǫ∗1 ∧ . . . ∧ ǫ∗r . For k ≥ 2 we have mappings δ : Ek+1 → Ek
defined by
ξ ⊗ q∗ ⊗ ǫ∗ 7→
r∑
j=1
δfjξ ⊗ δǫjq∗ ⊗ ǫ∗,
which are also independent of the specific choice of local frame ǫj . Since
δfj anti-commute and δǫj commute, it follows that δ
2 = 0. Moreover,
if the section ξ of E2 is in the image of δ, i.e., ξ = δη =
∑
δfjηj ⊗ ǫ∗,
then clearly δF ξ = 0. In view of (2.8) we thus have a complex
(2.10) · · · δ→ E3 δ→ E2 δF→ E f→ Q→ 0.
In the sequel, we will often denote all the mappings in (2.10) by δ.
Observe that if r = 1, then (2.10) is just the Koszul complex (2.7).
If we let ξ above take values in Λ(T ∗(X)0,1⊕E) rather than just ΛE,
then we get an extension of all the mappings δ and δF to forms and
currents with values in Ek. The mappings δ : Ek+1 → Ek, k ≥ 2, will
automatically satisfy (2.2) so that δ∂¯ = −∂¯δ, but we should have to
insert the factor (−1)(r+1)q in the definition of δF , when it acts on ξ⊗w,
and ξ is a (0, q)-form. However, we will not do that, and therefore we
have instead that ∂¯δF = (−1)rδF ∂¯. This means that the final solution
ψ in (2.6) is ψ = v1 + (−1)r+1δw2.
3. Surjective morphisms
Now we assume that f : E → Q is surjective and that E and Q
are equipped with Hermitian metrics. Moreover, we let Ek be the the
derived bundles defined by (2.9). Let σ be the section of Hom (Q,E) =
E⊗Q∗ with pointwise minimal norm (i.e., such that Im σ is orthogonal
to Ker f) such that f ◦ σ = IQ. If ǫ∗j denotes the dual frame for Q∗,
then
σ =
∑
σj ⊗ ǫ∗j ,
where σj are the sections of E with minimal norms such that fj · σk =
δjk. Moreover,
σ = σ1 ∧ . . . ∧ σr ⊗ ǫ∗1 ∧ . . . ∧ ǫ∗r
is a well-defined section of ΛEr ⊗ detQ∗, and it induces a mapping
E → E2 = Λr+1E ⊗ detQ∗ defined by
ξ 7→ σ ∧ ξ = σ1 ∧ . . . ∧ σr ∧ ξ ⊗ ǫ∗1 ∧ . . . ∧ ǫ∗r .
Now, δFσξ = ξ provided that δfjξ = 0 for all j, i.e., ξ is in Ker f .
Thus (2.10) is exact at E if f is surjective. We also have
Lemma 3.1. If f is surjective, then (2.10) is exact up to E2.
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Proof. It remains to check the exactness at E2. Suppose that ξ ⊗ ǫ∗ is
a section of E2 such that 0 = δF ξ ⊗ ǫ∗. Thus ξ is a section of Λr+1E,
such that δfr · · · δf1ξ = 0. By the surjectivity of f , σj are linearly
independent and therefore they form a part of a basis σ1, . . . , σm for
E. With respect to this basis we can write
ξ = σ1 ∧ . . . ∧ σr ∧ ξ′ + ξ′′,
where ξ′′ does not contain all the σj , j = 1, . . . , r. It follows that ξ
′ = 0
and hence ξ =
∑r
1 ξj , where ξj does not contain σj . Therefore
ξ ⊗ ǫ∗ =
r∑
1
δfj (σj ∧ ξj)⊗ ǫ∗ = δ
( r∑
1
σj ∧ ξj ⊗ ǫ∗j ⊗ ǫ∗
)
,
and thus (2.10) is exact at E2. 
In order to find a solution to (2.3) it is natural to start with v1 =
σφ =
∑
φjσj , and v2 = σ ∧ ∂¯σφ. We can just as well suppress φ
and define uk with values in Hom (Q,Ek) such that ukφ satisfies (2.3).
Notice that Hom (Q,E1) ≃ E ⊗Q∗ and
Hom (Q,Ek) ≃ Λr+k−1E ⊗ Sk−2Q∗ ⊗ detQ∗ ⊗Q∗, k ≥ 2.
Definition 1. We define the (0, k−1)-forms uk with values in Hom (Q,Ek)
as
(3.1) u1 = σ, uk = (∂¯σ)
⊗(k−2) ⊗σ ⊗ ∂¯σ, k ≥ 2.
Notice that (∂¯σ)⊗(k−2) is indeed a symmetric tensor, and that the
definition of uk is invariant. Moreover,
( r∑
1
∂¯σℓ ⊗ ǫ∗ℓ
)⊗(k−2)
=
(
∑r
1 ∂¯σℓ ⊗ ǫ∗ℓ)⊗˙(k−2)
(k − 2)! =
∑
|α|=k−2
(∂¯σ)α ⊗ ǫ∗α,
where
(∂¯σ)α = (∂¯σ1)
α1 ∧ . . . ∧ (∂¯σr)αr .
Since ∂¯σj have degree 2 in Λ(T
∗
0,1(X)⊕E) and therefore commute, we
thus have that
(3.2) u1 = σ =
∑
j
σj ⊗ ǫ∗j ,
uk = σ1 ∧ . . . ∧ σr ∧
∑
|α|=k−2
∑
j
(∂¯σ)α ∧ ∂¯σj ⊗ ǫ∗α ⊗ ǫ∗ ⊗ ǫ∗j , k ≥ 2.
Proposition 3.2. Assume that f is surjective. If u is defined by (3.1),
then
(δ − ∂¯)(u1 + u2 + · · · ) = IQ.
Here IQ : Q→ Q is the the identity morphism.
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Proof. We have already seen that δu1 = fσ = IQ and δFσ ⊗ ∂¯σ =
∂¯σ = ∂¯u1, so we have to verify that δuk+1 = ∂¯uk for k ≥ 2. Now,
uk+1 = σ1 ∧ . . . ∧ σr ∧
( r∑
1
∂¯σℓ ⊗ ǫ∗ℓ
)⊗(k−1) ⊗ ǫ∗ ⊗ ∂¯σ.
Recalling that δ =
∑
δfj ⊗ δǫj , and that δǫj acts from the left, we get
δuk+1 =
r∑
j=1
δfj (σ1 ∧ . . . ∧ σr) ∧ ∂¯σj ∧ (
r∑
1
∂¯σℓ ⊗ ǫ∗ℓ)⊗(k−2) ⊗ ǫ∗ ⊗ ∂¯σ.
On the other hand,
∂¯uk = ∂¯(σ1 ∧ . . . ∧ σr) ∧ (
r∑
1
∂¯σℓ ⊗ ǫ∗ℓ)⊗(k−2) ⊗ ǫ∗ ⊗ ∂¯σ.
It is now clear that δuk+1 = ∂¯uk. 
It follows that if φ =
∑
φjǫj is a holomorphic section of Q and
vk = ukφ, then v = uφ satisfies (2.3). For later purpose we rewrite the
expression for uφ so that it only “depends” on σφ =
∑
j φjσj. In fact,
applying ∂¯ to the equality 0 = σ⊗σ we get 0 = σ⊗ ∂¯σ+(−1)r∂¯σ⊗σ.
Therefore,
(3.3) ukφ = (−1)r+1(∂¯σ)⊗(k−2) ⊗ ∂¯σ ⊗ σφ, k ≥ 2,
or more explicitly (the possible minus sign cancels out)
ukφ =
(
∑
j
φjσj) ∧ ∂¯(σ1 ∧ . . . ∧ σr) ∧
∑
|α|=k−2
(∂¯σ)α ⊗ ǫ∗α ⊗ ǫ∗ =
(
∑
j
φjσj) ∧ ∂¯(σ1 ∧ . . . ∧ σr) ∧ (
r∑
1
∂¯σℓ ⊗ ǫ∗ℓ)⊗(k−2) ⊗ ǫ∗, k ≥ 2.
4. Analysis of singularities
We now consider an f that is not necessarily surjective everywhere.
Then we can define u as above in X \Z, where Z is the set where f is
not surjective, which is equal to the zero set of the holomorphic section
F and hence an analytic subvariety of X . To analyze the singularities
of u at Z we will use the following lemma.
Lemma 4.1. (i) Let s be the section of Hom (Q,E) ≃ E ⊗ Q∗ with
pointwise minimal norm such that
fs = |F |2IQ,
and let S be the section of ΛrE ⊗ detQ∗ with pointwise minimal norm
such that
FS = 1.
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Then s and S are smooth across Z, and
s = |F |2σ, S = |F |2σ in X \ Z.
(ii) If in addition F = F0F
′ for some holomorphic function F0 and
non-vanishing holomorphic section F ′, then
s′ = F0σ, S
′ = F0σ
are smooth across Z.
Given a section η of E∗, let η∗ denote the dual section with respect
to the Hermitian metric, i.e., 〈ξ, η∗〉 = η · ξ for sections ξ of E. The
mapping η 7→ η∗ is conjugate-linear and extends to a conjugate-linear
mapping ΛE∗ → ΛE by
η1 ∧ . . . ∧ ηr 7→ η∗1 ∧ . . . ∧ η∗r .
Proof. Assume that ǫj is a local frame for Q as before, let ǫ
∗
j be its dual
frame, and assume f =
∑
fj ⊗ ǫj. Now,
S = |ǫ1 ∧ . . . ∧ ǫr|2f ∗1 ∧ . . . ∧ f ∗r ⊗ ǫ∗1 ∧ . . . ∧ ǫ∗r
is a section of ΛrE⊗detQ∗ that is independent of the particular choice
of frame. This is checked by considering a change of frame ǫ′ = ǫg,
where g is an invertible r × r-matrix. Notice that
(4.1) FS = |ǫ1 ∧ . . . ∧ ǫr|2|f1 ∧ . . . ∧ fr|2 = |F |2.
We can choose the frame ǫj such that fj are orthogonal at any given
point outside Z. Thus fj = αje
∗
j , j = 1, . . . , r for some ON -frame e
∗
j
of E∗ and f ∗j = α¯jej , and it is then easy to see that S is in fact the
section with minimal norm such that FS = 1. In particular this means
that S is the dual section of F . Moreover, at this point, σj = (1/αj)ej ,
j = 1, . . . , r, and thus
σ = e1 ∧ . . . ∧ er
α1 · · ·αr ⊗ ǫ
∗
1 ∧ . . . ∧ ǫ∗r.
Therefore,
|F |2σ = |ǫ1 ∧ . . . ∧ ǫr|2α¯1 · · · α¯re1 ∧ . . . ∧ er ⊗ ǫ∗1 ∧ . . . ∧ ǫ∗r = S.
Now assume that F = F0F
′. Since S is the dual section of F it follows
that S = F¯0S
′′, where S ′′ is the dual section of F ′, and thus S ′′ is smooth
even across Z. Therefore F0σ = F0S/|F |2 = S ′′/|F ′|2 is smooth across
Z as well.
Now, define
s =
( r∑
1
δfj ⊗ δǫj
)r−1
S/r! =
|ǫ1 ∧ . . . ∧ ǫr|2
r∑
1
(−1)ℓ+1δfr · · · δfℓ+1δfℓ−1 · · · δf1(f ∗1 ∧ . . . ∧ f ∗r )⊗ ǫ∗j .
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Clearly,
fs =
r∑
1
δfj ⊗ ǫjs = |ǫ1 ∧ . . . ∧ ǫr|2|f1 ∧ . . . ∧ fr|2
∑
j
ǫj ⊗ ǫ∗j = |F |2IQ.
Moreover, it is readily checked that s is orthogonal to Ker f so that s
is the minimal section such that fs = |F |2IQ. One can also check this
by choosing a frame as above such that that fj are orthogonal. Thus,
s/|f |2 = σ. Finally, if F0σ is smooth across Z it follows that
F0σ =
( r∑
1
δfj ⊗ δǫj
)r−1
F0σ
is smooth as well. 
Remark 1. Assume that Q as well as E are trivial and equipped with
the trivial metrics, and ej and ǫj are ON-frames. If
F =
′∑
|I|=r
FI ⊗ e∗I ,
(suppressing the factor ǫ1 ∧ . . . ∧ ǫr and its dual), we have that
S =
′∑
|I|=r
FI ⊗ eI .

Since σ ⊗ σ = 0 we have, for any scalar function ξ, that
(4.2) (∂¯(ξσ))⊗(k−2) ⊗ ξσ ⊗ ∂¯(ξσ) =
(−1)r+1(∂¯(ξσ))⊗(k−2) ⊗ ∂¯(ξσ)⊗ ξσ = ξkuk.
In view of Lemma 4.1 we have in particular that
(4.3) u1 =
s
|F |2 ,
uk =
(∂¯s)⊗(k−2) ⊗ S ⊗ ∂¯s
|F |2k = (−1)
r+1 (∂¯s)
⊗(k−2) ⊗ ∂¯S ⊗ s
|F |2k , k ≥ 2
Lemma 4.2. If f ∗ : Q → E is the adjoint morphism with respect to
the Hermitian structures on Q and E, then
(4.4) |F |2 = det(ff ∗).
Proof. Since both sides of (4.4) are invariant pointwise statements, we
can assume that ǫj is a ON -frame. Let ξ be any section of E. Then
fℓ · ξ = 〈
∑
j
(fj · ξ)ǫj, ǫℓ〉 = 〈fξ, ǫℓ〉 = 〈ξ, f ∗ǫℓ〉
RESIDUE CURRENTS OF HOLOMORPHIC . . . 13
which means that f ∗ =
∑
j f
∗
j ⊗ ǫ∗j . It follows that
ff ∗ =
∑
(fj · f ∗k )ǫj ⊗ ǫ∗k = 〈fj , fk〉ǫj ⊗ ǫ∗k.
Thus
det(ff ∗) = det〈fj , fk〉 = |f1 ∧ . . . ∧ fr|2,
which implies the statement since |ǫ1 ∧ . . . ∧ ǫr| = 1, cf., (4.1). 
Since (ff ∗)−1 = f˜ f ∗/ det(ff ∗) and s/|F |2 = σ = f ∗(ff ∗)−1 we can
conclude that
s = f ∗f˜ f ∗.
Moreover, if F = F0F
′ as in Lemma 4.1 above, then by (4.4),
(4.5) |s′φ| = |σφ||F0| = |f ∗(ff ∗)−1φ||F |/|F ′| = ‖φ‖/|F ′|.
5. The residue current of a generically surjective
holomorphic morphism
We say that f : E → Q is generically surjective if Z has positive
codimension. Again let Ek be the derived bundles defined by (2.9) and
let H = Q⊕E⊕E2⊕E3⊕· · · . From Section 3 we have we the section
u of Hom (Q,H) over X \ Z defined by (3.2). Following [4] we shall
now extend it to a current U with values in Hom (Q,H) across Z and
define the corresponding residue current.
Theorem 5.1. Assume that f : E → Q is a generically surjective holo-
morphic morphism and let u be the associated section of Hom(Q,H)
defined in X \ Z. The function λ 7→ |F |2λu is holomorphic for Reλ >
−ǫ and
U = |F |2λu|λ=0
is a current extension of u across Z. Moreover,
(δ − ∂¯)U = IQ −Rf ,
where
Rf = ∂¯|F |2λ ∧ u|λ=0.
The current Rf (taking values in Hom (Q,H)) has support on Z and
Rf = Rfp + · · ·+Rfµ,
where p = codimZ and µ = min(n,m− r + 1), and Rfk is a current of
bidegree (0, k) with values in Ek.
Proof. The proof is more or less identical to the proof of Theorem 1.1 in
[4], so we only sketch it. After an appropriate resolution of singularities
we may assume that F = F0F
′, where F0 is a holomorphic function
and F ′ is a non-vanishing section of (the pullback of) ΛrE∗ ⊗ detQ.
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According to Lemma 4.1 (ii), then s′ = F0σ and S
′ = F0σ are smooth
across the singularity, and hence by (4.2),
u1 =
s′
F0
, uk = (−1)r+1 (∂¯s
′)⊗(k−2) ⊗ ∂¯S ′ ⊗ s′
F k0
, k ≥ 2.
It is now easy to see that the analytic continuations of |F |2λuk exist,
and in this resolution the values at λ = 0 are just the principal value
currents
u1 =
[ 1
F0
]
s′,
[ 1
F k0
]
(∂¯s′)⊗(k−2) ⊗ ∂¯S ′ ⊗ s′.
Precisely as in [4], by the way following [7] and [20], one can show that
Rfk = ∂¯|F |2λ ∧ uk
∣∣
λ=0
= 0
if k < p = codimZ. Thus Theorem 5.1 is proved. 
Proof of Theorem 1.2. If
φ = fψ =
r∑
1
(δfjψ)ǫj ,
then
um−r+1φ = (
r∑
1
φj ∂¯σj) ∧ σ1 ∧ . . . ∧ σr ∧ (∂¯σ)⊗(m−r−1) ⊗ ǫ∗ =
(
r∑
j=1
δfjψ ∧ ∂¯σj) ∧ σ1 ∧ . . . ∧ σr ∧ (∂¯σ)⊗(m−r−1) ⊗ ǫ∗ =
ψ ∧
r∑
j=1
δfj
(
σ1 ∧ . . . ∧ σr
) ∧ ∂¯σj ∧ (∂¯σ)⊗(m−r−1) ⊗ ǫ∗ =
∂¯
(
ψ ∧ σ1 ∧ . . . ∧ σr ∧ (∂¯σ)⊗(m−r−1) ⊗ ǫ∗
)
= ∂¯(u′ψ),
where we have used that the form has maximal degree m in ΛE. If we
define
R′ψ = ∂¯|f |2λ ∧ u′ ∧ ψ|λ=0,
it follows that
Rm−r+1φ = ∂¯(R
′ψ).
However, since codimZ = m − r + 1 it follows as in the proof of
Theorem 5.1 above that R′ψ, being a (0, m − r)-current, vanishes for
degree reasons. Thus the theorem is proved. 
Proof of Proposition 1.3. Let ξ by a test form with support contained
in neighborhood where we have the resolution of singularities. In view
of (4.2) we see that Rfk · ξ is a sum of terms like
∂¯|F0|2λvλ ∧ (∂¯s
′)⊗(k−2) ⊗ ∂¯S ′ ⊗ s′φ
F k0
ρ
∣∣∣
λ=0
,
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where ρ is a cut-off function, and v is a smooth strictly positive func-
tion. By the hypothesis, (4.5), and (4.2),
|s′φ| ∼ ‖φ‖ . |F |min(n,m−r+1) . |F0|k,
since k ≤ min(n,m− r + 1). Thus we must check that∫
∂¯|F0|2λvλ ∧ η
F ℓ0
vanishes at λ = 0 if v is a test form that is Ø(|F0|ℓ). However, we
may as well assume that F0 is a monomial in the local coordinates, and
therefore this statement follows from the corresponding one-variable
statement; that ∫
τ
∂¯|τ |2λvλ ∧ η(τ)dτ
τ ℓ
vanishes at λ = 0 if η = Ø(|τ |ℓ). If we write
∂¯|τ |2λ = λ|τ |2λdτ¯
τ¯
this follows by dominated convergence. 
Proofs of Theorems 1.5 and 1.7. These theorems are proved in much
the same way as the corresponding results for holomorphic functions.
In fact, if φ is a ∂¯-closed smooth form with values in Q, then (δ −
∂¯)Uφ = φ−Rfφ so (δ − ∂¯)Uφ = φ if Rfφ = 0. Following an apparent
modification of the procedure in (2.5) we get a ∂¯-closed current ψ with
values in E such that fψ = φ. However, if (1.2) holds, then it is not
hard to verify that Uφ is locally integrable; in fact in a resolution as
above Uφ is then bounded, in particular it is locally integrable, and
therefore Uφ is locally integrable in X . Therefore, we can get a locally
integrable solution ψ. 
For further reference we state the following proposition that shows
that the principal term Rfp of the current R
f (where p = codimZ) is
robust in certain sense. It is proved precisely as Theorem 2.1 in [5].
Proposition 5.2. Let f be a generically surjective morphism, let Rf
be the associated residue current, and let p = codimZ. Assume that h
is a holomorphic section of some line bundle such that {h = 0}∩Z has
codimension p+ 1. If φ is a holomorphic section such that Rfpφ = 0 in
X \ {h = 0}, then Rfpφ = 0 in X.
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6. Polynomial mappings
Let Ls = Ø(s) be the line bundle over Pn whose sections are repre-
sented by s-homogenoues functions in z = (z0, . . . , zn). If φ is a section
of Ls its natural norm is
‖φ(z)‖ = |φ(z)||z|s .
Let Ej, j = 1, . . . , m, be trivial line bundles over P
n with basis elements
ej . If f
j are the dj-homogenizations of the columns of polynomials P
j
as in Theorem 1.8, then fk =
∑m
1 f
j
ke
∗
j are sections of
E∗ = E∗1 ⊗ Ld1 ⊕ · · · ⊕E∗m ⊗ Ldm .
Observe that the section F = f1 . . . ∧ fr of ΛrE∗ can be written
F =
′∑
|I|=r
FIe
∗
I1 ∧ . . . ∧ e∗Ir ,
where FI = det(f
Ij
k ). Thus
‖F (z)‖2 =
∑′
|I|=r |FI(z)|2
|z|2
∑r
1
dIj
.
If we write this expression in the affine coordinates z′ we get precisely
the left hand side of (1.4). Let Q be the trivial bundle Cr → Pn. Then
f defines a morphism f : E → Q such that
ψ = (ψ1, . . . , ψm) 7→
m∑
1
f jψj
where f j are the homogenizations of the given (columns) of polynomials
Pj of degrees dj. We can now prove Theorem 1.8.
Proof of Theorem 1.8. Let
· · · → E2 → E → Cr → 0.
be the induced complex defined in Section 2. We can take tensor prod-
ucts with Lρ and get the complex
· · · → E2 ⊗ Lρ → E ⊗ Lρ → Cr ⊗ Lρ → 0.
Let U and Rf be the corresponding currents from Section 5 with respect
to the natural Hermitian metrics of E and Q. If φ is a section of Q⊗Lρ,
and Rfφ = 0, then v = Uφ solves the equations
(δ − ∂¯)(v1 + v2 + · · ·+ vmin(n+1,m−r+1)) = φ.
In order to get a holomorphic solution ψ to fψ = φ we have to solve all
the equations ∂¯wk = vk − δvk+1. Notice that vk − δvk+1 is a (0, k − 1)-
current with values in Ek ⊗Lρ. It is well-known that H0,k(Pn, Lν) = 0
for all ν if 1 ≤ k ≤ n − 1, whereas H0,n(Pn, Lν) = 0 (if and only) if
ν ≥ −n. If m − r + 1 ≤ n there is therefore no problems at all, and
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the only possible obstruction may appear when k = n+1. Notice that
vn+1 takes values in
En+1 ⊗ Lρ = Λr+nE ⊗ Sn−1Q∗ ⊗Q∗ ⊗ Lρ.
Since Q is trivial, En+1 is a direct sum of line bundles
Lρ−(dI1+...+dIr+n ),
where I is an increasing multiindex. Therefore the crucial ∂¯-equation
is solvable if ρ− (d1+ · · ·+dn+r) ≥ −n. Finally we express the relation∑
f jψj = fψ = φ in affine coordinates and get the desired polynomials
Qj as Qj(z
′) = ψj(1, z
′). 
Proof of Proposition 1.12. If we have m′ polynomials P ′ν of degrees at
most d′ with no common zeros in Cn, then it is proved in [16] that
|Pν(z′)|2
(1 + |z′|2)d′ ≥ C
1
(1 + |z′|2)M ,
where M = (d′)min(n,m
′), provided that d′ ≥ 3. We have m!/(m− r)!r!
polynomials PI = det(P
k
Ij
) of degrees d′ = rd and hence the proposition
follows. 
Proof of Theorem 1.13. Since φ = fψ is solvable in Cn and p = m −
r + 1, Rfφ = 0 in Cn by Theorem 1.2. If we take the section h = z0
of Ø(1), then since assumption Z has no irreducible component in the
plane at infinity, codimZ∩{z0 = 0} = m−r+2. By Proposition 5.2 we
therefore have that Rfφ = 0 in Pn. Since (1.3) is fulfilled, the desired
solution is given by Theorem 1.8. 
7. Estimates for a pointwise surjective morphism
In this section we indicate that our method can be used to get new
quite sharp estimates even when f is pointwise surjective. Let us as-
sume that E ≃ Cm and Q ≃ Cr are trivial bundles over a smoothly
bounded domain D = {ρ < 0} in Cn, and equipped with the trivial
metrics. Then a morphism f : E → Q is just a matrix of holomorphic
functions in D. We assume that f ∈ H∞(D,Hom(E,Q)), and that
moreover
|f1 ∧ . . . ∧ fr| ≥ δ > 0;
this means that f is uniformly surjective. Notice that since Q is trivial,
detQ∗ is just the trivial line bundle, so F = f1 ∧ . . . ∧ fr. Let
‖φ‖pHp = sup
ǫ>0
∫
ρ=−ǫ
|φ(z)|pdS, 0 < p <∞.
It was proved in [2] and [3] that if D admits a plursubharmonic defining
function ρ, and p ≤ 2, then for any φ ∈ Hp(D,Q) there is a ψ ∈ Hp(E)
such that fψ = φ. Morerover, the norm of φ is bounded by a constant
times log(1/δ)/δ1+µ, where µ = min(n,m − r). To be precise, this
sharp estimate is only explicitly given in the case r = 1, but it follows
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(hopefully) in the general case as well with a similar argument. This
result is proved by a combination of the L2-methods in [22], the refined
L2 estimate for ∂¯b introduced in [8], and Wolff type estimates.
The case p > 2 and r = 1 has been studied by several authors in
strictly pseudoconvex domains, e.g., [1] and [6], and a generalization to
r > 1 is made in [14]. These works are based on integral representation
and harmonic analysis. There are also similar results for other spaces
of functions, see, e.g., the references in [6]. To show how the ideas in
this paper can be applied in a situation like this we present the new
result Theorem 7.1 below. It is clear that other known results that
are proved by means of the Koszul complex in the case r = 1 can be
generalized to the case r > 1 in an analogous way.
Theorem 7.1. Let D be a strictly pseudoconvex domain with rea-
sonably smooth (C3 is enough) boundary and p < ∞. For any φ ∈
Hp(D,Q) there is a ψ ∈ Hp(D,E) such that fψ = φ and
(7.1) ‖ψ‖Hp ≤ Cδ‖φ‖Hp,
where
Cδ ≤ C(log(1/δ))µ/2/δ1+µ, if µ = min(n,m− r) > 1
and
Cδ ≤ C log(1/δ)/δ2 if min(n,m− r) = 1.
and Cδ = 1/δ if min(n,m − r) = 0, i.e., m = r, and C is a constant
that is independent of m.
In the case r = 1 this coincides with the result in [6]. Since the proof
of this generalization follows the proof in [6] quite closely we just give
a sketch and indicate the necessary modifications.
Sketch of proof. With the notation as before we have that v = uφ,
where u = u1 + · · ·u1+µ and
uk+1 = (∂¯σ)
⊗(k−1) ⊗σ ⊗ ∂¯σ.
Since Q is trivial and ǫj is a ON-frame we have, cf., Remark 1, that
S =
∑′ FIeI ⊗ ǫ∗ of F = ∑′ FIe∗I ⊗ ǫ, so the coefficients in S are
anti-holomorphic. Moreover, σ = S/|F |2 and
σ = (
∑
δfj ⊗ δǫj)σ/k!
so that
∂¯σ = ±(
∑
δfj ⊗ δǫj)∂¯σ/k!.
The norm of forms will be taken with respect to the non-isotropic metric
Ω = −ρi∂∂¯ log(1/−ρ)); we assume that ρ is a strictly plurisubharmonic
defining function. For k ≥ 2 we can estimate the Carleson norm of
(−ρ) k−22 |uk+1| precisely as in the proof of Proposition 5.2 in [6], with
F instead of g and σ instead of γ, and obtain the same estimate
Cδ−k−1(log(1/δ))k/2.
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The necessary estimate of u2 is of Wolff type and involves  Lu2 where
 L is a smooth (1, 0)-vector field. More precisely we need to know that
the Carleson norm of |u2|2 is bounded by C2 and the Carleson norm of√−ρ| Lu2| is bounded by C, where C = δ−2 log(1/δ). It is easily seen
that
|u2| . |∂F ||F |3 ≤
1
δ
|∂F |
|F |2 ,
and the desired Carleson estimate of |u2|2 now follows form Proposi-
tion 5.2 in [6]. For any holomorphic function ψ we have that
√−ρ| Lψ| .
||partialψ|. When we compute  Lu2 we get either derivatives on the fac-
tor 1/|F |2 or on the functions fj in (
∑
δfj ⊗δǫj )r−1. Therefore we have
that
√−ρ| Lu2| . ∂h||∂F ||F |3 +
|∂F |2
|F |4 .
1
δ2
+
|∂F |2
|F |4 ,
where h is a holomorphic and bounded. It now follows from Proposi-
tion 5.2 in [6] that the Carleson norm is . δ−2 log(1/δ) as wanted. 
Remark 2. If we just assume that φ is inHp with respect to the stronger
pointwise norm ‖φ‖ instead of |φ|, the same proof would give a solution
in Hp provided that we could say that the maximal function of ‖φ‖ is
in Lp(∂D). However, we do not know if this is true. 
As mentioned above, a similar result has previously been obtained by
Hergoualch, [14], using an idea of Fuhrmann, [13], to reduce to the case
r = 1. However, by this method one has some loss of precision in the
dependence of δ. To see this let us describe this method. Assume that
φ =
∑
φjǫj is in H
p(D,Q). Now F = f1∧ . . .∧fr ∈ H∞(D,ΛrE∗) and
|F | ≥ δ, so by the corresponding result for r = 1, for each φj we can
find a section Hj of Hp(D,ΛrE) such that F · Hj = φj, j = 1, . . . , r,
with ‖Hj‖Hp ≤ C ′δ‖φ‖Hp. Since the rank of ΛrE∗ is m!/(m− r)!r!, we
get
C ′δ ≤ C
(log(1/δ))µ
′/2
δ1+µ′
, µ′ = min(n,m!/(m− r)!r!),
if µ′ > 1. Since f1 ∧ . . .∧ fr ·Hj = φj, we also have that fj · ψj = φj if
ψj = (−1)j+1δfr · · · δfj+1δfj−1 · · · δf1Hj.
Now ψ = ψ1 + · · · + ψr solves fjψ = φj for each j, i.e., fψ = φ as
wanted, and since fj are bounded, we get the same estimate
‖ψ‖Hp ≤ C ′δ‖φ‖Hp.
However, µ′ > µ as soon as m − r < n as in this case it is strictly
weaker than (7.1).
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Remark 3. It is actually possible to solve the equation FΨ = φ above
with a sharper estimate, by means of the complex
→ Λr+2E ⊗ S2Q∗ ⊗ detQ∗ →
Λr+1E ⊗Q∗ ⊗ detQ∗ → ΛrE ⊗ detQ∗ → C→ 0
with the same mappings as before. Combined with the Fuhrmann trick
one can then obtain Theorem 7.1. This complex, and the correspond-
ing residues that appear when f is only generically surjective, will be
studied in a forthcoming paper. 
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