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and on the 7th [February, 1812], about 4 o'clock A.M., a concussion took 
place so much more violent than those that had preceded it, that it was dominated the 
hard shock. The awful darkness of the atmosphere, which was formerly saturated with 
sulphurous vapour, and the violence of the tempestuous thundering noise that 
accompanied it, together with all of the other phenomena mentioned as attending the 
former ones, formed a scene, the description of which would require the most 
sublimely fanciful imagination. 
At first the Mississippi seemed to recede from its banks, and its waters 
gathering up like a mountain, leaving for the moment many boats, which were here 
on their way to New Orleans, on bare sand, in which time the poor sailors made their 
escape from them. It then rising fifteen to twenty feet perpendicularly, and expanding, 
as it were, at the same moment, the banks were overflowed with retrograde current, 
rapid as a torrent - the boats which before had been left on the sand were now torn 
from their moorings, and suddenly driven up a little creek, at the mouth of which 
they laid, to the distance in some instances, of nearly quarter a mile. The river falling 
immediately, as rapid as it had risen, receded in its banks again with such violence, 
that it took with it whole groves of young cotton-wood trees, which ledged its 
borders. They were broken off with such regularity, in some instances, that persons 
who had not witnessed the fact, would be difficulty persuaded that it has not been the 
work of art. A great many fish were left on the banks, being unable to keep pace 
with the water. The river was literally covered with the wrecks of boats, and 'tis said 
that one was wrecked in which there was a lady and six children, all of whom were 
lost. 
An extract from a letter by Eliza Bryan, March 22, 1816. 
ABSTRACT 
Seismic anisotropy in the New Madrid seismic zone, the most seismically active area 
in central and eastern United States, is investigated using shear-wave splitting 
analysis of microearthquakes. The dataset comprises three-component surface 
recordings of nearly 1000 earthquakes recorded over 34 months. Three methods of 
improving shear-wave splitting analysis techniques are developed and applied, and 
the data are analysed for temporal variations in shear-wave behaviour that may act 
as a seismic precursor for earthquake prediction. First, I investigate and define the 
shear-wave window in terms of incidence at an internal interface, rather than the free-
surface because of the strong influence of a very low-velocity sediment layer. 
Secondly, I analyse propagation along repeated raypaths for any bias created in 
overall results and temporal changes. Thirdly, I determine focal mechanism solutions 
using a method that provides independent evidence of the presence of splitting, helps 
verify some individual splitting measurements, and demonstrates that shear-waves can 
be used to form well constrained solution sets from small local events. The splitting 
is interpreted in terms of approximately 4.5% anisotropy due to a structure dominated 
by vertical stress-aligned cracks, orientated N67°E ± 27°, and restricted to the upper 
5 km. This direction is consistent with the maximum principal stress direction, 
approximately N80°E, as determined by superimposition of focal mechanism 
solutions. No temporal variations of splitting parameters are reliably identified, even 
using repeated raypaths. This may be due to the lack of sufficiently large and close 
earthquakes during the recording period, but may also be because the anisotropy is 
confined to the sedimentary rock above the seismogenic layer which may not 
experience significant stress changes prior to earthquakes. 
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In this thesis I investigate seismic anisotropy in the New Madrid seismic zone 
(NMSZ) by using split shear-waves from microearthquakes, in order to assess the 
usefulness of monitoring split shear-waves as part of earthquake precursor studies, 
and to contribute towards the understanding of the structure and fault dynamics of the 
region. In the process, I suggest improvements on shear-wave splitting analysis 
techniques. 
The NMSZ is a region of intra-plate seismicity in the central United States. 
It is of particular interest because three major earthquakes (with estimated magnitudes 
Ms > 8.0) occurred there in 1811 and 1812, ranking amongst the largest known 
events in North America (Nuttli, 1983). If large events were to occur today, a large 
population would be in a damage area that is essentially unprepared for any strong 
ground motions. The deployment of a three-component station network in the area 
presents an opportunity to study shear-wave splitting, improve analysis techniques, 
and to examine proposals by Crampin (1991a) that shear-wave splitting should be 
used in earthquake precursor studies to identify changes in the stress field before a 
major earthquake. 
1.2 BACKGROUND INFORMATION 
1.2.1 NEW MADRID SEISMICITY 
The three great earthquakes of the NMSZ occurred in December 1811, and 
January and February 1812. The third earthquake was the largest, virtually destroying 
the town of New Madrid, Missouri and resulted in the formation of a shallow lake 
about 36 km2 in area (Stahie et al., 1992). This event is estimated to have had a 
modified Mercalli intensity (MM) of XII (Gupta and Nuttli, 1976), with a felt area 
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of about 5,000,000 km2 and damage area (disturbed with MM ~! VII) with 600-700 
km radius (Nuttli, 1973). These damage areas are larger than for an equivalent sized 
earthquake in the western USA (along the plate margins) because of the lower 
attenuation properties of the continental interior (Nutth, 1979); also, nearby cities 
such as St. Louis, Missouri, and Memphis, Tennessee, could suffer additional 
amplitude amplification due to focusing of energy from crustal and Moho reflectors 
(Catchings and Mooney, 1992). 
The NMSZ is a well defined area of seismicity in the southeastern 'boot heel' 
of Missouri (it also extends into Kentucky, Tennessee and Arkansas). In comparison 
to plate margin regions it is an isolated area of seismicity with a simple crustal 
structure and surface topography. The seismic activity is the result of slip on 
reactivated basement faults of a buried rift system. In the past twenty, years many 
different geological and geophysical investigations have produced a better 
understanding of the region, but it is still far from being well understood. The 
microearthquake dataset used in this thesis provides an opportunity to look at the 
active faults in detail. 
1.2.2 EARTHQUAKE PREDICTION 
Earthquake prediction studies generally fall into one of two groups: either to 
identify precursory anomalies to establish when, where, and how big the next 
damaging earthquake will be; or to predict the effect of earthquakes at particular 
sites. This thesis addresses a technique proposed for the 'what, where, when' field 
of research. 
Much effort goes into developing empirical relationships between major 
earthquakes and precursory effects in the medium and short term time scales (years 
to minutes). Many techniques are used to investigate precursory phenomena by 
identifying and classifying anomalous behaviour. The main difficulty is that usually 
an anomaly is not well defined: sometimes anomalies are identified and associated 
with earthquakes; but other times there are earthquakes without identifiable 
anomalies, and anomalies without earthquakes (though these are less often reported). 
Wyss (1991) describes the difficulties of validating precursory phenomena in 
formulating the Preliminary List of Earthquake Precursors, an IASPEI initiative to 
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encourage more rigorous methods and definitions. Monitoring shear-wave splitting 
was nominated for this list, but failed on grounds of insufficient information 
presented and the doubts over the reality of the measurements. The criticisms of 
Wyss (1991) are aimed at encouraging improvements in the method, and I attempt 
to addresses some of these criticisms in this thesis. 
1.2.3 ANISOTROPY AND EARTHQUAKES 
Crampin et al. (1984b) and Crampin (1993b) have developed a hypothesis to 
explain a widely observed form of seismic anisotropy. The hypothesis, called 
extensive dilatancy anisotropy (EDA) is a system of fluid filled cracks, pore spaces 
and fractures that are aligned by the stress field, causing the rockmass to be 
seismically anisotropic. Shear-wave splitting is a phenomenon diagnostic of the 
presence of seismic anisotropy, and measurable shear-wave splitting parameters are 
sensitive to the properties of EDA-cracks As the most compliant part of a rockmass, 
EDA-cracks will respond to changing stress fields, for example in an earthquake 
zone. Changes in the shear-wave splitting parameters are thought to be observable, 
and hence provide identifiable precursors to large earthquakes. 
Three examples of shear-wave splitting, interpreted in terms of EDA, have 
shown temporal changes related to large earthquakes (Booth et al., 1990; Crampin et 
al., 1990; and Liu et al., 1993). However, these observations have not entirely 
satisfied the seismological community of their validity (Aster et al., 1990; Wyss, 
1991). 
1.2.4 THIS STUDY 
The deployment of a seismometer array in the NMSZ provides an opportunity 
to investigate the EDA hypothesis. The Portable Array for Numerical Data Analysis 
(PANDA), developed by the Centre for Earthquake Research and Information (CERI), 
comprises about forty three-component seismometers with high-frequency digital 
recordings. Shear-wave splitting is observed, and attributed to the presence of 
anisotropy due to aligned cracks. The splitting measurements are examined for 
temporal changes, but none are identified. This is, in part, due to the lack of 
sufficiently close and large earthquakes during the deployment period. Difficulties are 
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also encountered with assessing the reliability of some measurements. Some methods 
are developed that help address this issue, but cannot be applied to all measurements. 
The work in Chapter 7 involves determining focal mechanisms using shear-
wave data as well as P-wave data. This technique provides the most promising 
approach for further work: it enables solutions to be determined from small 
earthquakes recorded at only a few stations, and helps verify some splitting 
measurements. Ideally, future studies of shear-wave splitting and source mechanisms 
should be combined. 
1.3 THESIS PLAN 
In Chapters 2 and 3, I introduce more details on seismic wave propagation 
through anisotropic media, and describe the current understanding of relevant issues 
associated with the NMSZ. Also, in Chapter 3, I describe the microearthquake 
dataset, and the processing work done by CERI to locate the events and invert for 
velocity models, essential for the work I present in the following chapters. 
Chapter 4 describes the data reduction and measurement method. I look in 
detail at the distortion of shear-waves, paying special attention to the effect of the 
very low-velocity sediment layer. I describe the visual inspection method I use for 
measuring the splitting. 
Chapter 5 presents the results of the shear-wave splitting measurements for 
the dataset. I look at the results as a whole, by station and with time. The presence 
of seismic anisotropy is established, and I interpret it in terms of vertically stress-
aligned cracks producing a dominantly hexagonal symmetry system with a horizontal 
symmetry axis, and confined to the uppermost 5 km. No evidence of temporal 
variations is found. Some preliminary results on this data were published in Rowlands 
et al. (1993), Appendix A. 
Chapters 6 and 7 further analyse the shear-wave splitting measurements using 
different techniques. In Chapter 6, I define earthquake clusters and examine the 
measurements from these events for any bias they may have on mean polarisation 
calculations and for any indications of temporal variations. I find it difficult to make 
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firm conclusions as the measurements are not sufficiently reliable. 
Chapter 7 involves focal mechanism determinations. I further establish a 
recently developed method for using shear-wave information to help constrain focal 
mechanism solution sets. The results clearly (and independently) demonstrate that 
splitting is present, that reliable mechanisms can be determined from events recorded 
at few stations, and that in certain cases the source analysis can resolve ambiguity 
about the reliability of splitting measurements. The mechanisms examined also 
provide further information on the stress field in the centre of the seismic zone. 
Chapter 8 summarises the conclusions of the previous chapters and discusses 
the interpretation of the splitting results and stress regimes in more detail. I also 
suggest further work that could be done on this dataset, in the NMSZ, and with 
regard to shear-wave splitting studies. 
1.4 NOTATION 
Listed below are abbreviations and symbols used in this thesis, though most 
are explained when first used. Also, in the text, I indicate words or phrases to which 
I attach a special meaning, or that are specific to a region or phenomenon, by using 
italics the first time that they are introduced. 
a event azimuth (epicentre to station, degrees from North) 
F_ true or source polarisation direction (degrees from North) 
apparent or measured fast polarisation direction (degrees from 
North) 
(2 	(Y3 principal stresses: maximum, intermediate and minimum 
CFij 
stress components, ij=1,2,3 
P density (g/cm3) 
A percentage anisotropy 
b-value slope of Gutenberg-Richter frequency-magnitude relationship 
Cijkj 
strain components, ij.k.1 = 1,2,3 
CERI Center for Earthquake Research and Information 
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d focal depth (km) 
e crack density 
e elastic stiffness, k,l = 1,2,3 
EDA extensive dilatancy anisotropy 
IASPEI International Association of Seismology and Physics of the Earth's 
Interior 
straight-line source to receiver incidence angle 
ic critical angle 
1L2 incidence angle at top of subscripted layer 
iv incidence to symmetry plane 
Li Layer 1 (etc.) of NMSZ 2D velocity model (except where referring 
to recording instrument types) 
Mb body-wave magnitude 
MM modified Mercalli intensity 
mrl mean resultant length 
MS surface wave magnitude 
NMSZ New Madrid seismic zone 
normaJlSedLlL3  normalised by the path length in layer Li, L2 and L3 
P-wave compressional wave 
PANDA Portable Array for Numerical Data Acquisition 
PD polarisation diagram (or hodogram) 
Ps P-wave converted to S-wave at base of sediments 
PTL periodic thin-layer (anisotropy) 
qSl, qS2 quasi shear-waves (first, second etc.) 
S standard deviation 
S-wave shear (transverse) wave 
SH and SV horizontally and vertically polarised shear-waves 
Sp S-wave converted to P-wave at base of sediments 
SP surface conversion of S to P 
SWW shear-wave window 
t 	etc. arrival time of subscripted phase 





This chapter reviews some characteristics of anisotropic media and wave 
propagation through them. It is a well documented subject (for example; Crampin, 
1981, 1984a; Thomsen, 1986; Babuska and Cara, 1991), but specialised, hence the 
need for some description here to ensure that the work in this thesis can be 
understood and set in context. I describe possible causes of anisotropy, shear-wave 
splitting, the limitations of surface recordings and some of the difficulties of studying 
anisotropy from earthquakes, particularly for earthquake precursor studies. 
Anisotropy is the variation, in a homogeneous medium, of a physical property 
with direction. Seismic anisotropy is due to variations in a medium's elastic 
properties with respect to its symmetry (crystallographic) axes, which produce 
velocity anisotropy. Hereafter, anisotropy refers to seismic velocity anisotropy, and 
the associated nomenclature used throughout this thesis is that given by Crampin 
(1989), unless otherwise specified. 
In linear elastic theory the nine stress () and nine strain (en) components are 
related by the equation; 
Gii = c eu, 
where c, is the stiffness of the solid and ij,k,l = 1,2,3. Symmetry conditions, 
necessary to prevent rotations and translations of a unit cube of the medium, and 
tensor theory reduce the number of independent elastic constants to 21 for the most 
general anisotropic solid. In an isotropic medium, where all planes are symmetry 
planes, only two independent elastic constants are required (for example, Lamé's 
constants). The three most widely observed anisotropic symmetry systems are 
discussed in Section 2.2.2. 
In terms of seismological observations, the significance of anisotropy is that 
wave velocities and polarisations depend on propagation direction with respect to the 
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symmetry system, and that generally three, rather than two, body waves are 
generated. This produces the phenomenon of shear-wave splitting (Section 2.3.1). 
2.2 CAUSES AND SYMMETRY OF SEISMIC ANISOTROPY 
2.2.1 CAUSES OF ANISOTROPY 
There are five possible causes of anisotropy (Crampin et al., 1984a) that are 
possible in the NMSZ: the area has earthquakes (direct stress-induced anisotropy); the 
earthquakes originate in crystalline basement (aligned minerals); the waves propagate 
through kilometres of sediments and shales (lithologic and thin-layer anisotropy); and 
cracks are present and aligned in the rockmass. 
Direct Stress-induced Anisotropy 
Isotropic materials can become anisotropic when large deviatoric stresses act 
upon them (Dahlen, 1972; Nitikin and Chesnokov, 1984). However, the stresses 
required for this are probably too large for regions other than the immediate vicinity 
of earthquake nucleation zones (Evans, 1984). There are no published observations 
of crustal anisotropy from this mechanism. 
Aligned Minerals 
The major rock-forming minerals are anisotropic, thus a bulk alignment of the 
symmetry axes (possible by a variety of mechanisms) can have an anisotropic effect 
For example, olivine is one of the most abundant minerals in the lower crust, and is 
believed to be the main constitunt of observed anisotropy in the upper mantle (Hess, 
1964; Ribe, 1989; Babuska and Cara, 1991). Other examples include: mineral 
alignment in phyllites (Brocher and Christensen, 1990, 1991; Crampin, 1991b); 
anisotropy due to biotite (Aster and Shearer, 1992); local anisotropic effect due to 
micas in slate (Peacock, 1986). 
Lirhologic Anisotropy 
This refers to sedimentary and low grade metamorphic rocks where flattened 
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or elongated grains (not necessarily anisotropic themselves) are aligned, thus 
producing an anisotropic rock mass. The anisotropy of clays (Brodov et al., 1984; 
Slater et al., 1993) and shales (Robertson and Corrigan, 1983) is probably this type. 
Thin-layer Anisotropy 
At long wavelengths, thin layers of isotropic material can be anisotropic 
(Postma, 1955). Sedimentary sequences with layers of contrasting lithologies are well 
documented in geological literature, and some observations of anisotropy have been 
attributed to this source (Levin, 1984; Carlson et al., 1984; Bush and Crampin, 1991). 
Cracks 
Cracks (or fractures) and pore spaces are common in many types of rock, and 
aligned cracks produce effective seismic anisotropy (Crampin, 1978; Hudson, 1982). 
Many authors have interpreted crustal anisotropy in terms of cracks in many different 
geological and tectonic environments, summarised in Crampin and Lovell (1991). 
Crampin et al. (1984b) and Crampin (1993b) suggest that cracks, fractures and 
pore spaces will preferentially align with the current stress field through one of two 
mechanisms: (1) crack growth of existing cracks by stress corrosion at crack tips 
(when cy > 2> ( 3), (2) elastic bowing of existing cracks (when a l > 02 = ( 3), only 
likely to occur with high pore pressures. These distributions of fluid-filled cracks are 
known as extensive-dilatancy anisotropy or EDA. Both mechanisms of crack 
alignment will generate hexagonal symmetry with a horizontal symmetry axis. Thus, 
if anisotropy can be measured and is caused by EDA, it provides a method of 
investigating the stress field. 
All of these sources (except direct stress-induced anisotropy) have been cited 
as causes of observed seismic anisotropy. Often the actual cause of the anisotropy is 
ambiguous: in sedimentary basins, it is difficult to distinguish between the effects of 
lithologic and thin-layer anisotropy (for example, Bush and Crampin, 1991); and 
Ando et al. (1983) found olivine alignment and EDA were both plausible 
interpretations for their data. Also, in some areas there is more than one cause (Bush 
and Crampin, 1991; Slater et al., 1993). 
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2.2.2 RELEVANT ANISOTROPIC SYMMETRY SYSTEMS 
There are eight symmetry systems that contain all possible combinations of 
elastic symmetry (Crampin, 1984a; Babuska and Cara, 1991). However, here I only 
describe the three most commonly observed anisotropic systems (Figure 2.1). 
Hexagonal Symmetry 
Hexagonal symmetry (also called transverse isotropy) has many planes of 
symmetry along a common axis (the symmetry axis), and is described by five 
independent elastic constants. This class is the simplest anisotropic system and is 
used extensively because it can describe aligned cracks, aligned minerals, and 
lithologic anisotropy. Hexagonal symmetry with a vertical symmetry axis (for 
example horizontal layering, Figure 2.1) is called azimuthal isotropy because, with 
respect to a vertical axis, the elastic properties are invariant in the horizontal plane. 
All other orientations of the symmetry axis result in azimuthal anisotropy, as do all 
other symmetry systems. 
Orthorhombic Symmetry 
Orthorhombic systems have three mutually orthogonal planes of symmetry, 
defined by nine independent elastic constants. This could be caused, for example, by 
the combination of thin-layer or lithologic anisotropy with vertical aligned cracks, as 
observed in sedimentary basins (Bush and Crampin, 1991; Wild and Crampin, 1991). 
Monoclinic Symmetry 
This has the lowest degree of symmetry considered here, with only one plane 
of symmetry, requiring thirteen independent elastic constants. An example is the 
combination of two non-orthogonal sets of parallel cracks with a plane of symmetry 
perpendicular to the line of intersection of cracks (Liu, E., et al., 1993; Crampin, 
1993a; Li et al., 1993). 
The ability to distinguish causes and symmetries of anisotropy is dependent 
on the orientation and distribution of raypaths measured, the wave types used, and 
the quality of the data. 
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Figure 2.1 Four mechanisms of seismic anisotropy showing the three most common symmetry 
systems and their azimuthal characteristics. The principal stress orientations for vertically aligned 
cracks are also shown. 
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2.3 ANISOTROPIC BODY-WAVE PROPAGATION 
In this section, I describe the essential features of body-waves propagating 
through anisotropic solids, illustrated by an example of hexagonal symmetry with a 
horizontal symmetry axis (such as that generated by a system of aligned vertical 
cracks). 
Two types of body-wave propagate in isotropic media; compressional waves 
(P-waves) and transverse shear-waves (or S-waves), with particle motion 
(polarisation) parallel and perpendicular to the direction of phase propagation, 
respectively. In anisotropic media, the solution to the wave equation has three real 
roots in every direction of phase propagation, corresponding to three body-waves with 
orthogonal particle motions and different velocities. These three body-waves are the 
quasi P-wave (qP), and two quasi shear-waves (qS); quasi because their particle 
motions do not (generally) fit the strict definitions of P- and S-waves. This is 
illustrated schematically in Figure 2.2. qP has the highest velocity, with its 
polarisation closest to the propagation direction. The two qS polarisations are 
orthogonal and are fixed for each propagation direction with respect to the axes of 
anisotropic symmetry. 
Anisotropic wave propagation is complicated because the phase-velocity 
surface varies with propagation direction and is not necessarily coincident with the 
group-velocity surface. The divergence of group and phase velocity vectors can, in 
theory, create problems in interpretation because travel times are used to calculate 
group velocity, but elastic constants and interface interactions are considered in terms 
of constant phase. However, in weakly anisotropic media (<10% anisotropy) the 
divergence is small (Crampin, 1981). 
2.3.1 SHEAR-WAVE SPLITTING 
On entering an anisotropic region an S-wave will generally split into two qS-
waves, with different polarisations and velocities fixed for a particular propagation 
direction. This phenomenon is known as shear-wave splitting, and is analogous to 
birefringence of polarised light by minerals. As the two qS-waves have different 
velocities, they separate with time (Figure 2.3). The difference in arrival times of the 
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Figure 2.2 Schematic illustration of three orthogonally polarised body-waves propagating in the 
same direction through an anisotropic solid of hexagonal symmetry with a horizontal symmetry axis 
(c) 
qS2 	qSl 
isotropic 	anisotropic 	 isotropic 
Figure 2.3 Schematic illustration of shear-wave splitting in an anisotropic medium. Shear-waves 
split on entering the anisotropic region and develop a time-delay due to the different velocities. On 
entering an isotropic region they retain their polarisations, and the time-delay stays the same. 
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two split shear-waves (time-delay) gives rise to the terms fast (qSl) and slow (qS2) 
split shear-waves. 
The ability to identify and quantify anisotropy from qS-waves along a single 
raypath, and the difficulty of identifying P-wave anisotropy in the presence of 
heterogeneities, makes them preferable to P-waves for studying anisotropy. The two 
parameters most widely used for examining shear-wave anisotropy (usually by 
forward modelling, but also by inversion) are the qSl polarisation and time-delay. 
Time-Delay 
The velocity variation between two qS-waves in a given symmetry system is 
dependent on the propagation direction and degree of anisotropy. Figure 2.4 shows 
the phase-velocity variations in three mutually perpendicular symmetry planes for 
a model of aligned cracks (hexagonal symmetry with the x-axis as the symmetry 
axis). The maximum difference between the shear-wave velocities (and hence the 
maximum time-delay, for a fixed path length) is in any direction perpendicular to the 
symmetry axis (seen as the constant maximum difference in the y-z plane). This is 
also illustrated in the contoured equal-area projection of normalised time-delays, by 
the band of maximum delays perpendicular to the x-axis. 
Polarisations 
The two qS-waves are called qSl and qS2 according to their relative arrival 
times. Although each split shear-wave has a fixed polarisation direction, the fast and 
slow waves do not have the same (approximate) polarisations for all propagation 
directions, because the shear-wave velocity surfaces intersect. For example, in Figure 
2.4, the qSl polarisation is at right angles to the symmetry axis for propagation near 
the z-direction, but parallel to the axis for propagation directions beyond about 35° 
in the z-x plane. In this thesis, I am generally concerned with near vertical 
propagation where the qSl and qS2 polarisation directions are constant (and 
orthogonal), thus the parallel band of polarisations is an important diagnostic feature 
of this anisotropic symmetry system and its orientation. Notice, also, how this band 
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Figure 2.4 Summary of the properties of shear-wave propagation in hexagonal symmetry with a 
horizontal symmetry axis, the x-axis. This example is for vertically aligned cracks. The top three 
diagrams show qP and qS velocity variations in three orthogonal planes. The circular diagrams are 
upper hemisphere equal-area projections of qSl (solid) and qS2 (dashed) polarisations; and time-delay 
normalised by unit path length (ms/km). The inner circles mark the extent of the shear-wave window, 
and arrow heads the approximate position of the line singularities. To the right of the projections is a 
profile' of the time-delays along the x-axis. 
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Singularities 
A shear-wave singularity occurs where the two phase-velocity surfaces touch 
or intersect. Every anisotropic symmetry system has at least two singularities. There 
are three types: kiss, line and point. Here, I am only concerned with line and point 
singularities. 
Line singularities occur only in hexagonal symmetry systems, where the two 
shear-wave phase-velocity surfaces intersect in circles about the axis of symmetry, 
at the edge of the band of parallel polarisations (Figure 2.4). The time-delays 
decrease near a line singularity as the group-velocity surfaces also cross, and qSJ and 
qS2 exchange polarisations. 
In more complex symmetries, the line singularity pulls apart so that the two 
shear-wave surfaces only touch at point singularities. The group-velocity surface is 
very complex near point singularities, resulting in irregular behaviour of shear-waves. 
Time-delays do not necessarily diminish and polarisations can vary by up to 1800 
(Crampin, 1981, 1991c; Wild and Crampin, 1991). 
Degree of Anisotropy 
I refer to percentage anisotropy (A) as the maximum difference in qSl and 
qS2 velocities in any direction (where the qSl and qS2 velocities are measured along 
the same direction). In a hexagonal symmetry system the maximum difference occurs 
with propagation orthogonal to the symmetry axis, the x-axis in Figure 2.4. 
In terms of travel times, percentage anisotropy can be expressed as: 
A 
= (tqS2 - tqsi)m 	
100 
tq5J 
where tqsl and tqS2 are the travel times in the anisotropic region. 
Modelling Anisotropic Media 
To develop a better understanding of wave behaviour in anisotropic media, 
I have used ANISEIS (a trademark of Macroc Ltd.) to compute synthetic 
seismograms in Chapters 2, 4 and 5. ANISEIS uses a full waveform technique to 
calculate seismograms containing all arrivals from sources placed anywhere in a plane 
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layered model. The technique is an extension of the reflectivity technique of Booth 
and Crampin (1983) and the propagator matrix method, where plane wave solutions 
of the wave equation are integrated to form curved wavefront solutions (Taylor, 
1990). For weak anisotropy (< 10%) only 2D integrations over frequency and 
slowness are necessary (in the plane containing source and receiver), although 3D 
integration is possible. 
The anisotropic materials I use in ANISEIS are created by the presence of 
cracks (Hudson, 1982; Crampin, 1978; 1984b) and/or thin layers (Postma, 1955). 
Thin-layer anisotropy is simulated by alternating two thin isotropic plane layers - 
periodic thin-layer anisotropy (Pm). Elastic constants are calculated for 'thin' 
(thickness to diameter ratio of < 0.3), penny-shaped cracks where: the radius is much 
less than the seismic wavelength; they are randomly distributed within the scale of 
the seismic wavelength; and the cracks are disconnected with crack density, e c 1 
(e = Na3/V, where N is the number of cracks of radius a in a volume V). For cracks 
in a rock matrix with Poisson's ratio = 0.25, the percentage anisotropy is 
approximately e x 100. Providing these conditions are met, ANISEIS can produce a 
match of elastic constants with real cracked rock, but does not allow direct modelling 
of the size or distribution of cracks in the rockmass. 
2.3.2 IDENTIFYING SPLIT SHEAR-WAVES 
A widely used method for displaying and identifying split shear-waves is 
using polarisation diagrams (PDs). A PD is the projection, on a specified plane, of 
the 3D particle motion for successive time intervals. For a given time window, three 
PDs of mutually orthogonal planes show the full particle motion. 
Figure 2.5 shows a set of synthetic seismograms and PDs illustrating some 
particle motions characteristic of shear-wave splitting. The waveforms are generated 
using ANISEIS, using the same material as in Figure 2.4. The amount of splitting 
(the time-delay) decreases from receiver 1 to 5, seen in the horizontal (x-y) plane 
PDs as the change from cruciform to heart- and kidney-shaped particle motions. Still 
smaller delays would produce more elliptical motion. In this model, the decrease in 
splitting at each receiver is due to the decreasing differences in velocities with 
increasing offset (Figure 2.4), despite the increasing path length. These same patterns 






















Figure 2.5 Three-component seismograms and PDs illustrating the characteristic patterns of shear-
wave motion (especially on the horizontal, x-y, plane) that are used to identify splitting. The model 
geometry is shown, with the dotted raypath representing the surface shear-wave window. The source 
polarisation is 450  from the y-axis in the negative x-direction. 
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in the horizontal PDs could also be generated with receivers at different distances 
along the same propagation direction. 
The orthogonal planes used for inspecting PDs are often orientated according 
to the source-receiver plane. Figure 2.6(a) illustrates the orientation of these planes 
for surface recordings of earthquakes, and in Figure 2.6(b) I define the fast 
polarisation direction on the horizontal plane. The PDs in Figure 2.5 correspond 
(from left to right) to the horizontal, sagittal and transverse planes. 
The seismograms in Figure 2.5 clearly show two split shear-waves. Isolating 
the shear-wave motion on horizontal components (for near vertical propagation) is a 
method also used to help identify split shear-waves. However, it is not known how 
similar the shear-waves are expected to be as they will undergo different attenuation 
and will be affected differently by near source scattering effects. This makes 
identification of split shear-waves often a difficult task, which has not been 
satisfactorily resolved for earthquake data (Section 4.4). 
No-splitting 
A lack of splitting (no-splitting) does not necessarily imply isotropy: the 
shear-wave may pass through a singularity, or the source polarisation may be close 
to the fast or slow direction and consequently only excite one shear-wave, polarised 
in the same direction as the source. 
2.4 SHEAR-WAVES AND INTERFACES 
All non-normal shear-wave motion is altered by interaction at interfaces 
between different rock types (strictly, impedance contrasts), and at the free surface. 
This places important restrictions on the data that can be analysed. 
The distortions are due to the differences in transmission and reflection 
coefficients for SH- and SV-waves at non-normal incidence. In practice, this means 
that beyond certain angles of incidence, the shear-wave motion recorded or 
transmitted is not similar enough to the incident shear-wave to be useful. The shear-
wave window (SWW) is defined as the range of incidence angles for which the 
2-9 
Chapter 2 - Seismic Anisotropy 








Figure 2.6 (a) Orientation of the three planes of PDs with respect to the sagittal plane containing the 
hyopcentre (filled star), epicentre (open star) and station (origin of axes). The thick arrow on the 
horizontal plane indicates the direction of the recorded shear-wave polarisation. (b) Horizontal plane 
directions. The shear-wave polarisation (y) is the sum of the azimuth (cc), and the polarisation 
direction measured from the radial (away) direction (0). 
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recorded shear-waves can be considered good representations of the incident shear- 
waves. I examine the specific definition of the SWW for the NMSZ in Section 4.2. 
2.4.1 FREE SURFACE SHEAR-WAVE WINDOW 
The particle motions of S-waves can be perturbed by interference of 
reflections and conversions at the free surface, especially beyond the critical angle, 
= sin Vf V P (Nuttli, 1961; Evans, 1984). 
For plane wavefronts in isotropic media, the incident P- and S-wave motion 
is broadly preserved at the surface within the critical angle, with approximately• 
double P. SH and SV amplitudes, and no phase shift. Exactly at i incident shear-
wave motion is magnified and entirely radial. Beyond i., the SV amplitude is reduced 
and particle motions become elliptical. Thus, for plane wavefronts, the SWW is 
defined as incidence within i. 
Booth and Crampin (1985) show that for curved wavefronts (generally 
relevant to local earthquake studies), the transition from linear to elliptical 
polarisation of the S-wave beyond i is not abrupt; the motion has some ellipticity for 
angles less than i and does not become strongly non-linear until beyond the 
equivalent plane wavefront critical angle, thus slightly extending the SWW to just 
beyond i, The exact extension of the window is dependent on the curvature-
wavelength ratio of the wavefront and effects of low-velocity surface layers. 
For angles beyond i, with curved wavefronts, the SV to P conversion 
propagates as a headwave along the free surface, forming a radially polarised 
precursor to S arrivals [a local SP phase, Evans (1984)]. At the same incidence, the 
radial component of S is diminished, producing an effectively wholly SH polarisation. 
Without careful scrutiny of the particle motion, these two phases could be 
misinterpreted as a pair of orthogonally polarised split shear-waves (Booth and 
Crampin, 1985; Booth et al., 1985). 
2.4.2 INTERNAL SHEAR-WAVE WINDOW 
Incident shear-waves undergo distortions due to conversions at all interfaces; 
the greater the impedance contrast, the greater the distortion. Liu and Crampin (1990) 
investigate the effects of shear-wave propagation across internal interfaces from high- 
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to-low and low-to-high velocities. They find that there is a series of critical angles, 
with very little distortion within the innermost window. The exact critical angles and 
deviation from linear motion vary with the model geometry (curvature-wavelength 
ratio), velocity contrasts and degree of anisotropy. The most severe distortions are 
likely at low-to-high velocity interfaces, and those with large velocity contrasts. 
The NMSZ has a low-velocity layer, a high velocity contrast and a free 
surface. Defining the SWW for this dataset therefore requires special attention 
(Section 4.2). 
2.5 SHEAR-WAVE SPLITTING FROM EARTHQUAKES 
Perhaps the most difficult aspect of field studies of anisotropy is actually 
identifying and measuring real shear-wave signals. This is partly because of 
interference from random noise and scattered waves, but also because the split shear-
waves are not necessarily identical (Section 2.3.2). 
The two splitting parameters measured from earthquake data are the fast 
direction and the time-delay; the latter being the most difficult to measure (Section 
4.4). Most studies record an alignment of fast directions despite a variety of source 
mechanisms, and provide convincing evidence for the presence of anisotropy. 
However, time-delay results usually show scatter and large errors. Indeed, there are 
only three examples where the delay patterns resemble those predicted (Roberts and 
Crampin, 1986; Kaneshima et al., 1987; Li et al., 1994). 
Earthquakes are good sources of shear-waves, but there are drawbacks to 
using them for studying anisotropy: 
1 source hypocentre is unknown or imprecisely known; 
2 source origin time is unknown or imprecisely known; 
3 source polarisation is unknown or imprecisely known; 
4 three-component station networks are required; 
5 surface recordings severely reduce data suitable for analysis. The station spacing 
necessary for good locations (to reduce the problems of 1 and 2, above) is of the 
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same order as hypocentral depth, so often only one station per earthquake is 
within the SWW; 
6 a good range of azimuths, incidences and path lengths (depths) is required to 
determine the degree and extent of anisotropy: (a) the path with maximum delay 
needs to be sampled to find percentage anisotropy; (b) different path lengths 
along the same incidence and azimuth are required to detect changes of 
anisotropy with depth. For example, an isotropic region will show increases in 
total travel time without corresponding increases in delay. 
7 digital recordings are required for data analysis; 
8 most earthquakes occur in geologically complex areas where scattering effects 
distort direct arrivals. 
Despite these problems, shear-wave splitting has been observed from 
earthquakes in many different tectonic regimes over the past 20 years. The papers 
discussing these observations are numerous and I have summarised them in Table 2.1. 
The list is not exhaustive, but it illustrates the abundance and variety of such studies, 
such that identification of shear-wave splitting is no longer newsworthy in itself. 
The combination of problems listed above makes it difficult to derive 
unambiguous conclusions about the anisotropy (such as evidence for one particular 
cause and the regional/depth extent of the anisotropy), other than its existence. 
Further problems arise if earthquake prediction is being investigated. 
2.5.1 TEMPORAL VARIATIONS AND EARTHQUAKE PREDICTION 
Crampin et al. (1984b) and Crampin (1987) propose that shear-wave splitting 
could be used to monitor precursory stress changes in regions where major 
earthquakes are expected. This proposal is based on the assumption that EDA is the 
cause of anisotropy, and that the shear-wave response to cracks will be modified in 
a changing stress field. Constant monitoring of shear-waves should allow anomalies 
to be identified, quantified and possibly even used in earthquake prediction schemes. 
This proposal is still being tested, and this thesis forms part of those tests. 
While shear-wave splitting is accepted as diagnostic of anisotropy, the interpretation 
of anisotropy as due to EDA-cracks is not accepted universally. Numerous studies 
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Table 2.1 Shear-wave splitting observations on direct arrivals from earthquake sources. 
Abbreviations for methods: PD - polarisation diagrams; AR - aspect ratio method after Shih et al. (1989); XC - cross correlation; VT - varience tensor method after 




Armenia 	 continental collision 
Turkey, North Anatolia 	transcurrent plate margin 
Japan, Honshu 	 subduction 
Japan, Kyushu 	 subduction 
local rifting 




USA, California, Anza 	transcurrent plate margin 







SR Yegorkina et at., 1977 
6-12 km PD Crampin et al. 1980; Crampin et al., Turkish Dilatancy Projects 
1985; Booth et al., 1985; Crampin 1979-1984, designed for 
and Booth, 1985; Chen et al., 1987 shear-wave splitting studies. 
> 240 km SR, XC, PD Ando et al.,1980; Ando and 
Ishikawa, 1982; Ando et at., 1983 
6-17 km PD Kaneshima et at., 1987; Kaneshima 
et at., 1990; Kaneshima, 1990 
1-2 km PD Kaneshima et at., 1988a vertical mm. stress 
60-150 km PD Kaneshima, 1990 
< 15 km PD Kaneshima et al., 1989 
<25 km PD, XC Kaneshima et at., 1988b 
30-45 km PD, XC Kaneshima and Ando, 1989 
> 425 km PD, XC Bowman and Ando, 1987; Wiens et 
at, 1994 
3-20 km PD, VT Peacock et at., 1988; Crampin et at., First two papers identify 
1990; Aster et at., 1990; (see also precursory changes in delays, 
Crampin et at., 1991; Aster et at., disputed by third paper 
1991); Aster and Shearer, 1992 
3-15 km AR, PD Savage et al., 1990; Shih and 
Meyer, 1990 
Location Tectonic setting Earthquake Measurement References Comments 
depths method 
USA, California, Parkfield Iranscurrent plate margin 4-15 km PD Liu Y. et al., 1993; Liu 1995 Downhole seismometers 
USA, California, Los Angeles Iranscurrent plate margin 5-18 km AR, PD Li et al., 1994 
basin 
USA, California, Loma Prieta transcurrent plate margin 1-17 km PD,VT,XR Zhang and Schwartz, 1994 
USA, Arkansas, Enola intraplate 4-7 km PD Booth et al., 1990 Precursory variation of 
delays observed 
USA, Missouri, NMSZ intraplate 5-15 km PD Rowlands et al., 1993; this thesis 
New Zealand, Wellington subduction 15-70 km AR, XC, PD Gledhill, 1990; 199 Ia,b; 1993a,b Experiments designed for 
Peninsula shear-wave splitting studies 
Canada, Quebec, Charlevoix intraplate 10 km? PD Buchbinder, 1985; 1989 
seismic zone 
Tadzhikistan, Peter I Range continental collision 5-12 km SR Crampin et al., 1986 
UK, North Wales intraplate - 20 km PD Peacock, 1986 
Colombia, Bucaramanga Nest subduction - 161 km PD, AR Savage et al., 1989; Shih et al., 
199 la,b 
Hawaii, East Rift Zone volcanic 7-10 km AR, XC Savage et al., 1989 
Hawaii, Kaoiki fault zone volcanic <9 km PD Booth et al., 1992 
Italy, Phlegraean Fields volcanic <4 km AR, XC Savage et al., 1989 
Kenya Rift continental extension - 9 km PD Young, 1989 
Czech Republic, West intraplate 6-10 km PD Vavryëuk, 1991, 1993, 1995; 
Bohemia Bokelmann, 1995; Kawahara, 1995. 
a 




References 	 Comments 
Brazil intraplate 2-6 km PD Takeya, 1992 
Turkmenia, Ashkabad crustal convergence <35 km PD, XC Booth et al., 1993 
N China, Lulong intraplate - 10 km PD Xiong et al., 1993; Yao et al., 1993 
Greece, Milos volcanic arc 4-6 km PD Sachpazi and Him, 1991; Booth et 
al., 1989 
C., 
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have looked for temporal changes in time-delays before and after large earthquakes. 
Some identify changes (Booth et al., 1990; Crampin et al., 1990; Liu, 1995), but 
some of the results are contested (Aster et al., 1990; Crampin et al., 1991; Aster et 
al., 1991), mostly due to the ambiguities in measuring time-delay. Even if anomalies 
in time-delays are identifiable, at present they are not sufficiently rigorously defined 
nor reliable enough to be used for prediction purposes (Section 1.2.2). 
The major difficulties in identifying precursory changes before earthquakes 
arise because microearthquakes form the monitoring source. In addition to the general 
problems listed above, there are more: 
1 the opportunity to detect and recognise an anomaly is required (a large 
earthquake close to the monitoring stations); 
2 temporal coverage from earthquake sources cannot be controlled; 
3 repeated raypaths are irregularly spaced in time, if present at all. 
Repeated raypaths are necessary to attribute any changes in splitting 
parameters to a change in the rockmass, rather than an effect of different propagation 
directions. In theory, the source does not need to be identical, as long as both qS-
waves are excited, but then reliability of measurements becomes a problem (Section 
6.4.3). The most reliable method of ensuring repeated paths is using controlled 
sources, but the raypaths must sample a useful area of the rockmass. Such an 
experiment has been attempted at Parkfield, California, with repeated vertical seismic 
profiles, but had limited success because of scattering in the weathered layer (Daley 
and McEvily, 1990; Karageorgi et al., 1992). 
To improve chances of successful studies from microearthquake sources, 
Crampin (1991a) suggests using isolated swarms in areas of relatively simple 
geology. Here, slightly larger than average 'typical' events occur (or repeat) every 
few days or weeks. Unfortunately such swarms are only really found in intraplate 
settings, where major earthquakes are uncommon, so the areas are poorly monitored 
and such swarms may go unnoticed. The NMSZ could be considered such a swarm, 
but its size is about two orders of magnitude larger than those proposed (Crampin, 
1991a), and it does not have regular 'typical' events on the time scale of this study. 
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CHAPTER THREE 
THE NEW MADRID SEISMIC ZONE, PREVIOUS WORK 
AND DATA DESCRIPTION 
3.1 INTRODUCTION 
This chapter provides background information on the structure and seismicity 
of the NMSZ and details of the microearthquake dataset, so that my work on shear-
wave splitting can be set in context. 
The NMSZ is an area of intra-plate seismicity caused by the reactivation of 
a north-east trending ancient rift system. The seismic zone is located mostly in SE 
Missouri and NW Tennessee (Figure 3.1). It is about 50 km wide and 200 km long 
and was responsible for some of the largest known events in North America. The 
earthquake epicentres form a distinctive pattern that was first identified with the 
deployment of vertical component seismographs in 1974 (Stauder et at, 1976). There 
are four main linear trends of seismicity with two areas of more concentrated 
microearthquake activity (Figures 3.1 and 3.3): 
1 a 120 km SW-NE trend of epicentres between Marked Tree, Arkansas, and 
Ridgely, Tennessee (I call this the southern branch of seismicity); 
2 a 50 km SW-NE trend of epicentres to the north from New Madrid, Missouri, 
to Charleston, Missouri, the northern branch of seismicity; 
3 a region of seismicity trending 70 km SSE from New Madrid. This central zone 
of seismicity joins the southern and northern branches, and extends about 20 km 
further south; 
4 a 20 km trend west from New Madrid (the western branch of seismicity); 
5 a concentration of events around New Madrid, at the junction of the central zone 
with the northern and western branches; 
6 a concentration of events near Ridgely, at the junction of the southern branch 
with the central zone; 








Figure 3.1 Sketch map of the 
Mississippi embayment area: embayment 
extent - thin black line; state borders and 
the Mississippi River - dash dot line; 
Reelfoot rift boundaries (after 
Hildenbrand et al., 1982) - thick black 
lines; Blytheville (south) and Pascola 
arches (north) (after Hamilton and 
Zoback, 1982) - dashed lines; extent of 
study area (Figure 3.3) - dotted box; 
seismic zones - pale grey shading; 
plutons (after Hildenbrand et al., 1982) - 
dark grey shading; towns - squares (CH 
Charleston, NM New Madrid, RY 
Ridgely, MT Marked Tree, ME 
Memphis); Dow Wilson (DW) and Dow 
Garrigan (DG) drill holes - well symbol; 
1811/12 earth-quakes (estimated 
locations) - filled stars; open stars - the 
two largest events for nearly 20 years - 
Marked Tree 2513/76, mb = 5.0 and Risco 
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The deployment of the PANDA network from October 1989 to August 1992 
provided an opportunity to examine the microearthquake activity of the central part 
of the NMSZ in more detail. Nearly 1,000 microearthquakes were recorded in this 
time, mostly within the study area between latitudes 35.8°N - 36.9°N, and longitudes 
90. low - 89. low (Figures 3.1 and 3.3). The work in this thesis concentrates on 
events in the central zone of seismicity, as this is where most of the events are 
located and the station spacing is most dense. 
3.2 MISSISSIPPI EMBAYMENT AND THE NMSZ 
3.2.1 GENERAL STRUCTURE 
The NMSZ is located in the northernmost part of the Mississippi embayment 
(Figure 3.1). This is a southwesterly plunging syncline over 300 km wide, and filled 
with partly- to un-consolidated sediments that blanket all deeper structures (1 km 
thick below Memphis, Tennessee). Beneath the embayment, gravity and magnetic 
anomalies define the Reelfoot rift, characterised by a northeast trending graben 70 km 
wide and at least 300 km long (Hildenbrand et al., 1982). Most of the seismic 
activity, except for the northern and western branches, lies within the graben (Figure 
3.1). 
The formation of the rift and embayment is summarised in Figure 3.2. The 
Reelfoot rift formed in the Late Precambrian-Early Cambrian during the opening of 
the Iapetus Ocean (the proto-Atlantic), as a failed arm of a triple junction (Burke and 
Dewey, 1973). During the rifting a mafic mass was emplaced along the rift axis at 
approximately 30 km depth, as interpreted from an anomalously high velocity and 
density layer in refraction and gravity studies (Ginzburg et al., 1983; Mooney et al., 
1983; Hildenbrand, 1985). This mass has probably influenced the subsequent tectonic 
movement of the region. 
During the Palaeozoic, basin-wide subsidence and sedimentation infilled the 
rift with 1 to 4 km of carbonate and clastic deposits (Section 3.2.3). The Pascola and 
Blytheville arches (Figure 3.1) are two anticlinal features of the Palaeozoic rocks that 
seem intimately related to the present day seismicity. The Pascola arch is a broad 
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Figure 3.2 Schematic diagrams showing the temporal and structural evolution of the Reelfoot rift, 
Blytheville and Pascola arch anticlines, and Mississippi embayment. Arrows indicate rift movement. 
Modified from McKeown and Diehl (1994). 
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structure trending NW near the central zone, and the Blytheville arch is 10-15 km 
wide and 110 km long, coincident with the southern branch of seismicity (Hamilton 
and Zoback, 1982). The arches probably formed as a result of compression in the 
Middle-Late Palaeozoic (McKeown et al., 1990; Clendenin, 1991; Stanley and 
Rodriguez, 1992; Swolfs, 1992). 
In the Late Palaeozoic, the Ouchita orogeny to the south marked the start of 
a period of uplift and erosion during which much of the Palaeozoic section was 
removed, particularly over the Pascola arch. Then, in the Mesozoic, a period of 
extension related to the opening of the Atlantic, plutons intruded along the flanks of 
the rift complex that are now at about 3 km depth (Hildenbrand et al., 1982; Braile 
et al., 1982). The largest of these, the Bloomfield pluton, appears to deflect the 
seismicity, as it is situated at the junction of the western and northern branches 
(Figures 3.1 and 3.3). The subsequent subsidence and transgression of the region in 
the Late Cretaceous and Tertiary led to the deposition of the blanket of embayment 
sediments. 
The Reelfoot rift is undoubtedly related to the Mississippi embayment and its 
seismicity, though the exact relationship is unclear; the embayment axis does not 
coincide exactly with the rift, and the seismicity is concentrated in a small part of a 
large structure. 
3.2.2 STRUCTURE OF THE CENTRAL NMSZ 
Despite the blanket of sediments over the area there are some topographical 
features that are believed to be of recent tectonic origin (Figure 3.3). The Lake 
County uplift is a gently sloping irregular shaped topographic bulge, up to 10 m 
above the general valley level, and roughly 23 km by 50 km long coincident with the 
central zone between the northern and southern branches. The asymmetric relief is 
dominated by two elongated bulges, the Ridgely ridge and Tiptonville dome, the latter 
bounded to the east by the Reelfoot scarp which forms the western edge of the 
Reelfoot Lake (a tectonic depression). Numerous seismic surveys and trenching 
studies have established these features as tectonic rather than sedimentological, with 
evidence of faulting and movement from the 1811/12 earthquakes (Russ 1982; Kelson 
et al., 1992) and related deformations in the Palaeozoic strata (Hamilton and Zoback, 
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Figure 3.3 Structure of the study area as located in Figure 3.1. Straight heavy black lines: the Ridgely 
fault (RF), and Cottonwood Grove fault (CGF) from Hamilton and Zoback (1982), and the Bootheel 
lineament (Schweig et al. (1992). Grey shaded areas - Lake County uplift, Tiptonville dome (TD) and 
Ridgely ridge (RR); grey lines - Reelfoot rift margin (Figure 3.1); heavy black line - projection of 
hypocentral trend (Chiu et al., 1992); dashed areas - plutons from Figure 3.1; curved thin black lines - 
inferred intrusive bodies (Hildenbrand et al., 1992); straight thin lines - outline of epicentral trends from 
Figure 3.1 and used in subsequent maps; circles - earthquake epicentres; squares - towns New Madrid 
(NM) and Ridgely (RY); triangles - PANDA stations (see also Figure 3.6). 
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1982). Also, the projected plane of event hypocentres of the PANDA dataset meets 
the surface along the east side of the Lake County uplift, though it cannot be 
specifically associated with any of the three faults above (Chiu et al., 1992; Section 
3.3.3). 
Faults in the study area, believed to have been active since the Middle 
Eocene, are identified by seismic refraction and reflection surveys. Zoback (1979) 
identified the Reelfoot fault along the SW end of the Reelfoot Lake with about 50 m 
downthrow to the NW. The Ridgely fault, Cottonwood Grove fault and a third fault 
have NE trends and are located near Ridgely ridge (Figure 3.3; Hamilton and Zoback, 
1982). The Cottonwood Grove fault is a SE dipping reverse fault with about 80 m 
downthrow, the Ridgely fault has about 50 in downthrow to the SW. 
A surface feature, of uncertain origin, is the Bootheel lineament. Identified by 
sand blows from remote sensing, it is 135 km long, trends N20°E to N25°E, and runs 
near the seismically active region, but not along or parallel to any of the main 
epicentral trends (Schweig et al, 1992). There is no vertical displacement seen on 
reflection profiles, or trenches. if it is the surface expression of an active strike-slip 
fault, perhaps that of the 1811/12 earthquakes, then more seismic activity might be 
expected to align with it. 
The inter-relationships between the surface tectonic features, the deeper 
structures and the seismicity are all part of current research, summarised by a 
collection of papers in a special edition of Seismic Research Letters (Vol. 63, No. 3, 
1992) and also by Shedlock and Johnston (1994). 
To summarise, the seismicity pattern of the NMSZ is apparently related to the 
area's structural features: 
1 the southern and northern branches are parallel to the Reelfoot rift, the southern 
branch trends along the centre; 
2 the southern branch of seismicity is coincident with the Blytheville arch; 
3 the northern branch is outside the rift as defined by Hildenbrand et al. (1982). 
It is unclear why there is an offset in the SW-NE trend; 
4 the northern and western branches would appear to be influenced by the 
Bloomfield pluton; 
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5 the central zone is coincident with the Lake County uplift and its associated 
structures. 
3.2.3 GEOLOGY 
Knowledge of the geology is necessary to help constrain velocity models and 
causes of anisotropy. As there are no outcrops in the study area, geological 
knowledge is limited to extrapolation from distant outcrops, drill holes and 
interpretation of geophysical data. The upper Crust in the study area can be divided 
into four main parts: Precambrian basement; Palaeozoic bedrock; Late Mesozoic-
Cenozoic sediments; and igneous intrusions. Figure 3.4 shows a generalised 
geological column for the centre of the rift. 
The Precambrian basement is probably a granitic gneiss, sampled in the Dow 
Wilson drill hole at 4.2 km depth (Figure 3.1; Denison, 1984), and could result in 
anisotropy due to mineral alignment, though there is no information available on the 
orientation of the fabric. To the NE in the Ozark dome the Precambrian rocks are 
rhyolites and granites (Bickford et al., 1981). These basement rocks form the fourth 
layer (L4) of the velocity model determined by Yang et al. (1995a) from the PANDA 
data, significant because nearly all the microearthquake activity is confined to this 
layer (Figure 3.8). 
The Palaeozoic sedimentary units form the area's bedrock and consist of 
clastic rift infill overlain by transgression deposits, some of which have since been 
removed by uplift and erosion. The oldest Palaeozoic units are the Lamotte formation 
(synrift arkosic sandstones), followed by the transgression deposits of dolomites and 
calcareous mudstones of the Bonneterre formation. Seismic reflections are seen from 
the top of the basement, and the Lammotte formation, but the Bonneterre formation 
forms the deepest and strongest basin-wide reflection marker (Nelson and Zhang, 
1991). It is possible that the top of layer LA (Figure 3.4 and Section 3.3.4) 
corresponds to the top of any one of these three units. Above, the Elvins group shales 
(Middle Cambrian) are typical of a basinal marine environment - with repeated 
sequences that could produce thin-layer anisotropy (Section 2.2). The Arbuckle-Knox 
megagroup (Late Cambrian to Middle Ordovician) is a shallow marine carbonate 
sequence that forms another basin-wide seismic-stratigraphic marker, also with 
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distance from drill hole to centre of  
study area is about 100 km 
Figure 3.4 Generalised geological sections and P-wave velocities from the Dow Wilson drill hole 
(see Figure 3.1 for location) and for the study area. The Dow Wilson drill hole data is after Nelson and 
Zhang (1991), and the PANDA data is described in Section 3.3.4. Note that the geological 
interpretation of the L3 to L4 boundary at 5 km depth is not known precisely. 
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potential for producing thin-layer anisotropy. Much of this megagroup are now 
missing in the study area, particularly over the Pascola and Blytheville arches. The 
thickness of Palaeozoic units now in the study area is about 4 km. 
The Palaeozoic section records its history of compression and extension in 
several mineral-filled crack sets identified in core from the Dow Garrigan drill hole 
(Swolfs, 1992). Core form 2.4 km depth (L3) shows two distinct sets of near-vertical 
calcite filled veins: one set strikes almost parallel to the rift axis (N41°E ± 14°); and 
the other set strikes N35°W ± 8°, and is seen at 3.5 km depth. CoreLab (1982) 
reported many open fractures in the core, 10% of which were aligned N35°E. Also, 
horizontal cracks, seen as mineral filled styolites, are observed in the cores - evidence 
of ancient pore fluid pressures in excess of the lithostatic load (McKeown and Diehl,. 
1994). Sets of microfractures are also observed in the basal Cambrian rocks in the 
Dow Wilson drill hole, though the orientations are not known (Diehl and McKeown, 
1989; McKeown et al., 1990). These cracks provide evidence of palaeo-stress 
orientations (Section 3.2.4) and are a possible cause of anisotropy. 
I regard the Late Mesozoic-Cenozoic sediments as one unit: the sediments. 
The poorly- to unconsolidated sediments are mixed marine and estuarine deposits. 
Drilling has provided a detailed knowledge of these deposits (Grohskopf, 1955), 
enhanced by seismic studies. There are four seismic markers are commonly seen in 
high resolution surveys (Sexton et al., 1982, 1992; Crone, 1992; Luzietti et al., 1992; 
Schweig et al., 1992; VanArsdale et al., 1992), but I do not consider them as separate 
units. The sediments are important because of their thickness and the acoustic 
contrast with the bedrock, forming the strongest basin-wide marker in reflection 
studies. The contrast also means that all upward propagating waves arrive at the 
surface with near vertical incidence (Section 3.3.4). 
Igneous intrusions in the region form areas of relative strength and weakness, 
and generally add to the heterogeneity of the rock mass. Three types of intrusion are 
interpreted from gravity and magnetic data: large mafic plutons; small shallow 
intrusions; and axial intrusions. Plutons, such as the Bloomfield pluton (Figure 3. 1), 
intruded along the rift flanks, probably during extension in the Mesozoic. As large 
volumes of stronger rock, they seem to deflect the seismicity to weaker areas around 
them (Hildenbrand et al., 1982; Hildenbrand 1985). The shallow intrusions, at about 
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1 km depth, are inferred from magnetic anomalies in the centre of the study area 
(Hildenbrand et al., 1992). The proposed axial intrusions are modelled as steeply 
dipping prism structures from 1 to 3 km depth that parallel faults (for example 
beneath Ridgely ridge, Figure 3.3). These axial magnetic anomalies could be due to 
chemical magnetisation rather than igneous intrusions, but the coincidental presence 
of faults implies they form zones of weakness. 
3.2.4 SEISMICITY AND TECTONICS 
Seismicity 
The first detailed seismic investigation of the NMSZ started in 1974 with the 
establishment of a permanent network (Stauder et al., 1976). Initially, locations were 
poor because of the large station spacing (50 km) compared to the event depths 
(<20 km). The most significant improvement of hypocentre locations came with the 
recognition that the shear-wave had been mis-identified on the vertical component 
seismograms (Andrews and Meyer, 1983). Andrews et al. (1985) relocated the events 
which then showed much tighter clustering, particularly along the southern and 
northern branches of seismicity. Analysis of the PANDA data, with three-component 
recordings, denser station spacing and an improved velocity model, has improved 
locations further (Section 3.3). 
Most microearthquake activity is contained in the central zone, but not 
necessarily the largest events. The two largest events since 1811/12, in 1843 and 
1895 (m,, = 6 and 6.2), occurred at the ends of the southern and northern branches 
(Nuuli, 1979). Also, the two largest events since the installation of a permanent 
network (1974) occurred on the southern and western branches (Figure 3.1). 
One of the major issues of the NMSZ is whether the great earthquakes will 
recur. Is current seismicity a response to gradual strain accumulation from intra-plate 
compression, or strain relaxation after the huge release of the 1811/12 sequence? 
Most evidence (trenching, strain modelling and geodesy) suggests such events will 
recur. Some trenching investigations find evidence for ancient major earthquakes 
(Russ, 1979; Saucier, 1991; Kelson et al., 1992; Obermeier et al., 1992), although 
others do not (Wesnousky and Leffler, 1992). Boundary element modelling of strain 
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fields (Gomberg, 1992) suggests the present seismicity is a reaction to a uniform 
stress field, rather than just aftershocks to the 1811/12 sequence. Strain measurements 
by Liu et al. (1992) over an area just west of the southern branch show a shear-strain 
rate over the last 40 years of 0.1 x 106  /yr (0.5-0.7 cm/yr) with an orientation N67°E 
± 8°. It is improbable such a rate represents post-seismic relaxation, though the lack 
of surface deformation in the region suggests that this rate has not been present long 
on a geological time scale (hundreds of thousands to millions of years). A similar 
study by Ni et al. (1992), over the last 60 years in the northern half of the NMSZ, 
does not find any shear-strain at the 95% confidence level. This suggests that the 
strain rate of Liu et al. (1992) may be localised, and account for the fact that 
horizontal slip rates calculated from current seismicity levels suggest a rate of about 
0.1 cm/yr (Pratt, 1994). Johnston and Nava (1985) calculate recurrence rates for the 
NMSZ assuming strain accumulation, with average b-values of 0.9; they estimate an 
event of magnitude Ms = 7.6 has an average repeat time of 250 years. Pratt (1994) 
uses this to estimate how long the NMSZ has been active at current seismicity levels 
- about 64,000 yrs. This demonstrates that predicting the likelihood of major 
earthquakes recurring is very difficult because either seismicity rates change (if the 
NMSZ is much older than 64,000 yrs), or the calculations are wrong because the 
extrapolation of the b-value is invalid for large earthquakes in the NMSZ (as greater 
amounts of deformation would be expected). 
Stresses Directions and Focal Mechanisms 
The NMSZ is a region of intra-plate seismicity, over 2000 km from the 
nearest plate boundary. The stress field is a combination of the regional stress field, 
generated by the plate driving forces, and local perturbations from crustal anomalies. 
Zoback and Zoback (1989, 1991) show the regional maximum stress in the mid-plate 
province of the USA and Canada to be horizontal and orientated ENE. Information 
in the vicinity of NMSZ comes mostly from well breakouts and focal mechanisms. 
Ellis (1994) compiles all the published stress indicators within 200 km of the 
NMSZ using the methods of Zoback and Zoback (1989,199 1). The average direction 
for the maximum horizontal stress in the region is N80°E. However, most of the data 
is to the north of the NMSZ. Close to the NMSZ itself there are six measurements: 
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one well breakout and five focal mechanisms. Two of the focal mechanisms and the 
well breakout measurement (from the Dow Garrigan drill hole at 1.3-2.9 km depth) 
are located on the southern branch, indicating that is orientated N87E and N73°E 
respectively. The three other focal mechanism stress indicators are from the northern 
junction of seismicity branches, and one is on the western branch (the Risco event, 
Section 3.3.6). For these events cy 1 averages N40°E. Two of these mechanisms are 
analysed by Zoback (1992) for geometrical and frictional likelihood of occurrence in 
a stress field with the maximum horizontal stress orientated N75°E. The events 
suggest a local rotation of the maximum horizontal stress to N60°E (although there 
is some doubt of the accuracy of the mechanisms because one of these two events 
occurred before the permanent network, and both were determined prior to detailed 
knowledge of the velocity structure). Another indicator is that of Liu et al. (1992) that 
shows maximum horizontal strain is orientated N67E ± 8°. I discuss (and plot) these 
directions in relation to my shear-wave splitting results in Chapter 8. 
Focal mechanisms from microearthquake studies are not used to determine the 
regional stress field as they are more susceptible to local stress perturbations. In 
general, events from the southern and northern branches show right vertical strike-slip 
mechanisms (Andrews et al., 1985), but the central zone has a complex distribution 
of mechanisms. Generally the events are too small and stations too widely spaced for 
individual mechanisms to be determined. Constructing composite mechanisms is 
difficult because of the variety of mechanisms (O'Connell et al., 1982; Nicholson et 
al., 1984). However, Nicholson et al. (1984) and Andrews et al. (1985), with 
improved hypocentral locations, showed most movement in the central zone is 
thrusting with antithetic normal faults. Yang et al. (1995b) determine mechanisms 
from the PANDA data (Section 3.3.5), and in Chapter 7 I too examine some focal 
mechanisms of the events from the central zone of seismicity. Most events show 
thrust/reverse mechanisms consistent with a horizontal maximum compressional stress 
orientated N80°E. 
The simplest tectonic model that fits the available information for the NMSZ 
is that basement faults are reactivated in the current compressional stress field, 
forming a compressional step on a right lateral strike-slip fault system (Russ, 1982), 
Figure 3.5. This model explains the two major strike-slip faults (the southern and 
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Figure 3.5 Compressional step model for the NMSZ, modified from Russ (1982). Black 
headed arrows show the regional c7 1 direction (N80°E); open headed arrows, the estimated 
direction of maximum compression from movement along the strike-slip faults. The lower 
diagram shows the relationship between the surface extrapolation of hypocentral trends (Chiu 
et al., 1992) and the Lake County uplift, LCU (not to scale). 
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northern branches), the central thrust zone and its coincidence with the Lake County 
uplift. It also suggests a local anticlockwise rotation of the direction of maximum 
compression on the central zone. This model does not include the western branch of 
seismicity, which is possibly due to the presence of the Bloomfield pluton, and the 
southeast section of the central zone that extends beyond the junction with the 
southern arm. 
Velocity Structure 
Extensive seismic refraction studies by Ginzburg et al. (1983) and Mooney 
et al. (1983) over the NMSZ provide P-wave velocity models that complement the 
available geological, gravity and magnetic data (Hildenbrand, 1985). The work of 
these three papers forms the P-wave velocity and density starting points for the 
PANDA group models (Section 3.3.4). 
To my knowledge the only other investigation of velocity anisotropy in the 
NMSZ is that of Shih and Meyer (1991) recording local earthquakes and teleseisms 
from a temporary array. Preliminary results (Meyer and Shih, 1991) suggest 
difficulties in obtaining a sufficient variety of raypaths for meaningful analysis from 
local events, the first 3 month deployment stage (February to April 1991) being one 
of the quieter periods (Figure 3.9). A few of the teleseisms provided good S phases, 
but scattered fast polarisation directions. 
Fluid Filled Cracks 
There are several crack sets in the Palaeozoic rocks (Section 3.2.3), and 
evidence for excess fluid pressure in the NMSZ. McKeown and Diehl (1994) present 
a detailed study of ancient and contemporary excess fluid pressures related to the 
seismically active areas. The mineral-filled crack sets and dilated styolites described 
by Swolfs (1992) are evidence of ancient pore pressures in excess of lithostatic 
pressure. The present day stress regime is believed to be similar to that of the Late 
Palaeozoic and contemporary fluid pressures are probably greater than hydrostatic 
pressure throughout most of the Palaeozoic section, as determined from studies of 
artesian wells (McKeown and Diehl, 1994). Other evidence for high pore fluid 
pressures is from the low V/V ratios determined by Chiu et al. (1992), Table 3.1. 
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Increased fluid content of the rocks about the seismically active regions is indicated 
by various other studies: higher P- and S-wave attenuation (Al-Shukri et al., 1988; 
Hamilton and Mooney, 1990); reduced V,, and V in the active areas (Yang et al., 
1995a; Section 3.3.4); increased heat flow (Swanberg et al., 1982); radon emanation 
(Steele et al., 1982); and decreased resistivity (Stanley and Rodriquez, 1992). Thus, 
the existence of cracks approximately parallel to the current maximum compressional 
stress (Section 3.2.3) and high fluid pressures means that cracks and fractures are 
likely to have a strong anisotropic effect. 
3.3 PANDA IN THE NMSZ 
The Portable Array for Numerical Data Acquisition (PANDA), developed by 
the Centre for Earthquake Research and Information (CERI) at Memphis State 
University, Tennessee, was deployed in the NMSZ between October 1989 and August 
1992. During this period over 900 events were recorded with a maximum magnitude 
Mb = 4.6. The epicentres show the same distribution as observed by other workers 
(Section 3.1) and the data quality is improved due to the three-component recordings 
and number of stations. In particular, the velocity structure has been improved, and 
consequently the hypocentral locations, which give new information on the active 
fault planes. 
The following sections describe PANDA and the work and results of the 
CERI group on this data: event locations, 2D and 3D (P- and S-wave) velocity 
inversions, focal mechanisms, and magnitudes. 
3.3.1 PANDA INSTRUMENTATION AND DEPLOYMENT 
PANDA is a telemetered array of (usually) 40 three-component seismographs. 
Each Station has two three-component sensors, one operating at high gain and the 
other at low gain giving a minimum of 90 Db dynamic range. The standard sensor 
is a Mark Products L28 4.5 Hz geophone. Telemetry links to the central recording 
site transmit data from two stations by using an 'inner' station/repeater combination 
to relay data transmitted from an 'outer' station. At the central recording site a 
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Figure 3.6 Station and epicentre locations for the PANDA deployment, October 1989 to August 
1992. Station locations (Table B.2) are shown with triangles. 840 epicentres (circles) are plotted, 
scaled by magnitude; the four largest are shown with numbered solid circles (Table 5.3). The largest 
event is no. 4 (lnb=4.6); the smallest circles have no magnitude assigned (Section 3.3.6). 839 events 
have good locations (Section 3.3.3), and one (solid circle no. 3) has poor depth control. The shaded 
area represents the general epicentral trends from Figure 3.1. 
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MASSCOMP 6600 computer workstation performs real time event triggering, digital 
recording and preliminary data processing. A detailed description of the array design 
is given by Chiu et al. (1991). 
During the 34 month deployment, 37 stations occupied 43 sites, with station 
spacing varying from 6-8 km in the central area, to about 30 km further out (Figure 
3.6). The deployment was subject to various logistical problems such as floods, fire, 
and theft; this led to some station closures and relocations (hence there are more sites 
than stations). New stations were recorded with the same identifiers as the closed 
stations, and I have distinguished them here with a's and b's after the station names 
(e.g. o03a and o03b). There is no significance in the relation between 'inner' and 
'outer' stations (denoted by 'i' and 'o' respectively), except where transmission 
problems affect both sets of recordings. 
The standard PANDA instrument (L28) provides the bulk of the coverage with 
standard settings (sampling rate of 100 samples per second), but other instruments 
and filters were used, particularly from February 1992 onwards. Other instruments 
are Mark Products L22 and L4 1.0 Hz geophones and force balance accelerometers 
(FBA). Further details and station history are in Appendix B. 
3.3.2 TYPICAL RECORDINGS 
In general the events recorded by PANDA have good signal to noise ratios, 
impulsive P- and S-wave onsets, and often relatively simple seismograms, Figure 3.7 
shows some examples. Important features of the seismograms are: 
1 no P-wave motion on the horizontal components; 
2 no S-wave motion on the vertical component; 
3 a large converted phase on the vertical component approximately 0.8 s before the 
direct S-wave (Sp); 
4 a small amplitude converted phase on the horizontal components, about 0.8 s 
after the P-wave (Ps). 
These features of NMSZ seismograms are due to the high acoustic impedance 
contrast between the Palaeozoic bedrock and the sediments. The contrast is such that 
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Figure 3.7 Typical NMSZ seismograms recorded by PANDA. The arrivals marked are the direct P-
and S-waves, and converted phases, Ps and Sp, from the base of the sediments. Each trace is 6 
seconds long, sampled 100 times per second. Seismograms of the first event are plotted without 
interpolation, but all subsequent seismograms (and PDs) are plotted with a cubic spline interpolation 
of three points between each two samples. 
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all upward propagating phases are refracted towards the surface with near vertical 
incidence, thus direct P-wave motion is recorded almost purely on the vertical 
component, and S-wave motion on the horizontal components, even at wide offsets. 
This feature led to the Sp phase being mistaken for the direct S-wave arrival on the 
vertical component seismographs, and events being mislocated (Nicholson et al., 
1984; Andrews et al., 1985). Also, the vertical arrival of the converted phases 
allowed Chen et al. (1995) to map the bedrock surface using the travel time 
differences between the direct and converted phases (Section 3.3.4). 
3.3.3 THE DATASET 
During the 34-month deployment, over 900 events were recorded. The events 
were located (Chiu et al., 1992; Yang et al., 1995a), using HYPOELLIPSE (Lahr, 
1984). In this thesis I use the 839 events that were located with horizontal and 
vertical ellipsoid errors (ERH and ERZ) of less than 2.0 km. with RMS residuals less 
than 0.14 s; and that are located within the study area (Section 3.1). These events are 
plotted in Figure 3.6. The average ERH, ERZ and RMS values are 0.2 km, 0.4 km 
and 0.06 s, respectively. Figure 3.8 shows the depth distribution, and Figure 3.9 event 
occurrence with time. 
The high quality of the event locations enabled Chiu et al. (1992) to show 
some of the vertical structure of the active faults. Cross-sections of hypocentres in 
Figure 3.10 show the characteristics of the different branches of epicentres, as implied 
by the focal mechanism studies (Section 3.2.4). The northern, southern and western 
branches all show vertical alignments of epicentres, consistent with vertical fault 
planes and strike-slip motion. In contrast the sections through the central zone show 
a well defined plane dipping southwest 31° in the north and 48° in the south (values 
from Chiu et al., 1992). The shallow dip of the fault explains the apparently dispersed 
epicentral distribution of the central zone in Figure 3.6. The projection of the central 
fault plane to the surface coincides with the east edge of the Lake County uplift, 
relating the seismicity distribution to the surface tectonics structure for the first time 
(Figure 3.5). 
3-13 










NO. OF EVENTS 
Figure 3.8 Depth distribution for the 839 events with good locations. Average depth location error is 
0.4 km. Horizontal lines indicate the velocity model layers, Table 3.2. Mean depth is 8.0 km. 
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Figure 3.9 Event frequency of the 839 events with good locations (Section 3.3.3). October 1989 and 











































































































































































































Chapter 3 - NMSZ and PANDA 
3.3.4 VELOCITY MODELS FROM PANDA DATA 
Yang et al. (1995a) performed 2D and 3D inversions for P- and S-wave 
velocities. Table 3.1 shows the starting model and the 2D model that I use in this 
thesis. 
Table 3.1 NMSZ velocity models 
Starting Model 21) Velocity Modelt 
Layer Thickness P, V, V5  V'/ VS V V VP/VS 
(1cm) (g/cm3) (km/s) (km/s) (km/s) (kmls) 
Li 0.65 2.20 1.80 0.56 3.21 1.80 0.6 3.0 
L2 1.85 2.65 5.95 3.4 1.74 6.02 3.56 1.69 
L3 2.5 2.60 4.90 2.8 1.75 4.83 3.20 1.51 
L4 12.0 2.75 6.20 3.6 1.73 6.17 3.57 1.73 
L5 10.0 2.90 6.60 3.8 1.74 6.60 3.8 1.74 
L6 13.0 3.10 7.30 4.2 1.74 7.30 4.2 1.74 
• after Hildenbrand (1985), + after Mooney et al. (1983) and Ginzburg et al. (1983), 
after Yang et al. (1995a) 
2D Velocity Model 
The relation between the velocity model and embayment geology is shown 
schematically in Figure 3.4. Li is 650 m of unconsolidated sediments with very low 
P and S velocities and high VJV. L2 is 1.85 km of Arbuckle-Knox Megagroup 
carbonates, the top of which forms a very high velocity contrast with Li. L3 is a 
low-velocity layer, 2.5 km thick, with low V/V, probably due to high pore-fluid 
pressures (Section 3.2.4). This layer represents the basal clastic formations of the 
Elvins group shales, Bonneterre dolomites and Lamotte Formation. The Bonneterre 
dolomite has high velocity and may be part of L4. IA is, predominantly, the 
Precambrian basement, where most of the earthquakes originate. L5 and L6 represent 
lower crustal layers, L6 the anomalously high density material (Section 3.2.1). 
The velocity model of Yang et al. (1995a) mainly improves the S-wave 
velocities, which had previously been calculated assuming a V/V of 1.73 (Table 3.1 
and Figure 3.11). The velocity inversion is necessarily limited to the maximum depths 
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Figure 3.11 P- and S-wave raytracing and velocity model for layers Li to L4 (Table 3.2). Note: the low-velocity layer, L3, with decreased VN5 
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of the earthquakes, about 20 km, so that L5 and L6 values (Table 3.1) are included 
taken directly from the refraction studies of Mooney et al. (1983) and Ginzburg et 
al. (1983). To perform the inversion, the velocities of the sediment layer (Li) were 
fixed. The shear-wave velocity was determined using the depth to bedrock and travel 
time differences between the direct shear arrival and the Sp converted phase (Section 
3.3.2). 
Plane Layers 
A plane layer velocity model should be a good approximation for the NMSZ: 
the surface relief is negligible (see the station heights in Appendix B); the L1-L2 
interface is mostly smooth and only gently dipping (below); and reversed refraction 
studies show the deeper interfaces are approximately horizontal in the study area 
(Mooney et al., 1983; Ginzburg et al., 1983). 
The sediment-bedrock interface is mapped using drill hole data (Grohskopf, 
1955; Dart, 1990), seismic reflections (Crone and Brockman, 1982), and earthquake 
phase conversions (Chen et al., 1995). Figure 3.12 shows the interpolation of data 
from Chen et al. (1995). The sediments deepen along the axis of the Mississippi 
embayment, with an average dip of 10.  Studies show that the surface is deformed 
around the central zone (Crone and Brockman, 1982; Chen et al., 1995) and has 
erosional unconformities over the Blytheville and Pascola arches (Hamilton and 
Zoback, 1982; Howe and Thompson, 1984; McKeown et al., 1990). The maximum 
offset seen on faults in the area is about 80 in on the Cottonwood Grove fault 
(Hamilton and Zoback, 1982). 
3D Velocity Model 
The 3-D inversion of Yang et al. (1995a) starts with the 2D model and 
resolves the central area into 88 blocks of 8 km 2 for the layers L2 to L4. The 
inversion is done below a 900 m depth reference level because L 1 has such a strong 
effect on travel times). The resulting model reduces the total travel time residuals by 
about 12%. In each layer, for P and S velocities, the variations are within 10%. The 
most pronounced anomalies are low velocity ones in LA, associated with the central 
zone of epicentres, consistent with a more heavily fractured zone (Section 3.2.4). 
3-15 
Chapter 3- NMSZ and PANDA 
13• 	
210' 
166 	 183 
LkIK.. 









A 569 	475 
A 541 A, 522 
1 	P 	11 5969 	 KY 
605 593 	 TN 
1~0
0 	 568 	600 
A 520 
A 602 5; , 
0A 
7801 973 586 
820 
829 747 0 
545 	
665 
- 	 A 	
£677 • 1 	 -
747 - 
777/ 















I 	 807 	
62 
 20 km 786 
-90.0 	-89.8 	-89.6 -89.4 -89.2 
Figure 3.12 Sediment thickness (metres) contoured from well data (dots) from Dart (1990), and the 
phase conversion study (triangles) of Chen et al. (1995). The surface topography is very flat (the 
average elevation of the stations and well tops is 92 ± 15 m), thus the contours also represent depth to 
bedrock below 92 m above sea level. The shaded area represents the epicentral trends as in Figure 3.1. 
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3.3.5 FOCAL MECHANISMS 
Yang et al. (1995b) determined 102 single-event focal mechanisms using 
PANDA P-wave first motions, supplemented with regional network data (Figure 
3.13). Fault planes are not identified, but the solutions are given errors of ± 5° for 
strike and dip. The results confirm the fault movements described by other workers 
(Section 3.2.4), and highlight the complexity of the central zone. 
In Chapter 7, I re-examine some of these solutions and find some 
discrepancies with the published mechanisms. However, the overall conclusions of 
Yang et al. (1995b) remain unchanged. 
3.3.6 MAGNITUDES 
A magnitude scale has not yet been devised for the PANDA data. However, 
the events that were also recorded and located by the regional network show 
magnitudes ranging between m, = 0.4 and 4.6 (within the study area). The remaining 
events are assumed to have magnitudes m, <0.4. 
Four events with Mb  ~! 3.0 occur during the deployment period (Figure 3.6). 
The largest of these events (number 4), with mb = 4.6, is the largest to occur in the 
study area for 15 years and occurred about halfway through the PANDA deployment 
[the Risco, Missouri, earthquake described by Chiu, S.C. et al. (1991)]. Thus, if any 
temporal anomalies are to be observed due to changing stresses around a large 
earthquake (Section 2.5.1), this is the event likely to be central to the interpretation. 
In Chapters 5 and 6, I look at the temporal variations of shear-wave splitting 
parameters, but do not find any conclusive evidence of temporal variations related to 
this or other events. 
3.4 SUMMARY 
The NMSZ is the most seismically active region in the central United States. 
It is of particular interest because of its intra-plate setting and three major 
earthquakes (estimated Ms > 8.0) that occurred in 1811 and 1812. The seismicity is 
due to the reactivation of ancient basement faults of a buried rift system. The 
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Figure 3.13 102 focal mecansim solutions determined from the larger events recorded by PANDA, 
after Yang et al. (1995b). Lower hemisphere projections, compressional quadrants in black. 
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hypocentral distribution shows the active fault zones that are most simply described 
as a compressional step on a right lateral strike-slip fault system, coincident with the 
buried rift. The central compressional region has the most microearthquake activity, 
and the shear-wave splitting analysis in the following chapters concentrates on this 
area. 
Some of the previously established features of the NMSZ that have particular 
relevance to the results and conclusions of this thesis are: the presence of thick low-
velocity sediments that affect propagation directions; the depth distribution of the 
earthquakes - limited to the granitic basement; the Palaeozoic sedimentary units and 
presence of aligned fractures - possible causes of anisotropy; and the maximum 
(horizontal) principal stress direction orientated N80°E. 
The 34-month PANDA deployment provides a data set of digital three-
component data suitable for shear-wave splitting analysis. Velocity inversions, 
locations and some focal mechanisms were done by the CERI group, with significant 
improvements on previous microearthquake studies. 
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CHAPTER FOUR 
DATA SELECTION AND MEASUREMENT 
4.1 INTRODUCTION 
The principal difficulty with investigating shear-wave anisotropy from 
earthquake observations is the reliable identification and measurement of splitting, as 
the recorded motion may be corrupted by scattering or interference from conversions. 
In this chapter, I describe how I select records for measurement that are free from 
interface distortions, and the method I use to measure shear-wave splitting. 
I avoid distortions due to shear-wave interactions with horizontal interfaces 
by only using events (or raypaths) recorded within the shear-wave window (Section 
2.4). The SWW is usually defined at the surface with a straight-line incidence angle 
just beyond the plane-wave critical angle (values from 35 0 to 500  are used). However, 
I show that the SWW is best defined by incidence to the base of the sediment layer 
in the NMSZ; because although the shear-wave arrivals are linear at large offsets, the 
polarisation directions deviate significantly beyond a narrow window, approximately 
equivalent to a straight line incidence angle of 32°. 
Measurement of shear-wave splitting is difficult and controversial. Automated 
methods are preferred for reasons of repeatability and objectivity, but many workers 
feel that the techniques are not yet sophisticated enough to recognise the many 
patterns generated by shear-wave splitting, particularly for small amounts of splitting, 
and prefer visual methods. It seems every worker develops their own methods, or 
their own variations. I review the most important methods here, and the method I use: 
visual inspection of polarisation diagrams and rotation of the horizontal components 
to fast and slow directions. 
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4.2 DEFINING THE SHEAR-WAVE WINDOW 
Records will often be included for shear-wave splitting analysis when they are 
in fact beyond the SWW, usually due to poorly constrained event locations and/or 
topographic effects. Such arrivals are then supposedly identified by the complexity 
of waveforms and as spurious polarisation measurements (that is, ones not aligning 
with the majority) near the edge of the SWW (Booth et al., 1985; Crampin et al., 
1986; Kaneshima et al., 1987). In the PANDA d.ataset the velocity model and event 
locations are good, the topography is negligible, and I define a SWW that eliminates 
distorted data, as far as possible, before analysis. I show that using the plane-wave 
critical angle to define the SWW is inappropriate here because the interface distorting 
the shear-waves is not the surface, but the base of the sediments. 
The NMSZ has a thick low-velocity surface layer, with a high V/V ratio 
(Section 3.3.4), such that all arrivals are within the surface SWW. The maximum 
angle of emergence for transmitted shear-waves [sin - ' (Vs(L1 1Vs(L2)) = 9.7°] is less than 
the critical angle at the surface of the sediments [sin - ' (Vs(Ll /VP(L))) = 19.5°]. Thus, 
assuming horizontal layering (Section 3.3.4), shear-waves arriving from any event 
below Li, will not be distorted by the SP phase (Section 2.4.1). To define a SWW, 
I looked at the plane wave SWW of the internal interfaces after Liu and Crampin 
(1990), and found the incidence angle at the L2 to Li interface (ia) places 
restrictions on the SWW (Rowlands et al., 1993). As a result, I defined the SWW as 
the locus of raypaths where 1L2 < 36.3°. Here, I extend this work and find that, 
because of polarisation deviations, the SWW is best defined as L2 
4.2.1 MODELLING THE ISOTROPIC SWW 
The conclusions of Booth and Crampin (1985) (referred to as Booth and 
Crampin in this section) are difficult to apply in the NMSZ because the Poisson's 
ratio and shear-wave velocity contrast of the sediments are significantly higher, 
making modelling essential. Table 4.1 shows the differences between the halfspace 
and layer material of Booth and Crampin's model 2D with Li and L2 of the NMSZ. 
I modelled the following isotropic structures (using ANISEIS, Section 2.3.1) 
to find the offset within which the data are free from distortions (Figure 4.1): 
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Figure 4.1 Polarisation diagrams showing shear-wave motion, with offset, for isotropic models (a) LAY2, (b) BC2D, (c) SEDS and (d) FULL, Table 4.2, The 
source is at 8 km depth, with a dominant frequency of 10Hz and polarisation direction of N45°E. The PDs show shear-wave motion in horizontal (H), transverse 
(T) and sagittal (S) planes for 0.5 s from the start times shown. The PDs are scaled relatively between the three planes (H, T and S), but normalised between offsets 
and models. 
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Table 4.1 Comparison of isotropic model parameters. 
Parameter Booth and Crampin, model 2D NMSZ model, top two layers 
Halispace 	Layer L2 	 Li 
V 	(km/s) 5.6 	 4.2 6.02 	 1.8 
V 	(km/s) 3.233 	2.425 3.56 	 0.6 





contrast: VS(J,,,CC/VS(,OYC ,) 










1 LAY2 a halfspace model of L2; 
2 BC213 the layer and halfspace model 2D of Booth and Crampin; 
3 SEDS a 0.65 km thickness of Li overlying a halfspace of L2; 
4 FULL the NMSZ 2D structure L1-L5 (Section 3.3.4). 
The model parameters are given in Table 4.2. PD plots for the halfspace 
model LAY2 (Figure 4.1) are very similar to Booth and Crampin's halfspace model 
1A, as expected (the halfspace material of 1A is the same as that in model BC2D). 
The particle motion does not become strongly elliptical till beyond the critical angle 
for plane waves (at 5.87 km) and the SP surface conversion (Section 2.4. 1) is clearly 
visible at 8 and 9 km offsets. 
The PDs of the two layer-over-halfspace models, BUD and SEDS [Figures 
4.1(b) and (c)],  are quite distinct from each other, due to the effects of the different 
structures (Table 4.1). Model BC2D [Figure 4.1(b)] has linear motion in the 
horizontal plane up to 9 km offset with strongly elliptical motion beyond, where the 
particle motion could be misinterpreted as splitting (for example at 12 km offset). 
Model SEDS [Figure 4.1(c)], on the other hand, shows nearly linear motion at all 
offsets. There is also much more vertical motion in model BUD than SEDS. Thus, 
although models BC2D and SEDS both have extended ranges of linear polarisations 
compared with the halfspace model LAY2 [Figure 4.1(a)], it is significantly greater 
for SEDS, out to at least 12 km. 
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Table 4.2 Model parameters. 








LAY2 1 Halfspace 6.02 3.56 2.65 
BC2D 1 1.0 4.2 2.425 1.84 
2 Hallspace 5.6 3.233 2.4 
SEDS 1 0.65 1.8 0.6 2.2 
2 Halfspace 6.02 3.56 2.65 
FULL 1 0.65 1.8 0.6 2.2 
2 1.85 6.02 3.56 2.65 
3 2.5 4.83 3.20 2.60 
4 12.0 6.17 3.57 2.75 
5 Halfspace 6.60 3.82 2.90 
Modelled using ANISEIS (Section 2.3.1). The source is an ANISEIS horizontal force (pulse 2) at 8 
km depth, 10 Hz frequency and polarisation 45° from the radial direction (North). The receivers are 
located on the surface at 2, 4, 5, 6, 7, 8, 9, 10, 11 and 12 km. 
Figures 4.1(c) and (d) for models SEDS and FULL are very similar to each 
other, confirming the conclusion in Rowlands et al. (1993), that the interfaces below 
the sediments do not cause significant distortions of shear-waves. On this evidence 
I use the SEDS model for the subsequent modelling to reduce computing time. 
4.2.2 POLARISATION DEVIATIONS 
If linear polarisation is the only criterion for defining the SWW then much 
wider offsets than normal could be used in the NMSZ. However, Figures 4.1(c) and 
(d) show that the shear-wave polarisation in the PDs deviates significantly (by more 
than 10°) from the 45° source polarisation at all but the nearest offsets. This 
phenomenon is well documented (for example: Nuttli, 1961; Aki and Richards, 1980; 
Evans, 1984) and occurs because incident SV and SH waves are transmitted and 
reflected with different amplitudes. The models examined by Booth and Crampin 
have smaller velocity contrasts and more typical Poisson's ratios than are present in 
the NMSZ, so that elliptical distortions dominate before the rotational distortions 
EM 
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become significant. In Figure 4.1(c) the difference between the true (or source) 
polarisation, e, and the apparent polarisation, y (measured on the horizontal plane 
PD using a protractor), is greater than 100  even at 5 km offset. This is within the 
plane wave SWW (i :!~ 36.3°), at 5.46 km surface offset for this model. Clearly this 
deviation must be examined more closely to determine limits for the SWW. 
The deviations between E and 7  in Figure 4.1(c) and (d) could, at least partly, 
be due to conversions at the free surface as well as at the L2 to Li interface. Figure 
4.2 shows PDs from a halfspace of Li with receiver offsets such that i Ll encompasses 
the range seen in models SEDS and FULL (1.43° to 8.53°). There is no detectable 
deviation between c and y. This confirms that the polarisation deviations seen in 
Figure 4.1(c) and (d) are due to the bedrock/sediment interface and that the SWW 
must be defined in terms of incidence angles at this interface (iL2). 
The degree of shear-wave distortion is dependent on the source orientation 
with respect to the radial direction, i.e. with azimuth for a constant source orientation, 
I now examine how the distortions change with azimuth. Figure 4.3 shows normalised 
horizontal PDs for the SEDS model for a source, E = 0°, recorded at different offsets 
(2 to 12 km, as in Figure 4. 1), and azimuths (0° to 90°, in 15° steps). If there were 
no shear-wave distortions, all PDs would show linear motion parallel to the 0 0 
direction. The PDs show that the degree of ellipticity is not uniform with azimuth, 
being greatest at 15°; and that the greatest polarisation deviations are seen in the 
azimuth range 15° to 45°. At 5 km offset the differences between c and 'y are 6 0 , 9° 
and 10° for azimuths 15°, 300 and 45° respectively, just within permissable deviations 
(10°); by 6 km offset [just beyond the SWW of Rowlands et al. (1993)] these are 
increased to 8 0 , 13° and 14°. 
In order to choose a value of L2  to define the SWW with acceptable 
polarisation deviations, I generated models with denser receiver coverage in the 
region of greatest variation. The results are summarised in Table 4.3. From this table 
I decided that only raypaths from events with i L2 33° are within the shear-wave 
window and acceptable for shear-wave splitting analysis. This change in definition 
of the SWW (from i L2 36.3° to 1L2 < 33°) reduces the number of raypaths used by 
Rowlands et al. (1993) by approximately 20%. 
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Figure 4.2 Shear-wave PDs for propagation through an isotropic halfspace of Li; source and notation 
as for Figure 4.1. The offsets are chosen to cover the same range of surface incidence angles as in 
Figure 4.1(c) and (d). 
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Figure 4.3 Horizontal plane PDs for the model SEDS (Table 4.2), showing the variations in shear-
wave distortion with azimuth and offset. The source is at 8 km depth and has a polarisation of 00.  The 
arrows mark the plane wave critical angle, ju = 36.3° (at 5.46 km offset). 
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Table 4.3 Difference between E and y  for model SEDS. 
'L2 	 300 	32 0 	340 	360 	38 0 	400 	42 0 
Offset (km) 	4.30 	4.65 	5.02 	5.41 	5.81 	6.24 	6.69 
Azimuth 
100 4 4 5 - 5 6- (i+ 
15 0 5 - 5+ 7- 7+ 8 10 13 
200 6+ 7 8 9 10+ 12 17- 
25° 7+ 8- 9 10 II 14- 1$ 
300 8 9 10 II 12- IS- 20 
350 9- 9 10+ 11+ 13+ 15+ 20+ 
400 9 10- II- 12- 13 16 20 
450 8+ 9 10+ 11+ 13- 15 19 
500 8+ 9- 10 II 12 14- 18 
55 0 8- 8 9 10+ 12- 13 17+ 
The polarisation deviation is measured to the nearest degree, where the signs + and - indicate the 
measurements are over and under stated, respectively. The shaded area shows those measurements with 
polarisation deviations ~! 10°. 
It is apparent from the distribution of values less than 100  (Table 4.3) that 
many raypaths with acceptable deviations are being excluded, but without any 
accurate knowledge of the source polarisation and anisotropy effects, the minimum 
angle must be used. 
The SWW also depends on the curvature-wavelength ratio at the interfaces 
(Section 2.4.1). To check that the SWW I have defined is applicable for the majority 
of NMSZ events, rather than just the average ones, I measured deviation between e 
and y for models with 5, 7, 10, 14 and 20 Hz dominant source frequencies at a 
constant source depth of 8 km (equivalent to changing the curvature-wavelength 
ratio), for = 15°, 45° and 75°. In all cases the deviation is within 10°. Thus, the 
SWW definition does not need to be altered further to account for the different 
wavefront curvatures expected. 
4.2.3 i1 VERSUS STRAIGHT-LINE INCIDENCE ANGLE 
The angle of incidence of shear-waves at a particular interface is not a 
convenient measure for displaying results that also involve raypath information. It is 
En 
Chapter 4 - Data Selection and Measurement 
simpler to use the straight-line incidence angle, i0, if no bias is introduced into the 
raypath information being displayed. 
In the following chapters, I use equal-area projections to display the splitting 
data. The positions on the projections are calculated using i , but the data are selected 
using 1L2•  Figure 4.4(a) shows i ,, against depth for available data and for two raypaths 
where ii2 = 33° and iL2 = 36.3°. Most events are in LA, and the SWW curve 
(i = 330) is almost vertical in this layer (i ranges between 28° and 32°), hence 
selecting the data using iL2 and plotting using i . does not cause any significant bias 
in the display of the data. This also plot illustrates the data reduction due to the 
SWW (see also Section 4.3). Figure 4.4(b) shows the same data as (a), but with 
epicentral distance plotted against depth, to aid visualisation of the geometry of the 
Sww. 
4.2.4 DISCUSSION 
One assumption in this definition of the SWW is that anisotropy is present 
below the sediments (Li). That is, shear-waves have split below the sediments and 
their polarisations need to be preserved for investigation by surface recordings. If the 
anisotropy is present only in Li, then the shear-wave entering Li need only be linear, 
and its polarisation direction on incidence to the base Li need not be preserved. In 
this case the free surface would be the restricting interface for the SWW, and the 
number of valid raypaths could be extended considerably. For initial investigations 
the narrowest window must be used, and widened only if there is evidence for 
anisotropy restricted to Li. 
Two other shear-wave splitting studies have been reported in areas with thick 
low-velocity sediments at the surface. They do not allow for these polarisation 
deviations, and instead use the near vertical arrival of the shear-waves as an 
opportunity to extend the SWW from 35° to 50°. Savage et al. (1989) examine data 
from the East Rift Zone in Hawaii, and Li et al. (1994) report splitting observations 
from the Los Angeles basin. 
Savage et al. (1989) do not give the velocity structure but say "the high 
velocity gradient near the surface ensured that even rays with horizontal take-off 
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Figure 4.4 Depth plots showing the data distribution with respect to the SWWs used in this thesis and in Rowlands et al. (1993). Some events are 
plotted more than once as they are recorded at different incidences at different stations. (a) depth against straight-line incidence angle (ia) with lines of 
constant incidence at the L2 to LI interface (iu) showing the limits of the SWWs. (b) depth against epicentral distance with lines showing the SWW 
limits. 
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after checking that the polarisations of arrivals with incidence j < 50° were not 
significantly different from the set with ia  < 35° (not all stations had arrivals within 
35°). They looked for evidence of contamination by conversions, rather than more 
subtle polarisation deviations. By comparing the i a < 35° subset with all the data, not 
against the subset 35° < i,, < 500, the chances of identifying this effect are much 
reduced. Although checks for trends of polarisation with azimuth were made, unless 
the incidence angle was considered, it would be hard to identify any pattern of 
deviations. As the polarisation data is only displayed in rose diagrams it is not 
possible to comment further on the possible effects the wide SWW might have on the 
overall results. The rose diagrams show some scatter, and this is perhaps partly due 
to the wide SWW. 
Li et al. (1994) analyse events from below 5 km of sediments in the northern 
Los Angeles basin. The sediments have a velocity gradient from V = 2.0 km/s at 5 
km depth, to V = 1.1 km/s at the surface and overlie crystalline basement with V 
= 3.5 km/s. Although the sediment/basement shear-wave velocity contrast is less than 
that in the NMSZ, the raypaths do have near vertical incidence at the surface, and the 
authors extend the SWW to 50°. The polarisation alignment is excellent, and there 
is no evidence of a bias in polarisation direction with azimuth (this is one of the three 
datasets that shows time-delay trends as predicted for hexagonal symmetry, Section 
2.5). The lack of evidence for polarisation deviations could be because only small 
deviations would indeed arise in this model, in which case extending the SWW may 
be valid. However, there is no mention of how a SWW of 500  was decided upon. 
4.3 DATA FOR ANALYSIS 
I have defined the SWW as i :!~ 33° (above) and now I consider how to 
apply this to data selection. The uncertainties in event location mean that some events 
may be included in the SWW that are in fact beyond, and vice versa. I have already 
selected 839 events, of those recorded by PANDA, using event location criteria 
(Section 3.3.3). 
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I include a raypath for analysis if it is within the SWW, allowing for the 
location error and the location quality criteria (Section 3.3.3). Nearly 80% of the 
raypaths lie confidently within the SWW. 
The average horizontal and vertical location errors are 0.23 km and 0.44 km 
respectively. It is worth considering the effect of these errors on the raypath because 
the same location error on the same event creates greater uncertainty in the raypath 
at smaller epicentral distances. For example, an 8 km deep event with a horizontal 
location error of 0.5 km (twice the average) directly beneath a station has an error 
in i,, and iL2 of ± 3.6° (and a large range of possible azimuths). The same event at 4 
km offset (near the edge of the SWW) has an error in a  of ± 2.9°. Thus, any events 
analysed that are in fact beyond the SWW, will not be far beyond. In Section 4.2, I 
have shown that the maximum polarisation deviation these measurements could have 
is just greater than 10°, and I consider this acceptable for the few events it applies 
to. 
The events and stations that have records analysed for splitting in the 
following chapters are shown in Figure 4.5. Comparison with Figure 3.6 shows the 
reduction in the number of events, especially along the southern branch and central 
zone (Section 3.1). This is the effect of a narrow SWW and station spacing of the 
order of hypocentral depths, as the outermost stations do not record any events within 
the SWW. Thus, the events in Figure 4.5 do not represent the actual seismicity 
distribution. The distinct cluster of events at the junction of the southern branch and 
central zone is partly due to the station distribution, but also partly due to favourable 
logistics. Stations in this central area (especially stations i12, ill and i16) recorded 
continually from October 1989 to August 1992, whereas other stations were not 
deployed until May 1990, or were closed early (Appendix B). 
4.4 SHEAR-WAVE SPLITTING MEASUREMENT METHODS 
The shear-wave splitting parameters measured from earthquakes are the qSl 
polarisation and time-delay. There are five main methods used, all with their own 
advantages and disadvantages: 
En 
















'i i05( 	ce 	/ 	 KY 
0 0 00 	 ,L_._._._._._._._._._.__.____.__ ii 
A 




/ f 	,• 





y 	00.10110 0 	
00 	
2' 	03A'° 	AiOl 
A oA0 
09 	0 tM 	12 
i11 AL 
ilOb H6 
AV il3a 	 A020 
0 
0A i20 A o 





b 	114 / 	 0 	018 
me 
ri.1 
0 	 20 km 
35.8 
eIiX. 
Figure 4.5 Epicentral distribution of 423 events recorded within the SWW Magnitude symbols have 
the same scale as for Figure 3.6, the largest events shown here are three of Mb = 2.7. 
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1 visual inspection of seismograms (rotated and unrotated); 
2 visual inspection of polarisation diagrams (PDs); 
3 cross correlation; 
4 aspect-ratio technique of Shih et al. (1989); 
5 variance tensor technique of Aster et al. (1990). 
As with earthquake phase picking, there is no entirely satisfactory method: 
visual measurement is subjective and time consuming, and automated methods have 
to be checked for spurious results. I describe these five methods and then my chosen 
method. 
Seismogram Inspection 
If the fast and slow directions happen to be close to the horizontal recording 
directions, shear-wave splitting can be identified directly off the recorded traces (for 
example Booth et al., 1990; Takeya, 1992). Otherwise, for digital data, the horizontal 
components must be rotated and inspected for the separation of the two split shear-
waves: the fast direction is found from the rotation, and the time-delay measured 
directly from the two onsets. This method is useful to establish the presence of 
anisotropy, but it is difficult to make accurate measurements of the polarisation 
direction, because there is very little change in the appearance of the seismograms 
for intervals less than 15°. This method is not widely used to measure splitting (Table 
2.1), but seismograms are often rotated to the fast and slow directions for 
display/verification purposes. In Section 4.5.1, I describe my attempt to automate this 
method using an automatic phase picker. 
PD Inspection 
A frequently used visual inspection method is to examine horizontal plane 
PDs for the patterns described in Section 2.3.2. Chen et al. (1987) describe in detail 
a method used to measure the fast direction and time-delay from PDs. The time-delay 
is taken as the duration of linearity of qSl, as significant deviation from linear 
behaviour is assumed to be the qS2 onset. The main criticisms of this method are the 
inherent subjectivity involved, the lack of quantitative errors, and the interpretation 
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of the linearity interval as the time-delay, as there is no comparison of the fast and 
slow waveforms. Despite these disadvantages, this method forms the basis of the 
analysis technique I have chosen, and is described in more detail in Section 4.5. 
Cross-correlation 
Cross-correlation is usually used to find the time-delay once the fast 
polarisation direction has been determined by another method (for example, PD 
inspection). The slow pulse is advanced towards the fast pulse and the cross-
correlation coefficient is calculated. The maximum coefficient is obtained when the 
two waveforms coincide, and the time shift is the time-delay. By correlating and 
shifting the traces for different rotations a 'correlation space' is created that can also 
identify the polarisation direction (Bowman and Ando, 1987; Gledhill, 1991a,b). The 
difficulty with this technique is choosing a time window that contains only the first 
arrival, particularly difficult for small delays. 
The maximum cross-correlation coefficient gives a measure of the fast and 
slow pulse similarity, the only way at present of distinguishing between splitting and 
scattering. The PD method does not take account of the pulse shapes; although it 
must be remembered that it is not known how similar they should be (Section 2.5). 
Aspect-ratio 
The aspect-ratio method is an automated technique, developed by Shih et al. 
(1989), for measuring the fast direction and time-delay. The linearity of particle 
motion in the horizontal plane is evaluated in terms of its aspect-ratio: the ratio of 
projections of particle displacements onto orthogonal axes. The aspect-ratio is found 
as a function of azimuth for a time window that must contain only the fast arrival, 
where the maximum aspect-ratio value corresponds to the fast direction. This value 
gives an estimate of the error of the polarisation; the higher the value, the more linear 
the motion. To find the time-delay, the traces are rotated to the fast and slow 
directions and the slow trace is advanced; the aspect-ratio is maximised as a function 
of the time shift. The time-delay is harder to measure than the polarisation as 
generally there are several maximum aspect-ratio values for different time shifts, and 
other methods are used to verify the measurement (Savage et al., 1989, 1990; Shih 
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and Meyer, 1990; Shih et at, 1991b; Gledhill, 1991a,b). 
As with cross-correlation techniques, this method is sensitive to the time 
window chosen for calculations. The correct window size can either be chosen by eye 
from the rotated seismograms, or from multiple aspect-ratio calculations with 
different windows. If the window is too large, the maximum aspect-ratio value will 
decrease as the slow arrival is included; if it is too small there will be a broad band 
of similar maximum values. 
Variance Tensor 
Aster et al. (1990) used a more general formalism, similar to that of Shih et 
al. (1989), to measure shear-wave splitting. The variance tensor technique calculates 
the vector linearity of the signal, using all three components. Each measurement has 
a linearity value which is used as an error weighting. The time-delay is found by 
calculating the linearity for different time windows and an error calculated. This 
method was applied to the same data that had previously been analysed by PD 
inspection (Peacock et al., 1988; Crampin et at, 1990) and while the results were 
similar, particularly the scatter in time-delays, a few points that were measured 
differently created much debate (Aster et at, 1990, 1991; Crampin et at, 1991). 
This is the only published technique that provides entirely objective 
measurements of polarisation, time-delay and errors. However, the problem with all 
these methods is to know if splitting is being measured at all. The problem is 
positively identifying qS2. As earthquakes occur in geologically complex areas, 
scattering is likely to be an important factor in shear-wave propagation. Many studies 
abandon measurement of time-delays entirely and the fact that only three of the many 
studies show evidence of the interpreted anisoiropic system from delays (Section 2.5), 
regardless of the method used, suggests that the measurement method is not the 
restricting factor (in Chapter 7, I suggest combining splitting measurement with focal 
mechanism determinations using shear-waves can help with identification). It is worth 
noting that good examples of splitting (similar pulses with impulsive onsets and a 
delay greater than one quarter of the wavelength) will give the same results from all 
methods (Gledhill, 1991b). Unfortunately such examples are the exception rather than 
the rule. 
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4.5 METHOD CHOSEN FOR THIS STUDY 
My preferred method for shear-wave splitting measurement is a modification 
of the PD method described by Chen et al. (1987). The method is subjective and does 
not have easily quantifiable errors, but I believe it is appropriate to this dataset, and 
provides an opportunity to examine each seismogram in detail. 
Before deciding on the PD method, I tried to develop an automated version 
of the seismogram inspection method. However, I was not able to make it sufficiently 
reliable and found the entirely manual method preferable. 
4.5.1 AUTOMATED SEISMOGRAM INSPECTION METHOD 
The automation of the seismogram inspection method offered an attractive 
solution to the problems of shear-wave splitting measurement. The automation would 
give objective measurements of polarisation and time-delay (or linearity interval) 
without the problems of window size experienced by the methods of cross 
correlation, aspect-ratio and variance tensor. The method has potential for 
development beyond the work presented here, but the initial setbacks, described 
below, led me to use the PD method in preference. 
The seismogram inspection method involves picking the onset of the fast and 
slow phases on separate horizontal components. I automated this method by using an 
automatic phase picker to measure the shear-wave onset times independently on the 
two horizontal components, rotated from 00  to 900 in 10  increments. The traces were 
not interpolated in this procedure, so onset picks were restricted to the nearest 
sample. This gave a range of directions with maximum onset difference (the time-
delay); the mean and spread of this range were taken as the fast direction and error. 
The phase picker I chose was a modification (Baer and Kadolfer, 1987) of a 
long-term- and short-term-average algorithm developed by Allen (1978). This picker 
works on single components: a multicomponent picker is not appropriate for this 
technique, as the two horizontal traces need to be measured independently. The 
algorithm requires 11 constants to be set for the calculation of the characteristic 
function, the calculations of the averages, and event detection thresholds. 
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The problems that led to the rejection of this method were due to the picking 
algorithm, and the subjective judgement required to check the measurements. I could 
not find one set of constants that would work reliably on all stations, and with low 
signal-noise ratios. In general, all but the best examples seismograms gave results that 
needed confirmation by eye, and I could not develop satisfactory criteria for deciding 
whether the results were spurious, or valid but different from those I would measure 
using PDs. If all such measurements were rejected, very little data would remain. 
There are many different picking algorithms and it is possible that another algorithm 
would work satisfactorily in this framework. This method has no comparison of 
similarity between qSl and qS2 and would be best combined with a cross-correlation 
method. 
4.5.2 VARIATION OF PD INSPECTION METHOD 
The method I have used for measuring the fast direction and time-delay is 
based on the PD inspection method of Chen et al. (1987), with two extra stages. To 
begin with, I consider all event-station raypaths separately and make every 
measurement independently from PDs and with verification by plotting the shear-
waves rotated to fast and slow directions. Then, in the final stage I compare 
recordings for similar raypaths at each station, and, in some cases, I revise the 
measurements. 
1 I select the recording for measurement according to the raypath and location 
quality criteria described in Sections 3.3.3 and 4.2. 
2 For the high gain instrument (Section 3.3.1), I plot all three components as 
originally recorded and inspect them for: (a) instrument malfunction; (b) 
saturation; (c) excessive noise; and (d) no shear-wave recorded due to a node in 
the radiation pattern of the focal mechanism. If conditions (a) or (b) apply then 
I plot the low gain channel instead, if the records do not show clear shear-waves 
I reject the event, but I make a note if no shear-wave energy is recorded as this 
information can be used in focal mechanism analysis. 
3 I rotate the horizontal traces to the radial and transverse directions (Figure 2.6), 
and plot the traces along with the sagival, transverse and horizontal plane PDs 
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for 0.1 s windows about the shear-wave arrival. I use the radial/transverse 
orientation because, to the observer, the horizontal plane PD is then at an 
essentially random orientation, making it more difficult to make geographically 
biased measurements of the polarisation direction (step 4). The sagittal and 
transverse plane PDs are normally used to identify radially polarised SP phases, 
although I have established that this is not necessary here, I plot these PDs for 
a more complete picture of the motion. 
4 I measure the polarisation direction of the first shear-wave (the assumed fast 
direction). I pick the onset of qSl on the traces and identify this point on the 
appropriate horizontal plane PD. I then measure the direction of motion at this 
point from the radial 'away' direction, using a protractor [angle 0 in Figure 
2.6(b)]. If the polarity of the first motion is ambiguous, this is noted. A 
qualitative weight is given to each polarisation measurement: 1 - excellent, 2 - 
good, 3 -poor. The weights reflect the uncertainty in identifying the qSl onset 
and in measuring the polarisation direction. In general, the more time spent 
making the measurement, the lower the quality assigned. Quality 1 measurements 
have impulsive onsets, high signal to noise ratio and a distinct linear motion, 
usually for 3 or more samples. Quality 2 has a less certain onset and/or more 
elliptical motion, or motion disturbed by noise (noise here being anything other 
than the direct shear-waves). Quality 3 measurements are those with low signal-
noise ratio and/or uncertain onsets. 
5 I measure the time-delay by counting the number of samples from the onset of 
the first split shear-wave until the linear motion ends, this time interval being 
assumed to represent the onset of qS2. 
6 I replot the horizontal components rotated to the fast and slow directions [the fast 
direction, 'y, measured from North, is 0 + a, Figure 2.6(b)]. The two split shear-
waves are now on separate components. I inspect the seismograms for visible 
delay between the two arrivals, and similarity of the two waveforms. Quite how 
similar the two split shear-waves should appear is debatable (Section 2.5). The 
weighting scheme (1 to 3 as for polarisations) is an attempt to address this 
dilemma. Qualities 1 and 2 are used for split shear-waves that, in my opinion, 
show some similarity in waveform and frequency, and the difference between the 
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two weights is the confidence with which the length of the time-delay is 
measured. Quality 3 measurements should perhaps be called linearity intervals - 
with only poor confidence that splitting has been measured or of the length of 
the time-delay. 
7 Finally, I compare recordings made at the same station. Often, the shear-waves 
from several events are similar and the measurements should be consistent. In 
some cases I up-grade measurements that initially had low quality weighting as 
the confidence in the pick is improved from better quality similar events 
(illustrated in Figure 4.8, below). However, in other cases there may be some 
variation in the measurements (particularly the time-delay). If a mistake is not 
evident, such measurements remain unchanged for the further analysis in 
Chapters 6 and 7. 
The advantages of this PD method are that small delays can be measured 
(illustrated below), and measurements with no-splitting or highly elliptical motions 
are recorded as positive measurements or observations. The disadvantages are the 
subjectivity and consequent non repeatability of measurements with different 
observers. However, it has been found that observers using the PD method get similar 
results overall (Crampin et al., 1990), and that the emphasis of interpretation needs 
to be on averaged results rather than individual ones. The lack of confidence in 
individual measurements creates difficulties in analysing details of the anisotropy, 
such as temporal trends [hence the dispute about the validity of the temporal 
variations of Crampin et al. (1990)]: in Chapter 7 an approach is presented that can 
help to verify the likelihood of individual measurements being correct. 
Examples of Measurements 
To help qualify the description of the method above, I show examples of good 
splitting measurements, no-splitting and elliptical motion, and a group of 
measurements compared as in step 7. 
Examples of quality 1 or 2 splitting measurements recorded at three different 
stations are shown in Figure 4.6. The radially orientated traces and PDs (step 3) have 
been omitted for reasons of space. Figure 4.7 shows three other types of 
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Figure 4.6 Examples of shear-wave splitting. The traces (left) show 3s of the original components. 
The vertical lines below the shear-waves mark the 0.ls time windows of the horizontal plane PDs. In 
the PDs: open arrows show the direction of motion; solid arrows the qSl and qS2 onsets; tick marks 
represent one sample (0.01 s apart); and the numbers show the relative scaling between PDs. The 
traces above the PDs are the horizontal components rotated to the fast and slow directions allowing 
the time separation to be seen and pulses compared. (a) event 891126 2052 at station ii 3a; (b) event 
9110170345 at station i12; (c) event 920422 1208 at station i 1 (Appendix Q. 
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measurement: (a) is an example of no-splitting; (b) a small delay before elliptical 
motion; and (c) strongly elliptical motion. For the no-splitting example the time-delay 
is recorded as zero, but the measurement does have a quality assigned to distinguish 
it from cases where no delay measurement is made. The elliptical example (b) shows 
a small delay of about two samples (20 ms), whereas in example (c) no measurement 
of the polarisation angle or time-delay can be made although the lack of purely linear 
motion is indicative of some splitting. 
Figure 4.8 shows six recordings at station i16 that were selected, by eye, as 
having similar seismograms and are compared in step 7. The first three events (a) to 
(c) show clear first motions that were all initially given quality 2 for polarisation 
measurement and time-delay, due to the ellipticity. However, as these three events 
are so similar and have consistent measurements, this increases my confidence in 
each individual measurement and change the weight to quality 1. Examples (d) to (f) 
were originally weighted as quality 3 because of the lower signal to noise ratios. 
However, the similarity of (d) and (f) to those of (a), (b) and (c) again leads me to 
improve the weighting. Event (e), on the other hand, shows a quite different 
polarisation direction, and its weighting is not changed. In Chapter 6, I look at 
clusters of events more formally and consider the effects of repeated measurements 
such as these on mean measurements. 
4.5.3 POLARISATION MEASUREMENT ERRORS 
The type and estimated size of errors affecting the polarisation direction are: 
1 Instrument alignment. The instruments are aligned N-S and E-W using a 
compass, and are probably accurate to ± 5°. 
2 Identifying the first split shear-wave. I only use records believed to be free of 
interference from conversions, and use the weighting system to express any 
further doubts. However, in no-splitting cases it is not possible to tell during the 
measurement stage if the polarisation is in the qSl or qS2 direction, or if 
propagation is along a singularity. 
3 Measuring the polarisation direction on the PDs. The shorter the time-delay and 
the smaller the signal-noise ratio, the greater the error. I took a sample of 
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Figure 4.7 More examples of shear-wave splitting measurements. Layout and annotation as for 
Figure 4.6. (a) no-splitting, event 891128 1330 at station il3a; (b) small delay before elliptical 
motion, event 911204 0033 at station i12; (c) no measureable delay or polarisation (hence no rotated 
traces), event 920308 1552 at station i02. 
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2222 (see Appendix C for measurement details). 
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polarisation measurements and measured (by eye) the minimum and maximum 
fits to the polarisation direction. For quality 1 measurements the polarisations 
averaged ± 4°, and for quality 2 measurements ± 100. 
4 The estimated reading error on the protractor is ± 10. 
5 The difference between true and apparent polarisation directions can be up to 100 
(Section 4.2). 
Combining these errors (using the method of standard errors) gives an 
estimate for the error of a polarisation measurement: ± 12° for a quality 1 
measurement, and ± 15°  for quality 2. The relative difference in errors between 
qualities is small and leads me to treat the two sets equally (Section 5.1). However, 
the difference in quality is still significant for the confidence with which a 
polarisation is measured. 
Note that errors in location do not affect the actual splitting measurement, but 
the interpretation. This means measurements can be made with preliminary locations 
and reinterpreted as the locations are improved. 
4.5.4 TIME-DELAY MEASUREMENT ERRORS 
The sources of error for time-delay measurement are fewer than for 
polarisations, but the actual identification is much harder: 
1 	Is the time-delay being measured? This question arises throughout this thesis, 
and there is no satisfactory answer. For quality 1 and 2 measurements I believe 
the answer is yes, except in the specific cases of no-splitting, and for quality 3 
measurements I am less confident. 
2 Resolution. The onsets of qSl and qS2 are made to the nearest sample in each 
case. Quality 1 measurements have clearer fast and slow onsets, so that the total 
error is ± 1 sample. Quality 2 measurements will have more uncertainty at one 
or both onsets and average errors of ± 2 samples. The records could be 
resampled to increase the resolution. 
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Minimum and Maximum Delays 
The minimum delay thought to be observable by eye is an eighth of a 
wavelength (Slack et at, 1992), and the smallest delay I measure is 2 samples. 
Delays smaller than this I record as having elliptical motion. 
The maximum time-delay is also a difficult quantity to define because it is 
difficult to establish what is a long delay, and what is no-splitting with other phases 
arriving. The quality weighting is the only approach I can give to this problem at this 
stage although the work in Chapter 7 suggests this issue can perhaps be addressed 
using focal mechanism determinations. 
4.6 SUMMARY 
In this section I have described the method and data I have selected for this 
study of shear-wave splitting. The selected recordings should show shear-waves free 
of interface conversions; and the two splitting parameters (the fast polarisation 
direction and time-delay) are determined with a manual method based on PD 
inspection. The results and interpretations of these measurements are presented in 
Chapter 5, and Chapters 6 and 7 look at some of these measurements in more detail 
using clusters and focal mechanisms. The actual splitting measurements are included 
in Appendix C. 
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SHEAR-WAVE SPLITTING RESULTS 
5.1 INTRODUCTION 
This chapter presents the results and interpretation of shear-wave splitting in 
the NMSZ. Splitting is identified on most recordings within the SWW, and can be 
attributed to anisotropy dominated by a hexagonal symmetry system with a horizontal 
symmetry axis, probably caused by aligned cracks. At twelve stations, the fast 
direction aligns both at the station, and between stations, with a mean direction of 
N67°E ± 27°. The time-delay results are scattered and much harder to interpret. 
Assuming the anisotropy is uniform, there is about 3.5% anisotropy present. 
However, there are indications that the observed splitting is confined to the layers 
above 5 km depth with about 4.5% anisotropy. I examine the splitting measurements 
for temporal variations, but find no significant temporal trends. This could be partly 
due the lack of large earthquakes close by, or because the cracks in the Palaeozoic 
strata do not experience stress the stress changes of the seismogenic layer below. 
In this chapter I analyse the shear-wave splitting measurements listed in 
Appendix C. After defining different measurement categories, I first look at the 
overall properties of the splitting measurements. I look at the fast polarisation 
directions, and observe several stations with alignments, that I interpret as indicative 
of hexagonal anisotropy. I then inspect the time-delays for any further confirmation 
of this symmetry system. Next, I select six stations for more detailed individual 
inspection before examining the dataset for temporal trends. 
Categorising Measurements 
In Chapter 4, I selected 654 recordings to examine for shear-wave splitting. 
Here, I analyse the 430 recordings with good quality polarisation measurements 
(those assigned quality 1 or 2, Section 4.5.2). However, to analyse different aspects 
of the splitting, I classify these measurements A to E, according to properties of the 
time-delay measurement, as detailed in Table 5.1. 
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Table 5.1 Categories of shear-wave splitting results. 
Category Number of measurements 
(event-station raypaths) 
Eliminated raypaths 
Recording problems (including low signal-to-noise ratio) 51 
Elliptical motion 9 
No/small shear-wave 8 
Uncertain identification of shear-wave 22 
Quality 3 polarisations 134 
Total 224 
Raypaths with quality 1 and 2 polarisations* 
A 	 214 
B 	 144 
C 	 49 
D 	 15 
E 	 8 
Total 	 430 
* Quality 1 and 2 polarisation measurements have five categories: 
A Those with non-zero time-delays of quality 1 or 2. These are confident measurements of splitting, 
as I have identified two split shear-waves. I interpret the polarisation direction (y) as the fast 
direction, and the arrival time difference as the delay. 
B 	Those with non-zero time-delay of quality 3. The lower quality delay makes these less confident 
observations and measurements of splitting. 
C Those with a zero time-delay of quality 1 or 2. These are confident identifications of no-splitting 
(Section 2.3.2). 
D Those with a zero time-delay of quality 3. As for C, but with less certainty (usually because of 
more energy or a higher signal to noise ratio on the perpendicular component). 
E Those with no time-delay measurement. These have a good onset with a clear polarisation and 
significant energy on the perpendicular component (thus not category C or D), but a qS2 onset 
is not identified with any degree of certainty (thus not category A or B). I do not use these 
polarisations in this Chapter as I have no confidence that splitting has been observed. 
5.2 POLARISATIONS 
I examine the polarisation measurements for patterns that may be indicative 
of particular anisotropic systems by plotting the polarisation measurements in the rose 
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diagrams and projections of Figure 5.1. Rose diagrams are good for visualising the 
spread of measurements and the average (modal) direction, whereas the projections 
show azimuth and incidence information. I do not consider polarity here as it is 
dependent on the source mechanism, analysed in Chapter 7. 
Category A and B polarisations (those measurements with delays, Table 5.1) 
are shown in Figure 5.1(a). Most stations show an approximate alignment of 
polarisations independent of raypath incidence and azimuth. A very similar 
distribution is seen in Figure 5.1(b), where only better quality (category A) 
measurements are plotted. Figure 5.1(c) shows no-splitting measurements (categories 
C and D). The polarisations are fewer and more scattered, especially in the central 
area. 
5.2.1 POLARISATION ALIGNMENTS 
I define a polarisation alignment at a station using basic statistical measures. 
In Table 5.2, I show the circular mean and standard deviation (Martha, 1972) of the 
polarisations for different categories of measurements. Unit vectors for each 
measurement are summed and the direction of the resultant is the circular mean of 
the directions. The mean resultant length, mn (the resultant length divided by the 
number of samples), indicates the spread of directions: if all measurements point in 
the same direction, mrl = 1; and mrl = 0 is a circular distribution. However, I prefer 
to use the standard deviation, s, as a measure of spread because it is quoted in 
degrees and is simpler to visualise. For this reason, mrl values are only shown for 
one set of measurements in Table 5.2. I (arbitrarily) define a polarisation alignment 
as s < 350• I include stations with as few as five readings, although strictly speaking, 
this is too small a class for meaningful statistical calculations. 
Category B measurements are included in calculating mean directions despite 
the fact that they represent less confident measures of splitting. This is justified 
because the difference between means and standard deviations of the different 
categories of results is not significant, and suggests that qSl polarisation 
measurements are consistent (see also Section 7.6). 
Twelve stations have aligned polarisations, all approximately ENE in 
direction; I refer to these twelve stations (iO3, o03a, ill, i12, il3a, o13, i16, o16, i20, 
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Figure 5.1(a) Distribution of polarisation measurements for different categories of results. The lower-
hemisphere equal-area projections (out to i = 36°) show the polarisation distribution by incidence 
and azimuth around each station; longer lines are quality I measurements. Unweighted equal-area 
rose diagrams are centered on the stations (except for i12). The largest petal' (station i16) has 23 
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Figure 5.1(b) Category A polarisation measurements. Rose diagrams are scaled relative to those in 
Figure 5.1(a). 214 polarisations and 186 epicentres are plotted. Figures 5.2(a) and (b) show the 
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Figure 5.1(c) Polarisation distribution for raypaths with no-splitting, categories C and D. Rose 
diagrams are scaled relative to those in Figure 5.1(a). 64 measurements and 63 epicentres are plotted. 
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Table 5.2 Polarisation data by station, plotted in Figures 5.1(a) and (b). 
Statistical calculations are based on a circular distribution; the mean, standard deviation (s), and mean 
resultant length (mrl) as given by Mardia (1972). mrl = 1 for strong unimodal alignment, 0 for uniform 
distribution. Bracketed values are from less than 10 measurements. 






Mean y 	s 	No. 	mrl Mean y 	s 	No. Mean 'y 	s 	No. 
(0) (0) (0) (0) (0) (0) 
H2 71 24 75 .70 69 24 57 74 24 18 
H6 79 25 69 .68 74 28 28 82 23 41 
ill 56 28 37 .63 53 19 18 60 35 19 
i 13 57 28 26 .63 57 27 12 56 28 14 
i05 59 40 17 .37 42 (32) 6 71 40 ii 
o16 69 29 16 .60 68 31 14 73 - 2 
H8 44 21 17 .77 45 21 15 32 - 2 
i 13 121 38 17 .41 126 (24) 8 103 (52) 9 
iO3 62 15 12 .87 71 - 3 60 (14) 9 
i07 94 50 11 .23 82 49 10 120 - 1 
oil 106 50 10 .25 134 (49) 6 88 - 4 
i20 73 (17) 7 .84 75 (18) 6 62 - 1 
o03a 65 (18) 7 .81 69 (18) 5 55 - 2 
o18 53 (24) 7 .71 53 - 4 50 - 3 
ii9 55 (25) 6 .69 55 - 3 57 - 3 
o13 76 (17) 5 .85 82 - 4 51 - 
oOSa 13 - 3 - 13 - 3 - - 0 
oOSb 93 - 3 - 99 - 2 81 - 1 
i09 98 - 3 - 83 - 1 111 - 2 
i02 81 - 2 - 81 - 2 - - 0 
H4 68 - 2 - 68 - 2 - - 0 
olO 48 - 2 - 35 - 1 60 - 1 
iOI 32 - 1 - 32 - 1 - - 0 
o20 12 - 1 - 12 - I - - 0 
o03b 111 - 1 - 111 - 1 - - 0 
ilOb 147 - 1 - 147 - 1 - - 0 
All stations 68 32 358 .54 66 32 214 72 31 144 
Aligned 67 27 284 .65 65 25 169 70 28 115 
stations* 
* aligned stations are those with at least five measurements and s <35°: i12, i16, iii, ii3a, o16, i18, 
iO3, i20, o03a, o18, i19, and o13. 
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i18, o18 and i19) as the aligned stations. The mean direction of the combined 
measurements at the twelve stations is N67°E ± 27 0, essentially the same (with less 
spread) as that determined from all measurements combined (Table 5.2). 
5.2.2 INTERPRETATION OF POLARISATIONS 
Twelve of the sixteen stations with sufficient polarisation measurements show 
a similar alignment of polarisations, with a combined mean direction N67°E ± 27°. 
This observation could be explained by the presence of anisotropy, source 
polarisations, interface conversions or conversions from heterogeneities. In Chapter 
7, I show focal mechanisms are best determined by accounting for splitting, but for 
now I assert that the particular set of mechanisms required to match the observations 
is inconsistent with the variety of mechanisms Yang et al. (1995b) determined in the 
central zone (Figure 3.13). The polarisations are not predominantly radial in direction 
(see the projections of Figure 5. 1), and thus are unlikely to be polarisation effects of 
interface conversions (Sections 2.4 and 4.2). Alignments due to conversions from 
heterogeneities seem an unlikely cause due to the uniformity of the polarisations over 
a large area, many incidence angles and azimuths, compared with the variety of 
structural trends identified in Section 3.2.2. 
I suggest the shear-wave polarisation alignments are consistent with 
propagation through an anisotropic rockmass with a predominantly hexagonal 
symmetry system with a horizontal symmetry axis (Section 2.3, Figure 2.4). There 
are other anisotropic symmetry systems (Section 2.2.2), but this system is the most 
commonly reported and simplest. Also, for incidence within the SWW, the splitting 
(aligned polarisations and time-delay patterns) are very similar for hexagonal 
symmetry and many orthorhombic and monoclinic systems (Wild and Crampin, 1991; 
Li et al., 1993; see also Figure 5.13). The no-splitting observations are assumed to 
arise from source polarisations perpendicular or parallel to the fast direction, or along 
shear-wave singularities, accounting for their relatively small numbers and more 
scattered polarisations. 
I call the vertical plane parallel to the polarisations the symmetry plane 
(striking on average N67°E) and use this to investigate the time-delays, as the largest 
delays are expected for propagation directions closest to this plane. 
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5.3 TIME-DELAYS 
I summarise the time-delay measurements in Figure 5.2. I use only category 
A measurements, as I consider quality 3 delay measurements are unreliable (Section 
5.1). 
Figure 5.2(a) shows absolute time-delays for the first sixteen stations in Table 
5.2 (those with projections in Figure 5.1). The largest delays are expected in a band 
parallel to the symmetry plane (Section 2.3.1): visual examination does not reveal any 
particular pattern or grouping of maximum or minimum delays, however, any trend 
could be obscured by the effects of different path lengths. To remove the effect of 
different path lengths, I normalised the delay for unit path length (normalised delay), 
assuming straight-line raypaths [Figure 5.2(b)]. This assumes that the anisotropy is 
distributed evenly along the raypath and that the straight-line path length is close to 
the real path length. Again there is no identifiable pattern to the delays. 
It is difficult to identify variations in the time-delay from the equal-area 
projections. This is partly due to the angular distribution of the data, and the lack of 
information on errors of the measurements. Thus, I look for trends in the delays using 
different plots to display the data. 
5.3.1 TIME-DELAYS FROM THE ALIGNED STATIONS 
If the splitting is due to a uniform anisoiropic system in the area, then an 
assessment of polarisation directions and time-delays can be made by combining 
measurements from different stations. I do this in Figure 5.3 for the twelve aligned 
stations. Figure 5.3(a) shows all the polarisation data for category A and B 
measurements. The mean direction, N67°E, is shown by the dotted line, this is the 
strike of the vertical symmetry plane. (b) shows a subset of data that is analysed in 
the subsequent plots: category A measurements with polarisations N67°E ± 45° [these 
are the measurements most likely to be correct identifications of splitting within a 
central band of aligned polarisations; Figure 5.14(b) shows the excluded data]. The 
rose diagrams are another representation of the same data. Figure 5.3(c) shows the 
normalised time-delays for the selected measurements. As with the projections of 
Figure 5.2(b), there is no discernable trend of a band of larger delays. 
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Figure 5.2(a) Time-delay distributions for category A measurements of splitting, as plotted in Figure 
5.1(b). (a)The circles in the projections are scaled by area so that the largest (at station 105) represents 
130 ms, and the smallest (for example, station 013) is 20 ms. 199 measurements (not 214 because 
some measurements are at stations without projections) and 186 events are plotted. 
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Figure 5.2(b) As for (a) but the time delays have been normalised by straight-line path length, and 
the symbols are scaled by area from 17.0 ms/km (station o 16) to 1.4 ms/km (station oil). 
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Figure 5.3(a-c) Polarisation, delay and normalised delay for combined measurements of the twelve 
aligned stations. Projections as for Figure 5.1. (a) 284 category A and B polarisations, with mean 
direction N67°E (dotted line). (b) 155 selected category A measurements, with polarisations N67°E ± 
450 (c) norn]alised delays, data as for (h). 
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Figure 5.3(d -f) (d) delay versus depth, data as for (b). Dots and crosses represent measurements with 
incidence to the symmetry plane, i, !~ 16° and > 16° respectively. (e) as for (c) showing normalised 
delays. (1) profile of normalised delays, see text for explanation. 
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To investigate the depth distribution of the anisotropy I plot time-delay against 
depth. Figures 5.3(d) and (e) show this distribution for absolute and normalised delay. 
If the anisotropy is pervasive I would expect (d) to show increasing maximum delay 
with depth, and (e) constant maximum delay with depth. In fact (d) shows a constant 
maximum delay with depth (the five largest delay measurements of 90 and 100 ma 
are recorded at depths from 5 to 14 km), and (e) a decrease with depth. In Figures 
5.3(d) and (e) I use different symbols to distinguish raypaths by their incidence to the 
symmetry plane, i3 (calculated for straight-line raypaths; the division at i, = 160 is 
arbitrary), because maximum delays are expected for near vertical incidence (Figure 
2.4). The maximum delay measurements are from those with near vertical incidence 
(i :!~ 16°), although the two groups of data (by incidence) are not statistically 
different. 
Figure 5.3(f) is a profile of the normalised delays, showing normalised delay 
against incidence to the symmetry plane, similar to that in Figure 2.4. Ideally this plot 
is made up of measurements with azimuths perpendicular to the symmetry plane. 
However, it is acceptable to use all the data within the SWW as the delays should 
be approximately constant, parallel to the symmetry plane (Figure 2.4). I plot the 
five-point moving average of the delays as a visual guide. There are a few peaks of 
increased delay, but no general resemblance to computed profiles. 
5.3.2 INTERPRETATION OF TIME-DELAYS 
The time-delay measurements give an estimate of the percentage anisotropy, 
A (Section 2.3.1). The maximum delay recorded is 130 ms at station i05 [Figure 
5.2(a)], with a travel time = 3.7 s, over a straight line pathlength of 9.4 km. 
Assuming the anisotropy is uniformly distributed along the pathlength, this gives 
A = 3.5%. Because of the range of path lengths, the largest delay measurement does 
not necessarily give the greatest value of A; the same result (= 3.5%) is obtained 
from a delay of 90 ms from an event 5.1 km deep, recorded at station o16 [Figure 
5.2(b)]. This value is consistent with the values between 1% and 5% that are 
commonly reported for the upper crust (Crampin and Lovell, 1991). 
The delay versus depth plot [Figure 5.3(d)] shows a constant maximum delay 
with depth, and Figure 5.3(e) indicates a decrease in the maximum normalised delay 
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with depth. This suggests that either the anisotropy is confined, or strongest, in the 
upper layers (Ll-L3), or the measurements are random. I believe this trend is not 
random because the maximum delays are from raypaths with incidence to the 
symmetry plane :!~ 16°. Also, the two measurements with depths less than 5 km show 
small not large delays, consistent with shorter path lengths in an anisotropic region. 
If the anisotropy is restricted to the upper three layers, normalising delays by 
the whole path length artificially reduces the true normalised delay (delay per 
kilometre) for deeper events. In Figure 5.4, I have replotted Figures 5.3(e) and (f) 
with delays normalised by the straight-line path length in layers Ll-L3 (normalisedLl  
delay). These plots are only slightly different from those for non-normalised delay 
[Figure 5.3(d)], as the path lengths in L1-L3 only vary between 5 km and 6 km 
(rather than from 5 km to 14 km for whole path lenghts), thus delays are effectively 
being normalised by a constant. The effect on the profile, Figure 5.4(b), is to make 
the outline shape of the maximum normalisedLlL3 delays more similar to theoretical 
profiles: domed and symmetrical about vertical incidence. The floating five-point 
average does not reflect this shape because there are many measurements with 
normalisedLlL3 delays below about 7 ms/km, regardless of incidence angle. If the 
anisotropy is uniform within the top three layers, then all points should plot on the 
one curve. The range of delays could be the result of combining data from twelve 
different stations, some over 50 km apart. Thus I look at stations individually in the 
next section. 
If the anisotropy is confined to the upper three layers, the percentage 
anisotropy for the measurements quoted above is A = 3.6% to 5.4%; about 4.5%. 
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Figure 5.4(a) and (b) Depth and profile plots of norrnalised L .0 delays for the twelve aligned stations. 
Data and plots as for Figure 5.3(e) and (f), except that the delays are normalised by straight-line path 
length through layers LI to U. 
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5.4 INDIVIDUAL STATION RESULTS 
The rockmass in a seismic zone is unlikely to be homogeneous, so data needs 
to be analysed by station. I concentrate on the delay measurements of six stations 
with polarisation alignments, then measurements from stations without alignments. 
5.4.1 RESULTS FROM ALIGNED STATIONS 
Figures 5.5 to 5.10 show the splitting measurements of six stations with 
polarisation alignments (stations i12, i16, il8, ill, il3a, 016), on plot types 
introduced in Figure 5.3. In each figure: (a) shows the category A polarisations, and 
the mean polarisation (Table 5.2); (b) shows the delay data (for measurements with 
polarisations within 45° of the mean); (c) shows the depth distribution of normalised 
delays as in Figure 5.3(e); and (d) is a profile of normalised delays, as for Figure 
5.3(f). Additionally, Figure 5.11 shows the normalisedLlL3  delay profiles for these 
stations. 
Station i12 
This station has the greatest number of measurements and a good range of 
azimuths and incidences. Figure 5.5(c) shows a similar trend of decreasing maximum 
normalised delay with depth as identified in Figure 5.3(e), but not dominated by the 
raypaths with i., :!~ 16°. The delay profile, Figure 5.5(d), does not show a broad dome 
to correlate with the band of parallel polarisations, although the delays do seem to 
decrease beyond i5,, = 200 . In Figure 5.11, the central peak is the largest, and there 
is a suggestion of the maximum delay measurements forming a broad peak. However, 
there are many measurements with smaller delays at near vertical incidence. 
Station i16 
The measurements at this station are mostly from the SW quadrant (Figure 
5.6). The depth plot shows a similar pattern to that observed in Figure 5.3(e), but the 
profiles (Figures 5.6(d) and 5.11) do not show an equivalent centralised peak of 
delays. 
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Figure 5.5(a-d) Splitting measurements for station 112. The plots are similar to those in Figure 5.3: 
(a) category A polarisation measurements, dotted line shows the average polarisation direction, 
N71°E, from category A and B measurements (Table 5.2); (b) normalised time-delays for 
measurements with polarisation N7 I °E ± 450; (c) normalised delay versus depth, dots and crosses as 
for Figure 5.3; (d) normalised delay versus incidence angle to the assumed vertical symmetry plane. 
The dotted line shows the five-point moving average through the data. 
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Figure 5.6(a-d) Splitting measurements for station 116. See Figure 5.5 for plot details. The strike of 
the assumed symmetry plane is N79°E. 
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There is a group of measurements from the south with small delays and more 
NE polarisations. I investigate the possibility that these anomalous measurements are 
due to a shear-wave singularity (Sections 2.3.1 and 5.4.3). 
Station 118 
This station has a good range of incidence angles in directions approximately 
perpendicular to the strike of the symmetry plane (Figure 5.7). The delay profile 
shows a broad central peak, more clearly defined in Figure 5.11. The normalised 
delays at this station have values about half those of station i16. This is a result of 
the different depth distributions of the events recorded at the stations [Figures 5.6(c) 
and 5.7(c), as the absolute delays (and normahsed LlU delays, Figure 5.11) are about 
equal. 
Stations ill, il3a, o16 
These three stations do not show any distinct trends in the delay 
measurements (Figures 5.8 to 5.10). For stations il3a and o16 this is mainly due to 
the smaller number of measurements, and for ill because about half of the 
measurements have similar locations, best seen on the projections [Figure 5.8(a) and 
(b)]. 
Other Aligned Stations 
Similar plots for the remaining aligned stations (iO3, o03a, o13, i20, o18 and 
i19) are not shown as they have even fewer observations than stations ill, il3a, and 
o16 above. I did not identify any significant trends or other points of interest in the 
results from these stations. 
5.4.2 RESULTS FROM NON-ALIGNED STATIONS 
There are stations with significant numbers of measurements that do not have 
polarisation alignments: four examples are i05, oil, il3b and i07 [Figure 5.1(a), 
Table 5.2]. 
Station i05 is located near stations o03a and iO3 which do show alignments, 
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Figure 5.7(a-d) Splitting measurements for station i18. See Figure 5.5 for plot details. The strike of 
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Figure 5.8(a -d) Splitting measurements for station ill. See Figure 5.5 for plot details. The strike of 
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Figure 5.9(a-d) Splitting measurements for station il3a. See Figure 5.5 for plot details. The strike of 
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Figure 5.10(a-d) Splitting measurements for station o16. See Figure 5.5 for plot details. The strike of 
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Figure 5.11 Profiles of normalised,,, delay for the six stations in Figures 5.5 to 5.10. 
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Similarly, station oil is located near stations i12 and ill which have good 
alignments, and has a similar mean direction but a larger spread. Station il3b shows 
some alignment, but approximately perpendicular to the general trend. Station i07 is 
about 10 km from the nearest station and shows an almost circular distribution of 
polarisations (if this pattern coincided with the radial directions of the events it would 
suggest a vertical axis of symmetry for a hexagonal symmetry system). 
5.4.3 INTERPRETATION OF INDIVIDUAL STATION RESULTS 
The inspection of results from individual stations provides further evidence 
that the splitting is due to anisotropy in the upper layers, and interpreting the 
anisotropy in terms of hexagonal symmetry permits speculation about the observation 
of shear-wave singularities. 
Anisotropy in the Upper Layers 
If the anisotropy is uniform at all depths then greater delays are expected for 
deeper events. The events at station i18 are deeper, on average, than those at more 
central stations (i16 in particular), yet the absolute time-delays are about the same; 
thus normalising the delays by the whole path length gives values at station i18 about 
half those at station i16. This could be due to a lateral difference in anisotropy, or it 
could be interpreted as further evidence that the measured anisotropy is indeed 
confined to the upper layers (Section 5.3.2). As the normalisedLlL3 delays at station 
i18 also show a more distinctly domed profile (Figure 5.11), I prefer the latter 
interpretation. 
Hexagonal Symmetry System 
The aligned polarisations at station i12 are from a wide range of azimuths and 
incidences, and the normalised Ll1.3 delay profile from station i18, are further, more 
specific, evidence in support of a hexagonal anisotropic symmetry system with a 
horizontal symmetry axis (Section 5.2.2). 
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Possible Singularity 
The northeasterly polarisations of events due south of station i16 are possibly 
caused by a singularity. The measurements stand out because of the polarisations are 
different from the average [Figure 5.6(a)] and they have small delays [Figure 5.6(b)] 
(only four delay measurements are plotted in Figure 5.6(b-d) because one polarisation 
is just over 45° from the mean direction). These raypaths are in the most likely 
location for observing a singularity - towards the edge of the SWW and with 
azimuths approximately 90° from the strike of the symmetry plane (Figure 2.4). The 
shear-waves of these events are plotted earlier, in Figure 4.8(a-d) and (f). The events 
are similar and all occur within a 10-day period (cluster 35, Section 6.2.1). 
No-splitting measurements are also expected along a singularity. Figure 5.1 
(c) shows six events at i16 with no-splitting measured at this station, plotting with 
similar incidence and azimuth. These events are not similar (except one pair) and 
occur over a period of nearly two years. Two of the events have elliptical onsets, 
suggesting a very small delay. Figure 5.12 shows the polarisations from these 11 
events plotted together on a projection. 
The complex behaviour of shear-waves about singularities (Section 2.3.1) 
offers an alternative explanation for irregular behaviour that might otherwise be 
attributed to a structural inhomogeneity. Although Figure 2.4 shows the singularities 
lying just beyond the SWW, this is only true for materials with V,JV ~t 1.73 
(Crampin, 1993a). Several properties of a dominantly hexagonal symmetry system 
could cause a singularity to occur within the SWW: a low V/V ratio; symmetry 
aligned off horizontal and vertical; and slightly monoclinic or orthorhombic 
symmetries. 
Four examples of anisotropic systems with singularities within the SWW are 
illustrated in Figure 5.13. They are plotted using ANISEIS (Section 2.3. 1) and show 
group-velocity features for halfspace models, not accounting for any free-surface 
effects. The starting isotropic matrix is based on the properties of L2 and L3, 
weighted by layer thickness. The principal crack set in the models is a set of fluid-
filled vertical cracks, striking N79°E [Figure 5.13(a)]. Because V/V is lower than 
usual (1.60 rather than 1.73), the line singularity is within the SWW (i = 39°) in 
southerly and northerly directions. Figure 5.13(b) shows the same crack set, but tilted 
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Figure 5.12 Station i16 polarisations about the location of a possible singularity. The projection (as 
for Figure 5.1) shows: the mean polarisation direction N79°E (long dotted line through centre); the 
northeasterly polarisations with small delays (solid); the polarisations of no-splitting measurements 
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Figure 5.13 Anisotropic models with singularities within the SWW. The halfspace matrix is based on 
an isotropic material with V=5.34 km/s, V ç=3.35 km/s and p=2.62 g/cm 3 . The projections (to 900) 
show: left-qSl polarisations; right-normalised delay (ms/km). The inner circles mark the SWW at 390; 
arrowheads and circles - line and point singularities. Profiles show normalised delay in ms/km. (a) 
fluid-filled vertical cracks with aspect ratio=.001, e=.035 and striking N79°E; (b) same cracks dipping 
south 80°; (c) vertical cracks and PTL; (d) orthogonal vertical crack sets, striking N79°E and N169°E. 
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100 from vertical; the southerly line singularity has shifted much further into the 
SWW. Notice also, that the polarisation and delay patterns are no longer symmetrical 
about vertical. Figures 5.13(c) and (d) model two orientations of an orthorhombic 
symmetry system. (c) has the cracks of (a) combined with 1.5% PTL anisotropy, and 
(d) has a second, orthogonal, crack Set with crack density = 0.01. Both models have 
point singularities within the SWW. All of these models have a band of parallel 
polarisations within the SWW and delays maximised at the centre of the band, and 
singularities within the SWW. 
The NMSZ has potential mechanisms for all of these anisotropic models 
(Section 2.2): aligned cracks; sedimentary units (particularly L3) causing lithologic 
or thin-layer anisotropy; and multiple crack sets producing orthorhombic or 
monoclinic symmetry. Thus, the evidence for interpreting the measurements described 
in terms of a singularity is: 
1 possible causes for anisotropic symmetry systems with a singularity within the 
SWW; 
2 the observed polarisation deviations, small delays and no-splitting measurements 
are all predicted features of singularities (Sections 2.3.1 and 2.3.2); 
3 the measurements occur along the most likely azimuth and incidence for 
observing a singularity. 
If this is a singularity, then it is most likely to be a point singularity because 
it only takes a small perturbation from a hexagonal symmetry system to create point 
singularities from line singularities. However, the similarity of the models in Figure 
5.13 illustrates the difficulty in identifying different anisotropic systems, especially 
with observations limited to the SWW. Thus, I interpret in terms of the hexagonal 
symmetry which appears to be dominant. 
Supporting evidence from other stations is minimal: o16 has splitting 
measurements with approximately perpendicular polarisations at about the right 
location; station oil has polarisation variations in a small dataset, but a possible 
explanation is in terms of a singularity; station i12 has the most measurements in the 
area of a projection where a singularity would be expected, but there is no indication 
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from the polarisations of the presence of a singularity. Thus, there is insufficient 
evidence to distinguish between an interpretation local to station i16 or a more 
extensive property of the anisotropy. The asymmetric delay profile of this station 
(Figure 5.11) makes it tempting to suggest a dipping hexagonal symmetry, but the 
shape is more likely to be due to the uneven distribution of events around i16. 
Three arguments that weaken the case for a singularity at ii 6 are that: (1) a 
structural effect is a realistic possibility; (2) the similarity of the five splitting 
measurements; (3) and the lack of evidence provided by the no-splitting 
measurements. 
It is possible that these polarisations are the result of a localised change in the 
anisotropic structure. Liu (1995) interpreted polarisations as aligned by cracks parallel 
to a fault rather than the maximum compressive stress; and Gledhill (1993a,b) 
interpreted a change in polarisations for certain raypaths as due to propagation 
through a different anisotropic block. The area around station i16 is known to be 
faulted: the sediment-bedrock interface is distorted (Section 3.2.2), and there are 
igneous intrusions within the upper 5 km (Section 3.2.3). Station i16 is situated over 
the Cottonwood Grove fault (Figure 3.3), identified by Hamilton and Zoback (1982) 
as a reverse fault with about 80 in downthrow, trending N40 0E. The reflection 
profiles only show distinct reflectors down to the base of the sediments, but from 0.5 
to 3 km depth, the fault's extension is inferred from magnetic modelling of a small 
linear prism-like body (Hildenbrand et al., 1992, profile c-d). The polarisations of the 
five events in question average N50°E, close to the strike of the Cottonwood Grove 
fault. 
The five polarisation measurements are from similar events (Section 4.5.2 and 
6.2), and perhaps should be only counted as one measurement. In this case the 
confidence with which the singularity is identified decreases: there is then only one 
observation of an anomalous polarisation with a small delay, and explanations of 
other measurements with similar polarisations and delays would also be required [for 
example, in Figures 5.6(a) and (b) there is an event with polarisation approximately 
NE and a small normalised delay located westwards along the strike of the symmetry 
plane]. Such measurements are usually ignored because they are single and not 
coincident with likely singularity locations. 
5-14 
Chapter 5 - Splitting Results 
The no-splitting measurements are not good evidence for a singularity in this 
case because the polarisations are approximately parallel to the fast and slow 
directions: no-splitting would be seen regardless of the presence of a singularity. 
Thus, I conclude that, considering the scatter shown in these results as a 
whole, and the structural complexity of the area, the northeasterly polarisations 
observed at i16 do not provide sufficient evidence for interpretation as a singularity. 
5.4.4 INTERPRETATION OF ANISOTROPY 
I have shown that the shear-wave splitting observations in the NMSZ are 
caused by propagation through an anisotropic region with a dominant hexagonal 
symmetry system and horizontal axis. The strongest evidence for this is the alignment 
of fast polarisations at twelve stations. Time-delay measurements also support this 
interpretation with the greatest delays from raypaths with near vertical incidence to 
the vertical plane parallel to the polarisations. The delays also indicate that the 
anisotropy causing the splitting is only present above 5 km, in layers L1-L3. 
The anisotropy is most likely confined to, or strongest in, the Palaeozoic 
strata. I attempted to investigate the anisotropy of Li using the Ps phases (Section 
3.3.2), and some converted refracted arrivals from a series of explosions to the SW 
of the PANDA array; but was unable to develop satisfactory analysis methods and 
could not make any conclusions about the anisotropy in this layer. 
The most likely cause of the anisotropy is aligned cracks, as there is evidence 
of cracks in the Palaeozoic section, and it is a mechanism for hexagonal symmetry. 
Further, cracks are an extensive phenomenon, and will produce the observed 
alignment direction N67°E ± 27° by alignment with the maximum horizontal stress. 
The crack alignment and stress regime is discussed further in Section 8.2. 
Other possible causes of anisotropy identified in the NMSZ (Section 2.2) are: 
aligned minerals and direct stress-induced anisotropy - both unlikely because the 
observed anisotropy is not from the basement/source layer IA; lithologic and/or thin-
layer anisotropy - these structures generate azimuthal isotropy not azimuthal 
anisotropy. 
The cracks are aligned parallel to the polarisation direction, so I now refer to 
the symmetry plane as the crack plane. 
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5.5 TEMPORAL VARIATIONS 
I have established that the observed shear-wave splitting is due to propagation 
through aligned cracks. I now investigate the data for evidence of temporal changes 
as postulated by Crampin (1987), and observed by Booth et al. (1990), Crampin et 
al. (1990) and Liu (1995). Also, if there are temporal variations, however caused, the 
previous analyses of measurements from the deployment period as a whole might 
need revision. 
During the PANDA deployment, there were four earthquakes in the study area 
with Mb  ~! 3.0 (Table 5.3); as the larger events these are the most likely events to 
produce observable stress changes. Figure 5.14(a) shows the variation of event 
magnitudes (Section 3.3.6) with time: the four largest events occur between days 300 
and 600. The Mb = 4.6 (event 4) was the largest in the area for 15 years (Chiu, S.C. 
et al., 1991). Event 2 is the closest to the four stations listed, 26 km from i12 and 
ill. 
Figures 5.14(b) to (d) show temporal variations of polarisations, normalised Ll 
L3 delays and depths for the twelve aligned stations. As an aid to the eye, the mean 
values of the measurements are plotted with large crosses for four intervals. I selected 
the intervals according to the temporal groupings of events: days 0-247, 248-448, 
449-656, and 657-1040. Events 1 and 2 occur in the second interval, and 3 and 4 in 
the third (the following figures use the same intervals). From visual inspection I 
cannot detect any evidence of temporal variations in the data. I did not use more 
rigorous statistical methods because the large scatter and errors suggest no meaningful 
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3* 3.0 35.954 -89.937 475.0 55 58 	52 50 
4 4.6 36.555 -89.802 558.1 36 42 	35 58 
















































CD 	 J1 





C.  CD 
CD 
aq — 	 -) 
0 CD 
PO cn 







CD- CD 	 CD 
LJ Z 	.CD. 
— 
CD cv oCç — 




_ CD C —, 










0. CD 	'CD ci 
En 
CD 
CD 	 CD 
CD C 
0 C 





. 	 : 
I 
I. 	 •I 	 1.1 	 .. 
	
S SI 	 I •I 	I 	S 
SS 	 •• 	 SS 	I 
.e 
I 
S 	S 	S 
• 	. 
x i 1 >16° 
. i!~ 16° 
0 	200 	400 	600 	800 	1000 
time (days after 23/10/89 00:00) 
200 	400 	600 	800 	1000 
0 	200 	400 	600 	800 	1000 
time (days after 23/10/89 00:00) 
(b) 18 
150 







Chapter 5 - Splitting Results 
results would be obtained. In Figure 5.14(b), data above and below the dotted lines 
have polarisations beyond N67°E ± 45°; measurements excluded from Figure 5.3 
(Section 5.3.1), and plots (c) and (d) of this figure. 
Figures 5.15 and 5.16 show polarisation and normalisedLlL3 delay with time 
for stations i12, i16, ill and i18. I have excluded station i 13 because it was closed 
after 130 days (Appendix B), and station o16 because it has more scattered 
measurements. 
In Figure 5.15, the polarisations of station i16 appear to increase between the 
first two temporal groupings. This is mostly due to the group of northeasterly 
polarisations discussed previously (Section 5.4.3). If these are discounted (or only 
counted as one measurement, Section 6.3), then the overall trend of polarisations does 
not change significantly with time. 
The normalisedLlL3 delays (Figure 5.16) are roughly constant with time, 
especially at station i12 with the most data. The plot for station i16 seems to suggest 
an increase in delays between the first two temporal groupings, but again the mean 
values are biased by the cluster of points close to the possible singularity. Stations 
ill and i18 show more scattered data, and it is difficult to define any trends on the 
appropriate plots. 
5.5.1 INTERPRETATION OF TEMPORAL ANALYSIS 
There is no evidence of temporal changes in shear-wave splitting parameters 
in this dataset. The only hint of a temporal variation in Figures 5.14 and 5.16 is for 
station i16, where the polarisations and normalisedLlL3 delays appear to change 
between temporal groupings. However, this is not a genuine trend because the 
averages are biased by the group of measurements, already identified as anomalous 
(Section 5.4.1). This issue emphasises an aspect of shear-wave splitting studies that 
I explore further in Chapter 6 - the bias created by repeated events. 
The three reported observations of temporal changes in delays are associated 
with larger and/or closer earthquakes: Booth et al. (1990) observed changes at Enola, 
Arkansas; Crampin et al. (1990) at Anza, southern California; and Liu (1995) at 
Parkfield, central California. 
5-17 
200 	400 	600 	800 	1000 
ill 
0 	200 	400 	600 	800 	1000 





200 	400 	600 	800 	1000 
I x i>16°I 





























r co 	60 
CD CL 30 
0 
- 0 
.,+  ............... 
CD 
I I 
0 	200 	400 	600 	800 	1000 









1 	 1t__I 
ci) 
as 











E 	 1 2 3 
0- 	 I 	 I 
C 	0 200 	400 600 	800 	1000 






0 -J- 1 2 3 4 ,j J, 	 ,J, 	J, 
200 	400 	600 	800 	1000 
- 118 	 xLp>1 
L~ 160 1 
12 	3 	4 I 
0 	200 	400 	600 	800 	1000 
time (days after 23/10/89 00:00) 
JIT1 
0\ 
Chapter 5 - Splitting Results 
Booth et al. (1990) report an increase and decrease in delays before and after 
M = 3.0 and 3.8 events. The events occurred over a 12-day period, at about 10 km 
from the recording station. Crampin et al. (1990) observed a gradual increase of 
normalised delays (roughly doubling) over three years before the North Palm Springs 
earthquake (M = 6) at a station 33 km away from the epicentre. The delays then 
reduced to values similar to the start of the observation period. The pattern of delays 
was best observed on raypaths with i, > 14.5° (approximately equivalent to the 
measurements plotted with crosses in Figures 5.14 to 5.16). Liu (1995) examined 
microearthquake data recorded over a three year period. Temporal changes in the 
delays were observed: a build up of delays over 500 days followed by a sudden 
decrease after an M = 4 earthquake, about 15 km from the stations. The two 
Californian observations are the more convincing observations, and both cover a 
longer timescale in areas of greater seismicity and more rapid deformation. Perhaps 
these factors, combined with the location and size of larger events make temporal 
studies of time-delays in the NMSZ a much more difficult task. 
5.6 DISCUSSION 
I have identified shear-wave splitting with fast polarisations that align at most 
stations (with sufficient data), independent of incidence and azimuth. This indicates 
the presence of anisotropy, probably dominated by a hexagonal symmetry system 
with a horizontal symmetry axis perpendicular to the mean fast direction of N67° ± 
27° (Section 5.2.2). 
Normalised time-delays decrease with depth and suggests the anisotropy 
causing the observed splitting is confined, or strongest, in the upper 5 km (A = 4.5%). 
Further details on the depth distribution of the anisotropy are prevented by the lack 
of events with hypocentres above 5 km. This conclusion does not mean that there is 
no anisotropy below 5 km, but that any anisotropy is probably weaker and is likely 
to have a similar orientation as only strong contrasts of orientations would create 
multiple splitting. The lower than usual Vp/Vs ratio for layers L2 and L3, and the 
possibility of combined aligned cracks and thin-layer/lithologic anisotropy, mean that 
5-18 
Chapter 5 - Splitting Results 
shear-wave singularities could occur within the SWW; as possibly observed at station 
i16 and o16 (Section 5.4.3). 
The most convincing mechanism for anisotropy, that is predominantly 
hexagonal with a fast direction roughly parallel to c7 1 , is vertical stress-aligned cracks. 
However, the principal stress orientations for such crack orientations require that cY3 
is horizontal, conflicting with the orientation implied by the presence of a thrust zone. 
Possible explanations of this apparent conflict of stresses are discussed in Section 8.2. 
No temporal variations are observed in the polarisation or time-delay 
measurements. This could be because there are no changes to observe, or because the 
resolution and reliability of the measurements are too poor. The largest NMSZ 
earthquake in fifteen years occurred during the recording period, but it was not close 
to the stations with the most splitting measurements, nor was it particularly large. No 
temporal variations are seen probably because any changes in the stress field were 
not large enough to be observed. In Chapter 6 I use repeated raypaths to confirm the 





Repeated, or multiple, events are commonly observed in earthquake studies. 
I have already noted the similarity between some events (Section 4.5.2), and here I 
define and analyse them in more detail. In this chapter, I use earthquake clusters to 
address two questions: does the inclusion of measurements from several events with 
the same source-station raypath bias the estimates of mean polarisation direction as 
determined in Chapter 5? Do events with the same source-station raypath show any 
temporal variations associated with the larger events that occurred during the 
deployment period? I find that for this dataset the polarisation estimates are not 
significantly biased by the inclusion of repeated events, and that the evidence 
suggests there are no temporal variations of time-delays along the few raypaths 
suitable for analysis. 
6.2 DEFINING CLUSTERS 
I define two types of cluster by using different criteria for grouping the 
events. I group events by (1) similarity of waveforms, and (2) closeness of locations. 
For both criteria I compare all possible pairs of events and form clusters by using 
'open trees': if events (A and B) and (B and C) are grouped together, then all three 
events are included in a cluster regardless of the relationship between A and C. 
Similar Waveforms 
I define events as having similar waveforms if they have a cross-correlation 
coefficient of ~t 0.7 on all three components, over a time window including P- and 
S-waves (approximately 2.5 s). The maximum correlation coefficients on each 
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component must occur within one time sample of each other, and an event must have 
similar waveforms at more than one station; this is to reduce the likelihood of events 
being clustering unrelated events that have similar arrivals, or because of noisy 
recordings. I use this large window because the P and S-waves are polarised onto the 
vertical and horizontal components respectively. For example, in some cases, the S-
waves correlate well, yet and P-waves for the two events are quite different, 
indicating different mechanisms. 
Although all events were cross-correlated with each other, clusters with 
similar waveforms are all localised, showing that the waveform is dependent on 
source mechanisms and/or raypath. I expect the events in these clusters to have 
similar mechanisms. 
Similar Locations 
If temporal variations do occur, then the waveform may change with time and 
fail the correlation criteria above even if the source was similar. Also, events located 
close to one another do not necessarily have the same mechanism, but will have very 
similar source-station raypaths, and as anisotropy is a path effect, these events may 
provide valuable information. 
I define similar locations as events within 0.4 km of each other. I have chosen 
0.4 km as this is the average vertical error of the selected events (Section 3.3.3) and 
approximately the wavelength of a 9 Hz signal in L4. 
6.2.1 CLUSTER RESULTS 
I have restricted this study to events recorded within the SWW at one of the 
five stations ill, i12, i16, il3a or il3b (155 events). A further criterion for the 
clusters is that they must have at least two splitting measurements at one or more 
stations, for comparison purposes. I identified a total of 42 clusters, listed in Table 
6.1 (a-c) and plotted in Figure 6.1. Some events occur in the Table 6.1 twice, and are 
plotted with two different symbols in Figure 6.1. This is because I do not extend the 
'open tree' clustering between the two cluster definitions. 
Over half the clusters are pairs, while the largest cluster, no. 18, has ten 
events. The dates of the events in each cluster show that there is a difference in the 
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Figure 6.1 Locations of 104 events making up the clusters in Table 6.1(a-c). Plus signs show events 
in clusters with similar waveforms [Table 6.1(a)]; crosses, clusters with similar locations [Table 
6.1(b)]; circles, clusters with similar waveforms and locations [Table 6.1(c)]. Where symbols are 
superimposed, the events are listed in two tables. Lines around events are to help identify which 
events belong to a particular cluster. 
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Table 6.1(a) Clusters with similar waveforms only. 
Cluster no. 	Events in cluster* 
1 891107 1550, 891107 1556, 891107 1814 
2 891227 2018, 891228 0839 
3 900107 1904, 900107 2036 
4 31 (900131 0622, 900131 0623), 
920202 0433 
5 900131 1439, 900201 1935 
6 32 (900211 2324a, 900211 2324b), 
33 (900211 2326a, 900211 2326b) 
7 36 (900224 2041, 900224 2101, 901024 0618, 901028 1140, 
910309 0918, 910917 0157, 920204 0501, 920309 0716), 
920202 0924 
8 911211 1110, 911211 1247 
9 920119 0959, 920119 1133 
10 920321 0655, 920412 0453 
* Numbers followed by events in brackets refer to clusters in Table 6.1(c). 
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Table 6.1(b) Clusters with similar locations only. 
Cluster no. 	Events in cl uster* 
11 891123 2051, 900103 0838 
12 891126 2052, 891128 1330, 900211 1302, 910729 2354 
13 891220 0322, 901111 2241, 910404 1111, 911118 1205 
14 891228 0839, 900107 2036, 910426 0434 
15 900114 0014, 910704 1127 
16 900115 1113, 900909 0604, 910528 0858 
17 900118 0603, 920109 0954, 920227 1001 
18 35 (900214 0037, 900223 2323, 900224 0424, 900224 0902, 
900224 1024, 900226 0421, 900303 2222), 
39 (910609 0924, 910609 1132), 
900922 0154 
19 900302 0921, 900401 0216 
20 37 (900520 0759, 900521 1933), 920119 0959 
21 900622 2249, 910701 0323 
22 900920 0900, 920614 1528, 920620 1156 
23 910210 0948, 920827 0712 
24 910505 0130, 910604 1912 
25 920101 1716, 920220 0352, 920311 0857 
26 920112 0421, 920215 2047 
27 920201 0258, 920202 0924 
28 920313 0319, 920313 1506 
* Numbers followed by events in brackets refer to clusters in Table 6.1(c). 
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Table 6.1(c) Clusters with similar locations and waveforms. 
Cluster no. 	Events in cluster 
29 891108 0623, 891108 1156 
30 891227 1050, 891227 1219 
31 900131 0622, 920202 0433 (part of 4) 
32 900211 2324a, 900211 2324b (part of6) 
33 900211 2326a, 900211 2326b (part of 6) 
34 900213 0611, 900213 1052 
35 900214 0037, 900223 2323, 900224 0424, 900224 0902, 900224 1024, 
900226 0421, 900303 2222 (part of 18) 
36 900224 2041, 900224 2101, 901024 0618, 901028 1140, 910309 0918, 
910917 0157, 920204 0501, 920309 0716 (part of 7) 
37 900520 0759, 900521 1933 (part of 20) 
38 901120 0554, 910314 1316, 910504 0713 
39 910209 1347, 910209 1458 
40 910609 0924, 910609 1132 (part of 18) 
41 911115 0021, 911115 0200, 911115 0803, 911115 0812a, 911115 0812b, 
911127 0257 
42 920222 1303, 920228 1332 
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temporal spread of the clusters between the definitions. The most events with similar 
waveforms [Tables 6.1(a) and (c)] are close in time (occurring within a month, say), 
but the majority with similar locations [Table 6.1(b)] are spread with time. 
Some clusters with similar waveforms have large distances between 
epicentres, for example clusters 1 and 3 (Figure 6.1). If the assumption that the 
events have similar sources is correct, then this suggests some location errors are 
greater than those calculated. I suspect that these events would have more similar 
locations if the events are relocated using a relative location method. 
6.3 REPEATED MEASUREMENTS FROM CLUSTER EVENTS 
Polarisations and time-delays from similar waveform events represent 
effectively the same measurement and inclusion of all such events may bias the 
results in Chapter 5. This is especially true of similar events because of the step in 
the measurement method where similar shear-waves are compared with each other, 
and the quality weights can be adjusted (Section 4.5.2). 
I average the polarisation measurements from events in clusters with similar 
waveforms. I do not use the clusters with only similar locations because they are 
generally spread with time (and more susceptible to temporal changes) and have less 
uniform polarisations and delays compared to those with similar waveforms [Figure 
6.2(a-b)]. 
I average the data from each cluster [Table 6.1(a and c)] to form a new 
average event. To recalculate the mean polarisation directions I find the circular mean 
of the cluster polarisations, and the measurement quality is that of the best in the 
cluster. I also find the time-delay quality in the same manner, in order to categorise 
the events (Section 5.1). The polarisations of the averaged events are shown in Figure 
6.3. 
6.3.1 RESULTS AND CONCLUSIONS 
I recalculated the mean polarisation directions for the five stations and 
























Figure 6.2(a) Polarisations and absolute time-delays from events 
belonging to clusters with similar waveforms, listed in Table 6.1(a) 
and (c). Projections as for Figure 5.1. All quality measurements and 






















Figure 6.2(b) Polarisations and absolute time-delays from events in 
E 	clusters with similar locations, listed in Table 6.1(b). Projections as 
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Figure 6.3 Equal-area projections displaying polarisations for clusters with similar waveforms [Table 
6.1(a) and (c)]. Dotted lines show the individual measurements, and solid lines are the averaged 
polarisations. Line lengths are scaled by quality, longest for quality 1 measurements. Note that quality 
3 polarisation measurements and no-splitting results are included. 
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Figure 6.4 Rose diagrams for comparing the differences between polarisation measurements from all 
events (black) and using averaged events (white), as in Table 6.2 and Figure 6.3. The rose diagrams 
are scaled relatively with 23 measurements represented in the largest, black, petal at station i16. Key 
to epicentres: open circles, events plotted as in Figure 5.1(a); crosses, events in clusters; solid circles, 
locations of averaged events. 
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Table 6.2 Comparison of mean polarisation directions, after accounting for repeated events. 
Section 5.2.1 for notes on statistical calculations. Category A and B measurements only (Table 5.1) 
Station Results from Chapter 5, Table 5.2 Results with averaged polarisations from 
clusters 
Mean y s mrl No. Mean y s mrl No. 
(0) (0) (0) (0) 
H2 71 24 .70 75 74 24 .70 57 
H6 79 25 .68 69 80 26 .67 50 
ill 56 28 .63 26 59 24 .70 18 
i 13 57 28 .63 26 59 24 .70 18 
il3b 121 38 .41 17 124 41 .36 15 
not all the clusters and averaged measurements shown in Figure 6.3 are used in the 
calculations, because of differences in measurement quality and type. For example, 
cluster 40 recorded at station i16 has no-splitting measurements, and cluster 1 
recorded at station i12 comprises quality 3 polarisations. 
The removal of the repeated measurements does not cause statistically 
significant variations in the mean polarisations at each station: the maximum shift in 
the mean direction is only 3°. However removal of multiple measurements is a valid 
processing step and would be more significant in cases where the number of events 
in a cluster is larger with respect to the number of recordings at a station. Including 
the revised measurements of stations ill, i12, il3a and i16 in the calculation of the 
mean polarisation for the twelve aligned stations gives the same result (N67°E ± 27°), 
only the mean resultant length is reduced by 0.01. 
6.4 CLUSTERS AND TEMPORAL VARIATIONS 
I look at clusters, with events spread in time, to examine any temporal 
changes that may be concealed in the general scatter of results seen in Chapter 5. 
First, I look at clusters with similar waveforms over two time scales, then clusters 
with similar locations. 
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6.4.1 CLUSTERS WITH SIMILAR WAVEFORMS 
There are two larger clusters (35 and 41) whose events occur within one 
month, and three clusters (4, 38 and 7) that have events spread over more than a 
month. I use these to look at temporal variations over short and long time scales. 
Clusters 35 and 41 
These clusters could show temporal variations on the time scale of those seen 
at Enola, Arkansas (Booth et al., 1990). However, all the polarisation and delay 
measurements are very similar, and there is no evidence of any variation. Events from 
these clusters are not shown here, as they are discussed and plotted elsewhere in this 
thesis: cluster 35 is shown in Figure 4.8, and cluster 41 in Figure 7.11. 
Cluster 4 
This cluster has three events, two of which occur within minutes of each 
other, and the third over two years later. The events are recorded at stations i12 and 
i16 (within the SWW), and show similar polarisations and delay measurements at 
both stations (Appendix Q. 
Cluster 38 
This cluster also has three events, but they are each about a month apart. They 
are recorded at station i16 and have similar polarisation measurements, but the delay 
of the last event is about double that of the earlier events (Appendix Q. 
Cluster 7 
This is a larger cluster with nine events spread over two years. Six of these 
are recorded at both stations i12 and i16, the shear-waves and PDs are plotted in 
Figures 6.5 and 6.6. Figure 6.7 shows the variation of polarisations and delays with 
time. Events (a) and (b) (of Figure 6.5) occur within one hour of each other, then 
events (c) to (f) occur after intervals of approximately 13, 6, 5 and 1 month 
respectively. The qSl polarisations and polarity are consistent for both stations 
(N235°E ± 70 for i12 and N274°E ± 5° for i16), and the delays are the same at 
station i16, but not station i12. 
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Figure 6.5 Six events of cluster 7 recorded at station i12, showing the similar polarisations but 
different delay measurements. Notation as for Figure 4.6. The long vertical lines indicate the onset of 
qSl and qS2 for the longer delay measurements. Events plotted: (a) 900224 2041; (b) 900224 2101; 
(c) 910309 0918; (d) 910917 0157; (e) 920204 0501; (f) 920309 0716 (Appendix Q. 
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Figure 6.6 Six events from cluster 7 recorded at station i16, showing very similar polarisation and 
delay measurements. Details as for Figure 6.5. 
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Figure 6.7 Polarisation and delay measurements for cluster 7 at stations i12 and i16 (see also Figures 
6.5 and 6.6. The numbered arrows in the temporal plots show the timings of four events as described 
in Section 5.5. 
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At station i12, three of the events, (a), (b) and (e), have approximately double 
the delays of the other three (c), (d) and (f). Inspection of the PDs in Figure 6.5 
shows that the difference in delays arises from the inclusion/exclusion, of NE motion, 
after the initial SW motion. That is, I have identified the end of the linear motion 
(Step 5, Section 4.5.2) earlier in three cases. The rotated traces verify the differences 
in motion in the slow direction. In my opinion, these are all good examples of 
splitting, fitting the descriptions in Sections 2.3.2 and 4.5.2. 
6.4.2 DISCUSSION 
The clusters spread over a short period (less than a month) do not show any 
indications of temporal changes. Two of the three clusters spread over longer time 
periods have constant polarisation directions, but variations in delays. Three possible 
explanations for these changes are: (1) misidentification of the qS2 onset; (2) non-
similar events; (3) a genuine temporal change. 
Misidentification 
The similarity of polarisations within clusters 7 and 38, and their alignment 
with other measurements at these stations, suggests that qSl has been measured 
consistently and correctly. However, the differences in delay could be due to 
misidentifying the qS2 onset because it is obscured by interference from noise, in the 
cases with longer delay measurements. I show later (Section 7.5.1) that I believe this 
is true for cluster 38, and thus this could also be the case for cluster 7. 
Non-similar events 
Different polarities of qS2 with significant amplitude are not compatible with 
repeated sources, which is implied by the similar waveforms (and assuming the shear-
waves can be reconstructed to the source polarisation, Section 7.2.1). It is possible 
that the cluster 7 events are from two separate groups of similar events: Figure 6.1 
shows internal clustering by location; perhaps relocation and more stringent criteria 
for the similarity of waveforms (for example, a higher correlation coefficient) would 
separate the events. The different sources would explain the qS2 polarities, and 
different raypaths the delays. 
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Temporal Change 
The observations may represent temporal variations. In the case of cluster 7 
at station i12, the variations fluctuate more rapidly than those observed by Crampin 
et al. (1990) and Liu (1995), and any associations with larger events are not obvious. 
The same events at station i16 show no change in delays. This observation is 
consistent with possible temporal variations as the changes could be local to station 
H2 or because the raypaths to i16 are less susceptible to changes in delays from 
changing crack geometry (Peacock et al., 1988; Crampin et al., 1990). 
The evidence from Chapter 7, for cluster 38, suggests that the time-delay 
anomaly is due to the misidentification of the qS2 onset. From inspection of the 
traces in Figure 6.5, it seems that this is also the case for cluster 7. Thus, there are 
no conclusive temporal variations seen on long or short time scales, confirming  the 
interpretations of Chapter 5. 
6.4.3 CLUSTERS WITH SIMILAR LOCATIONS 
Here I look at clusters of events with similar locations that do not also have 
similar waveforms. The close locations suggest similar raypaths, and hence the same 
polarisations and delays are expected regardless of source differences, unless the 
different sources fail to excite either the fast or slow wave. 
I have already shown that the polarisations and delays are less stable, less 
repeatable for these events (Section 6.3). I expect the polarisation to be a stable 
measurement with time (as illustrated by cluster 7, above), so I only look at clusters 
with similar polarisations and that have at least three events spread in time. 
The polarisation and delay measurements from clusters 12, 13, 14, 16, 17 and 
22 are plotted with time in Figure 6.8. Events from cluster 12 are also examined for 
focal mechanisms in Chapter 7. Some clusters have similar delays with time: clusters 
12 and 16 at station i16; and cluster 13 at stations i12 and ill. Others do not: clusters 
22 and 14 at station i16 and cluster 17 at i12. 
There are several possible explanations for this behaviour, like those clusters 
with similar waveforms: misidentification of qS2; possible incorrect locations (the 
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Figure 6.8 Temporal polarisation and delay plots for measurements from clusters with similar locations, non-similar waveforms, spread by time, and similar 
rZ polarisation measurements. The projections enable comparison of raypaths between clusters, the dotted lines show the mean polarisation direction for each station 
as determined in Table 5.2. Cluster 12 at station i16 has one measurement missing, as it is shown in Section 7.5.2 that its splitting measurements are probably 
incorrect. 
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have different locations); or temporal changes. The projections in Figure 6.8 show 
that the groups of measurements that do not have the same delays are not those with 
greatest incidence to the crack plane. Thus there is very little support for any 
interpretation in terms of temporal changes, and the most likely reasons for the 
differences are a combination of misidentification and mislocation. 
6.5 DISCUSSION 
I have found that, in common with many other areas, the NMSZ has tightly 
clustered events with similar locations and waveforms. By averaging the polarisation 
measurements of clusters with similar waveforms I have made less biased 
measurements of mean fast directions at four stations. In this case, the difference in 
the means were statistically insignificant, but the method is still valid. The method 
is especially important to consider with the inclusion of Step 7 in the measurement 
method (Section 4.5.2), where similar shear-wave recordings are compared with one 
another for consistency, and measurement quality is adjusted. In particular, this 
procedure increases the proportions of good quality measurements that are from 
repeated events; averaging these measurements helps redress the balance. 
Reducing repeated events to one average event will have greater significance 
for datasets with higher proportions of similar events [although this depends partly 
on the cluster criteria: Nadeau et al. (1994) find about 50% of the events at Parkfield, 
central California, are included in clusters, but less than 3% for the same criteria 
applied to data from Anza, southern California]. If the events are spread over time 
then care needs to be taken to ensure that the averaging process is not masking any 
temporal changes, although, generally for earthquake data, the polarisation direction 
is quite stable. 
The events clustered by location, rather than waveform similarity, do not show 
the same repeatability of polarisation measurements, and therefore are not averaged. 
The difference between the two cluster sets is most likely due to incorrect locations 
indicating similar raypaths where it is not true, and to some of the source 
mechanisms not exciting both split shear-waves. 
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For those clusters spread in time, temporal variations in delays are either 
absent or most likely due to misidentification of the shear-waves. The temporal 
coverage of events around the four largest earthquakes is poor, and highlights the 
problem mentioned in Section 2.5.1: that observations of temporal changes from 
earthquake sources will always be dependent on seismic activity in the right place 





In this chapter, I investigate the use of shear-wave polarisations in determining 
focal mechanism solutions. I analyse 21 events from the central part of the NMSZ 
using the method of Karnassopoulou et al. (1995). The results provide independent 
evidence for the presence of shear-wave splitting, and demonstrate that the 
polarisation alignments observed in Chapter 5 are not a source effect. I also find that 
the inspection of misfit shear-wave polarisations can provide valuable information for 
verifying the identification of split shear-waves. Fifteen of the events are from four 
clusters identified in Chapter 6; I find the differences and similarities of the 
mechanisms support my inference of the presence of different cluster types. Most of 
the focal mechanism solutions show predominant reverse/thrust faulting, with one 
indicating normal movement, and one strike-slip. Superimposition of the solutions 
reveals common areas of tension and compression, indicating that the principal 
compressional stress () is approximately horizontal, striking about N80°E, and the 
minimum principal stress () is vertical. 
7.2 BACKGROUND 
The motivation for this work was to establish that the polarisation alignments 
of Chapter 5 are due to path effects of anisotropy and not the source. This is 
demonstrated, but other findings are perhaps more significant: (1) the same method 
can also help verify specific splitting measurements; (2) well constrained solution sets 
can be obtained for small events; (3) some clusters (Chapter 6) have similar 
mechanisms, and others located closely together have different mechanisms; (4) the 
focal mechanism solutions constrain the principal stress directions. 
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So far in this thesis, I have claimed that the direction of the shear-wave 
polarisations is due to propagation through an anisotropic rockmass. I have justified 
this by identifying shear-wave particle motions characteristic of anisotropy, and by 
showing shear-waves, offset in time, on orthogonal components (Figure 4.6). Here, 
I verify that shear-wave splitting is present with a method for determining focal 
mechanism solutions using shear-wave polarisations after Karnassopoulou et al. 
(1995). I process the data twice, with different assumptions about the origin of the 
recorded shear-wave polarisation in relation to the source polarisation. First, I assume 
that splitting is present and vectorially combine the polarisations of the two split 
shear-waves, to reconstruct the source polarisation (Section 7.2.1). Secondly, I 
assume that the shear-waves are not split and that the polarisation, of the so-called 
fast wave, represents the source polarisation. I find that the first set of assumptions 
produces solution sets of better or equal quality to the second set, and interpret this 
as independent evidence for the presence of splitting. 
Shear-waves are useful in focal mechanism determinations because they can 
place much greater constraints on the solution sets than P-waves. This is particularly 
true for local earthquake studies where many small events are often recorded without 
sufficient P-wave readings for well constrained solutions for individual events. Thus, 
a method such as this helps to maximise information from small arrays and/or small 
events. However, if the shear-wave data places the greatest constraints on the 
solutions, it is important that it is interpreted correctly. 
Other workers have used shear-waves to help constrain mechanisms for local 
earthquakes, without accounting for anisotropy (for example, Haar et al., 1984; 
Bernard and Zollo, 1989; Ebel and Bonjer, 1990; Koch, 1991; Liu et al., 1991; Zollo 
and Bernard, 1991). This is valid where there is no anisotropy, but increasing 
evidence (Section 2.5) suggests this is rarely the case: in the regions of Haar et al. 
(1984) and Koch (1991) anisotropy has since been identified by Booth et al. (1990) 
and Shih and Meyer (1990), respectively. These methods can be valid in the presence 
of anisotropy in specific circumstances; for example, if the source polarisation is 
aligned close to the fast or slow direction. Bernard and Zollo (1989) and Zollo and 
Bernard (1991) use only shear-waves that have 'clear and stable S-polarisations'. This 
is likely to be recordings with the source polarisation close to the fast or slow 
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direction, but this could also include split shear-waves with a large delay, depending 
on the details of the selection criteria. 
Some previous studies have combined splitting and focal mechanism 
investigations. Kaneshima et al. (1987) and Booth et al. (1990) use the available focal 
mechanism information to support the presence of splitting, but the mechanisms are 
not from the same events as the splitting measurements. In other studies, the fast 
polarisations are compared with source polarisations from the same event (and found 
to be different), but no attempt is made to verify that the two polarisations are 
compatible (Booth et al., 1989; Gledhill, 1991b; Shih et al., 1991b). Three studies 
that examine the source-splitting relationship in more detail are Zollo and Bernard 
(1989), Kaneshima et al. (1990), and Karnassopoulou et al. (1995). 
Zollo and Bernard (1989) look at one event and achieve better quality fits for 
mechanisms when accounting for splitting. Kaneshima et al. (1990) vectorially 
reconstruct the shear-wave source polarisation and compare the results (favourably) 
with the polarisations expected from the range of solutions determined by P-waves 
only. Karnassopoulou et al. (1995) have recently developed the method that I use 
here. They examine the difference between mechanisms obtained by fitting P-wave 
and shear-wave data using the fast direction, and the reconstructed direction. If 
solutions only fit when reconstructed shear-waves are used, the presence of splitting 
is verified. On the other hand, if solutions are only found when the fast direction is 
used, it suggests that the recorded shear-wave polarisation is that of the source. If 
solutions are determined using both interpretations of the shear-waves, then there is 
insufficient information to distinguish between the two cases and both interpretations 
of the shear-wave are valid. Karnassopoulou et al. (1995) examine nine events: two 
events fail to give solutions when the fast direction is used, but no events fail with 
the splitting interpretation. They conclude that this confirms the presence of splitting 
and demonstrates the feasibility of this method. 
The analysis in this chapter extends the work of these papers by using events 
that are well constrained by P-waves alone, events from clusters, and events that have 
up to four shear-wave measurements [Zoilo and Bernard (1989) only looked at one 
event, Kaneshima et al. (1990) only had one shear-wave measurement per event, and 
Karnassopoulou et al. (1995) have a maximum of 8 P-wave readings]. 
7-3 
Chapter 7 - Focal Mechanisms 
Below, I discuss the assumptions involved with reconstructing split shear-
waves, the shear-wave radiation pattern from a double-couple point source, and the 
focal mechanisms of the PANDA data determined by Yang et al. (1995b), some of 
which I re-analyse. In Section 7.3 I describe the method for determining the focal 
mechanisms in detail, and the results are presented in Section 7.4. In Sections 7.5 and 
7.6, I then interpret and discuss the implications of my results, but defer detailed 
discussion of the NMSZ anisotropy and stress field to Chapter 8. 
7.2.1 RECONSTRUCTING THE SOURCE POLARISATION 
The source polarisation can theoretically be reconstructed from two split 
shear-waves by ignoring the arrival time difference and recombining them vectorially 
(Figure 7.1). The information required is the polarisation direction of both qS-waves, 
and their amplitudes relative to one another (Section 7.3.1). Recombining the split 
shear-waves involves several assumptions: 
1 Shear-waves are recorded within the SWW and are free of interface distortions 
(Sections 2.4 and 4.2). 
2 Single splitting. If the anisotropic structure is complex, involving changes in the 
fast and slow directions, the shear-waves may not recombine to give the source 
polarisation. 
3 Orthogonal polarisation of the split shear-waves. Only the polarisation of the fast 
direction is measured (Section 7.3.1), the slow direction is assumed to be 
orthogonal. This condition is true for hexagonal symmetry, the dominant 
anisotropic system here (Section 5.6). 
4 No, or small, differential attenuation between the fast and slow waves. There will 
be some difference in attenuation, but it is likely to be small (Crampin, 1984b), 
especially for the weak (4.5%) anisotropy identified. As a range of amplitudes 
is used (Section 7.3.1), any differences should be accommodated. 
5 SH- and SV-waves are recorded with the same relative amplitude. A correction 
for the difference in surface reflection coefficients between the vertical and 
horizontal components of the qS-waves can be applied (Karnassopoulou et al., 
1995), but the sediment layer in the NMSZ ensures propagation is so near 
vertical (Section 3.3.2) that this correction is not necessary here. 
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fast polarisation direction (Method 1) 
source polarisation (Method 2) 
reconstructed source 
polarisation (Method 1) 
10 
slow polarisation direction (Method 1) 
horizontal plane 
Figure 7.1 Schematic illustration of reconstructing the source polarisation direction from two split 
shear-waves. 
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7.2.2 SOURCE RADIATION PATTERNS 
I assume the earthquake sources can be accurately represented by a point-
source double couple acting on a fault plane in an isotropic rockmass. This generates 
a specific P- and S-wave radiation pattern (Aid and Richards, 1980). 
It is possible to get shear-wave polarisation alignments due to the source, 
rather than anisotropic path effects. Figure 7.2 shows the shear-wave radiation pattern 
from double couple sources for different fault plane orientations: horizontal/vertical 
dip-slip faults create an almost uniform alignment at all azimuths and incidences 
within the SWW; strike-slip and normal/thrust motions generate a large range of 
polarisation directions within this window, but specific station positioning could still 
show apparent alignments. In Chapter 5, I discounted the mechanism as a possible 
cause of the alignments by suggesting that, considering the variety of mechanisms 
determined by Yang et al. (1995b), such an alignment is improbable. In this chapter, 
I inspect several mechanisms in detail and show that the calculated shear-wave 
polarisation is consistent with the reconstructed shear-wave for all events, but that it 
is only compatible with the fast direction for about half of the events; strong evidence 
for the presence of splitting. 
I am assuming that the presence of anisotropy does not significantly change 
the isotropic radiation pattern. Gajewski (1993) shows radiation patterns for double-
couple point sources originating in anisotropic media, and compares them with the 
equivalent isotropic case. There are differences in the shapes of the shear-wave 
radiation lobes, however they are calculated for much stronger anisotropy than is seen 
here (so the differences with the isotropic case are expected to diminish). Also, the 
depth distribution of anisotropy in the NMSZ (Section 5.6) implies the source layer 
is very weakly anisotropic or isotropic. 
7.2.3 YANG'S SOLUTIONS 
Yang et al. (1995b) determined 102 focal mechanisms (Section 3.3.5), I call 
these Yang's solutions. The criterion for selection was that each solution should have 
at least 10 good P-wave PANDA measurements, but data from the regional network 
were also used where available. This means that generally only the larger magnitude 
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Figure 7.2 Examples of shear-wave polarisations from double couple sources in an isotropic Poisson 
solid. The upper hemisphere equal-area projections (out to 90°) show, from left to right: the focal 
mechanism (+ and - for tensional and compressional quadrants, respectively); the shear-wave 
polarisations with arrow length proportional to amplitude; and the shear-wave polarisations with 
normalised amplitudes. The inner circles mark take-off angles of 140° (the SWW for surface 
recordings). 
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calculations. They quote an accuracy of ± 5° for the strike and dip of the nodal 
planes and an unspecified number of uncertainties, or misfits, were allowed for each 
solution. 
The location of events with Yang's solutions are shown in Figure 7.3, and the 
actual mechanisms in Figure 3.13. Only about a third of these events also have shear-
wave splitting measurements, due to instrument saturation and the constraints of the 
SWW (Sections 2.4 and 4.2). Eleven of the 21 events I use in this study have Yang's 
solutions (Figure 7.4); these events are significant because they have good P-wave 
coverage and independently determined solutions. I find my solutions agree with 
some, but disagree with the published solutions in about half the cases, even using 
P-polarities alone. I can only assume this is due to the difference of including 
regional data and allowing an unknown number of incompatible readings. 
7.3 METHOD 
To determine the focal mechanisms I use a relative amplitude method, called 
RAMP (Pearce, 1977; Pearce and Rogers, 1989). It was originally designed for 
comparing the relative amplitude of teleseismic P and pP phases, but has since been 
modified for local earthquakes (Murdie et al., 1993; Karnassopoulou et al., 1995). I 
describe the details of measurement in Section 7.3.1. 
As used here, RAMP searches for double-couple point source mechanisms 
compatible with input P-polarities and shear-wave polarisations. The program 
searches over a specified grid: I use 5° steps for the strike, dip and rake [using 
conventions of Aid and Richards (1980)], this gives 93,312 possible solutions. All 
solutions that fit are considered equally likely. Another version of this program, 
called GRAM (Rogers and Pearce, 1992), fits a Gaussian distribution of compatibility 
to the measurements. This gives a measure of fitness to the solutions and I use it to 
find best fit solutions for plotting purposes only. 
For each event, I search for solutions using the two methods, or 
interpretations, of Karnassopoulou et ad. (1995). In each case the P-wave input is 
identical, only the shear-wave measurements change: 
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Figure 7.3 The locations of 102 events (circles) with focal mechanisms determined by Yang et al. 
(1995b). The circles are scaled by magnitude: the largest event is southwest of station o05b, mb = 4.6. 
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Figure 7.4 Location of the 21 events selected for focal mechanism determinations. Stars represent 
events with Yang's solutions, and circles other events. The shaded area shows general epicentral 
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Method 1 assumes that shear-wave splitting is present. This method reconstructs the 
split shear-waves to give the original source polarisation (Section 7.2.1). 
Method 2 assumes there that is no anisotropy. The fast direction of Method 1 is 
taken as the source polarisation, as this is the polarisation of the shear- 
wave at its onset. Any later arrivals are assumed not to be direct shear- 
waves and are ignored. 
I consider all solutions that are compatible with the same input data as 
equally likely. The highest quality solutions are those with the minimum number of 
incompatible (or misfit) shear-wave readings. I use the number of misfit readings to 
compare the quality of the solutions between the two methods, but not between 
events. 
Immediately below, I describe how I assign the shear-wave amplitude bounds 
to give a range of polarisations for each shear-wave measurement. Then, in Section 
7.4, I describe the properties of the events I selected for analysis and the results of 
the focal mechanism determinations for each event. 
7.3.1 ASSIGNING AMPLITUDE BOUNDS 
Due to the low-velocity sediments in the NMSZ, the P- and S-waves are 
naturally polarised on the vertical and horizontal components respectively (Section 
3.3.2). For this reason, I only input P-wave polarity measurements on the vertical 
component, and polarities and amplitudes for S-waves on the horizontal components, 
although RAMP can use three-component amplitude and polarity information for both 
P- and S-waves. 
For Method 1 shear-wave measurements, I rotate the horizontal components 
to the fast and slow directions (the X and Y components, Figure 7.1), as measured 
from PDs (Section 4.5.2). I assign a minimum and maximum amplitude (amplitude 
bounds) for the shear-wave on each component, regardless of its arrival time. These 
amplitude bounds are used in RAMP to find the minimum and maximum amplitude 
ratios between the two components. Combined with a polarity reading for each 
component, this is equivalent to specifying a polarisation range for the shear-wave 
(Figure 7.5). The tighter the amplitude bounds, the smaller the range of polarisations. 
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Figure 7.5 Schematic illlustration of relative amplitude measurements for Method 1. (a) relative 
amplitude bounds on the horizontal components rotated to the fast (X) and slow (Y) directions (Figure 
7.1). (b) the source polarisation range used in the search for compatible solutions is found from the 
amplitude bounds: o = tan' / X) + y, and w,, = tan' (Y / X) + y. (q.j. and co_, are the 
minimum (most anti-clockwise) and maximum shear-wave polarisations; X j. and Y etc. are the 
amplitude bounds on the X and Y components (positive and negative according to polarity); and y is 
the fast direction from North. 
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Where the shear-wave is not clearly positive or negative (+ or -), there are three 
options: unknown (U), or the same (S) or opposite (0) as the other component; in all 
of these cases, a greater range of polarisations is used in the solution search. 
For Method 2, the horizontal components are rotated to the so-called fast 
direction, X (and the perpendicular direction, Y), as the polarisation direction of the 
direct shear-wave before possible interference by other phases. By definition the 
relative amplitudes of the shear-waves on the X and Y components are large and 
small respectively, and I select amplitude bounds accordingly (for example station 
H8, Figure 7.6). The polarity of the X component is usually known, and I give the 
Y component unknown polarity (if the shear-wave is linear and the correct 
polarisation direction measured, then the Y component amplitude at the same instant 
should be zero), thus a polarisation range about the X (or fast) direction is selected. 
This method assumes that each station's horizontal components are calibrated 
equally. The amplitude scale is arbitrary at each station because there is no 
comparison of amplitudes between stations, though I consistently use a maximum 
amplitude of 100. 
7.4 RESULTS 
In this section, I describe the events selected for analysis, and the results of 
the focal mechanism determinations for both methods. 
I selected 21 events for focal mechanism analysis (FM1 to FM21). Features 
of the events selected include: the number and type of shear-wave splitting 
measurements (Section 4.5.2); Yang's solutions (Section 7.2.3); and belonging to 
different types of cluster (Section 6.2). Eight of the 21 events have three or more 
shear-waves in the SWW, eleven have Yang's solutions, and fifteen are from four 
different clusters. All of the events are from the central zone of seismicity (Section 
3.1 and Figure 7.4), though this was not a selection criterion. More specifically: 
events FM1 to FM4 have multiple shear-wave measurements and Yang's solutions; 
FM5 to FM10 are six events from cluster 41, the first three of which are larger and 
have Yang's solutions; FM! 1 and FM12 are two events with good quality no-splitting 
an 
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Figure 7.6 An explanation of the focal mechanism plots in Figures 7.7 to 7.15. All plots are 
presented on upper hemisphere, equal-area projections. 
The P-wave polarities are shown by open circles for dilatations, solid circles for compressions 
and crosses for nodal readings. For stations within the SWW the shear-wave measurements are also 
shown: solid arrows indicates the fast, or X, direction (about which the Method 2 polarisation range is 
centred); the wedges show the input polarisation range for reconstructed shear-waves (Method 1). The 
positionof the shear-wave and P-wave readings at the same station do not coincide exactly on the 
projection because the two phases have different take-off angles. 
In most of the following figures the shear-waves are also plotted, one example is shown here. 
The horizontal component traces are displayed rotated to the fast and slow (X and Y) axes, with the 
orientation of the X axis given top left. The amplitude measurements and equivalent polarisation 
ranges are shown for both methods with the polarity symbols (+, -, U, S, or 0). 
The focal planes plotted are: solid lines - Method 1 best fit and extremes of the solution set 
(where there are too many to plot all solutions); dashed lines - Method 2 best fit solution only; dotted 
lines - Yang's solution; and dot-dashed lines - different types of solutions, as specified in individual 
figure captions. The dotted arrows with the shear-wave measurements show the calculated source 
polarisation of the best fit Method 1 solution (Table 7.1). 
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measurements (Section 2.3.2) and Yang's solutions; FM13 to FM15 are from cluster 
38, two of the events also have Yang's solutions; FM16 and FM17 form cluster 8; 
and FM18 to FM21 form cluster 12, three of the events have four shear-waves 
recorded within the SWW. 
The focal mechanism solutions and input data are shown for each event in 
Figures 7.7 to 7.15. To aid the understanding of these plots, Figure 7.6 describes an 
example event in detail. The results are summarised in Table 7.1. To avoid listing all 
the compatible solutions, I give the percentage of the solution space (number of 
compatible solutions as a percentage of 93,312 possible solutions) which fits the data 
for three different searches: P-waves only; P-waves combined with Method 1 shear-
waves; and P-waves with Method 2 shear-waves. In general, the smaller the solution 
space, the better constrained the solutions. This relationship is not strictly true, 
particularly horizontal planes (Pearce, 1980), but is adequate for this study. 
7.4.1 FM1, FM2 and FM3 
These three events are similar in that they each have three shear-waves 
recording within the SWW and Yang's solutions (i.e. good P-wave coverage). FM1, 
Figure 7.7, has 16 P-polarities which reduce the solution space to 0.06%, indicating 
strike slip motion. Including Method 1 shear-wave amplitudes in the search reduces 
the number solutions to 0.004% (4 solutions, Figure 7.7), but the o18 shear-wave is 
incompatible. These solutions are in excellent agreement with Yang's solution. On 
applying Method 2 shear-wave amplitudes, solutions are only found with two shear-
wave readings incompatible; this is recorded as zero solutions in Table 7.1 as they 
are inferior in quality to the Method 1 solutions. If the three Method 1 shear-wave 
readings are the only input to RAMP, then only 0.01% of the solution space is 
compatible (one such solution is plotted in Figure 7.7). The results are similar to 
those with the P-wave information included, but they have more dip on the nodal 
planes so that o18 is compatible (there is no one P-wave measurement that is 
mutually incompatible with the o18 shear-wave measurement). 
FM2 has 13 P-polarities that reduce the solution space to 0.36%. Both 
Method 1 and Method 2 give solutions with all P- and S-wave readings compatible, 
Figure 7.8. The solutions are similar to Yang's solution, showing a thrust or reverse 
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0.5 secs  
Amplitudes 
Method 1 
70 to 100 + 
25to55 
Method 2 
70 to 100 + 
-15to15 U 
Method 1 
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35to65 U 
Method 2 
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-15to15 U 
Method 1 
70 to 100 + 
30to60 U 
Method 2 
70 to 100 + 
-15to15 U  
Polansations 
N15E ± 122  
N41E ± 12 
N2352 E ± 122  or 
N2972 E ± 12 
N2662E ± 12 
N196E± 122 or 
N254E ± 12 





fo16 _*rVVW  







Figure 7.7 FM1. Notation as for Figure 7.6. P-waves are also shown for this event. All the Method 1 
solutions are plotted (solid lines). The dot-dashed lines are the best fit solution determined using 
Method I shear-waves readings only. 
7-9a 
Chapter 7- Focal Mechanisms 
S-wave (X and Y) 
horizontal components Amplitudes Polarisations 
N253°E Method 1 
70 to 100 U N962E ± 122 or 
20 to 50 S N2762E ± 122  
Method 2 
70 to 100 + N2532E ± 122  
\1V-1\fN/'\J -15to15 U 
O.5secs 
Method 1 
70 to 100 + N347  E±272 
-35 to 35 U (no-splitting) 
19 Method 2 




X: 80 to 100 + 	N73E ± 82
Y: 40to60 + 
Method 2 
80 to 100 + 	N442E ± 72 
-lOtolO U 










Figure 7.8 FM2. Notation as for Figure 7.6. Note that the shear-wave polarity at station i18 is 
unknown (hence no arrow head on the solid line), and the splitting measurement at station i19 is no-








Table 7.1 Details of focal mechanism determinations for the 21 events in Figures 7.7 to 7.15. 
Mm. and Max. are the minimum and maximum amplitude bounds (arbitrary scaling); Pol. is shear-wave polarity: + positive; - negative; U unknown polarity; S same 
polarity as the other (unknown polarity) component; 0 opposite polarity as the other component. Rot. is the direction, from North, of the X component. cr, 6 and ? 
are the strike dip and rake, as defined by Aki and Richards (1980). Best solution is that determined by GRAM. 
Event Depth Shear-wave amplitudes and No. % solution space with Comments 
(date and time) (km) polarities for Method 1 stns. compatible solutions 
Stn Mm. Max. Pol. Rot. P only Method 1" Method 2 - 
FM1 i18 X 70 100 + 41 0 16 .06 	.004 	0 Figure 7.7. Yang's solution (a313, 887, ?9). 
891219 0216 10.0 Y 25 55 - A o18 shear-wave incompatible, best solution (cy215, 680, 
i19 X 70 100 + 266 0 ?175). 1 at least 2 shear-waves incompatible. 
Y 35 65 U The three shear-waves alone (Method 1) reduce the 
o18 X 70 100 + 225 0 solution space to 0.01%, best solution is (G325, 875, 
Y30 60 U -  A.15). 
FM2 08 X 70 100 U 253 0 13 .04 	.008 	.03 Figure 7.8. Yang's solution (y344, 662, ?50). 
901110 0317 9.4 Y 20 50 S * no-splitting. 
i19* X 70 100 + 3470 A  best solution (GO, 670, X70). 
Y -35 35 U best solution (G220, 640, X.125). 
o18 X 80 100 + 44 0 
Y40 60 + 
FM3 i12 X 55 85 + 74 0 13 .01 	.001 	0 Figure 7.9. Yang's 	solution ((7305, 671, 269). 
910524 0414 9.4 Y 70 100 - .01 A 1 solution with oil shear-wave incompatible ((T325, 
oil X 65 95 + 141 0 660, X50) and 11 solutions with 2 incompatible readings. 
Y 70 100 + t minimum of 3 incompatible readings. 
ill X 70 100 + 82 0 




Event Depth Shear-wave amplitudes and No. % solution space with Comments 
(date and time) (km) polarities for Method 1 stns. compatible solutions 
Stn Mm. Max. Pol. Rot. P only Method 1" Method 2 
FM4 i18 X 70 100 + 2440 11 .14 	.08 .01 Figure 7.10. Yang's solution (a243, 648, A48). 
900407 1626 11.2 Y 55 85 + ' o16 shear-wave incompatible, best solution (cy185, 645, 
o16 X 70 100 + 149 0 2,90). 
Y 25 55 + with i18 or o16 shear-wave incompatible, best solution 
(cy170, 655, X75). 
13 solutions (.01%) fit Method I shear-waves 	with i19 P- 
wave incompatible, best solution ((Y190, 670, X90). 
Cluster 41 ill X 70 100 + 57 0 Il .20 	.02 .16 Figure 7.11(a). Yang's solution (o15, 661, X79). 
FM5 Y 25 55 - ' best solution (150, 615, ?.115). 
911115 0021 8.4 t best solution (cr310, 660, ?.85).  
FM6 i12 X 60 90 + 44 0 11 .50 	.12 .05 Figure 7.11(b). Yang's solution (o294, 687, ?40). 
911115 0200 8.2 Y 70 100 - A  best solution (cy175, 635, ?.155). 
ill X 70 100 + 57 0 t best solution (o130, 630, ?100). 
Y45 75 - 
FM7 i12 X 80 100 + 72 0 10 2.1 	.14 .37 Figure 7.11(c). Yang's solution ((Y346, 683, 745). 
911115 0803 8.3 Y 80 100 - A  best solution (115, 685, ?.-95). 
ill X 80 100 + 56 0 t best solution (110, 615, 	50). 
Y 65 85 - 
FM8 i12 X 55 85 + 420 4 7.6 	.35 .57 Figure 7.11(d). 
911115 0812a 8.1 Y 70 100 - A  best solution (c285, 680, X45). 
ill X 70 100 + 49 0 t best solution (a90, 625, 	75). 
Y40 70 - 
1 
Event Depth Shear-wave amplitudes and No. % solution space with Comments 
(date and time) (km) polarities for Method I stns. compatible solutions 
Stn Mm. Max. Pol. Rot. P only Method I" Method 2 
FM9 i12 X 60 90 + 56 0  5 6.0 .04 .6 Figure 7.11(d). 
911115 0812b 8.2 Y 70 100 - A best solution (y295, 685, ?40). 
ill X 70 100 + 61 0 best solution (a235, Mo, ?175). 
Y 35 65 - 
FMIO i12 X 45 75 + 51 0 4 7.6 .39 .50 Figure 7.11(d). 
911127 0257 7.9 Y 70 100 - A  best solution (cy185, MO, 	170). 
ill X 70 100 + 50 0 best solution (305, 665, X85). 
Y45 75 - 
No-splitting o03a* 	X 80 100 + 68 0 12 1.5 .89 n/a Figure 7.12. Yang's solution (a113, 682, 	-7). 
FM11 6.5 Y -20 20 U * no-splitting. 
900402 0450 A  best solution, Method 1 and 2, ((Y85, 615, X1O). 
FMI2 i19* X 70 100 + 267 0 12 .29 .02 n/a Figure 7.12. Yang's solution (144, 678, ?34). 
900717 1050 6.9 Y -35 35 U * no-splitting. 
A best solution, Method 1 and 2, ((yl60, 675, ?85). 
Cluster 38 Figure 7.13. Yang's solution (al20, 690, ?O). 
FMI3 i16* X 60 100 + 252 0 9 .07 .003 0 * saturated high gain traces. 
910314 1316 6.3 Y 10 60 - A best solution ((r5, MO, X13O). 	 _______ 
FMI4 i16* X 40 70 + 283 0  8 .78 .11 0 Figure 7.13. 
910504 0713 6.2 Y 70 100 - * low gain traces. 
A best solution (y325, MO, ?.90). 
FM15 i16 X 40 70 + 284 0 9 .40 .002 0 Figure 7.13. Yang's solution (a104, 673, A.-58). 
901120 0534 6.1 Y 70 100 +1- A  Y component needs negative polarity as for FMI3 and 
FM 14 for any solutions, best solutions (al 60, 675, 	85). 
a 
a 
Event Depth Shear-wave amplitudes and No. % solution space with Comments 
(date and time) (km) polarities for Method 1 stns. compatible solutions 
Stn Min. Max. Pol. Rot. P only 	Method I" 	Method 2' - 
Cluster 8 112 X 10 60 + 253 0 4 8.1 	.01 	0 Figure 7.14. 
FM16 Y 50 100 - " best solution (*y135, 665, A45). 
911211 	1110 7.9 i16 X 70 100 + 2671 t at least one shear-wave incompatible. 
Y 55 85 - 
il3b X 80 100 + 155 0 
Y50 70 - 
FM 17 i12 X 70 100 + 293 0 7 .50 	.02 	0 Figure 7.14. 
9112111247 8.4 Y 65 95 U A 17 solutions with i12 shear-wave incompatible, and 1 
i16 X 70 100 + 268° with il3b, best solution with i12 incompatible (020, 645, 
Y 55 85 - A.145). 
il3b X 70 100 + 1280 t at least two incompatible shear-waves. 
Y30 60 + 
Cluster 12 i12 X 70 100 + 324 0 7 2.7 	.004 	0 Figure 7.15. 
FM18 Y 40 70 - A  best solution (0220, 660, X-75). 
891126 2052 8.1 i 	13 X 80 100 + 258 0 t 2 solutions with ill shear-wave incompatible. 
Y55 75 - 
116 X 70 100 + 86 0 
Y45 75 + 
ill X 70 100 + 2520 
Y40 70 + 
1 
Event Depth Shear-wave amplitudes and No. % solution space with Comments 
(date and time) (km) polarities for Method 1 stns. compatible solutions 
Stn Mm. Max. Pol. Rot. P only Method 1" 	Method 2 
FMI9 i12 X 70 100 U 102 0 6 2.3 	.02 	.03 Figure 7.15. 
891128 1330 8.4 Y 55 85 S * no-splitting. 
il3a* X 80 100 + 420 A  best solution (0280, 655, A95). 
Y -25 25 U t best solution ((Y320, 655, ?.85). 
i16 X 70 100 + 266 0 
Y40 70 + 
ill X 70 100 + 67 0 
Y 30 60 + 
FM20 i12 X 60 100 U 303 0 5 2.7 	.01 	0 Figure 7.15. 
9002111302 8.5 Y 30 70 U A with one shear-wave incompatible (7 - iii, 6 - i16). 
il3a X 10 30 + 72 0 Each station incompatible gives a different solution set, 
Y 80 100 - best solution is with i16 incompatible (a5, 615, 	25). 
i16 X 60 100 + 130 t with at least two shear-waves incompatible. 
Y20 60 + 
ill X 80 100 + 57 0 
Y65 85 - 
FM2I i16 X 70 100 + 269 0 3 21. 	.13 	.13 Figure 7.15. 
9107029 2354 7.9 Y 35 65 + A  best solution ((765, 630, 	120). 
ill X 70 100 + 103 0 t best solution (cYl80, 665, 	100). 
Y50 80 + 1 
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fault with some slip. Note that the i19 splitting measurement records no-splitting 
(Section 2.3.2), but that there is some amplitude on the Y component. The amplitude 
bounds for this component are larger than most to accommodate this, and the 
measurements are the same for both methods. 
FM3 is particularly well constrained by the P-wave polarities, reducing the 
solution space to 0.01%. Method 1 shear-wave readings give one solution with one 
misfit, station oil (Figure 7.9). There is no one P-wave reading that conflicts with 
the oil shear-wave, nor that is responsible for the small solution set. The Method 1 
solution is in good agreement with Yang's solution. Method 2 shear-waves are not 
compatible with any of the P-wave solutions, the best results are obtained with two 
incompatible shear-waves and one P-wave (not plotted). 
7.4.2 FM4 
This event records two good shear-waves within the SWW and a Yang's 
solution (Figure 7.10). Solutions of equal quality are found from both methods with 
one shear-wave incompatible: for Method 1 it is station o16 for all solutions, but 
either shear-wave for Method 2. In the case of Method 1, similar solutions are found 
with both shear-waves compatible but the i19 P-wave incompatible (dot-dashed lines, 
Figure 7.10). Note also, the discrepancy between my solutions and Yang's. I believe 
the P-wave polarities are unambiguous (Figure 7.10), and Yang's solution is 
incompatible with 4 of the P-polarities without considering shear-wave data. 
7.4.3 FM5, FM6, FM7 and FM8, FM9, FM10 
These six events make up cluster 41, with similar locations and waveforms 
that I suggested would have similar focal mechanisms (Section 6.2). The first three 
events are the largest and have Yang's solutions that indicate different mechanisms 
[Figure 7.11(a-c)]. My results show the mechanisms to be much more similar, 
predominantly NW striking shallow thrusts or steep reverse faults with some sinistral 
movement. All six events have solutions from both methods that are quite similar. 
The three smaller events (FM8 to FM10) have readings from at most 5 
stations [Figure 7.11(d)]. Using only the P-wave polarities leaves large solution sets 
(up to 7.6%), that are reduced significantly by including the shear-wave information 
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Amplitudes 	 Polarisations 
Method 1 
55to85 + 	N242E± 112 
70 to 100 - 
Method 2 






70 to 100 + 
-15to15 U 
Method 1 
70 to 100 + 	N492E ± 12 
40to70 - 
Method 2 
70 to 100 + 	N822E ± 122 
-15to15 U 
N1882E ± 102 
N141 2E ± 122 
FM O5 T.. 
oO5b 	 001 
+ 	'o } 





Figure 7.9 FM3. Notation as for Figure 7.6. Only one solution is found using Method 1 with the oil 
shear-wave incompatible. 
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S-wave (X and Y) 
horizontal components Amplitudes 	 Polarisations 
Method 1 
70 to 100 + 	N284E±11 
55to85 + 
Method 2 
70 to 100 + 	N2442 E ± 122  
-15to15 U 
Method 1 
70 to 100 + 	N175E± 122 
25to55 + 
Method 2 










Figure 7.10 FM4. Notation as for Figure 7.6. Dot-dash solution is best fit Method 1 solution with i 19 
P-wave incompatible. Notice my solutions are different from Yang's solution, which has several 
incompatible P-wave readings. 
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S-wave (X and Y) 
horizontal components 	Amplitudes 	 Polarisations 
N57°E Method 1 
- 
70 to 100 + 	N31eE±122 
25to55  
Method 2 
70 to 100 + 	N572E±12 
-15to15 U 
0.5 secs 
Figure 711(a) FM5, the first of six events in cluster 41 [Figure 71 1(a-d)]. Notation as for Figure 7.6. 
The shear-waves for station i12 are not used for this event because the amplitudes are too low for 
confident identification. Notice the discrepancy with Yang's solution. 
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70 to 100 - 
Method 2 




N44E ± 12 
Method 1 
70 to 100 + 
45to75 - 
Method 2 
70 to 100 + 
-15to15 U 
N21E± 112 
N572E ± 12 
Figure 7.11(b) FM6 of cluster 41. Notation as for Figure 7.6. 
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S-wave (X and Y) 
horizontal components 




80 to 100 + 
80 to 100 - 
Method 2 
80 to 100 + 
-lOtolO U 
Method 1 
80 to 100 + 
65to85 
Method 2 
80 to 100 + 
-lOtolO U 
Polansations 
N 272 ± 62 
N722E ± 72 
N162E ± 72 
N562E ± 72 
FM7 
oO5b 




Figure 7.11(c) FM7 of cluster 41. Notation as for Figure 7.6. 
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Figure 7.11(d) FM8, FM9 and FM10 of cluster 41. Notation as for Figure 7.6. The shear-waves are 
not shown, but are very similar to those for FM5, FM6 and FM7. There are no Yang's solutions for 
these events, and few P-wave measurements. 
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(Table 7.1). The resulting solutions are similar to the larger events in the cluster, 
suggesting the use of shear-waves on small events can produce reliable solutions. 
7.4.4 FM!! and FM 12 
These are two events (Figure 7.12) with Yang's solutions and one shear-wave 
splitting measurement each that shows good quality no-splitting. The input for both 
methods is the same, so these events cannot contribute directly to the discussion on 
the presence of splitting, but they do still test the compatibility of the shear-wave 
polarisations with the P-waves. Both events give solutions that are fully compatible 
with the P-waves. 
FM1 1 does not have well distributed P-wave recordings and the solution 
space, 0.89%, is larger than most, although this is partly due to the number of 
solutions with horizontal fault planes (Pearce, 1980). There are strike-slip solutions 
compatible with the shear-wave, but with a difference in strike of about 40° from 
Yang's strike-slip solution. 
FM 12 has a well constrained solution space, quite similar to Yang's solution. 
7.4.5 FM 13, FM 14, FM 15 
These are the three events of cluster 38, with station i16 recording within the 
SWW (Figure 7.13). They are events with similar waveforms and locations [Table 
6.1(c)], but they are not close in time. FM 13 and FM 15 have Yang's solutions that 
are different from each other. For all three events, I find similar solutions sets that 
are compatible with the shear-wave measurements, using Method 1 only (see below 
for FM 15). 
FM! 5 does not yield any result compatible with the H6 shear-waves if the 
Y component is given positive polarity, as the seismogram suggests (Figure 7.13). 
FM 13 and FM 14 have negative Y components for otherwise quite similar waveforms: 
this could be an example where the correct onset (and hence, polarity) of qS2 has 
been missed due to interference from noise or conversions, especially as there is a 
slight downwards dip in the seismogram before the qS2 onset. Changing the polarity 
gives solutions, similar to those of the other two events. This observation is discussed 
further in Section 7.5.2. 
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Method 1 and 2 
X: 80 to 100 + 
Y:-2Oto 20 U 
N682E ± 14 




Method 1 and 2 
X: 70 to 100 + 
Y:-35to 35 U 
N267E ± 27 
Figure 7.12 FM1 1 and FM12. Notation as for Figure 7.6. These two events have good quality no-
splitting measurements and Yang's solutions. There is no difference in the amplitude input between 
Method 1 and Method 2, hence no Method 2 solutions are plotted. 
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Figure 7.13 FM13, FMI4 and FM15 of cluster 38. Notation as for Figure 7.6. The similarity of my 
solutions contrasts with Yang's solutions for FM13 and FM15. Note the discrepancy in the Y 
component polarity for FM 15 (Method 1), see text for details (Section 7.4.5).. 
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7.4.6 FM16 and FM17 
These two events form cluster 8. They have similar waveforms and are close 
in lime, but not location [Table 6.1(a)]. Both events have three shear-wave 
measurements (Figure 7.14). The events generate similar solution sets with better 
quality solutions from Method 1, though one shear-wave is incompatible for the 
FM17 solutions (Table 7.1). 
7.4.7 FM18, FM19, FM20, FM21 
These last four events are from cluster 12, with similar locations but different 
waveforms [Table 6.1(b)]. FM18 and FM19 occurred within two days of each other, 
but months separate the other events. The first three events have four shear-waves 
recorded within the SWW, but for FM21 I only use two shear-waves because il3a 
was decommissioned and the shear-waves at i12 are non-impulsive and low 
amplitude. The results of the four events are all quite different (Figure 7.15). 
FM18 generates solutions from Method 1 (with all shear-waves compatible) 
that indicate normal faulting (the only event in this study to do so). Method 2 gives 
solutions with ill incompatible. FM 19 has equal quality solutions from both methods 
with all stations compatible. 
FM20 has better quality solutions from Method 1, but with either ill or i16 
shear-waves incompatible. Here, two different solution sets are created: both sets have 
a near-vertical E-W striking plane, but with different rakes. One set has more strike-
slip motion (ill incompatible), the other more horizontal/vertical dip-slip faulting (i16 
incompatible). In trying to distinguish between these two solutions sets (which are 
all equally likely according to RAMP), I look at the result from GRAM: the solutions 
with i16 incompatible have greater likelihood. Also, when RAMP is run with the 
shear-wave information only (Method 1 amplitude bounds) there are no solutions with 
all four shear-waves compatible, but i16 is incompatible for 73% of the solutions 
generated with one misfit. This suggests that the il6 measurement is wrong and that 
the solution set with i16 incompatible gives the correct solutions (see Section 7.5.2). 
FM21 is a small event with few good recordings: 3 P-polarities and two 
shear-waves. Solutions are generated for both Method 1 and Method 2, with all 
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Method 1 
10to60 + 
50 to 100 - 
N191 2E ± 22 
Method 2 




N2272E ± 112 
Method 2 
N2672E ± 12 
Method 1 
80 to 100 + 
50to70 - 
N1212E ± 72 
Method 2 




70 to 100 + 
65 to 95 U 
N2502E ± 102 or 
N3362E ± 102 
Method 2 






N2682E ± 12 
O.5 secs 
Ni 282 E 
N -"-A 
Method 1 
70 to 100 + 
30to60 + 
N1562E ± 12 
Method 2 
N1282E ± 12 
Figure 7.14 FM16 and FM17 of cluster 8. Notation as for Figure 7.6. The events have similar 
waveforms and are close in time, but not location. 
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Figure 7.15 FM18, FM19, FM20 and FM2I of cluster 12. Notation as for Figure 7.6. Four events 
with similar locations, but different mechanisms. The first two events occur within two days of each 
other. 
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7.5 INTERPRETATION 
This focal mechanism study contributes to a several areas of work. I 
demonstrate that it provides independent confirmation of the presence of splitting, 
generates a method for supporting splitting measurements, confirms and complements 
my work on clusters in Chapter 6, and gives the principal stress orientations for the 
region. 
7.5.1 Is SPLITTING PRESENT? 
I analysed 21 events using RAMP with amplitude bounds assigned according 
to two methods. Method 1 reconstructs the source polarisation from two split shear-
waves, whilst Method 2 assumes arrivals after the first shear-wave have another 
cause. Table 7.2 summarises which methods generated the best quality solution sets 
for each event. 
Although I have found solutions for 21 events, several of these are similar 
events from clusters (Section 6.2). I count each cluster of similar mechanisms as one 
event and exclude events FM1 1 and FM 12, leaving 11 distinct events (Table 7.2). Six 
events give solutions under the assumptions of Method 1 only; five events have 
solutions from both methods; and there are no events that have solutions from 
Method 2 only. This last category is particularly significant: there are no events for 
Table 7.2 Summary of the methods that give focal mechanism solution sets. 
Method 1 only Method 1 and Method 2' Method 2 only 
FM1 FM2 
FM3 FM4 
FM13-FM15 * FM5-FM1O * 
FM16-FM17 * FM19 
FM18 FM21 
FM2O 
6 5 0 
* groups of similar mechanisms from clusters are counted as one event. 
A the two events with no-splitting measurements (FM 1 1 and FM 12) have the same input for Method 
1 and 2, and are not included here. 
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which the Method 2 assumptions fit better than those of Method 1. This is strong 
evidence for the presence of shear-wave splitting and anisotropy, especially as several 
of these events (FM!, FM2, FM3, FM6, and FM17) have quite well constrained 
solution sets from P-wave data (less than 0.5% of the solution space), and at least 
two compatible shear-wave measurements. For the remainder of this chapter I only 
consider Method 1 solutions (Figure 7.16). 
Another way of looking at the same result, is to conclude that the source 
polarisations do not explain the polarisation alignments observed in Chapter 5. As an 
illustration of this, Figure 7.17 shows (a) the fast directions and (b) the calculated 
source polarisations for the shear-waves used in this chapter. In Figure 7.17(a), the 
rose diagrams show a pattern of alignments similar to that in Chapter 5, but there is 
only poor, if any, alignment in Figure 7.17(b). Measurements are too few for 
meaningful statistics, but the standard deviations at stations ill and i!6 for the source 
polarisations are more than double those for the fast directions. The deviation for 
station i12 is about the same, but the mean directions are different (polarisations in 
clusters have not been averaged as in Section 6.3). 
7.5.2 INCOMPATIBLE SHEAR-WAVE READINGS 
I examine the incompatible shear-wave readings from the Method 1 solution 
sets to try to assess why they do not fit. Assuming the method is valid, the misfits 
imply incorrect shear-wave measurement here, and in the splitting analysis (Table 
C.1). There are 47 shear-wave measurements in Table 7.1, of which six are 
incompatible with the Method 1 solutions. Below, I examine these six misfits and 
find that four are probably incorrectly interpreted, one that has its qS2 onset obscured, 
and one genuine incompatibility. 
The six incompatible shear-wave measurements are: station o18 of FM 1; oil-
FM3; i12-FM17; i16-FM2O; i16-FM15; and o16-FM4. There does not appear to be 
any systematic pattern to these misfits, although this is difficult to judge as it is a 
small set of focal mechanisms, and some stations are used only once (o16 and oil). 
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Figure 7.16 Summary diagram showing the best fit Method I focal mechanisms, event locations and 
some of the study area structure. Refer to Table 7.1 for the details of the solutions plotted (tensional 
quadrants shaded) - where clusters have similar solutions only one is plotted (FM6 represents six 
solutions, FM13 three solutions, and FM17 two solutions). Solid black lines are the faults and 
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Figure 7.17(a) Rose diagrams and lower hemisphere projections, as for Figure 5.1, of fast direction 
polarisations (all qualities) used in the 21 focal mechanisms of Figures 7.6 to 7.15, and Table 7.1. The 
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Figure 7.17(b) Source polarisations from the best fit Method 1 solutions. Details as for (a). 
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First Four Misfit Shear-waves 
The first four misfit readings (o18-FM1, oll-FM3, i12-FM17 and i16-FM20) 
have splitting measurements with good quality qSl polarisations and poor quality 
delay measurements (Section 5.1): this indicates a good level of confidence for the 
qSl identification (that is the X direction, polarity and amplitudes) and low 
confidence in the identification of qS2 (Y component polarity and amplitudes). It 
seems, then, that the qS2 measurement is the cause of the misfit and that the qS2 
input should be less restrictive (or omitted totally). However, I suggest that in these 
particular cases both split shear-waves have probably been misinterpreted. 
The first three misfits are similar because the calculated source polarisations 
for the best fit solutions are approximately perpendicular to the fast (X) direction 
(Figures 7.7, 7.9 and 7.14). This implies that there should be at most a relatively 
small amount of energy in the fast direction (compared with the slow direction). 
However, in all three cases there are approximately equal amounts of energy on both 
components, suggesting that both the qSl and qS2 measurements are incorrect, and 
that adjusting the Y component amplitude bounds is not helpful. This outcome is 
perhaps to be expected for station oil which has a large proportion of poor quality 
splitting measurements and shows no alignment (Section 5.2.1). 
The fourth misfit measurement (i16 of FM20) is different because the qSl 
(X) polarity and the relative amplitudes of the two components are compatible with 
the calculated source polarisation, but not the qS2 polarity (Figure 7.15). If the 
polarity of qS2 is reversed (or given as unknown) the measurement fits, but there is 
no evidence to justify this alteration (unlike the reading at i16 from FM15, below). 
It is possible that qSl is also misidentified, because the fast direction is different from 
that measured for the other events in this cluster (cluster 12, Section 7.5.3). 
The uncertainty of the identification of splitting in these four cases suggests 
the splitting measurements should be disregarded. 
Fifth Misfit 
Station i16 for event FM15 has good quality polarisation and delay 
measurements (implying probable correct identification of qSl and qS2), but the qS2 
polarity is incompatible with the calculated source polarisation (Figure 7.13). Here 
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the similarity of the event with the other two members of the cluster suggests that the 
onset (and hence polarity) of qS2 has been obscured (Section 7.4.5). Thus, although 
the qSl polarity measurement is probably correct, the time-delay is not correct 
because I have wrongly identified the onset of qS2. The time-delay should be less 
than the 70 ms given in Table C.l (see also cluster 38, Section 7.5.3). 
Sixth Misfit 
The last incompatible shear-wave reading to consider is station o16 from 
FM4 (Figure 7.10). This example appears to be a genuine incompatibility between 
measurements. The splitting measurements are good quality, and the shear-waves 
have clear onsets, amplitudes and polarities. If RAMP is run to find solutions with 
any one shear-wave or P-wave reading incompatible, there are two solution sets 
defined: one with the o16 shear-wave incompatible, as previously described; and one 
with i19 P-wave incompatible. Both sets of solutions show N-S orientated 
reverse/thrust faulting, but with different fault plane dips (about 25°). As the P-wave 
polarity is also good quality, I consider both sets of solutions equally likely, and that 
the conflict between the two readings is a genuine incompatibility. Possible 
explanations for this are that the event is not correctly located, the velocity structure 
needs improving (this is the deepest event analysed in this chapter, so the lack of 
resolution in the velocity structure is likely to generate larger errors in the takeoff 
angles), or that one or more of the assumptions of the method are wrong, such as the 
simplicity of the splitting or source. 
I have shown that the incompatible measurements are generally explained by 
poor quality records, justifying their exclusion from the source determinations. 
However, for consistency, these shear-waves should also have their splitting 
measurements updated. There are eleven other shear-waves used in this chapter that 
have poor quality time-delay measurements, but these are compatible with the source 
data recorded by other stations. In some cases this is because minimal restrictions are 
used to limit the search (for example station i12 with FM20, Figure 7.15), and in 
others because the split shear-waves have been correctly identified (for example 
station i12 with FM 16, Figure 7.14) - perhaps such shear-waves should have their 
splitting measurements upgraded. 
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7.5.3 EVENTS BY CLUSTER 
The events from clusters confirm some of the inferences I made in Chapter 
6. Events with similar waveforms do have similar mechanisms, and these events can 
occur as clusters that are both close and spread in time, and close and spread in 
location (Section 6.2). There are also events that occur close together in time and 
location that do not have similar mechanisms. The four clusters analysed in this 
chapter cover the following categories of events: 
events with similar waveforms and are 
a close in time and location (cluster 41, FM5-FM1O) 
b close in location but not time (cluster 38, FM13-15) 
C 	close in time but not location (cluster 8, FM16-17) 
[there is no example of a cluster of similar waveforms that is spread in time 
and location] 
2 	events with similar locations but, not similar waveforms, and are 
a 	close in time (part of cluster 12, FM 18-19) 
b not close in time (part of cluster 12, FM18/19-21) 
Cluster 41 
These events (FM5-FM1O, Figure 7.11) all have similar focal mechanisms. 
My solutions show greater (qualitative) similarity than the Yang's solutions suggest 
for events FM5 to FM7. Considering the similarity of the waveforms (Section 6.2), 
this is the expected result. 
In terms of establishing the method for determining solutions with few data 
points, the three smaller events of the cluster clearly demonstrate that the solution 
space can be significantly reduced by including shear-wave readings. The larger 
events serve to verify the results of the smaller events, which otherwise could be 
attributed to over interpreting the shear-wave information, especially if the shear-
waves are poor quality (Section 7.5.2). 
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Cluster 38 
The events of this cluster (FM 13-15) only have one shear-wave measurement 
each (Figure 7.13). Comparing the shear-waves between the events provides valuable 
information in interpreting the splitting measurement of FM15 (Sections 7.4.5 and 
7.5.1). The time-delays for the measurements from FM13, FM14 and FM15 are 40, 
40 and 70 ms respectively. As these recordings are along the same path and are 
spaced in time, this could be interpreted as a temporal variation (Section 6.4), but the 
fact that the onset of the slow wave has been missed for the larger reading invalidates 
any such suggestions. 
Cluster 8 
The similar mechanisms for the two events FM16 and FM17 (Figure 7.14), 
confirms that the events are indeed similar, despite their locations not being close, 
as defined in Section 6.2. They are probably actually located closer to each other. 
Cluster 12 
The four events (FM18 to FM21) are located close together, but they do not 
have similar mechanisms (Figure 7.15). FM18 and FM20 have the closest match of 
nodal planes, but the fault movement has opposite sense. The events are in the area 
of more concentrated seismicity at the junction of the southern arm and central zone 
(Figure 7.16), where more complex faulting is expected. The different mechanisms 
may also be an indication that the events are not actually located so close together. 
In Section 6.4.3 I examine the splitting measurements of this and other 
clusters to see if they could be used for temporal analysis. In general, I found the low 
quality and uncertainty of the splitting measurements (and the poor temporal 
coverage) prevented meaningful analysis, and I suggested that any variations seen 
where most likely due incorrect splitting measurements or mislocation. I have shown 
that this approach to determining focal mechanisms may help to remove some of the 
uncertainty of the splitting measurements (Section 7.5.2), but it does not address how 
to interpret the measurements. For example, station i12 of FM 18 records good quality 
splitting with a qSl polarisation approximately perpendicular to the mean polarisation 
direction for this station. Yet, this measurement is compatible with solutions 
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constrained by three other shear-waves, 7 P-polarities, and has a similar orientation 
to the polarisation at i12 for events FM19 and FM20. This implies that the splitting 
is identified correctly, but is difficult to interpret in terms of anisotropy due to stress-
aligned cracks (Section 5.6). This contrasts with the anomalous polarisation at i16 
(FM20), which I believe has been misidentified (Section 7.5.1). 
7.5.4 STRUCTURAL AND TECTONIC IMPLICATIONS 
Comparison with Yang's solutions 
My solutions are inconsistent with Yang's solutions in about half the events 
I have examined. Eleven of the 21 focal mechanisms analysed have Yang's solutions, 
six of which are inconsistent with my results [FM4, FM5, FM7, FM1 1, FM13 and 
FM15; Figures 7.10, 7.11(a) and (c), 7.12, and 7.13]. I suggest that these 
discrepancies throw doubt on the quality of the solutions in Yang et ad. (1995b). This 
is illustrated particularly well by the different mechanisms from otherwise relatively 
similar events [for example FM13 and FM 15; and FM5, FM6 and FM7], and by the 
incompatible P-polarities of FM4 (Section 7.4.2). The only reason I can suggest for 
these differences is the inclusion of regional data, and the unspecified number of 
readings that they allowed to be incompatible (Section 7.2.3). However, changing 
these few mechanisms does not alter their conclusions about the general trends and 
complexity of the area. 
Fault Planes 
I have not attempted to identify the fault plane for any of the focal 
mechanisms. This is mainly because of the lack of surface features and detailed 
knowledge of the structure to aid the identification of one nodal plane as the fault 
plane. However, the mechanisms do show predominant thrust/reverse fault movement 
consistent with the compressional step model (Section 3.2.4). Two exceptions are 
FM18 showing normal faulting, and FM1 with strike-slip movement. There is no 
dominant orientation of nodal planes, in particular, no mechanisms show a NW 
trending nodal plane with a shallow dip to the SW that the hypocentral cross sections 
show (Figure 3.10). Several events (FM1, FM3, FM17, FM18 and FM21) do have 
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nodal planes, that are roughly aligned with the Cottonwood Grove and Ridgely faults 
(Section 3.2.2, Figure 7.16). 
Principal Stress Directions 
Individual focal mechanisms do not place strong constraints on the 
orientations of the principal stress axes. For slip on a pre-existing fault, the maximum 
and minimum principal stress axes (a 1 and a3) can lie anywhere in the dilatational 
or compressional quadrants respectively (McKenzie, 1969). However, if a group of 
earthquakes are assumed to be caused by the same principal stress tensor acting on 
a variety of fault planes, then the fault plane solutions can be superimposed to reveal 
any common areas of compression and tension, that restrict the possible orientations 
of the stress axes (Crampin and Booth, 1985). 
I superimpose the summary mechanisms of Figure 7.16 and find that, except 
for FM18 (which shows normal faulting), all the mechanisms have common areas of 
tension and compression (Figure 7.18). These demonstrate that a 1 is horizontal and 
strikes approximately N80°E, and a 3 is vertical. [The uncertainty in the orientation 
of the stress axes is actually greater than the shaded areas imply because the nodal 
planes are only best fit solutions (Jupe, 1993)]. This result is in general agreement 
with stress directions determined by others (Section 3.2.4), and is discussed further, 
in terms of its contribution to the understanding of the anisotropy, in Chapter 8. 
7.6 DISCUSSION 
I have shown that shear-wave polarisations can be used in focal mechanism 
determinations, and that anisotropy should be accounted for in this process. The 
events analysed here make this a strong demonstration because several have well 
constrained solutions using P-wave motion alone. Other conclusions drawn from this 
work are that, using shear-waves, well constrained solutions sets can be found for 
small events, and the focal mechanism determination can be used to confirm shear-
wave splitting measurements. This in turn means that a given dataset can reveal more 
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Figure 7.18 Superimposed focal mechanism solutions showing common areas of tension (grey) and 
compression (black) for 12 best fit solutions displayed in Figure 7.16. FMI8 is not included. The 
squares mark the null axis for each mechanism, except FM4 as it is horizontal. The box below shows 
which mechanisms most tightly constrain the common areas. 
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I have analysed 21 events out of nearly 450 with shear-wave splitting 
measurements (Table C.1), so I can only speculate as to the structural details that 
may be revealed with further work (especially if combined with relative locations). 
However, this study confirms the variety and complexity of faulting seen in the 
NMSZ from earthquakes close in time and location. It also suggests that the use of 
composite mechanisms is not appropriate in this area. I have used the results of these 
few events to constrain the principal stress orientations for the central zone, indicating 
a thrust regime at hypocentral depths ( (Yl = N80°E). This result is consistent with the 
results of Chapter 5, in terms of the stress direction, but is only directly applicable 
to the seismogenic layer (1-4), rather than those layers where the anisotropy is 
observed. I discuss this further in Chapter 8. 
This method for constraining focal mechanisms has shown that the observed 
splitting is a path effect, and that the source can also be determined. In some cases 
this establishes the reliability of splitting measurements. I described the measurement 
method for splitting in Chapter 4, but in Chapter 5 the actual interpretation of the 
readings is based heavily on the subjective quality criteria assigned to each 
measurement. qSl is easier to identify than qS2, and so polarisation measurements 
are used from both category A and category B measurements (Section 5.1). Statistical 
analysis showed there is no significant difference between the two groups of 
polarisation measurements, although category A measurements are expected to be 
more reliable (Section 5.2.1). For determining the mean polarisation directions this 
treatment is adequate, however, further investigations, particularly of delays and 
temporal trends, are hampered by lack of confidence in individual measurements. 
Some category B measurements used in this chapter (a minority) are now seen to be 
incorrect identifications of the shear-waves, and as such their splitting measurements 
are invalid. Other measurements have been verified by the same means, and perhaps 
should have improved quality weights. Detailed analysis of measurements, as in 
Section 7.5.1, is important if significant conclusions rely on specific data points. 
Inspection of splitting measurements in terms of compatibility with source 
mechanisms could similarly help resolve some other ambiguities of splitting 
measurement, for example: verifying small delay measurements; differentiating 
between large delays and no-splitting; identifying events beyond the SWW (especially 
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for regions with thinner and/or higher velocity surface layers); and establishing qS2 
polarity to aid time-delay measurements and assigning quality weights. Verifying 
splitting measurements this way will, realistically, probably only provide marginal 




8.1 CONCLUSIONS OF PREVIOUS CHAPTERS 
In this thesis I have presented a study of shear-wave splitting from a set of 
microearthquakes located in the New Madrid seismic zone (NMSZ), an area of major 
intraplate earthquakes in North America. This analysis of the shear-wave splitting 
provides further stress indicators for the NMSZ, and methods for improving analysis 
of local earthquake studies. 
In Section 8.2,1 discuss the interpretation of the anisotropy and the orientation 
of the principal stresses in the NMSZ. With respect to investigating temporal changes 
of splitting parameters, I conclude that, as the anisotropy is above the earthquake 
source layer, temporal variations are unlikely to be observed in relation to major 
earthquakes. I finish with some suggestions for further research (Section 8.3). 
Shear-wave Splitting Results 
I interpret the shear-wave splitting, observed on most recordings within the 
shear-wave window (SWW), as due to propagation through an anisotropic rockmass 
with about 4.5% anisotropy and dominantly hexagonal symmetry. The anisotropy is 
most likely caused by stress-aligned cracks in the top 5 km, which is above the 
depths of most of the earthquakes. Polarisation alignments, at individual stations and 
between stations, indicate that the average maximum horizontal stress is aligned 
N670E ± 27°. This stress direction is close to estimates from the focal mechanism 
study in this thesis, and from other studies, summarised in Figure 8.1. The splitting 
measurements (particularly time-delays) were examined for any evidence of temporal 
variations, but no conclusive changes were identified. I attributed the absence of 
temporal changes as partly due to the unreliability of the splitting measurements, and 
partly because there were no sufficiently large and nearby earthquakes to effect 
sufficient stress changes. However, it is also unlikely that temporal changes can be 
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Figure 8.1 Summary of maximum horizontal stress () indicators in the NMSZ: black lines with 
white triangles are the mean polarisation directions for the twelve stations with alignments (Tables 5.2 
and 6.2); heavy black line is the cr, direction common to the focal mechanisms in Chapter 7. The 
remaining indicators are from other studies: thick grey lines are from focal mechanism solutions 
described by Ellis (1994); the dashed black line shows the orientation of the Dow Garrigan well 
borehole breakout (Ellis, 1994); the thin lines at the well are crack orientations (Swolfs, 1992); the 
dark grey dashed line is the average direction of maximum compression from the triangulation survey 
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identified from surface recordings of earthquakes in the NMSZ because the 
anisotropic section is not itself seismically active (Section 8.2). 
Shear-wave Splitting Analysis Methods 
I extended several existing shear-wave splitting analysis techniques, partly due 
to the effects of propagation through the thick layer of unconsolidated sediments, but 
mainly as an attempt to make the splitting measurements more reliable. 
In Chapter 4, I looked at the definition of the shear-wave window. I found 
that the usual method of defining the SWW by the straight-line incidence angle to the 
free surface was not applicable in the NMSZ. Although the shear-wave arrivals are 
linear to wide offsets, the recorded polarisations can deviate significantly from the 
incidence polarisation. To ensure that the shear-wave arrivals I examined provided 
representations of the incident waves, I defined a SWW by incidence at the base of 
the surface sediment layer, an internal interface. 
In Chapter 6, I identified earthquake clusters and compared splitting 
measurements of arrivals that had propagated along similar raypaths. I used these to 
look at the measurement consistency, and to see if measurements over repeated 
raypaths could establish the presence or absence of temporal variations more 
conclusively than the general inspection of measurements in Chapter 5. I found no 
evidence of any variations, and that uncertainty in the reliability of the delay 
measurements, even for repeated events, made any trends difficult to define. I also 
averaged the polarisation measurements of events in the clusters to remove bias in 
the calculations of mean polarisation directions. In this dataset, the difference to the 
mean directions was not significant, but the methodology is valid. 
In Chapter 7, I determined focal mechanism solutions using P- and shear-
wave data. I showed that the shear-wave polarisations fit the source shear-wave 
radiation pattern better when accounting for the effects of splitting due to anisotropy 
with hexagonal symmetry and a horizontal symmetry axis. I also found that the 
compatibility of the shear-wave readings with the source radiation pattern can indicate 
if the splitting has been correctly identified. This method does not provide any means 
of actually measuring the splitting, but of improving the quality of the splitting data 
as a whole, to help with some of the reliability problems identified in Chapter 6. 
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8.2 STRESS DIRECTIONS IN THE NMSZ 
The most common conclusion about anisotropy due to stress-aligned cracks 
is that the cracks are aligned vertically in a plane normal to the minimum principal 
stress, which is assumed horizontal. However, in the central area of the NMSZ, the 
thrust faulting indicates that the minimum principal stress is vertical. Here, I discuss 
this apparent conflict of stress directions. 
I interpret the splitting observations of Chapter 5 as the result of a hexagonal 
symmetry system with a horizontal symmetry axis, mainly due to the observation of 
aligned polarisations. I attributed the anisotropy as due to vertical stress-aligned 
cracks because they produce the appropriate type of symmetry system and it is a 
mechanism that is applicable to many rock types over extensive regions. The stress 
state and orientation required for vertically aligned cracks is > a 2 > (Y3 , with 
and (Y3 horizontal; this results in the cracks and the fast polarisation direction aligning 
parallel to a,. In the NMSZ, the mean fast direction is N67°E ± 27°, which is 
roughly parallel with other determinations of the y 1 direction (Section 3.2.4, Figure 
8.1). In Chapter 7, the superimposition of the focal mechanisms confirms the vertical 
orientation of CY3  at hypocentral depths. If the same relative stress conditions apply 
( > 2 > (Y 3) then the cracks would be horizontal and, for raypaths within the 
SWW, the polarisations should be consistent with the source polarisation (shown not 
to be the case, Section 7.5.1). Thus, I need to explain polarisation alignments parallel 
to 1  in the context of a thrust regime with (3 vertical. 
Possible explanations for this apparent conflict of the stress orientations and 
anisotropic symmetry system are: (1) the stress regime in 14 (identified by the focal 
mechanisms) is different from that in the upper layers (where the anisotropy is 
dominant); (2) is about equal to a 2 and the crack arrangement is different; (3) the 
anisotropy is not due to stress-aligned cracks but other parallel aligned vertical 
features; (4) the split shear-waves are not due to anisotropy at all. 
First, I consider the possibilities of different stress orientations above and 
below 5 km. The superimposition of focal mechanisms in the central zone provides 
strong evidence that the principal stress orientations in LA are compatible with the 
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dominant thrust motion, with 03  approximately vertical. However, the difference in 
physical and structural properties of IA, the crystalline basement, and the Palaeozoic 
units could be sufficient that the upper layers have a different principal stress 
orientation with C 3 horizontal below the near-surface (the intermediate stress, 2' 
being due to overburden). This explanation is consistent with the time-delay data - 
that shows the anisotropy is confined to the upper 5 km (any horizontal cracks below 
5 km would not affect the splitting observed at the surface): Evidence for this stress 
realignment is that nearly all the earthquakes originate in L4 (Figure 3.8), which 
suggests a significant contrast between the layers, such that above 5 km the rocks are 
tectonically passive and may be experiencing a different stress regime. Other 
evidence is from borehole stress measurements (Ellis, 1994): the vertical stress is 
greater than or equal to the minimum horizontal stress at depths of just 0.3 km into 
the Palaeozoic strata (these measurements are from NE of the NMSZ, beyond the 
extent of the Mississippi embayment). As the regional vertical stress is expected to 
increase with depth, this implies that G2  is vertical and cY 3 horizontal in the Palaeozoic 
layers L2 and U. 
A second explanation is that if the principal stresses have relative magnitudes 
al > ( 2 = 31 with horizontal, then the cracks will strike parallel to , but dip 
randomly. This arrangement of cracks also produces hexagonal symmetry with 
aligned polarisations parallel to CN 1 (Crampin, 1990). There is no direct evidence that 
c 2  is approximately equal to a3  in the upper 5 km, but the observed high pore fluid 
pressures in the fault zone (Section 3.2.4) would act to reduce the differential 
stresses, so that this condition is more likely to exist. 
Thirdly, there are other structures in the NMSZ that could create an 
anisotropic effect, for example the mineral filled cracks seen in the Dow Garrigan 
drill hole (Section 3.2.3, Figure 8.1). There are also numerous small faults identified 
in the bedrock from seismic surveys that could have associated smaller fractures and 
cracks aligned sub-parallel. It may be coincidental that they are now aligned 
approximately parallel to the regional compressional stress, as evidence suggests that 
the area has undergone extension and compression with similar orientations. Thus, 
the dominant hexagonal anisotropy may not be due to cracks aligned in the present 
stress field, as extensive-dilatancy anisotropy (EDA) suggests, but palaeo-fabrics. 
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Finally, there is the possibility that splitting is not being observed. However, 
the evidence presented in this thesis shows that there is undoubtedly a systematic 
alignment of shear-wave polarisations, and the fact that the reconstructed shear-waves 
are in agreement with focal mechanisms, even those tightly constrained by P-wave 
data, is overwhelming evidence in the support of shear-wave splitting due to 
anisotropy. 
The first three interpretations could all be correct, wholly or in part. 
Considering the complexity of the seismic zone, and the lack of surface expression 
of faults and other features, it is most probable that there is some contribution from 
each and that there is a difference in the stress regimes between L4 and the upper 
layers best illustrated by the hypocentral distribution. 
These interpretations reduce the expectation of being able to observe temporal 
changes of shear-wave splitting in the NMSZ. Such observations require that the 
cracks inducing the splitting are modified in the changing stress field before a large 
earthquake. If the splitting is recorded from seismically inactive rock (or is due to 
palaeo-features), then the likelihood of observing any changes must be small. 
However, the lack of sufficiently large and close earthquakes during this study leaves 
this matter unresolved. 
8.3 FUTURE WORK 
The study of the PANDA data is not yet complete. The most obvious 
continuation of the work presented in this thesis is to determine focal mechanism 
solutions for all the events with shear-waves recorded in the SWW and to clarify as 
many as possible of the splitting measurements. Combined with improved (relative) 
locations of the events, this should make the splitting measurements reliable enough 
that the anisotropic structure can be described in more detail. Also, the analysis of 
the focal mechanisms and their locations might better reveal details of the active 
faults in the NMSZ. With source and path information, full waveform modelling can 
be used to provide more details about the physical properties of the rockmass. 
OR 
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With regard to further earthquake studies in the NMSZ, denser station spacing 
over more of the zone would provide yet more detailed information. Should events 
be recorded close in time and location to a large event, then the proposal that shear-
wave splitting can be used to identify precursory anomalies in the state of the 
rockmass can be tested for the NMSZ. The difficulty with implementing such a study, 
is that a large earthquake is unlikely to occur at the centre of the zone where most 
of the microearthquake activity is. Also, it does not resolve the problem of requiring 
controlled sources to ensure that the propagation paths are sampled at useful intervals. 
Another type of experiment that could be tried is a vertical seismic profile, 
with controlled sources repeated at regular intervals. Considerations for such an 
experiment would include ensuring that shear-waves generated at the surface 
propagated through the layer of low velocity sediments and into the bedrock. Also, 
if, as I suspect, the Precambrian basement is the region that is most likely to 
experience any variation of local stresses, the borehole will need to be over 5 km 
deep. The location of such an experiment would also be an important consideration. 
As for other shear-wave splitting studies, my work suggests that analysis of 
splitting and sources should be done as one unit of work, as they are so closely 
related. The method I described here can undoubtedly be improved upon and made 
more rigorous. I also feel that in general more consideration should be given to the 
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APPENDIX A 
ROWLANDS ET AL. (1993) 
The work presented in this thesis, particularly in Chapter 5, is a more 
complete account of the shear-wave splitting results discussed in Rowlands et al. 
(1993), included here, reprinted with the permission of the Canadian Society of 
Geophysicists. There are several differences between the data as presented here and 
in the paper, including: 
1 	The time period covered in the paper is 600 days, rather than 1000, just up 
to the time of the Risco earthquake (event 4, Section 5.5). 
2 	Slightly different location quality criteria are used to select events for analysis 
(Section 4.3). 
3 	A different (narrower) definition of the SWW is used in this thesis (Section 
4.2). 
4 	The measurement method has been extended by comparing measurements 
from similar waveforms (step 7, Section 4.5.2), thus some measurements will 
have different qualities. 
5 	The groupings for temporal analysis are slightly different (Section 5.5). 
6 	I have now established that the delays are more correctly normalised by path 
length through layers L1-L3 only (Section 5.3.2). 
The differences are due to a more thorough investigation, including a larger 
dataset, and improved data selection and measurement procedures. This has resulted 
in similar, but stronger conclusions. 
Note also that the components of the seismograms in Figure 2 of Rowlands 
et al. (1993) are incorrectly labelled: N-S and W-E should read E-W and N-S 
respectively. The rotated seismograms are correct. 
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SHEAR-WAVE SPLITTING FROM MICROEARTHQUAKES IN THE NEW MADRID SEISMIC ZONE 
HELEN J. ROWLANDS 1 , DAVID C. BOOTH2 AND JER-MING CHIU3 
ABSTRACT 
A network 01 over thirty three-component digitally recording 
seismometers operated by Memphis State University has been 
deployed in the New Madrid seismic lone, central USA. since 
October. 1959. Three major earthquakes in: 5 > 7t occurred in the 
cone in 181 1-12 and the area is subject to constant microeanhquake 
activity at focal depths of 3 to 15 km. The station density and signal 
frequencies of 8 to 10 Hz. recorded at 100 Hz. provide an opportu-
nity for detailed analysis 01 shear-wave splitting from earthquake 
sources in an intraplate tectonic setting. This paper presents prelimi-
nary analysts of the first 19 months of data. Particular attention is 
given to the reduction of the effective shear-wave indow by the 
presence of internal velocity discontinuities and a low-velocity cone. 
The polarization directions at most stations show a preferred orienta-
lion correlated with the ENE regional maximum compressional 
stress direction which is attributed to the presence of vertical stress-
aligned cracks. The scattered polarizations observed at the remain-
ing stations are interpreted as due to local structural irregularities or 
a more complex anisotropic symmetry. Temporal trends in delay 
between split shear waves are investigated, but no unambiguous 
variations are found since these data are too sparse for definitive 
results. The splitting indicates differential shear-wave anisotropy of 
3 to 4r over the total raypath. 
INTRODUCTION 
Systematic shear-wave splitting is diagnostic of an 
anisotropic rock mass. Many studies have observed system-
atic splitting in different locations and geological settings 
independent of source orientation and it seems to be a com-
mon feature of the upper crust (Crampin and Lovell. 1991). 
When a shear wave enters an anisotropic'region it usually 
splits into two approximately orthogonal polarizations which 
propagate with different velbcities so that a time delay devel-
ops between the two shear waves. The time delay will 
depend on the path length and anisotropy along the raypath. 
The anisotropic structure of rocks has been attributed to 
different mechanisms including crystal and mineral grain  
alignment, crack and pore space alignment, and thin-layer 
anisotropy. The common observation of aligned first split 
shear-wave polarizations perpendicular to the local minimum 
principal stress supports the hypothesis that stress-aligned 
fluid-tilled microcracks. cracks and poe space. or extensixe-
dilatancy anisotropy (EDA) exists in most rocks of the upper 
crust (Crampin. 1993). 
Studies of shear-wave splitting from earthquakes are of 
particular interest because the raypaths pass through volumes 
of rock that are undergoing changes in stress. In changing 
stress fields. fluid-filled cracks will change their geometry 
(including crack density and aspect ratio) more readily than 
other elements of a rock mass. If shear-wave splitting, and 
our analysis of it. is sufficiently sensitive to these changes 
then a greater understanding of rock behax iour in earthquake 
preparation zones may result. Temporal sariations of shear-
wave splitting parameters are believed to have been observed 
before (Booth et al.. 1990: Liu et al.. 1993) and after earth-
quakes (Crampin et al.. 1990). 
The data set is from a PANDA (Portable Array for 
Numerical Data Acquisition) network, developed by the 
Center for Earthquake Research and Information at Memphis 
State University (Chiu et al.. 1991) in the New Madrid seis-
mic zone (NMSZ). The activity is essentially isolated in an 
intraplate tectonic setting with station spacing that ensures 
both good event location and records within the shear-wave 
window (Booth and Crampin. 1985. Crampin (1991) has 
suggested that the study of microearthquakes occurring in 
isolated swarms could be an effective way to gain experience 
of precursory activity, although the area (60 x 30 km) of the 
NMSZ is much larger than the swarms (2 x 2 km) examined 
by Crampin (1991). This data set provides an opportunity to 
study the rock mass and local and regional stress regimes by 
analysis of shear-wave splitting as a contribution to the 
understanding of the area's seismicity and related hazards. 
This paper presents the results of analysis of shear waves 
from microearthquakes recorded in the NMSZ. The shear 
waves show splitting, with the polarizations of most of the 
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leading shear waves approximately parallel to the regional 
maximum compressional stress. Only two stations have suf-
ficient time-delay observations for temporal variations to be 
assessed: the variations at these stations 6 km apart show dif-
ferent patterns but no clear trend is visible in the 19 months 
of data analysed. 
GEOLOGICAL AND GEOPHYSICAL SETTING 
The NMSZ is situated in the central United States of 
America. about 100 km NNE of Memphis (ME). Tennessee, 
and is the most seismically active region in the central and 
eastern United States (Figure I). The zone is of particular 
interest because three major earthquakes leach with M5 > 8.0 
37  
(Nuttli. 1983)1 occurring there in 1811-12 rank amongst the 
largest known events in North America. 
The NMSZ is located in the northernmost part of the 
Mississippi embayment. a sedimentary basin with south-
wards-thickening. poorly consolidated to unconsolidated 
sediments (I km thick below Memphis. Tennessee) uncon-
formably overlying Palaeozoic bedrock. Beneath the embay -
ment. gravity and magnetic anomalies define the Reelfoot 
rift, a northeast-trending graben structure 70 km in width and 
more than 300 km in length (Kane et al.. 1981). The Reelfoot 
rift formed during a major extensional event in the late 
Precambrian or early Cambrian. possibly representing the 
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Fig. 1. Summary map of seismicity and station locations in the New Madrid seismic zone. PANDA stations are marked by triangles; open circles 
mark epicentres of 498 events as located by Chiu et al. (1992) with location quality C or better, during the period 23/10/89 to 31/05/90. The stars, in 
order of decreasing size, represent the events: March 25, 1976, Marked Tree (m = 5.0); May 4. 1991, Risco (mb = 4.6): November 9, 1990 (mb = 
3.2). The Reelfoot rift margins are denoted by solid lines, the main study area (see Figure 5) by dotted lines and the Mississippi River and other state 
boundaries by dot-dash lines. Initialled locations are: Memphis (ME), New Madrid (NM). Ridgely (RY) and the Dow Chemical #1 Wilson drill hole 
(DW). 
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which is underlain by an anomalous, high-density crustal 
layer 30-40 km deep (Table I). The maximum depth to base-
ment in the centre of the rift is about 5 km. rising to 3 km at 
the flanks (Kane et al.. 1981: Ginzburg et al.. 1983: Mooney 
et al.. 1983: Hildenbrand, 1985). In the Dow Chemical #1 
Wilson drill hole (Howe and Thompson. 1984). labelled DW 
in Figure I. basement was encountered at 4.2 km. Cambrian 
synrift clastics partially infilled the graben. followed by 
basin-wide subsidence and the deposition of postrift sedi-
ments through the Palaeozoic (Nelson and Zhang. 1991). 
The Ouachita orogeny. to the south, marked the start of a 
period of uplift and erosion during which much of the Late 
Palaeozoic section was removed. In the Late Cretaceous and 
Cenozoic subsidence led to unconformable deposition of 
marine clastic sediments over the Lower Palaeozic rocks. 
Boreholes in the main study area, which is outlined in Figure 
I, show that the base of these unconsolidated sediments 
increases from 400 m in the NW to 800 m in the south (Chiu 
et al.. 1992). In the earthquake location velocity model 
(Table I) a value of 650 m is used for the sediment 
thickness. 
are consistent with an E-W to ENE-WSW compressional 
stress field, reactivating old fault zones. In general. the focal 
mechanisms show right lateral strike slip motion on the 
northeast trending faults, and thrust faulting with strike slip 
components on the central fault zone, apart from the south-
east end which has predominantly normal faulting. Thus. the 
tectonic regime has been summarised as a compressional 
step on a right lateral strike slip fault system (Russ. 1982). 
One of the important results of the PANDA data is that it 
has improved the hypocentral depth resolution (see later) 
which shows seismicity structure not previously identified. 
The majority of the events are at 3- to IS-km depth (mean 
depth 8 km) in the Precambrian basement. Chiu et al. (1992) 
show that the two northeast-trending arms and the westerly 
arm are vertical faults, whereas the central zone is a shallow-
angle (approximately 310)  southwest dipping fault zone. 
steepening to about 48 0 at the southeastern end (beyond the 
intersection of the southern arm). The shallow-dipping fault 
is seen in the dispersed epicentral distribution in the central 
zone and the steepening in the southeast is consistent with 
the change from the thrust to normal faulting. discussed 
above. However, to describe the tectonic regime as a corn- 









(g/cm3 ) Geology 
1 0.65 1.8 0.6 2.2 Unconsolidated marine clastic sediments 
2 1.85 6.02 3.56 2.65 Palaeozoic shales and carbonates 
3 2.50 4.83 3.20 2.60 Palaeozoic clastics and carbonates 
4 12.0 6.17 3.57 2.75 Precambrian basement 
5 10.0 6.60 3.82 2.90 Upper crust 
6 13.0 	- 7.30 4.22 3.10 High density lower Crust 
The characteristic seismicity pattern of the NMSZ was 
established after the implementation of a regional network in 
1974. shown shaded in Figure I. Seismicity is concentrated 
in a 60-km NNW striking central zone which connects two 
offset lineations striking southwest for 120 km from Ridgely 
(RY) and northeast for 60 km from New Madrid (NM) 
(Himes et al.. 1988). The central zone encompasses most 
activity, though not necessarily the larger magnitude events. 
Indeed, neither of the largest two events since 1974 occurred 
there: the March 25, 1976, Marked Tree event (m,, = 5.0) and 
the Risco. Missouri event (mh = 4.6) of May 4. 1991 (in the 
period of this study). 
The seismicity is the result of movement on ancient base-
ment faults activated by the current North American stress 
field. The NMSZ is subject to E-W to ENE-WSW maximum 
horizontal compressional stress, generated by ridge push at 
the American plate margins (Zoback and Zoback. 1980. 
1989, 1991). The Zoback and Zoback (1980. 1989. 1991) 
stress measurements closest to the study area are from the 
focal mechanism studies of Herrmann and Canas (1978) and 
Herrmann (1979) and are based on regional network data. 
Other focal mechanism studies of smaller events from local 
arrays include O'Connell et al. (1982), Nicholson et al. 
(1984) and Andrews et al. (1985). Results from these studies  
pressional step is a simplification of the situation as fault 
movement in the central zone is particularly complex. It is 
hoped that studies of shear-wave splitting will help identify 
local stress patterns that will assist in the understanding of 
the seismicity in the NMSZ. 
DESCRIPTION OF DATA SET 
PANDA, a telemetred array of three-component stations, 
was deployed in the NMSZ in October. 1989. to provide data 
for more detailed studies of the faulting. Thirty-seven sta-
tions were operated at 41 sites during the period to June. 
1991, and the station distribution is shown in Figure I. The 
station spacing averages about 12 km overall but varies 
between 2 and 10 km in the central zone. The data sampling 
rate was set at tOO Hz throughout the deployment. 
Each PANDA station has two three-component sensors, 
one operating at high gain and the other at low gain giving a 
minimum of 90 dB dynamic range. The standard sensor is a 
Mark Products L28 4.5-Hz geophone. Each telemetry link to 
the central recording site transmits data from two stations by 
using an "inner" station/repeater combination to relay data 
transmitted from an "outer" station. At the central recording 
site a MASSCOMP 6600 computer workstation performs 
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real time event triggering, digital recording and preliminary 
data processing. An extensive description of the array design 
has been given by Chiu et al. (1991). 
The presence of the thick, low-velocity sediments results 
in all arrivals reaching the surface at near-vertical incidence. 
thus shear-wave motion is not generally visible on vertical 
component seismometers (see Figure 2). More importantly. 
there are strong S-wave to P-wave conversions at the base of 
the sediments that could easily be mistaken for shear waves 
on the vertical component if considered in isolation from the 
horizontal components (Figure 2a. The PANDA three-com-
ponent data permit unambiguous phase identification and. 
hence, excellent hvpocentral control. 
The events are located using HYPOELLIPSE (Lahr. 1984) 
and the velocity model given in Table I. The model is 
the result of P. and S-wave velocity inversions, giving tight 
control on the shear-wave velocities and, hence, improved 
hypocentral locations (Chiu et al.. 1992). In the period of 
study. 498 events of quality A to C (Lahr. 1984) were located 
with average depth errors of 0.6 km and horizontal location 
errors of 0.3 km. These events are plotted in Figure I. 
METHOD OF ANALYSIS 
Shear-wave splitting identification 
The analysis method used here follows Chen et al. (1987). 
This involves selecting events within the shear-wave window 
(see below), rotating the horizontal seismograms into radial 
and transverse components. identifying the onset of the first 
arriving shear wave, and measuring the polarization direction 
of the arrival from a polarization diagram (or hodogram). If 
a second split shear wave is identifiable, the time delay is 
measured. To confirm the particle motion interpretation, the 
horizontal traces are rotated into the direction of polarization 
of the first arriving split shear wave and the traces are 
inspected for similarity of pulse shape (Bowman and Ando. 
1987; Gledhill. 1991). If the pulse shapes are dissimilar then 
the time delay and polarization measurements are rejected. 
The split shear waves are not expected to be identical in 
amplitude or frequency content because they will have sam-
pled different properties of the anisotropic rock mass. 
However, they are expected to possess some similarity in 
form to each other. Though a second split shear wave may be 
identified, it is often difficult to determine its onset satisfac-
torily: thus a greater number of polarization rather than time-
delay measurements are available for study. Figure 2 shows 
some examples of rotated traces and particle motion dia-
grams, clearly demonstrating the presence of shear-wave 
splitting. 
Only these events where splitting is identified are inter-
preted. to ensure that the first arriving split shear wave is that 
of the faster shear-wave arrival. Under some conditions 
shear-wave propagation within an anisotropic region will not 
show shear-wave splitting, for example, when the source 
shear-wave radiation excites only one of the split shear 
waves. These polarizations could then be of either the fast or 
slow split shear wave: they are not included here. 
Event selection 
The particle motion of shear waves can be severely per -
turbed by interaction with the free surface and with internal 
interfaces (Evans. 1984: Booth and Crampin. 1985: Liu and 
Crampin. 1990). Shear waves observed at the free surface at 
angles of incidence less than the critical angle sin 
(the shear-wave window) preserve the waveforms of the inci-
dent wave, but the waveforms are seriously distorted for 
arrivals outside this window (Evans. 1984: Booth and 
Crampin. 1985). The critical angle for the free surface of 
Layer I (the NMSZ unconsolidated sediments) is 19.5°. 
However, the velocity contrast between Layers I and 2 (the 
top of the Palaeozoic strata) is such that all shear waves, 
even those travelling with near horizontal trajectories in 
Layer 2. arrive at the surface within 970  of vertical, so shear 
waves from any event below the sediments will arrive within 
the free-surface shear-wave window. It is necessary to look 
at the internal shear-wave windows (Liu and Crampin. 1990) 
to establish event selection criteria. 
Liu and Crampin (1990) examine the effect of incidence 
angle on the polarization of shear waves through plane 
boundaries. The result is a series of critical angles for the 
interfaces, beyond which the polarizations deviate from the 
incident polarization and the particle motions become dis-
torted. Of the two cases of high-to-low and low-to-high 
velocity interfaces, the latter has greater potential for signifi-
cant polarization deviations (say greater than ±50)  and 
increased ellipticity, especially beyond the widest critical 
angle. 
A shear wave propagating upwards from the lowest seis-
mogenic layer in the NMSZ (Layer 5. Table I) encounters 
three high-to-low velocity interfaces and one low-to-high 
interface (from Layers 3 to 2). By examining SH and SI 
relative amplitudes and the variation of shear-wave polariza-
tion with incidence angle (for plane waves in an isotropic 
structure) it is possible to identify which critical angles form 
limits on the raypath, if polarization variations beyond 5° are 
considered unacceptable. Figure 3 shows these relationships 
for an incident shear wave with equal SH and SV compo-
nents for the three uppermost internal interfaces (most events 
are located in the Precambrian basement of Layer 4). As 
expected (Liu and Crampin. 1990), the high-to-low velocity 
interfaces below Layer 3 (Figure 30 only create minor devi-
ations in the polarization even beyond both critical angles 
and do not place much restriction on the raypaths. The low-
to-high interface (Figure 3b) has three critical angles: 
however, the polarization is not significantly distorted until 
the outermost critical angle of 64.0°. The remaining interface 
for consideration is the Layer 2 to I interface, at the base of 
the sediments: it is not a simple high-to-low interface as the 
shear-wave velocity of Layer 2 is greater than the P-wave 
velocity of Layer I. Figure 3a shows the maximum accept-
able incidence angle in Layer 2 at this interface is just 
beyond the critical angle L5ifl'(V/t"p)I of 36.3°. Thus, this 
angle forms the limiting criterion on acceptable raypaths: 
that is, all raypaths with an incidence angle of less than 36.3° 
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Fig. 2. Three examples of PANDA recordings and shear-wave splitting in NMSZ. The traces on the left are three seconds long, representing the 
components originally recorded: the traces on the right correspond to the horizontal components rotated into directions representing the fast and Slow 
split shear-wave polarizations. The orientation of each is denoted on the left. The vertical bars mark the 0.1 s time intervals of the polarization dia-
grams (PDs). PDs for the horizontal plane only are shown, where each tick is one sample (0.01 s). The numbers above the POs are relative scaling 
values; the arrows show the onset of the first and second split shear waves. These seismograms are of events, located in Figure 5(b), recorded at: 
(a) station i 12 (focal depth 9.14 km, epicentral distance 5.0 km, event to station azimuth N345xE) ;  Sp and Ps phases are conversions from the base 
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Fig. 3. Normalised relative amplitude and polarization of SH- and SV-waves transmitted across the three internal interfaces, with incidence angle, for 
an incident polarization angle of 45°. (a) to (c) show relative amplitude of transmitted SV- and SH-waves for the interlaces between layers 2 to 1 ( 1 21 I 
3 to 2 (132)  and 4 to 3 (1 43). respectively (Table 1). (d) shows the transmitted S-wave polarization angle against incidence angle for the three inter-
faces. 
at the base of the sediments are within all the internal and 
free-surface shear-wave windows and the particle motions 
observed at the surface should show shear-wave motions 
without interface distortions. 
It must be noted that these angles are approximations and 
their validity is limited by the uncertainty in the velocity 
model, the earthquake locations, the effect of curved wave-
fronts and anisotropy. In particular. the effect of a curved 
wavefront is to spread out the distorting effect of the critical 
angle over a range of angles and thus widen the acceptable 
range of raypaths by a small amount. 
In practice. the angle of incidence of shear waves at a par-
ticular interface is not a convenient measure when applying 
the criterion that propagation must be within the internal and 
surface shear-wave windows. It is easier to use the apparent 
incidence angle. i0 : 
= tan - I (eld); 
where e is the epicentral distance and d is the depth of the 
earthquake. Figure 4 is a plot of i, against depth for raypaths 
incident at the limiting shear-wave window of 36.3° at the 
base of the sediments (Layer I). Most events are located in 
Layer 4 where the maximum i, ranges between approxi-
mately 31° and 35°. Subsequent references to events within 
the overall shear-wave window refer to those events with 
direct shear-wave raypaths within the apparent incidence 
angle bounds of Figure 4. To allow for the uncertainties in 
location, events are also included if the location error ellip-
soid intersects with the volume within the overall shear-wave 
window of a particular station. 
RESULTS 
The constraint imposed by the overall shear-wave window 
on the recorded events greatly reduces the quantity of suit-
able data. Of the 498 events in Figure I. 266 are recorded by 
one or more stations within the overall shear-wave window. 
Shear-wave splitting parameters from 217 station records 
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Fig. 4. Plot of hypocentral depth against apparent incidence angle. 
The solid curve shows the limit of acceptable apparent incidence 
angles for which shear-wave arrivals are within the overall shear-
wave window as described in the text. Most events are located in 
Layer 4 and are subject to a shear-wave window of 31° to 35 1 . The 
dashed lines represent the layer interfaces examined in Figure 3. 
from 160 events recorded at 20 stations are available for 
interpretation once events showing poor signal-to-noise ratio, 
no splitting, or faulty recordings have been omitted. These 
160 events are plotted in Figure 5b. where the distribution of 
events giving data for shear-wave analysis differs from the 
overall seismicity shown in Figure 1. In Figure 1 the distri-
bution along the central segment is quite uniform, while in 
Figure 5b there is a concentration of events at the intersec-
tion of the lower northeast-trending arm. This is a combined 
effect of the station distribution and the late deployment of 
some of the more northerly stations. The analysis of 
anisotropy in the region is necessarily concentrated in this 
specific area. 
Microseismicity is expected to show clustering in time and 
space (Lovell et al.. 1987). Clustering in space is reflected in 
the equal-area projections in Figure 5; for example, station 
i 16 shows sets of polarization measurements in distinct 
groupings. Closer examination of such a cluster usually 
shows very similar waveforms and locations (Lovell et at.. 
1987). These events, analysed independently, show aligned 
polarizations and similar time delays, providing some assur-
ance that the measurement method is producing consistent  
results. Clustering in time is observed in the temporal plots 
of Figure 6. discussed later. 
Figure 5a shows the polarization measurements at 20 sta-
tions displayed as rose diagrams and equal-area projections. 
Of the 20 stations. 13 (i0 l. iO3. o03a. ill. i 12. i13. o13. il6. 
ol6. il8. ol8. i 1 and 120) show a preferred orientation of 
polarizations as commonly observed in shear-wave splitting 
studies (Booth et al.. 1993: Gledhill. 1993: Liu ci at.. 1993). 
All 13 sets of polarizations are approximately in the same 
direction, averaging N62 ° E ± 14°. The seven remaining 
stations have either too few arrivals within the shear-wave 
window or very scattered polarizations. 
Figure 5b displays the time-delay measurements (nor-
malised against hypocentral distance) in projections which 
were examined for evidence of delay measurements depend-
ing on path direction. For example. the presence of hexago-
nal symmetry anisotropy with a horizontal symmetry axis 
(such as vertical aligned cracks) would be expected to show 
the greatest delay within a central band of the projections. 
parallel to the strike of the fast polarization direction 
(Roberts and Crampin. 1986: Kaneshima and Ando. 1989). 
No pattern is seen here, despite the presence of polarization 
alignments in Figure 5a. It is probably unrealistic to expect 
such a pattern to be readily visible in a complex zone with a 
vertically and laterally varying velocity structure. 
Figure 6 shows the variation of the splitting parameters 
and depth with time and Figure 7 normalised time delay 
against depth for stations 112 and il6. These two stations 
have the greatest number of measurements over the record-
ing interval. A high degree of scatter is seen in the measure-
ments from both stations and this is commonly observed in 
measurements of split shear waves, for example. Chen et at. 
(1987) and Gledhill (1991). Observations of time delay show 
most scatter since they are particularly sensitive to multiple 
splitting at internal interfaces and to scattered energy arriving 
before the second split shear wave which make it difficult to 
identify consistent arrivals. Another feature common to the 
temporal plots is the clustering in time due to the variation in 
seismic activity. In order to aid interpretation of the plots, the 
results have been averaged for each of three relatively tight 
clusters of days 1. 2 and 3. covering the time intervals of 0-
230. 231-470 and 471-600 days. respectively. The polariza-
tions for both stations retain an approximately E-W to ENE-
WSW direction throughout the 19 months. The normalised 
time delays at station i16 appear to increase on average from 
cluster I to cluster 2 and the depths decrease slightly. The 
projections demonstrate that there is no significant change in 
the locations (and hence raypaths) during this period. The 
plot of normalised delay against depth (Figure 7) for 116 
shows that the largest normalised delays are associated with 
shallower events, suggesting the anisotropy could be limited 
to the shallower layers. The same plots for station 112 show 
similar trends but are more difficult to analyse, having a 
greater scatter. Plots, such as those in Figures 6 and 7. for 
other stations show similar scatter for sparser data and have 
not been included here. 
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Fig. 5. Distributions of (a) observed leading split shear-wave polarizations and (b) normalised time delays. Equal-area rose diagrams and lower 
hemisphere equal-area projections Out to the apparent incidence angle of 36 1  show the first arriving shear-wave polarizations. The rose diagrams are 
centred on the stations, except for i12 and i13, where the station position is marked by a triangle. The measurements are not weighted. The protec-
tions in (b) show time delays normalised by hypocentral path length; the circles are scaled by area to the minimum (1.4 ms/km) and maximum (14.6 
ms/km) time delays. Triangles mark stations and circles outside the projections locate events with splitting measurements; the solid circles are the 
events of Figure 2. 
INTERPRETATION 
The consistency in the fast split shear-wave polarization 
direction from events with different focal mechanisms at a 
range of stations and azimuths and a large area suggests that 
the observed splitting is a result of a pervasive anisotropic 
structure rather than localised interface or scattering effects. 
This is particularly apparent at stations H2 and o03a where 
there is a good azimuthal distribution [Figure 5(b)]. The non-
alignment found at some stations (for example ill) could be 
due to local inhomogeneities in the rock mass, isotropic 
structure, or more complex anisotropic symmetries. Table I 
shows that there are strong velocity contrasts across internal 
interfaces, particularly between the sediments and the 
Palaeozoic rocks. Seismic reflection surveys (Hamilton and 
Zoback. 1982: Nelson and Zhang. 1991) indicate that this 
interface is irregular. which is likely to modify the angles of 
incidence and distort both polarizations and time delays. The 
anomalies are not due to surface topography, as it is essen-
tially flat and horizontal in the NMSZ. This contrasts with 
most other seismic zones, which are generally associated 
with mountainous regions. 
The aligned polarizations lie in an ENE-WSW direction 
(average N62 0 E). coincident with the direction of regional 
maximum horizontal compressional stress as documented by 
Zoback and Zoback (1991). This correlation suggests that the 
anisotropy is likely to be caused by the presence of stress-
aligned vertical EDA cracks. The maximum time delays 
measured (180 to 120 ms) and the associated shear-wave 
traveltimes (4.6 to 3.8 s) give an estimate of the differential 
shear-wave anisotropy over the whole path of between 3 and 
4%. This value would increase by 1% if the Layer I sedi-
ments are isotropic, through the subtraction of abbut I s from 
the anisotropic path traveltimes. Similar amounts of 
anisotropy are commonly found in almost all geological 
structures (Crampin. 1993). 
Figure 6 shows the average time delay at stations i 16 and 
il2. normalised for path length. increases between clusters I 
and 2. yet no clear association between the temporal varia-
tion and earthquake activity is apparent during the recording 
period. The largest earthquake to occur was the m 1, = 4.6. 
Risco. Missouri event (day 559 on the time scale of Figure 6) 
and the closest event of m, > 3 was 18 km east of the Risco 
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Fig. 6. Temporal variations of first split shear-wave polarization, time delay (normalised to unit hypocentral distance) and depth for stations 116 and 
12. The crosses mark mean values for intervals (1) 0-230. (2) 231-470 and (3) 471-600 days, and the projections (as in Figure 5) show normalised 
time delay for these groupings. The arrows indicate the time of the Mb = 3.2 and mb = 4.6 events at 383 and 559 days, respectively. 
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Fig. 7. Time delays normalised to hypocentral distance against 
depth for stations 06 and 02. 
event (day 383. m. = 3.2). Stations 06 and i12 are both over 
25 km from these events, the locations of which are shown 
on Figure I. and are probably beyond the earthquakes' 
preparation zones. There are no clear variations in time delay 
associated with either event, except for a possible decrease 
after the Risco event for station i 12. which needs analysis of 
later data for clarification. 
The increase in normalised time delays does appear to cor-
relate with an average shallowing of events during this time. 
Assuming no temporal variations, this could be due to the 
anisotropy being restrictei:16,0 Layers I to 3. This is supported 
by the apparent decrease in'ximum normalised time delay 
with depth shown in Figure-7. There is no simple relation-
ship between depth and delay because of interface interac-
tions and the effects of scattering. However, the increase in 
normalised time delays (Figure 6) is of the order of a 60% 
increase where the decrease in average depth is about 6%: 
that is. if the anisotropy were limited above 5-km depth, it 
would seem only part of the increase could be explained by 
hypocentral migration. 
The nature of the stress regime may be a contributory fac-
tor to the apparent restricted anisotropy. The focal mecha-
nisms of the central zone show predominantly thrust faulting.  
such that the minimum compressional stress axis at source 
depths is vertical rather than horizontal. This implies that 
EDA cracks may be horizontal in this depth range (5 to IS 
km). and the split shear-wave time delay following polariza-
tions showing a preferred azimuthal orientation is created 
over the raypath through the 0-5 km depth range. This sup-
ports the interpretation that the strongest anisotropy is in the 
upper layers but does not provide any more insight into the 
change in delays. 
DISCISSION 
The relatively closely spaced PANDA network in the 
NMSZ has provided high-quality three-component digital 
data from an isolated area of intraplate seismicity. However. 
it is necessary to consider both the surface and internal shear-
wave windows if an array is being designed specifically for 
shear-wave studies. Although a large number of events have 
been recorded, the combined effect of the shear-wave win-
dows has restricted the number of events suitable for anal'-
sis. The restrictions are particularly severe as a result of the 
station spacing relative to focal depths and the presence of 
low-velocity layers in the velocity structure. 
The polarization directions of the leading split shear 
waves show a preferred orientation (average N62cE) at 13 of 
the 20 stations. This suggests that the splitting is a result of 
anisotropic structure and its coincidence with the direction of 
regional maximum horizontal compressional stress supports 
the interpretation of stress-aligned vertical EDA cracks. The 
degree of anisotropy present is around 4(7  as commonly 
observed in the crust. There is some evidence of a temporal 
change in the time delays: however, it does not correlate con-
vincingly with large earthquake activity and cannot be fully 
explained by hypocentral distribution. There is also evidence 
that the anisotropy causing the polarization alignments may 
be present only in the top 5 km rather than being evenly dis-
tributed. 
The data presented here shows the potential of the full 
data set for a more extensive investigation into the 
anisotropy of the NMSZ. There are good. clean seismograms 
within the shear-wave window that will lend themselves to 
anisotropic modelling work. It is hoped this will lead to a 
more detailed description of the anisotropic structure of the 
varied strata: the basal Palaeozoic deposits are reported to be 
fractured (McKeown et al.. 1990) and the presence of thick 
shales (the Elvins Formation) may introduce a thin-layer 
anisotropy. The anisotropy of the upper layers will be exam-
ined using seismic refraction data. The scattered time-delay 
measurements will be addressed by examining similar events 
that repeat within the deployment time, to restrict the many 
variables affecting the delays. It will be through these more 
detailed studies that a meaningful understanding of the 
anisotropic rock mass and its relevance to hazard assessment 
can be achieved. 
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APPENDIX B 
PANDA DEPLOYMENT DETAILS 
Full details of the PANDA network are given in Chiu et al. (1991). Here, I 
summarise these details and list the changes to the original specification during the 
deployment in the NMSZ. The PANDA array consists of up to 40 stations arranged 
in two groups of 20: an inner-ring and an outer-ring. Seismic data are telemetered to 
a central recording point from each station via an FM signal. Each station in the 
inner-ring acts as a repeater for the signal from an outer-ring station. The equipment 
at each station is housed in a watertight box with a battery and solar panel for power. 
Each station has two seismometers with three orthogonal components (one 
vertical and two horizontal). These were typically Mark Products L-28B 4.5Hz 
geophones, although the type was changed in some cases (Tables B. 1 and B.2). One 
of the seismometers at each station was operated at high gain and the other at low 
gain. Gains were set in the field to give a dynamic range of 90 dB with an overlap 
between the output from each seismometer of 18 dB. A 25 Hz low-pass and a 0.033 
Hz high-pass (to remove DC offsets) Butterworth filters were applied to each data 
channel. Other low-pass filters were occasionally used as listed in Tables B.1 and 
B.2. The signals were then converted to FM audio signals, multiplexed and sent to 
the central receiver. At the central receiver the signals are demultiplexed, filtered 
(antialias) and digitally sampled at 100 samples/second. The use of a UNIX based 
MASSCOMP 6600 workstation at the central receiver allows real time event 
triggering, demultiplexing, data analysis and data storage. 
Table B.1 PANDA instrument types and supplementary filters. 
Instrument 	 Filters 	 Comments  
L28 	 none 
10 Hz low pass 
L22 	 none 
10 Hz low pass 
L4 	 none 
5 Hz low pass 
10 Hz low pass 
FBA 	 none 
used on high and low gain channels 
used mostly on high gain channels 
used only on low gain channels 
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Table B.2 PANDA deployment history in the NMSZ. 
The deployment details of the 43 different station sites used during the deployment are listed (plotted 
in Figure 3.6). The 'h' and '1' following the station name refers to high and low gain channels 
respectively. The different instrument types (L28, L22, IA and FBA) are described in the text. 
Station 	Latitude 	Longitude 	Altitude 	Inst. 
(°') (° ') (m) 
Gain 
(dB) 
Start date 	End date 
yymmddhhmmyymmddhhmm 
Comments 
iOlh 	3622.98 	-8927.41 	91 	L28 66 8911151806 9203142155 
L22 48 9203142156 9203262132 
L22 48 9203262133 9209010000 10 Hz low pass filters 
jOlt 	 L28 24 8911151806 9011180642 
L4 54 9011180643 9102171849 l0Hz low pass filters 
L4 54 9102171850 9103260506 different instrument, reversed 
polarity 
IA 42 9103260507 9203262132 
IA 48 9203262133 9209010000 5 Hz low pass filter 
oOlh 3630.00 	-8923.00 90 	L28 66 8912140406 9104122145 
L28 66 9104122146 9203142155 different instrument 
L22 54 9203142156 9209010000 
0011 L28 24 8912140406 9104122145 
L28 24 9104122146 9209010000 different instrument 
i02h 3642.30 	-8927.96 89 	L28 72 9005241106 9008011221 
L28 72 9008011222 9105100555 different instrument 
L28 72 9105100556 9209010000 new holes (after flooding) 
i021 FBA 24 9005241106 9008011221 
FBA 24 9008011222 9105100555 different instrument 
FBA 24 9105100556 9209010000 new holes (after flooding) 
oO2h 3648.06 	-8938.76 90 	L28 72 9005241106 9202053356 
L22 48 9202053357 9203060920 
L22 54 9203060921 9209010000 
o021 L28 30 9005241106 9209010000 
iO3h 3632.34 	-89 32.54 87 	L28 66 8912160957 9203142155 
L22 48 9203142156 9209010000 
i031 L28 24 8912160957 9209010000 
o03ah 3632.20 	-8936.14 90 	L28 60 8912160957 9011251525 closed (reconfiguration) 
o03aI L28 18 8912160957 9011251525 closed (reconfiguration) 
o03bh 3638.65 	-89 34.75 90 	L28 72 9103251541 9209010000 
o03bl L28 30 9103251541 9209010000 
iO4ah 3634.73 	-8942.54 84 	L28 72 9005231736 9011200557 closed (landowner) 
iO4aJ L28 30 9005231736 9011200557 closed (landowner) 
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Station 	Latitude 	Longitude Altitude Inst. 	Gain Start date 	End date 	Comments 
(0) (°') 	(m) 	 (dB) yymmddhhmm yymmddhhmm 
iO4bh 3639.81 -8945.04 86 L28 72 9105050229 9202053356 
L22 48 9202053357 9209010000 
iO4bI L28 30 9105050229 9209010000 
oO4h 3644.67 -8951.88 90 L28 72 9005231735 9209010000 
0041 FBA 24 9005231735 9209010000 
jOSh 3632.15 -8939.64 85 L28 72 8912130544 9005240000 no recording to 900625 
L28 72 9006250000 9202053356 different instrument 
L22 48 9202053357 9203060920 
L22 54 9203060921 9209010000 
i051 L28 30 8912130544 9209010000 no recording 900524 to 
900625 
o05ah 3636.90 -8938.24 82 L28 72 8912130544 9007231806 closed (stolen) 
oOSal L28 30 8912130544 9007231806 closed (stolen) 
o05bh 3634.08 -8946.40 85 L28 66 9105100555 9209010000 
oOSbI L28 24 9105100555 9209010000 
i07h 3626.91 -8937.65 87 L28 72 8912050946 9110220303 
L28 72 9110220304 9202191348 insts. spread 90 m N-S for 
USGS blasts, Hi-Hi preamps. 
L28 72 9202191349 9204030304 insts. no longer spread 
L22 54 9204030305 9209010000 Hi-Hi boards pulled 
i071 L28 30 8912050946 9110220303 
L28 72 9110220304 9202191348 insts. spread 90 mN-S for 
USGS blasts, Hi-Hi preamps 
L22 48 9202191349 9204030304 insts. no longer spread 
L28 30 9204030305 9209010000 Hi-Hi boards pulled 
o07ah 	3628.54 	-8941.71 85 	L28 72 8912050946 9011251525 closed (reconfiguration) 
o07aI L28 30 8912050946 9011251525 closed (reconfiguration) 
o07bh 	3628.95 	-8947.41 82 	L28 72 9011281430 9209010000 
o07bl L28 30 9011281430 9209010000 
i08h 	3623.66 	-8950.82 86 	L28 66 8911190122 9006222247 
L28 72 9006222248 9008011220 
L28 72 9008011221 9202221302 different instrument (fire) 
L22 48 9202221303 9203060920 
L22 54 9203060921 9209010000 
i081 L28 24 8911190122 9006222247 
L28 30 9006222248 9008011220 
L28 30 9008011221 9209010000 different instrument (fire) 
IM 
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Station 	Latitude 	Longitude Altitude Inst. 	Gain Start date 	End date 	Comments 
(°') (°') 	(m) 	 (dB) yyminddhhnun yyminddhhmm 
o08h 3629.45 	-8957.72 87 	L28 72 9005191044 9209010000 
o081 L28 30 9005191044 9209010000 
iO9h 3621.85 	-8939.25 84 	L28 66 8911050613 9008082325 
L28 72 9008082324 9209010000 
i091 L28 24 8911050613 9008082325 
L28 30 9008082324 9209010000 
oO9h 3625.72 	-8944.27 84 	L28 66 8912021410 9008082323 
L28 72 9008082324 9202221302 
L22 48 9202221303 9203060920 
L22 54 9203060921 9209010000 
0091 L28 24 8912021410 9008082323 
L28 30 9008082324 9209010000 
il0ah 3620.48 	-8944.29 84 	L28 66 8912130544 9003211158 z and n-s traces inverted 
L28 66 9003211157 9006270232 
L28 72 9006270233 9011251525 closed (reconfiguration) 
ilOal L28 24 8912130544 9003211158 z and n-s traces inverted 
L28 24 9003211157 9006270232 
L28 30 9006270233 9011251525 closed (reconfiguration) 
il0bh 3616.75 	-8944.40 81 	L28 66 9110102316 9209010000 
ilObi L28 24 9110102316 9209010000 
olOh 3612.13 	-8949.23 81 	L28 72 8912130544 9209010000 
o101 FBA 18 8912130544 9209010000 
illh 3618.98 	-8933.62 85 	L28 66 8910250751 8912162328 
L28 72 8912162329 9110102316 
L28 72 9110102317 9202221302 moved 40m for U5G5blasts 
L22 48 9202221303 9202280854 insts. no longer spread 
L22 60 9202280855 9203210653 10 Hz low pass filter on 
vertical component only 
L22 60 9203210654 9204192203 10 Hz low pass filter on 
horizontal components 
L22 54 9204192204 9209010000 
illl 	 FBA 24 8910250751 8912162328 
FBA 30 8912162329 9009090602 
IA 54 9009090603 9103210740 Hi-Hi preamps 
IA 48 9103210741 9108291530 
LA 48 9108291531 9203210653 10 Hz low pass filter 
IA 54 9203210654 9204192203 5 Hz low pass filter 
LA 48 9204192204 9209010000 
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Station 	Latitude 	Longitude Altitude Inst. 
(°') (°') 	(m) 
ollh 	3621.63 	-8932.46 	85 	128 
L28 
olIl 	 L28 
L28 








il3ah 	36 17.58 	-8932.69 	87 	L28 
Mal 	 L28 








ol3h 	3613.05 	-8935.30 	82 	L28 
L22 
L22 
0131 	 L28 
iI4h 	3604.90 	-8945.58 	79 	L28 
L28 
i141 	 L28 
L28 
ol4h 	3600.42 	-8937.89 	78 	L28 
o141 	 L28 
i 15 	3606.74 	-8933.37 	79 	L28 
i151 	 L28 




























































8912 1902 15 
9103251540 
9204091617 different instrument (plough) 




9204091617 different instrument (plough) 
9209010000 	Hi-Hi preamps, effectively 
becomes high gain channel 
9003020445 	closed (flooding) 
9003020445 	closed (flooding) 
9202272017 
9203210653 
9204192203 	10 Hz low pass filter 
9209010000 
9203 142 155 
9203210653 	Hi-Hi preamps 
9204192203 	5 Hz low pass filter 
9209010000 















Station Latitude 	Longitude Altitude 	Inst. Gain Start date End date Comments 
(0') 	 (0) (m) (dB) yymmddhhmmyymmddhhmm 
015h 35 56.34 	-8934.39 79 	L28 72 8911231925 9009241750 closed (landowner) 
0151 L28 30 8911231925 9009241750 closed (landowner) 
il6h 36 17.93 	-8927.62 88 	L28 72 8910180101 9203121935 
L22 54 9203121936 9209010000 
i 16 FBA 30 8910180101 9009090602 
L4 54 9009090603 9102222250 Hi-Hi preamps 
LA 42 9102222251 9203121935 different instrument, reverse 
polarity 
L28 30 9203121936 9209010000 Hi-Hi boards pulled 
ol6h 3611.27 	-8929.98 82 	L28 72 8910180101 9110231104 
L28 72 9110231105 9203031228 spread 6OmE for USGS 
blasts 
L22 60 9203031229 9204091617 10 Hz low pass filter, 
effectively becomes low gain 
channel 
L22 54 9204091618 9209010000 
o161 L28 30 8910180101 9009090602 
LA 54 9009090603 9102222250 Hi-Hi preamps 
LA 42 9102222251 9203031228 different instrument, reverse 
polarity 
L28 72 9203031229 9204091617 effectively becomes high 
gain channel 
L28 72 9204091618 9209010000 10 Hz low pass filter 
il7h 3558.72 	-8927.24 107 	L28 72 8912021410 9209010000 
i171 FBA 30 8912021410 9001030000 closed 
FBA 30 9002260000 9209010000 different instrument 
ol7h 3559.20 	-8922.30 107 	L28 66 8912021410 9209010000 
o171 L28 24 8912021410 9209010000 
il8h 3608.14 	-8925.48 128 	L28 72 8910180101 9209010000 
i181 L28 30 8910180101 9209010000 
oI8h 3605.01 	-8925.84 125 	L28 66 8910180101 9009052329 
L28 72 9009052330 9203170352 different instrument 
L22 54 9203170353 9209010000 
olSI L28 24 8910180101 9009052329 
L28 30 9009052330 9209010000 different instrument 
il9h 3606.58 	-8922.72 141 	L28 72 8910250751 9209010000 
i191 L28 30 8910250751 9209010000 
ol9h 3601.97 	-89 18.15 110 	L28 72 8910250751 9209010000 










Start date 	End date 
yymmddhhmmyymmddhhmm 
Comments 
i20h 36 13.17 -8923.65 119 L28 72 8910250751 9203121935 
L22 54 9203121936 9203210653 
L22 60 9203210654 9209010000 10 Hz low pass filter 
i201 L28 30 8910250751 9203121935 
LA 42 9203121936 9203210653 Hi-Hi preamp 
LA 54 9203210654 9209010000 5 Hz low pass filter 
o20h 36 15.88 -89 17.24 110 L28 72 8910250751 9203170352 
L22 54 9203170353 9209010000 
o201 FBA 30 8910250751 9203170352 




Table C.! Splitting measurements for 654 event-station raypaths within the SWW (Section 4.2). 
Each event has a unique date and time code, except for three cases identified by letters. The station 
name includes the channel from which the measurement was made (h - high gain, 1 - low gain). 
Abbreviations used: cc - azimuth; d - depth; e - epicentral distance; y - polarisation direction; poi Q 
- polarisation quality (Section 4.5.2); dir - 1 if polarity known; delay - absolute time-delay (divide by 
10 for number of samples); del Q - time-delay quality (Section 4.5.2). 
date 	time 	station 	cx 	d 	e 	y 	p01 	dir I delay del Q 
(yymmdd) (hhmm) (N°E) (km) (km) (N°E) Q (ms) (1-3) 
(1-3) 
ö9!02i 19i1 OIöfl 4b 9.1  
891025 0753 illh 207 11.2 4.4 349 2 1 60 	3 
891025 0753 il3ah 185 11.2 6.5 211 1 1 70 2 
891105 0615 il2h 330 5.8 1.7 
j 
67 2 1 30 	3 
891107 0552 il3ah 251 8.7 2.3 54 2 1 100 3 
891107 0552 il2h 0 8.7 2.4 40 3 1 - 	- 
891107 0552 ilIh 297 8.7 4.0 26 2 1 70 2 
891107 1550 i 12 323 8.1 2.3 262 3 0 20 	3 
891107 1550 il3ah 250 8.1 3.8 129 2 1 30 3 
891107 1550 i 16 99 8.1 4.1 262 3 1 50 	3 
891107 1550 illh 284 8.1 5.1 102 2 1 30 3 
891107 1556 i 12 307 7.7 2.1 284 3 0 30 	3 
891107 1556 i 16 108 7.7 4.0 - - - - - 
891107 1556 il3ah 244 7.7 4.3 129 2 1 40 	3 
891107 1814 il2h 345 8.6 2.8 280 3 0 20 3 
891107 1814 il3ah 261 8.6 2.9 121 2 1 50 	2 
891107 1814 il6h 88 8.6 4.7 262 2 1 60 3 
891107 1814 illh 296 8.6 4.7 111 2 1 30 	3 
891108 0623 illh 37 13.2 2.2 243 3 1 80 3 
891108 0623 il3ah 107 13.2 2.8 44 3 1 - 	- 
891108 0623 il2h 65 13.2 5.4 277 2 1 90 2 
891108 1156 illh 34 13.3 2.6 254 3 1 80 	3 
891108 1156 il3ah 99 13.3 2.9 37 3 1 - - 
891108 1156 i12h 62 13.3 5.7 275 1 1 90 	2 
891117 0654 il3ah 271 8.4 1.7 37 2 1 30 3 
891117 0654 il2h 8 8.4 3.2 245 3 1 50 	3 
891117 0654 illh 310 8.4 4.1 42 1 1 0 3 
891119 0124 ol3h 189 6.6 0.8 80 2 1 20 	2 
891123 1927 ol6h 266 8.8 4.2 88 2 1 30 1 
891123 2051 il3ah 256 9.3 2.4 161 2 1 0 	3 
891123 2051 iI2h 357 9.3 2.6 266 3 1 60 3 
891123 2051 illh 299 9.3 4.2 91 2 1 20 	3 
891123 2051 il6h 89 9.3 5.3 258 2 1 40 3 
891126 0056 il6h 63 7.0 2.7 114 3 1 - 	- 
891126 0459 il2h 178 8.2 3.9 88 2 1 60 1 
891126 2052 il2h 337 8.1 2.7 324 1 1 70 	2 
891126 2052 il3ah 259 8.1 3.3 258 1 1 30 2 
891126 2052 il6h 90 8.1 4.4 1 86 3 1 50 	3 
891126 2052 illh 293 8.1 5.0 252 2 1 50 3 
891127 0931 il6h 44 7.6 3.7 272 2 1 50 	3 
891128 1330 il2h 338 8.4 2.5 102 2 1 40 2 
891128 1330 il3ah 255 8.4 3.2 42 1 1 0 	1 
891128 1330 i 	16 92 8.4 4.5 	1 266 2 1 50 3 
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date 	time 	station 	a 	ci 	I e 	I 'y 	p0! I dir I delay I del Q 
(yymmdd) (hhmm) (N-E) (km) (km) (N°E) Q 	(ms) (1-3) 
.(1-3) 
891201 0926 i201 79 9.1 2.9 256 1 1 40 	1 
891202 1412 il3ah 276 9.6 2.8 120 2 1 0 2 
891202 1412 il2h 349 9.6 3.5 244 2 1 30 	3 
891202 1412 il6h 79 9.6 4.9 264 1 1 60 3 
891202 1412 illh 305 9.6 5.1 84 1 1 30 	2 
891204 0025 ol6h 277 6.9 4.0 77 2 1 20 2 
891206 1502 illh 202 8.9 2.9 191 2 1 30 	2 
891206 1502 il2h 131 8.9 3.3 173 3 1 - - 
891206 1502 il3ah 177 8.9 5.3 87 2 1 30 	3 
891213 0546 il6h 126 6.6 0.8 - - - - - 
891214 0408 il8h 162 9.3 2.8 33 2 1 40 	2 
891214 1153 i05h 283 6.4 1.3 287 2 0 90 3 
891214 1405 il3ah 306 7.7 3.2 43 2 1 0 	2 
891217 0853 116h 97 5.6 0.6 13 1 1 0 2 
891219 0216 il8h 332 10.0 0.3 I 	41 2 1 60 	2 
891219 0216 il9h 123 10.0 4.7 266 2 1 70 3 
891219 0216 ol8h 187 10.0 5.5 225 2 1 50 	3 
891219 2116 il3ah 331 8.5 3.9 137 1 1 0 2 
891220 0322 il3ah 258 8.7 0.9 62 1 1 30 	1 
891220 0322 il2h 24 8.7 3.2 69 3 1 80 3 
891220 0322 illh 317 8.7 3.3 80 3 1 20 	3 
891222 0941 il6h 61 8.7 3.4 313 3 1 - - 
891222 0941 il3ah 282 8.7 4.8 62 2 1 80 	3 
891222 0941 02h 329 8.7 4.8 84 2 1 20 3 
891224 0214 il3ah 290 8.9 2.0 60 2 1 110 	3 
891224 0214 il2h 5 8.9 3.8 - - - - - 
891224 0214 illh 315 8.9 4.6 198 2 1 80 	3 
891224 0500 ol6h 267 8.8 4.5 1 307 2 1 0 2 
891224 0508 i07h 264 10.6 3.6 79 1 1 50 	2 
891224 0700 i05h 269 8.6 1.0 44 2 1 30 3 
891224 0700 o03ah 89 8.6 4.3 40 2 1 30 	3 
891226 0332 ol6h 303 11.2 4.2 254 2 1 30 2 
891226 0332 il8h 138 11.2 4.7 190 2 1 30 	2 
891227 1050 i 12 18 8.6 1.8 102 3 1 0 3 
891227 1050 il3ah 228 8.6 2.1 44 2 0 80 	2 
891227 1050 illh 291 8.6 3.2 51 2 1 0 3 
891227 1219 il2h 24 8.9 1.9 348 3 1 0 	3 
891227 1219 il3ah 225 8.9 2.0 59 2 1 80 3 
891227 1219 illh 293 8.9 3.0 58 2 1 0 	2 
891227 2018 il6h 79 7.8 3.1 146 3 1 20 3 
891227 2018 il2h 322 7.8 3.9 248 2 1 30 	2 
891227 2018 il3ah 269 7.8 4.6 248 1 1 30 2 
891228 0839 il6h 87 7.3 2.7 164 3 1 20 	3 
891228 0839 il2h 314 7.3 3.8 224 1 1 30 2 
891229 1307 il3ah 322 6.1 2.0 36 3 1 20 	3 
891229 2212 ol3h 166 6.8 1.9 77 2 1 30 2 
900103 0838 il3ah 255 9.4 2.4 I 47 2 1 30 	2 
900103 0838 i 12 355 9.4 2.5 265 1 1 70 3 
900103 0838 illh 298 9.4 4.2 246 2 1 - 	- 
900103 0838 il6h 90 9.4 5.2 250 2 1 20 3 
900106 0430 il3ah 343 9.0 3.0 344 3 1 20 	3 























900107 1606 iI2h 323 7.2 2.3 61 1 1 60 2 
900107 1606 il3ah 249 7.2 3.8 - - - - - 
900107 1606 il6h 100 7.2 4.1 82 3 1 - - 
900107 1904 i16h 111 7.5 2.7 227 2 1 30 2 
900107 1904 il2h 298 7.5 3.3 258 1 1 60 2 
900107 2036 il6h 77 7.4 2.9 220 2 1 20 2 
900107 2036 il2h 320 7.4 4.1 255 1 1 60 2 
900108 1010 il8h 146 10.1 2.4 344 2 0 0 2 
900110 0804 il6h 35 8.6 5.1 91 3 1 40 3 
900110 1304 il8h 346 10.0 2.6 j 32 1 1 20 2 
900110 1304 ol8h 199 10.0 3.5 43 2 1 50 2 
900110 1304 il9h 96 10.0 3.5 333 3 1 0 3 
900110 1316 il8h 343 9.9 2.6 45 2 1 20 3 
900110 1316 i 19 97 9.9 3.4 150 3 1 20 3 
900110 1316 ol8h 201 9.9 3.6 - - - - - 
900110 1954 ol6h 219 4.7 2.7 - - - - - 
900111 0123 il6h 184 5.1 1.0 249 2 1 20 2 
900114 0014 i 16 89 6.7 2.6 73 2 1 50 3 
900114 0014 i 12 312 6.7 3.8 342 1 1 0 1 
900115 0603 ol3h 160 4.4 2.2 231 2 1 30 3 
900115 1113 i 16 35 7.2 3.6 289 1 1 60 2 
900116 0224 il2h 345 6.3 2.6 1 3 1 20 3 
900116 0224 il3ah 257 6.3 2.9 121 2 1 40 2 
900118 0603 il3ah 274 8.8 2.5 93 3 1 30 3 
900118 0603 il2h 354 8.8 3.3 261 3 1 30 3 
900118 0603 illh 306 8.8 4.8 96 2 1 30 3 
900118 0603 il6h 81 8.8 5.2 283 2 1 50 3 
900121 0748 iO3h 51 9.4 5.2 58 2 1 100 3 
900124 0920 ol8h 154 2.9 0.5 246 2 1 20 2 
900124 0923 i05h 278 7.0 2.1 330 2 1 40 3 
900124 0923 o03ah 83 7.0 3.2 49 3 1 - - 
900125 0929 iO3h 352 5.0 2.2 222 2 1 90 3 
900126 1633 il2h 218 0.8 0.6 - - - - - 
900128 1448 ollh 314 8.8 1.8 	j 90 2 1 30 2 
900128 1448 il2h 171 8.8 3.1 81 2 1 60 2 
900129 0006 ollh 292 5.1 2.7 110 2 1 50 2 
900129 0709 iO3h 60 8.9 4.5 - - - - - 
900130 0529 ol3h 182 6.7 2.2 4 2 1 0 2 
900130 2146 il2h 141 9.3 0.6 64 2 1 30 2 
900130 2146 illh 253 9.3 3.3 186 2 1 0 2 
900130 2146 il3ah 207 9.3 4.0 52 2 1 20 3 
900130 2146 ollh 340 9.3 4.2 340 3 1 - - 
900130 2300 o20h 281 6.9 4.8 12 1 1 20 2 
900131 0622 il6h 59 9.5 4.1 249 2 1 50 3 
900131 0622 il3ah 290 9.5 4.3 226 2 1 30 2 
900131 0622 il2h 338 9.5 5.0 247 1 1 30 2 
900131 0623 il6h 63 9.7 3.1 251 2 1 60 3 
900131 0623 il2h 326 9.7 4.7 242 2 1 20 2 
900131 0623 il3ah 279 9.7 4.9 217 2 1 40 3 
900131 1439 il3ah 269 6.4 1.5 52 2 1 70 3 
900131 1439 i 12 13 6.4 3.2 - - - - - 
900131 1439 illh 312 6.4 3.8 - - - - - 
900201 1935 il3ah 284 6.2 1.5 53 2 1 90 2 
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uate 	time 	station I a I a I 	e 	I y 	p01 	dir 	delay del Q 
(yymmdd) (hhmm) (N -E) (km) (km) (N°E) Q (ms) (1-3) 
.(1-3) 
900202 2007 il6h 33 7.1 1.6 262 1 1 50 	2 
900203 1742 iO3h 354 4.6 2.4 229 2 1 90 3 
900205 1644 i031 353 4.4 2.2 - - - - 	- 
900206 0145 iO3h 355 4.2 2.4 233 1 1 0 2 
900207 0014 o03ah 159 5.7 2.7 233 3 1 20 	3 
900210 2249 o03ah 173 8.9 2.9 249 2 1 20 3 
900211 1302 i 12 340 8.5 2.3 303 3 0 - 	- 
900211 1302 il3ah 252 8.5 3.1 72 2 1 60 3 
900211 1302 116h 94 8.5 4.6 13 2 1 50 	3 
900211 1302 illh 291 8.5 4.7 57 2 1 30 2 
900211 2324a il3ah 332 8.6 4.3 32 2 1 50 	3 
900211 2324b il3ah 335 8.5 4.3 35 2 1 50 3 
900211 2326a il3ah 339 8.4 3.9 47 2 1 30 	2 
900211 2326b il3ah 339 8.3 3.8 47 2 1 30 2 
900213 0611 il6h 26 7.5 4.1 248 1 1 40 	3 
900213 1052 i 16 26 7.5 4.2 264 1 1 50 3 
900214 0037 il6h 348 5.9 2.8 158 2 1 0 	2 
900214 2105 il8h 167 8.4 3.8 51 1 1 20 2 
900215 0417 i201 50 5.3 2.5 - - - - 	- 
900217 2222 o03ah 170 6.6 2.4 - - - - - 
900218 0556 iO3h 8 8.3 5.0 272 2 1 20 	2 
900223 2012 il6h 108 5.3 2.2 204 1 1 0 3 
900223 2323 il6h 356 5.3 2.9 41 2 1 20 	2 
900224 0424 il6h 1 5.8 2.7 51 2 1 20 2 
900224 0902 il6h 353 5.7 2.7 45 2 1 20 	2 
900224 1024 il6h 358 5.1 2.9 51 2 1 20 2 
900224 2041 il6h 61 9.3 4.7 274 2 1 60 	2 
900224 2041 il2h 344 9.3 4.9 233 1 1 60 2 
900224 2101 il6h 60 9.1 4.8 264 2 1 60 	2 
900224 2101 il2h 345 9.1 5.0 229 1 1 60 2 
900226 0421 il6h 353 5.8 2.7 89 3 1 30 	3 
900228 0742 il2h 273 5.6 2.3 263 1 1 20 1 
900302 0921 il6h 31 6.2 2.5 53 3 1 50 	3 
900303 2222 il6h 354 5.4 2.9 24 2 1 20 2 
900304 1952 ollh 293 4.8 2.6 - - - - 	- 
900309 0553 il6h 60 8.1 4.4 175 2 1 0 3 
900309 0553 il2h 341 8.1 5.0 90 2 1 20 	2 
900316 0547 o05ah 277 9.7 5.8 23 2 1 0 3 
900316 1908 o03ah 133 6.8 2.6 58 1 1 0 	2 
900318 2205 il9h 24 8.9 2.1 313 2 1 0 2 
900318 2205 ol8h 256 8.9 3.9 60 2 1 70 	2 
900319 1618 o05ah 297 9.1 4.9 26 1 1 60 2 
900319 2103 o03ah 351 12.8 5.5 96 2 1 50 	2 
900319 2103 OR 38 12.8 7.2 271 3 1 30 3 
900321 1414 il8h 272 9.0 0.9 - - - - 	- 
900324 1346 o03ah 134 7.0 1.4 224 1 1 30 1 
900326 0100 i07h 274 9.8 5.9 68 2 1 80 	2 
900328 0620 o03ah 114 6.4 1.5 338 3 1 - 	- 
900329 0214 ollh 156 9.8 5.4 8 2 1 20 	2 
900401 0216 il6h 37 6.1 2.4 266 2 1 60 2 
900401 0349 ollh 230 8.8 2.1 - - - - 	- 





















900403 2317 o03ah 2 9.1 4.4 247 2 1 0 2 
900405 0203 o03ah 144 6.4 3.0 69 1 1 0 1 
900407 1626 il8h 116 11.2 2.5 244 2 1 40 2 
900407 1626 ol6h 316 11.2 6.5 149 1 1 60 1 
900409 0831 i20h 109 8.9 4.3 234 3 1 - - 
900413 0920 o05ah 242 7.6 3.9 9 2 1 30 2 
900414 1054 o03ah 300 5.0 2.2 67 1 1 50 2 
900415 2357 i161 44 8.3 3.8 222 2 1 40 3 
900424 0750 o03ah 314 7.9 1.9 283 2 0 - - 
900424 0750 iO3h 69 7.9 4.3 - - - - - 
900429 2131 o03ah 194 13.5 5.3 259 2 1 30 2 
900429 2131 o05ah 309 13.5 5.7 185 1 1 60 2 
900429 2131 iO3h 140 13.5 6.3 236 1 1 60 2 
900429 2131 jOSh 231 13.5 8.3 - - - - - 
900503 0844 il8h 131 12.7 6.6 189 2 1 40 2 
900506 0849 il8h 231 8.4 1.1 - - - - - 
900506 0849 il9h 137 8.4 4.9 342 2 1 0 2 
900512 0809 o03ah 214 8.1 0.4 239 2 1 30 2 
900513 0138 i20h 152 7.0 2.5 100 3 1 30 3 
900519 1046 i201 100 8.1 4.0 230 1 1 30 1 
900520 0759 il2h 12 5.2 2.5 62 2 1 40 2 
900521 1933 i121 15 5.4 2.5 61 2 1 40 2 
900527 1132 i 16 26 7.8 2.4 167 1 1 0 2 
900530 1014 i07h 201 10.3 3.0 322 2 1 20 2 
900616 1206 il8h 262 6.5 3.2 43 1 1 0 2 
900616 1206 il9h 164 6.5 3.4 342 3 1 20 3 
900617 0835 il8h 301 7.3 1.6 55 2 1 50 2 
900617 0835 il9h 127 7.3 3.4 237 1 1 0 1 
900622 2249 il2h 125 8.7 1.3 260 2 1 20 3 
900628 1013 il4h 62 9.9 5.2 34 2 1 60 2 
900703 0518 il6h 59 5.6 1.3 271 3 1 30 3 
900707 0417 illh 347 7.7 5.4 78 2 1 40 2 
900707 1919 i20h 98 7.9 3.9 293 3 1 20 3 
900711 2021 jOSh 321 12.2 4.3 334 3 0 - - 
900711 2021 i07h 178 12.2 6.3 308 2 1 70 3 
900713 0902 ollh 110 13.1 7.8 - - - - - 
900716 1937 iO3h 148 14.4 1.0 231 2 1 70 3 
900717 1050 i181 266 6.9 2.3 - - - - - 
900717 1050 i191 149 6.9 3.5 267 2 1 0 2 
900730 1251 iI6h 346 7.8 4.3 142 2 1 0 2 
900801 1223 o 16 243 8.2 4.5 82 1 1 0 2 
900815 0433 o 16 240 8.3 4.3 79 1 1 0 2 
900817 1541 i 16 41 6.7 3.3 277 2 1 60 3 
900820 1632 i20h 148 6.9 5.1 280 2 1 30 2 
900820 1632 il6h 324 6.9 5.5 - - - - - 
900822 0357 illh 8 10.5 2.4 39 2 1 40 2 
900822 0357 il2h 53 10.5 4.8 261 2 1 60 3 
900822 0721 i20h 135 6.4 2.8 242 2 1 30 3 
900826 1134 ollh 59 10.6 2.1 195 3 0 - - 
900826 1134 illh 180 10.6 3.8 - - - - - 
900826 1134 i 12 133 10.6 4.8 - - - - - 
900827 0623 iO3h 15 7.3 3.9 166 3 0 - - 






















900829 1447 iI2h 63 11.3 4.9 161 3 0 - - 
900829 2119 i05h 196 12.6 2.3 - - - - - 
900829 2119 iO4al 297 12.6 5.6 - - - - - 
900906 1440 iO3h 270 12.2 6.4 246 2 1 40 2 
900909 0604 il6h 37 7.5 3.5 262 1 1 60 2 
900913 2317 ollh 287 8.1 2.4 178 3 1 - - 
900913 2317 i121 187 8.1 3.7 97 3 1 30 3 
900918 0051 iO3h 31 8.0 3.8 j 	174 3 1 60 3 
900918 0422 il6h 35 6.0 3.8 262 2 1 60 2 
900918 0715 il6h 62 7.3 3.0 96 2 1 60 2 
900918 0751 il8h 128 10.6 0.9 - - - - - 
900918 0751 il9h 125 10.6 5.9 338 3 1 30 3 
900918 0751 ol8h 179 10.6 6.3 39 2 1 0 3 
900918 2318 ol6h 237 7.3 3.7 59 2 1 20 3 
900919 0110 iI8h 159 9.5 3.8 27 2 1 0 2 
900919 0110 oI6h 292 9.5 5.8 42 2 1 70 2 
900919 0855 illh 148 6.1 2.7 271 3 1 30 3 
900920 0900 il6h 34 5.2 0.9 260 2 1 20 3 
900922 0154 il6h 355 5.4 2.5 241 2 1 0 2 
900925 0343 olOh 252 16.5 8.5 317 2 1 - - 
900928 1620 il2h 74 8.9 2.0 85 2 1 70 2 
900928 1620 ollh 2 8.9 4.9 57 2 1 30 3 
901007 0630 il6h 63 8.5 4.2 278 2 1 30 3 
901007 0630 il2h 339 8.5 4.7 50 2 1 30 2 
901023 1808 ollh 106 12.9 7.0 - - - - - 
901023 1808 i07h 353 12.9 7.9 300 3 0 - - 
901024 0618 il6h 53 8.8 3.9 272 1 1 60 2 
901027 0638 ollh 201 7.6 4.2 - - - - - 
901028 1140 il6h 54 8.8 4.2 270 2 1 70 2 
901104 1859 il2h 262 6.8 2.5 77 2 1 30 1 
901110 0317 il8h 298 9.4 1.1 253 1 0 40 2 
901110 0317 il9h 127 9.4 4.0 347 2 1 0 3 
901110 0317 ol8h 196 9.4 5.5 44 2 1 70 2 
901111 2241 il2h 11 8.6 2.8 j 	236 2 1 70 3 
901116 0037 iO3h 86 5.4 2.1 266 3 0 - - 
901118 0644 illh 354 8.0 2.2 356 2 1 0 2 
901118 0644 i 12 51 8.0 4.3 293 3 1 30 3 
901118 0932 il9h 122 10.1 4.5 351 2 1 0 2 
901118 0932 ol8h 189 10.1 5.3 35 1 1 0 2 
901120 0554 il6h 10 6.1 3.4 284 1 1 70 2 
901121 1606 116h 8 6.4 3.3 - - - - - 
901125 1523 ol8h 137 7.1 1.5 211 1 1 30 3 
901129 0623 ol6h 308 12.0 3.2 254 2 1 40 2 
901130 0000 il6h 94 5.2 1.9 - - - - - 
901216 0950 iO3h 46 10.3 6.1 253 2 1 100 3 
901218 1018 il2h 314 5.7 2.0 89 1 1 30 2 
901219 1543 ol6h 237 8.5 4.2 63 2 1 - - 
901222 1816 il9h 359 8.8 4.0 37 2 1 50 2 
910108 0257 il6h 33 7.5 2.4 99 3 1 60 3 
910131 1424 i07h 332 11.5 5.3 167 3 1 - - 
910131 1424 i09h 226 11.5 6.7 23 1 1 0 1 
910208 1555 oI6h 147 5.7 0.8 100 2 1 20 2 






















910209 1458 il2h 138 10.4 3.9 250 1 1 70 2 
910210 0948 il2h 255 7.9 0.1 165 3 1 20 3 
910223 1115 ol6h 162 5.6 0.7 87 2 1 30 3 
910226 0602 iO3h 37 7.3 3.2 259 2 1 - - 
910226 2014 o161 132 5.5 0.7 - - - - - 
910226 2015 o161 127 5.7 0.5 112 3 1 0 3 
910226 2036 o161 128 5.7 0.6 160 1 1 0 3 
910309 0918 il6h 54 9.1 4.4 275 2 1 70 3 
910309 0918 il2h 340 9.1 5.4 247 1 1 30 2 
910314 1316 il6h 11 6.3 3.3 252 2 1 40 3 
910317 1914 i07h 282 22.4 8.5 2 3 1 - - 
910317 1914 iOlh 128 22.4 8.9 32 3 1 60 3 
910317 1914 iO3h 356 22.4 11.8 75 2 1 40 3 
910317 1914 i09h 235 22.4 13.2 - - - - - 
910321 0741 o07bh 204 15.3 8.6 39 3 1 - - 
910325 0004 il8h 119 11.0 2.2 223 2 1 70 2 
910325 0004 oI6h 314 11.0 6.7 164 2 1 30 1 
910330 1453 il8h 326 8.8 2.7 58 1 1 30 1 
910330 1453 il9h 104 8.8 2.7 65 2 1 20 2 
910330 1453 ol8h 210 8.8 4.1 210 3 1 30 3 
910401 1427 ollh 173 9.6 6.1 - - - - - 
910404 1111 il2h 22 8.9 3.4 258 2 1 70 2 
910410 0205 ollh 201 8.3 2.8 189 3 1 30 2 
910412 2047 ollh 26 9.9 2.0 j 260 1 1 0 3 
910412 2047 illh 196 9.9 3.2 206 1 1 30 3 
910412 2047 il2h 134 9.9 3.7 34 3 1 - - 
910424 2230 il2h 213 9.6 2.6 350 2 1 70 2 
910424 2230 ollh 304 9.6 3.9 98 2 1 50 3 
910424 2230 illh 241 9.6 5.6 53 2 1 30 3 
910426 0434 il6h 82 7.1 2.8 299 2 1 60 3 
910426 0434 il2h 318 7.1 3.9 83 1 1 30 1 
910427 0002 ollh 204 13.1 4.7 160 2 1 20 2 
910427 0002 iOlh 108 13.1 5.9 - - - - - 
910427 1030 il2h 191 8.7 0.8 223 2 1 30 2 
910427 1030 ollh 331 8.7 4.0 - - - - - 
910428 2041 ollh 259 7.8 3.0 - - - - - 
910501 0702 il6h 54 8.5 4.2 - - - - - 
910504 0713 il6h 11 6.2 3.5 283 1 1 40 2 
910505 0130 il2h 4 8.9 4.3 66 2 1 30 2 
910505 0130 ilIh 319 8.9 4.9 209 2 0 0 3 
910511 0205 o 16 279 8.8 5.1 69 2 1 20 2 
910511 0205 il8h 161 8.8 5.3 153 2 1 0 2 
910511 1045 i09h 225 12.3 4.8 83 2 1 30 2 
910511 1045 i07h 350 12.3 6.0 359 1 1 60 1 
910512 0707 jOSh 346 9.4 0.9 6 2 1 130 2 
910513 2055 i05h 244 9.0 0.9 182 2 1 20 2 
910514 0951 iO3h 22 8.6 4.7 262 3 1 - - 
910515 0905 i07h 350 13.5 4.3 175 3 0 - - 
910515 0905 i09h 211 13.5 6.0 55 2 1 0 2 
910519 1308 o05bh 38 9.1 2.6 353 2 1 0 2 
910519 1733 o05bh 49 8.5 2.9 80 3 1 60 3 
910524 0414 iI2h 199 9.4 2.9 74 1 1 20 2 






















910524 0414 illh 234 9.4 5.6 82 2 1 20 2 
910524 2154 o 16 139 5.5 0.8 253 2 1 20 2 
910527 1436 i05h 271 8.1 3.9 33 2 1 30 2 
910528 0858 il6h 34 7.7 3.3 263 2 1 60 2 
910601 2101 illh 244 11.1 0.1 259 3 1 110 3 
910601 2101 i12h 82 11.1 3.5 249 1 1 70 2 
910601 2101 olili 19 11.1 5.1 1 	265 3 1 - - 
910601 2201 i031 65 9.3 5.4 - - - - - 
910603 1040 ollh 183 9.2 5.2 135 3 0 - - 
910604 1912 il2h 7 9.0 4.3 143 3 1 0 3 
910604 1912 illh 321 9.0 4.8 214 2 1 30 3 
910604 1912 il6h 73 9.0 6.3 268 2 1 50 2 
910604 2349 o05bh 52 8.0 2.8 81 2 1 30 3 
910609 0627 i07h 155 12.2 5.1 39 2 1 30 2 
910609 0627 i05h 351 12.2 5.2 76 2 1 100 2 
910609 0924 il6h 4 5.9 3.0 172 2 1 0 2 
910609 1132 il6h 359 5.4 3.1 179 2 1 0 2 
910620 1205 i161 207 5.1 1.2 - - - - - 
910624 0248 o03bh 46 5.6 1.7 - - - - - 
910625 1712 iO3h 28 6.9 2.7 164 3 1 - - 
910701 0323 il2h 141 8.8 1.4 70 2 1 30 2 
910701 0323 illh 238 8.8 3.1 51 2 1 20 3 
910701 0323 ollh 344 8.8 3.4 120 3 1 - - 
910704 1127 il6h 91 6.6 2.7 209 2 1 40 2 
910704 1127 i 12 312 6.6 3.7 77 1 1 60 2 
910707 1738 iO3h 52 6.2 2.6 66 2 1 0 3 
910708 0730 ollh 191 8.9 5.3 - - - - - 
910708 2348 il8h 130 11.8 2.5 - - - - - 
910708 2348 ol6h 311 11.8 6.4 - - - - - 
910713 1646 i05h 34 12.8 1.6 74 1 1 60 2 
910721 0125 iO3h 57 7.8 3.7 57 3 0 - - 
910723 0506 ol6h 238 8.9 4.8 134 3 2 40 3 
910729 2354 il2h 338 7.9 2.7 - - - - - 
910729 2354 i 16 90 7.9 4.5 269 1 1 60 3 
910729 2354 illh 293 7.9 4.9 103 3 1 30 2 
910801 0938 jOSh 268 8.7 2.0 268 3 1 40 3 
910801 1040 ollh 248 8.2 3.1 264 3 1 - - 
910801 1040 il2h 191 8.2 5.6 24 3 1 - - 
910801 1955 iO3h 4 7.0 4.6 184 3 0 - - 
910803 1158 il6h 50 8.0 3.6 260 2 1 60 3 
910810 0336 iO3h 9 6.6 3.9 241 1 1 0 2 
910819 2257 o05bh 33 7.7 3.3 205 3 1 - - 
910825 1840 ollh 111 10.8 4.7 111 2 1 0 2 
910825 1840 i09h 258 10.8 5.9 136 2 1 30 3 
910901 0105 i05h 147 9.7 0.3 277 2 1 50 3 
910903 0235 jOSh 252 6.9 3.6 103 3 1 20 3 
910903 2311 iI2h 70 9.4 2.2 350 3 1 20 3 
910908 0042 o05bh 356 9.8 2.2 279 2 1 50 2 
910909 2312 illh 336 10.6 1.7 246 2 1 20 3 
910909 2312 il2h 53 10.6 3.6 252 1 1 40 3 
910914 1035 o05bh 292 9.2 5.2 99 1 1 70 2 
910914 1035 jOSh 107 9.2 5.5 287 2 1 60 3 















I 	dir I delay 
(ms) 
I del Q 
(1-3) 
910917 0157 i 12 339 8.9 5.4 235 1 1 40 1 
910921 1042 ollh 225 8.6 1.7 348 3 1 - - 
910927 1220 i07h 173 12.1 4.1 46 1 1 70 2 
910927 2142 iOlh 252 11.9 1.1 86 2 1 50 2 
910928 0111 ollh 199 8.6 3.0 295 3 1 30 2 
910929 0505 il2h 3 10.1 5.9 270 2 1 30 2 
911010 2318 il3bh 237 7.8 2.6 - - - - - 
911011 0157 il2h 291 7.5 1.9 254 1 1 30 1 
911011 2248 il3bh 260 7.7 2.5 - - - - - 
911012 0446 il2h 331 7.8 3.2 129 2 1 30 2 
911012 0446 il6h 85 7.8 3.9 269 2 1 60 3 
911013 0256 il3bh 259 7.7 2.5 202 1 1 80 3 
911014 2255 ol6h 230 6.9 2.7 50 2 1 20 2 
911017 0345 i 12 321 7.7 2.2 61 1 1 50 2 
911017 0345 il6h 101 7.7 4.1 - - - - - 
911022 0536 il2h 11 8.4 2.1 	j 149 2 1 20 3 
911022 0536 ilIh 296 8.4 3.5 66 1 1 40 3 
911023 1106 jOSh 234 8.0 0.7 193 2 1 20 3 
911024 0646 ollh 177 9.0 3.5 - - - - - 
911028 2052 iOlh 66 6.9 3.8 212 1 1 50 2 
911031 0552 il8h 259 7.1 3.4 19 2 1 30 3 
911031 0552 i 19 168 7.1 3.6 9 1 1 60 3 
911110 0411 jOSh 119 10.2 1.7 51 2 1 120 3 
911110 0552 iO3h 40 6.9 3.1 250 2 1 - - 
911114 0305 il6h 12 5.4 3.4 267 2 1 60 2 
911115 0021 il2h 360 8.4 1.7 - - - - - 
911115 0021 illh 287 8.4 3.7 57 1 1 30 2 
911115 0145 ol6h 312 11.8 3.1 - - - - - 
911115 0145 il8h 130 11.8 5.8 288 3 1 30 3 
911115 0200 il2h 358 8.2 1.7 44 1 1 30 1 
911115 0200 illh 287 8.2 3.8 57 1 1 30 2 
911115 0803 il2h 359 8.3 1.6 72 1 1 30 2 
911115 0803 illh 286 8.3 3.7 56 1 1 30 1 
911115 0812a il2h 350 8.1 1.7 42 2 1 30 3 
911115 0812a illh 287 8.1 4.0 49 1 1 30 2 
911115 0812b il2h 349 8.2 1.5 56 1 1 30 2 
911115 0812b illh 284 8.2 4.0 61 1 1 30 2 
911115 1027 iO3h 46 6.6 2.8 239 2 1 0 2 
911115 2240 ollh 175 9.6 4.9 171 2 1 20 2 
911116 0048 il6h 351 4.6 2.6 74 1 1 0 1 
911116 0517 il2h 356 9.3 3.4 - - - - - 
911116 0517 il3bh 178 9.3 4.5 116 2 1 30 2 
911116 0517 illh 307 9.3 4.8 216 1 1 20 1 
911116 0517 il6h 80 9.3 5.3 262 2 1 60 3 
911116 1817 jOSh 197 12.5 2.2 269 2 1 70 3 
911118 1205 illh 312 8.9 3.1 72 2 1 20 3 
911118 1205 il6h 88 8.9 6.7 76 2 1 30 3 
911124 0002 o05bh 308 7.5 3.6 28 3 1 30 3 
911126 0332 il3bh 270 6.3 2.5 46 3 1 20 3 
911127 0257 il2h 347 7.9 1.8 51 1 1 30 2 
911127 0257 illh 286 7.9 4.1 50 1 1 20 2 
911127 1131 o05bh 43 8.3 2.9 309 3 1 - - 






















911128 0018 il6h 56 8.1 3.9 200 2 1 - - 
911129 0855 i02h 154 12.1 5.4 83 2 1 50 2 
911130 1840 olOh 182 14.8 4.0 240 1 1 30 3 
911130 1840 il0bh 57 14.8 8.4 327 2 1 30 2 
911204 0033 i 12 281 6.8 1.3 81 2 1 20 2 
911205 0329 i 16 109 6.7 2.1 263 1 1 80 2 
911205 0329 il2h 298 6.7 3.9 88 1 1 40 2 
911207 1844 ollh 88 10.3 3.2 - - - - - 
911207 1844 illh 163 10.3 5.0 81 3 1 40 3 
911210 0754 o09h 338 7.6 4.8 299 3 1 0 3 
911210 1519 jOSh 126 7.5 2.3 47 2 1 120 3 
911211 1110 i 12 343 7.9 3.3 253 3 1 30 3 
911211 1110 i 16 81 7.9 4.5 267 2 1 50 3 
911211 1110 il3bh 187 7.9 4.7 155 1 1 50 2 
911211 1247 il2h 345 8.4 3.3 293 3 1 50 3 
911211 1247 i 16 82 8.4 4.7 268 2 1 60 3 
911211 1247 il3bh 185 8.4 4.7 128 2 1 60 2 
911211 1645 il3bh 0 7.8 3.0 125 3 1 - - 
911211 1645 ol6h 159 7.8 4.3 - - - - - 
911212 1846 ollh 104 11.3 4.7 256 2 1 70 3 
911212 1846 i09h 263 11.3 5.6 84 1 1 20 3 
911212 1846 ilIh 155 11.3 6.7 169 2 1 0 2 
911213 2224 i20h 85 7.0 3.3 266 1 1 20 2 
911215 0950 il6h 262 3.2 0.9 39 2 1 20 2 
911215 1600 ollh 229 7.3 4.1 229 2 1 0 3 
911216 0937 iI2h 352 9.1 5.2 67 2 1 30 2 
911216 0937 il6h 61 9.1 5.4 - - - - - 
911217 0136 il4h 183 7.9 2.6 104 2 1 0 2 
911217 2055 oI6h 317 12.6 7.0 - - - - - 
911219 0005 ollh 43 11.3 1.0 57 3 1 - - 
911219 0005 illh 194 11.3 4.3 251 2 1 30 3 
911219 0005 il2h 145 11.3 4.4 68 2 1 30 2 
911220 1036 o03bh 236 11.6 5.1 65 3 1 20 3 
911220 1036 i02h 56 11.6 7.1 259 2 1 30 2 
911220 1410 iO3h 351 5.5 2.3 - - - - - 
911222 2130 iI2h 45 9.0 1.8 - - - - - 
911222 2130 illh 287 9.0 2.4 47 2 1 50 3 
911222 2130 oIlh 355 9.0 5.6 243 3 1 20 3 
911224 0412 i05h 263 7.8 4.4 360 3 1 60 3 
911226 1345 il3bh 192 6.9 2.8 269 2 1 50 3 
911227 0914 il6h 26 6.6 3.6 271 2 1 80 3 
911227 0914 il3bh 239 6.6 4.0 167 3 1 - - 
911227 0944 il3bh 252 7.8 2.0 119 3 1 60 3 
911228 1206 olIh 253 8.9 1.8 325 3 1 - - 
911229 0442 il4h 71 10.1 5.3 251 3 1 50 3 
911231 0822 il6h 69 8.3 3.9 268 2 1 50 3 
911231 0822 il3bh 199 8.3 4.2 334 1 1 70 2 
911231 0822 il2h 335 8.3 4.3 177 1 1 20 1 
920101 1716 il3bh 149 7.9 1.7 58 1 1 50 3 
920102 2320 ollh 318 9.3 0.3 - - - - - 
920102 2320 il2h 159 9.3 4.5 - - - - - 
920102 2320 illh 202 9.3 5.1 50 1 1 80 1 


















I 	dir delay 
(ms) 
I del Q 
(1-3) 
920109 0954 il3bh 181 8.6 4.5 258 1 1 30 2 
920109 0954 illh 305 8.6 5.0 71 3 1 40 3 
920109 0954 i 16 79 8.6 5.0 222 2 1 50 3 
920110 2323 ol3h 53 9.7 3.5 282 2 1 20 2 
920112 0421 il2h 342 8.4 3.8 - - - - - 
920112 0421 il3bh 190 8.4 4.4 336 1 1 70 3 
920112 0421 iI6h 76 8.4 4.4 187 2 1 50 3 
920113 1850 i07h 285 9.9 5.7 339 2 1 70 2 
920115 1726 iO3h 11 7.5 4.4 244 1 1 0 1 
920118 0752 iO3h 34 7.9 3.7 239 3 1 - - 
920119 0910 olIh 191 8.6 5.2 - - - - - 
920119 0959 i 12 7 5.0 2.6 56 2 1 40 2 
920119 1133 il2h 5 4.4 2.5 47 2 1 - - 
920120 0947 iO3h 9 7.5 4.5 236 1 1 0 1 
920122 1637 i20h 68 7.2 4.2 235 2 1 20 2 
920125 1552 o03bh 229 8.9 5.2 63 3 1 30 3 
920127 1032 iO3h 54 8.3 4.2 59 2 1 100 3 
920127 1617 iO3h 357 4.4 1.5 47 2 1 20 3 
920129 1420 il2h 346 7.3 3.9 123 3 1 - - 
920129 1420 il6h 75 7.3 4.7 101 3 1 20 3 
920131 1350 ollh 290 5.1 2.8 304 3 1 40 3 
920201 0258 il3bh 190 8.4 3.0 340 2 1 50 3 
920201 0258 iI2h 349 8.4 5.0 42 3 1 30 3 
920201 1148 jOSh 276 7.5 1.9 221 2 1 30 3 
920201 1306 jOSh 273 9.0 4.4 262 2 1 30 3 
920202 0433 il6h 60 9.2 3.8 255 1 1 50 3 
920202 0433 il3bh 206 9.2 3.9 91 3 1 80 3 
920202 0433 il2h 334 9.2 4.9 254 1 1 30 2 
920202 0924 il3bh 197 8.4 3.1 322 3 1 - - 
920202 0924 il6h 59 8.4 4.8 256 2 1 60 3 
920204 0501 il3bh 194 9.0 3.2 315 3 1 70 3 
920204 0501 il6h 62 9.0 4.8 278 2 1 60 3 
920204 0501 il2h 346 9.0 4.9 225 1 1 60 1 
920204 0653 iO3h 83 6.8 2.8 - - - - - 
920207 0936 il2h 2 7.8 3.7 272 2 1 40 3 
920209 2340 il8h 197 9.2 0.3 202 3 1 - - 
920209 2340 il9h 128 9.2 5.2 241 1 1 30 3 
920215 2047 il2h 346 8.4 4.1 53 2 1 10 3 
920215 2047 il6h 72 8.4 4.7 174 2 1 50 3 
920219 1349 ol3h 58 7.9 4.4 250 1 1 30 2 
920220 0352 il3bh 155 7.7 1.5 59 2 1 60 3 
920221 0042 il3bh 165 8.6 5.1 308 2 1 70 2 
920222 1303 il3bh 181 7.8 3.7 128 2 1 20 3 
920222 1303 il2h 354 7.8 4.2 272 2 1 40 3 
920227 1001 il2h 348 8.8 3.6 60 2 1 50 3 
920227 1001 il3bh 184 8.8 4.3 - - - - - 
920227 1001 il6h 77 8.8 4.8 - - - - - 
920227 1001 ilIh 305 8.8 5.2 9 2 1 0 3 
920228 0910 ollh 108 11.5 4.2 273 2 1 20 2 
920228 0910 i09h 261 11.5 6.2 41 1 1 0 2 
920228 0910 illh 160 11.5 6.6 322 2 1 100 3 
920228 1332 il3bh 179 7.9 3.8 119 2 1 30 3 






















920229 1449 il8h 321 9.2 1.6 42 1 1 20 1 
920229 1449 il9h 118 9.2 3.6 253 3 1 30 3 
920229 2223 il4h 220 10.0 0.2 281 1 1 30 2 
920301 0446 il6h 59 7.4 3.6 181 2 1 70 2 
920301 0446 il3bh 209 7.4 4.0 279 3 1 40 3 
920301 0635 il3bh 262 7.2 1.1 132 2 1 30 2 
920301 2216 il2h 6 6.9 2.6 76 1 1 80 2 
920301 2216 illh 302 6.9 3.8 46 2 1 50 3 
920303 1230 il4h 168 6.9 1.8 - - - - - 
920308 1552 i02h 120 15.7 3.8 - - - - - 
920309 0716 il3bh 202 8.9 3.1 305 3 1 60 3 
920309 0716 il6h 57 8.9 4.6 280 2 1 70 3 
920309 0716 il2h 343 8.9 5.2 239 1 1 40 2 
920311 0857 il3bh 152 7.9 1.5 105 2 1 50 2 
920313 0319 il2h 6 9.4 2.9 134 2 1 30 3 
920313 0319 illh 306 9.4 4.0 29 2 1 20 2 
920313 0319 il3bh 172 9.4 5.0 43 2 1 0 2 
920313 0319 il6h 86 9.4 5.7 265 2 1 40 3 
920313 1506 il2h 3 9.3 3.3 - - - - - 
920313 1506 illh 309 9.3 4.3 29 2 1 30 3 
920313 1506 il3bh 173 9.3 4.6 61 2 1 0 2 
920315 0127 i07h 353 12.9 4.8 279 2 1 30 2 
920315 0127 i09h 213 12.9 5.5 273 3 0 - - 
920316 0729 iO3h 51 8.9 4.5 268 3 0 - - 
920317 0354 i20h 55 6.4 2.8 260 1 1 30 1 
920321 0655 il2h 298 5.1 2.4 359 1 1 30 1 
920326 2134 il9h 162 7.9 2.0 61 1 1 30 2 
920326 2134 il8h 285 7.9 3.7 38 3 1 40 3 
920331 1957 ollh 151 9.8 1.7 - - - - - 
920402 0728 o161 198 5.1 1.4 71 1 1 90 2 
920402 0818 i07h 268 10.2 4.9 288 1 1 60 1 
920404 0322 o161 203 5.1 2.6 213 2 1 40 2 
920404 0325 o161 201 5.2 2.6 237 2 1 40 2 
920409 1519 o161 202 5.7 2.6 - - - - - 
920410 0153 jOSh 267 8.0 4.6 93 3 1 40 3 
920410 0229 jOSh 271 8.3 4.6 105 3 1 30 3 
920410 0549 jOSh 270 8.1 4.7 112 3 1 40 3 
920412 0453 i121 294 4.9 2.7 357 1 1 30 1 
920422 1208 il8h 122 11.9 4.0 231 2 1 30 2 
920422 1208 o161 318 11.9 5.0 - - - - - 
920501 0253 o161 309 11.3 2.8 - - - - - 
920501 0253 il8h 131 11.3 6.1 269 2 1 60 2 
920521 0707 illh 168 10.8 2.4 - - - - - 
920521 0707 olIh 41 10.8 3.4 227 3 1 - - 
920526 1754 iO3h 24 7.7 4.5 245 3 1 60 3 
920605 1842 i05h 313 9.6 4.9 73 2 1 0 2 
920608 0725 i05h 270 6.1 2.0 245 3 1 40 3 
920608 1836 iIlh 303 9.1 2.4 - - - - - 
920608 1836 i121 39 9.1 2.4 198 3 1 - - 
920612 2124 ollh 132 9.0 2.4 - - - - - 
920614 1528 il6h 33 5.3 1.1 271 1 1 60 2 
920617 1631 olOh 160 11.9 2.9 215 1 1 20 1 






















920618 1838 iO3h 34 6.8 3.3 304 3 1 60 3 
920620 1156 il6h 39 5.1 1.4 245 2 1 20 3 
920621 0420 iOIh 139 8.9 2.4 - - - - - 
920623 0710 iO3h 52 8.0 3.9 11 3 0 - - 
920623 0800 ollh 75 10.6 2.3 - - - - - 
920623 0800 illh 174 10.6 4.3 - - - - - 
920623 0800 i121 133 10.6 5.5 176 3 1 20 3 
920701 0759 il3bh 220 8.0 3.3 - - - - - 
920701 0759 il6h 46 8.0 4.1 133 2 1 40 3 
920701 0906 jOSh 274 7.1 3.1 53 2 1 60 2 
920701 2310 il3bh 168 7.4 1.8 - - - - - 
920702 0110 iO3h 20 7.9 4.7 265 2 1 50 3 
920703 1916 il6h 114 5.1 0.9 258 2 1 50 3 
920709 1746 il8h 114 11.7 2.8 212 2 1 50 2 
920709 1746 o161 318 11.7 6.3 - - - - - 
920709 1746 ol8h 164 11.7 7.2 293 1 1 30 3 
920710 1656 il6h 40 7.2 3.7 - - - - - 
920710 1656 il3bh 226 7.2 3.7 - - - - - 
920716 1326 o03bh 9 8.2 3.9 291 2 1 60 2 
920720 1957 o161 283 9.6 4.0 - - - - - 
920720 1957 il8h 150 9.6 5.7 278 3 0 - - 
920724 1122 ollh 171 11.3 4.2 254 3 1 - - 
920726 0119 illh 260 8.9 2.6 - - - - - 
920726 0119 ollh 350 8.9 4.5 - - - - - 
920730 0457 il3bh 15 6.7 1.0 - - - - - 
920428 0039 o161 232 7.2 3.1 - - - - - 
920827 0712 i121 270 7.9 0.2 163 3 1 - - 
C-13 
