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Abstract
A practical method is described for computing the unique generator of the algebra
of first integrals associated with a large class of Hopf-zero singularity. The set of all
volume-preserving classical normal forms of this singularity is introduced via a Lie algebra
description. This is a maximal vector space of classical normal forms with first integral;
this is whence our approach works. Systems with a non-zero condition on their quadratic
parts are considered. The algebra of all first integrals for any such system has a unique
(modulo scalar multiplication) generator. The infinite level volume-preserving parametric
normal forms of any non-degenerate perturbation within the Lie algebra of any such
system is computed, where it can have rich dynamics. The associated unique generator of
the algebra of first integrals are derived. The symmetry group of the infinite level normal
forms are also discussed. Some necessary formulas are derived and applied to appropriately
modified Ro¨ssler and generalized Kuramoto–Sivashinsky equations to demonstrate the
applicability of our theoretical results. An approach (introduced by Iooss and Lombardi)
is applied to find an optimal truncation for the first level normal forms of these examples
with exponentially small remainders. The numerically suggested radius of convergence (for
the first integral) associated with a hypernormalization step is discussed for the truncated
first level normal forms of the examples. This is achieved by an efficient implementation
of the results using Maple.
Keywords: Volume-preserving; First integral; Normal form; Hopf-zero singularity; Lie
algebra.
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1 Introduction
A Lie algebraic structure for a family of vector fields is important in the sense that the family
is invariant under a group of permissible transformations generated by the Lie algebra. Thus,
certain dynamical properties are preserved within the family. Therefore, in the study of dynam-
ical systems, it is fundamentally useful to recognize nonlinear families that admit a Lie algebra
structure. Once this is accomplished, the transformation group makes a classification for the
vector fields. This classification can be computed through the infinite level (simplest, unique)
normal form theory. This gives rise to the study of singular differential systems which has
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significantly contributed to the bifurcation and stability analysis of many systems with com-
plex dynamics. A good practical knowledge on the Lie algebraic structure of any singularity
is necessary for an efficient infinite level normal form computation. There are many results on
the simplest normal forms of planar singularities. However, there are considerably less research
results on the simplest normal forms of the three-dimensional state space singularities, where
the system is already on its center manifold; see [11, 12, 16, 46, 47]. The reason is that the Lie
algebraic structure generated by three dimensional state space is more complicated than that
of the planar state space. Findings on the Lie subalgebras of a singularity contribute to the
understanding of the dynamical properties invariant under the transformation groups associ-
ated with the Lie subalgebras. We introduce a maximal Lie algebra of Hopf-zero normal forms
with a first integral which are derived via a sl2-representation in [19]. By further investigation,
it turns out that this family is the set of all volume-preserving Hopf-zero normal forms.
A practical method for finding the generators of the algebra generated by first integrals of
a given differential system is an indispensable subject. Our approach displays such a fruitful
method that works well for a large class of Hopf-zero singular systems. The idea is to transform
the system into the classical normal form and check if it is a volume-preserving normal form
system. Then, our formulas derive the unique generator for the algebra of its first integrals.
Therefore, this method is applicable for all Hopf-zero singular systems that their classical
normal form is divergent free.
Our proposal for normalization of a Hopf-zero singularity is as follows. A vector field
is first transformed into the classical normal form and then, we consider its conservative–
nonconservative decomposition; see [4,5,40–42] for some relevant results. Based on this obser-
vation, an appropriate hypernormalization approach is applied. This paper deals with hyper-
normalization for the cases when the nonconservative part is zero. For the zero conservative
part, the hypernormalization follows from the method introduced in [20]. Finally, for the
cases of both nonzero conservative and nonconservative parts, the normal form computation
in [19] must be implemented. The hypernormalization steps associated with either of these are
independent and Maple programs are developed for their implementations.
For preserving the divergent-free property of the normal form systems, the transformation
group (or instead, transformation group generators) must be defined appropriately. The normal
form study of three-dimensional volume-preserving vector fields have also been considered by
Mezic´ and Wiggins [34]. Their results are consistent with our claims and this suggests that
divergent free Hopf-zero singularity may appear in models of incompressible fluid flows; see
Remark 2.4. For some relevant results associated with volume preserving maps see [6]. Here,
we appreciate the editor-in-chief careful readying of our manuscript and fruitful comments. The
present paper focuses on three-dimensional divergence-free vector fields. Such vector fields arise
in incompressible hydrodynamics (Lagrangian motion of particles) and in studies of magnetic
field lines in three dimensions; e.g., see [31,34,45]. Near stagnation points of a flow or magnetic
nulls the vector field is degenerate and normal form theory provides valuable information about
the behavior of the system.
In this paper we are concerned with computing the simplest normal form of the divergent
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free systems given by

x˙ =
∑
(k − l + 1)alkxl+1(y2 + z2)k−l,
y˙ = −∑ (l+1)
2
alkx
ly(y2 + z2)
k−l
+
∑
bmn x
mz(y2 + z2)n−m,
z˙ = −∑ (l+1)
2
alkx
lz(y2 + z2)
k−l −∑ bmn xmy(y2 + z2)n−m,
(1.1)
where
−1 ≤ l ≤ k, 0 ≤ k, 0 ≤ m ≤ n, (x, y, z) ∈ R3, alk, bmn ∈ R, a−10 6= 0, a00 = 0,
and b00 = 1. This system is the classical normal form of a large class of Hopf-zero singularity
systems with a first integral. For instance Guckenheimer and Holmes [24, Equations 7.4.5 for
a := 1] studied a generic example from this family. The formal function
f(x, y, z) :=
∑
alkx
l+1(y2 + z2)
k−l+1
(where − 1 ≤ l ≤ k and l + k ≥ 1) (1.2)
is a first integral for the system (1.1). The idea is to analyze the dynamics from the infinite
level normal form and its first integral rather than working with the more complicated system
(1.1) and first integral (1.2).
The rest of this paper is organized as follows. Section 2 discusses the notations and algebraic
structures associated with the volume-preserving classical Hopf-zero normal form with a first
integral. We obtain the infinite level volume-preserving normal forms and associated first
integrals in Section 3. Furthermore, a new technique is demonstrated in which it enables one
to change certain coefficients into non-algebraic numbers in order to facilitate elimination of
certain terms. Then after some normal form computation, one changes them back into the
desired numbers; see Remark 3.2. In Section 4, under some technical conditions, we prove that
there exist invertible transformations sending any non-degenerate perturbation of the system
(1.1) into a truncated infinite level parametric normal form (in cylindrical coordinates)

x˙ = ρ2 ± xp+1 +∑ri=1 xni+1µi +∑Nk=p+1 αkxk+1,
ρ˙ = ∓ (p+1)
2
xpρ−∑ri=1 ni+12 xniρµi − ρ∑Nk=p+1 (k+1)αk2 xk,
θ˙ = 1 +
∑r+s
i=r+1 x
mi−rµi +
∑N
l=q βlx
l,
(1.3)
for some
r, s, p, q ≥ 1, N − 1 ≥ ni ≥ −1, and N − 1 ≥ mi ≥ 1;
see Equations (4.5) and (4.6). Here, αk = 0 for k ≡ p− 1 mod 2(p+ 1), while
βl = 0 for l ≡ −1 mod 2(p+ 1) and for l ≡ p+ q mod 2(p+ 1).
Furthermore, the function
f(x, ρ) = ρ2
(
1
2
ρ2 ± xp+1 +
r∑
i=1
xni+1µi +
N∑
k=p
αkx
k+1
)
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is the unique generator (modulo scalar multiplication) for the algebra of first integrals for system
(1.3); see Theorem 4.3. In Section 5 we provide the necessary formulas for a Hopf-zero singular
system whose cubic-truncated first level normal form is governed by Equation (1.1). Using
these formulas, we first apply our approach to a modified Ro¨ssler equation in Example 5.2 and
then to a symmetric system chosen from a commonly used generalized Kuramoto–Sivashinsky
equation in Example 5.3. Section 6 is devoted to find an optimal truncation for the first level
normal forms. We restate some results from Iooss and Lombardi [26] in an specific form we
need. We apply them to the examples of Section 5 which are presented in Examples 6.2 and
6.3. All formulas are implemented using Maple. Finally, the paper is concluded in Section 7
with a convergence analysis based on numerically computed first integrals for normal forms
associated with Examples 5.2 and 5.3. These are respectively presented in Examples 7.2 and
7.3.
2 Volume-preserving conservative vector fields
An original motivation was to consider normal forms of conservative Hopf-zero singularity
systems. Conservative systems have many applications in real life problems and Hamiltonian
systems are among the most prominent examples. There are substantial contributions on
Hamiltonian systems in the literature. However, the Hamiltonian structure requires an even
dimensionality of the state space. Thus, an eminent alternative for conservative Hopf-zero
singular systems on center manifold, i.e., a three dimensional state space, is to consider vector
fields with a first integral; see [32] for some relevant results. A normal form computation may
not destroy certain symmetric structures (e.g., volume-preserving, Hamiltonian, etc.) when
the transformation group is generated by an appropriate Lie algebra that preserve symmetric
(volume-preserving, Hamiltonian) vector fields. However, the set of all classical normal Hopf-
zero singularities with a first integral neither is closed under the Lie bracket nor is a vector
space. Therefore, we do not consider the set of all vector fields with a first integral. Instead, we
introduce a maximal vector space (that is also a maximal Lie algebra) of such vector fields. The
systems introduced in this paper are derived from a sl2-representation for the classical normal
forms of Hopf-zero singularity; see [19]. Here, the basic ideas stem from the lessons that the
first author learned from Professor Jan A. Sanders in his 2010 summer visit of Vrije university.
Here, we discuss the algebraic structures and dynamics properties in details. The presented
algebraic structures are necessary for the normal form computation in the following sections.
For terminologies and background used in this paper see [21, 35–37].
We denote
F lk := x
l(y2 + z2)
k−l(
(k − l + 1)x ∂
∂x
− (l + 1)
2
y
∂
∂y
− (l + 1)
2
z
∂
∂z
)
, (−1 ≤ l ≤ k) (2.1)
Θlk := x
l(y2 + z2)k−lz
∂
∂y
− xl(y2 + z2)k−ly ∂
∂z
, (0 ≤ l ≤ k).
The vector fields F lk and Θ
l
k can also be represented in cylindrical coordinates, but many first
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integrals for F lk only appear in terms of x, y, z; see Lemma 2.1. For a 0 6= a−10 ∈ R, let
L := span
{
Θ00 + a
−1
0 F
−1
0 +
∑
alkF
l
k +
∑
bmn Θ
m
n | k, n ≥ 1, alk, bmn ∈ R
}
, (2.2)
where −1 ≤ l ≤ k and 0 ≤ m ≤ n. These notations provide a tool to use a similar approach to
the method developed by Baider and Sanders [4,5]; see also [18]. The space L is a Lie algebra
by the Lie bracket [v, w] = vw − wv for any v, w ∈ L . Let
T := span
{
Θ00 +
∑
blkΘ
l
k | 0 ≤ l ≤ k, 1 ≤ k, blk ∈ R
}
.
This is equivalent to the space of phase components in cylindrical coordinates. The set of
all formal first integrals for v ∈ L is a subalgebra of formal power series in terms of x, y, z.
Since the formal power series is a Noetherian ring, it is finitely generated. We denote by
〈 p1, p2, . . . , pk〉 the algebra generated by p1, p2, . . . , pk ∈ R[[x, y, z]], unless otherwise is stated.
Lemma 2.1. For any l and k, let F lk be the algebra of formal first integrals for F
l
k. Then we
have:
• The algebra of first integrals for any 0 6= v ∈ T is〈
x, y2 + z2
〉
.
• The algebra F lk is generated by monomials that their x-degree is (l + 1) and their (y, z)-
degree is 2(k − l + 1), i.e.,
F
l
k =
〈
xl+1y2iz2(k−l+1)−2i
∣∣ i = 0, 1, . . . , k − l + 1〉 .
• For any 0 6= a ∈ R, 〈
xl+1(y2 + z2)k−l+1
〉
is the algebra of first integrals for Θ00 + aF
l
k.
Proof. Let g be a formal first integral for Θmn . Then, z
∂
∂y
g − y ∂
∂z
g = 0 and
g = g
(
x, y2 + z2
) ∈ 〈x, y2 + z2〉 .
The second part is a straightforward computation. Since every formal first integral for Θ00+aF
l
k
must be a first integral for Θ00 (e.g., see [32, Proposition 3]), any first integral for Θ
0
0 + aF
l
k
belongs to 〈x, y2 + z2〉 ∩F lk. This completes the proof.
The above lemma suggests the following proposition.
Proposition 2.2. Let v = Θ00 + a
−1
0 F
−1
0 +
∑
alkF
l
k +
∑
blkΘ
l
k ∈ L , where a−10 6= 0. Then, there
exists a unique formal first integral f (modulo scalar multiplications) such that the algebra of
first integrals for v is 〈f〉.
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Proof. Define
f :=
∫ 1
0
〈
v
(
tx, t
1
2y, t
1
2 z
)
,
(
y2 + z2,−2xy,−2xz)〉 dt,
where 〈·, ·〉 denotes the usual inner product on R3. Then,
f = a−10 (y
2 + z2)2 +
∑
alkx
l+1(y2 + z2)k−l+1. (2.3)
The formal function f is a formal first integral for v because v(f) = 0. By [32, Proposition 3]
any first integral for v lies in 〈x, y2 + z2〉 and is also a first integral for w := a−10 F−10 +
∑
alkF
l
k.
Let g(x, y2 + z2) be such that
w(g) = 0 and g = gN + · · · ,
where gN denotes the nonzero homogenous polynomial component of g with the least degree.
Since w(g) = 0, the least degree of the expansion for w(g) must be zero, i.e., F−10 (gN) = 0. By
Lemma 2.1, gN ∈ 〈(y2 + z2)2〉 and there exist a natural number k and a real number a1 ∈ R
such that
N = 4k1 and gN = a1
(
y2 + z2
)2k1 .
Now let g˜1 := g − fk1 . Then, g˜1 is also a first integral for w whose nonzero homogenous
polynomials (monomials) in its power series expansion have degrees strictly greater than N.
An induction argument proves that there exist real numbers ai ∈ R and natural numbers ki
(for i = 2, 3, . . .) such that
g˜i := g −
i−1∑
j=1
ajf
kj .
The proof is complete since g˜i is convergent to zero with respect to the filtration topology.
Remark 2.3. Any v ∈ L has a first integral and is volume-preserving, i.e., div(v) = 0.
However, L is not the set of all vector fields with first integral. Indeed, any function of the
form g(y2 + z2) is a first integral for
wl := F
l
l +
(l + 1)
2
xl
(
2x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
)
= (l + 2)xl+1
∂
∂x
,
for any l ∈ N. However, the vector fields wl − F ll and
[w5, F
2
3 ] = −21x7
(
y2 + z2
)(
2x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
)
do not have any first integral and are not volume-preserving; see [20, Theorem 2.3]. This implies
that the set of all vector fields with a first integral is not closed under the Lie bracket and it
is not a vector space. Indeed, any classical normal form with Hopf-zero singularity is uniquely
decomposed into a divergent free vector field (with a first integral) from L and a vector field
with non-zero divergent (without any first integral); see [19]. This implies that L is the set of
all volume-preserving Hopf-zero classical normal forms.
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Remark 2.4. Mezic´ and Wiggins [34] considered a class of three-dimensional systems associ-
ated with incompressible (volume-preserving) fluid flows. They considered such vector fields
when they admit a one-parameter spatial volume-preserving symmetry group. They proved
that there exists a local change of variables such that it sends the system into an analytic
normal form. The significance of their normal form is that the evolution of two variables is gov-
erned by a one-degree of freedom Hamiltonian system; while the evolution of the third variable
depends only on the first two variables. When the original system is autonomous, the three-
dimensional normal form system has a first integral; see [34, Theorem 2.1] and [39, Theorem
2.66]. Our normal forms are consistent with their results. Notice that the system (1.1) admits
a one-parameter spatial volume-preserving symmetry group whose infinitesimal generator is
given by z ∂
∂y
−y ∂
∂z
. Here both the divergent free property and the rotational (a one-parameter)
symmetry group are discovered after the first level normal forms are computed. However, the
considered family in [34] already must have these symmetries in order to be transformed into
normal forms. This suggests that analytic systems governed by Equation (1.1) may be derived
from practical models in incompressible fluids.
The following lemma portrays the structure constants involved in this paper.
Lemma 2.5. The following equations hold true.[
F lk, F
m
n
]
=
(
(m+ 1)(k + 2)− (l + 1)(n+ 2))F l+mk+n , for − 1 ≤ l ≤ k,−1 ≤ m ≤ n,[
F lk,Θ
m
n
]
=
(
m(k + 2)− n(l + 1))Θl+mk+n, for − 1 ≤ l ≤ k, 0 ≤ m ≤ n,[
Θlk,Θ
m
n
]
= 0, for 0 ≤ l ≤ k, 0 ≤ m ≤ n.
The space T is a nontrivial Lie ideal (and a trivial Lie subalgebra) for L . The above lemma
implies that the quotient Lie algebra L /T is Lie-isomorphic to a proper Lie subalgebra of a
one-degree of freedom Hamiltonian vector fields; see [4, Theorem 3.7] and [19, Theorems 2.5
and 2.7] for more detailed discussions.
Notation 2.6. Throughout this paper, we use Pochhammer k-symbol notation, that is,
(a)kb := a(a+ b)(a + 2b) . . .
(
a + (k − 1)b),
for any natural number k and real number b.
3 The infinite level normal forms
In this section, we obtain the simplest normal form of Hopf-zero systems given by Equation
(1.1). Let v =
∑∞
k=0 vk be a Lie-graded expansion of v ∈ L . Define dk,1 : Lk → Lk by
dk,1(Yk) = [Yk, v0] and then inductively define the maps d
k,n : Lk × ker dk,n−1 → Lk by
dk,n (Yk, Yk−1, . . . , Yk−n+1) :=
n−1∑
i=0
[Yk−i, vi] , for any k ≥ n.
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For k < n, define dk,n := dn,n. A normal form style is a rule on how to choose a unique
complement space Ck,n so that Im dk,n ⊕ Ck,n = Lk. Then, for a given vector field v, a graded
Lie algebra structure and a normal form style, there exists a formal invertible transformation
that transforms v into its n-th (infinite or simplest) level normal form w where w =
∑∞
k=0wk
and wk ∈ Ck,n (wk ∈ Ck,k) for all k; see [3, 21] for details.
In the literature sl2-style normal form has been applied only as a first level style (see
[36–38] for more details on normal form styles), while we use it as a second level style in the
following lemma. In other words, the sl2-representation is here applied to the first level normal
forms (of Hopf-zero singularity) and then, sl2-style is applied to the second level normal form
computation. Derivation of this family through sl2-representation is beyond the scope of this
paper and is presented in details in a separate paper; see [19] and also [13, 14]. We also would
like to acknowledge Professor James Murdock’s generous help, discussions, and remarks through
the first author in his 2011 summer visit and numerous email communications. The following
lemma represents the second level normal form of volume-preserving vector fields of Hopf-zero
singularity, where a sl2-style normal form is applied.
Lemma 3.1. There exists an invertible transformation transforming v(1) into its second level
normal form
v(2) = Θ00 + α0F
−1
0 +
∞∑
k=1
α
(2)
k F
k
k +
∞∑
k=1
β
(2)
k Θ
k
k, (3.1)
where α0 = a
−1
0 .
Proof. Define a grading function by δ(F lk) := δ(Θ
l
k) := k. Then, the result is deduced from
[F−10 , F
l
k] = 2(l + 1)F
l−1
k and [F
−1
0 ,Θ
l
k] = 2lΘ
l−1
k .
Note that by a linear change of state variable, we can remove Θ00 from the system; see [20,
Theorem 4.1] and [36, Lemma 5.3.6]. Assume that there exist α
(2)
k 6= 0 (for k ≥ 1) and denote
p := min
{
k |α(2)k 6= 0, k ≥ 1
}
. (3.2)
Let
α0 :=
1
2
, αp := α
(2)
p and Fp :=
1
2
F−10 + αpF
p
p .
Define a grading structure by
δ
(
F lk
)
:= p(k − l) + k and δ (Θlk) := p(k − l) + k + p+ 1.
Remark 3.2. For any a, b ∈ F, a, b > 0, through linear changes of variables
t :=
1
bα0
(
abα0 sign(α0αp)
αp
) 1
p+1
τ, x :=
(
abα0 sign(α0αp)
αp
) 1
p+1
X, y := Y, and z := Z,
we can transform Fp into Fp := bF
−1
0 + a sign(αpα0)F
p
p . Consequently, the coefficients of F
−1
0
and F pp can be arbitrarily chosen in the normal form computation. Thus without the loss of
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generality, we can choose α0 :=
1
2
. Hence, we can change the coefficient αp into a non-algebraic
number. We shall use this in Theorem 3.5 in order to simplify the system as desired, and then
again we change αp into ±1. As a theoretical result, this may not violate the principles of normal
form theory, but this needs more attention when it is implemented in a computer program. In
fact irrational numbers are treated like rational numbers in computers because of computers’
round off errors. This, however, does not hamper our results. Indeed for implementation of the
results on any computer, one needs to truncate the system up to a certain degree and thus, one
only needs to choose αp to be distanced from the roots of a finite number of polynomials. For
one of the three cases (considered by Baider and Sanders [5]) of Bogdanov–Takens singularity
when certain ratio of coefficients is non-algebraic, the simplest normal form is known; see [27].
This case is still an open problem when the ratio is algebraic. Hence, this technique is very
useful wherever it is applicable. Indeed, we believe that it can be applied to other problems;
e.g., see [19].
The following lemma introduces the transformation needed for elimination of the term Θmn
when m < n.
Lemma 3.3. For natural numbers m and n, there is a δ-homogenous polynomial state solution
Ymn such that
Θmn + [Ymn ,Fp] =
αp
n−m(p(m− n+ 1)− n)(m+ 1 + (m− n+ 1)(p+ 1))n−m−1
2p+2
(−2)n−m(m+ 1)n−mp+1
Θpn−pm+npn−pm+n.
Proof. The proof follows by choosing
Ymn :=
n−m−1∑
i=0
(−1)i+1αpi
(
m+ 1 + (m− n+ 1)(p+ 1))i
2p+2
2i+1(m+ 1)(m+ p+ 2)ip+1
Θm+ip+i+1n+ip .
Lemma 3.4. The (p+ 1)-th level normal form of v associated with Equation (1.1) is
v(p+1) = Θ00 +
1
2
F−10 + αpF
p
p +
∑
α
(p+1)
k F
k
k +
∑
β
(p+1)
k Θ
k
k, (3.3)
where the first summation is over k 6= p− 1 mod 2(p + 1) and the second summation is over
k 6= −1 mod 2(p+ 1).
Proof. Since F kk ,Θ
k
k ∈ ker adF 10 , we follow Baider and Sanders [5] and define G := ad(F 10 ) ◦
ad(Fp). Then,
G (F lk) = 4(l + 1)(l − k − 2)F lk + 2αp(k − l + 1)
(
p− l + (k − l)(p + 1))F p+l+1p+k ,
G (Θmn ) = 4m(m− n− 1)Θmn + 2αp(m− n)
(
m(p+ 2)− n(p+ 1))Θp+m+1p+n .
Let {
F lk,Θ
m
n | − 1 ≤ l ≤ k, 0 ≤ m ≤ n
}
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be an ordered basis for L , where its ordering is partially defined by F lk ≺ Fmn and Θlk ≺ Θmn if
k < n. Now the matrix representation of G is lower triangular. Thus, for any natural number
k there exist δ-homogenous polynomial vector fields

F−1k :=
∑2k
m=0
αpm(2k+1)
m−1
−2
2m(m)!
Fmp+m−12k+mp−1, δ
(F−1k ) ≡ −1 mod 2(p+ 1),
X kp :=
∑k
m=0
(
k
m
)αpk−m
2m
F
m(p+1)−1
2k+mp+2 , δ
(X kp ) ≡ p mod 2(p+ 1),
T 0k,p :=
∑k
m=0
αpm(k)m2
2mm!
Θ
m(p+1)
k+mp , δ
(T 0k,p) ≡ 0 mod p+ 1,
(3.4)
so that
ker(G ) = span
{F−1k ,X kp , T 0k | k ∈ N} . (3.5)
On the other hand,[
Fp,X kp
]
= 0,[
Fp, T 0k,p
]
=
k(p+ 1)αp
k(k)k−2
2kk!
Θ
k(p+1)+p
k(p+1)+p,[
Fp,F−1k
]
=
(2k − 1)(p+ 1)αp2k+1(2k − 1)2k−1−2
22k(2k)!
F
2k(p+1)+p−1
2k(p+1)+p−1 .
Therefore, Fmm ,Θ
n
n ∈ Im dm,p+1 for any m ≡ p − 1 mod 2(p + 1) and n ≡ −1 mod 2(p + 1),
where m = n + p+ 1. This completes the proof.
The following theorem presents the simplest normal form for the system (1.1).
Theorem 3.5. There exist invertible transformations (including linear time rescaling) sending
v given by Equation (1.1) into the (p+ q + 2)-th level normal form system


x˙ = (y2 + z2)± xp+1 + xp+1∑∞k=1 αk+pxk,
y˙ = zg(x)∓ (p+1)
2
xpy − xpy∑∞k=1 (k+p+1)αk+p2 xk,
z˙ = −yg(x)∓ (p+1)
2
xpz − xpz∑∞k=1 (k+p+1)αk+p2 xk,
(3.6)
for p, q ≥ 1, and
g(x) := 1 + xq
∞∑
k=0
βq+kx
k,
where αk+p = 0 for k ≡ −1 mod 2(p+1). Furthermore, βq+k = 0 for k ≡ p mod 2(p+1) and
for k ≡ −(q + 1) mod 2(p+ 1). In addition, the (p+ q + 2)-th level normal form system (7.1)
is the infinite level normal form. Let
f(x, y, z) :=
(
y2 + z2
)(1
2
(
y2 + z2
)± xp+1 + xp+1 ∞∑
k=1
αk+px
k
)
.
and F denote for the algebra of first integrals of v(∞). Then, F = 〈f〉 and the symmetry group
of v(∞) is generated by FΘ00.
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Proof. Assume that β
(p+1)
i 6= 0 for some i ≥ 1. Then, define
q := min
{
i | β(p+1)i 6= 0, i ≥ 1
}
.
For any k > 0 we have
X k+1p =
k+1∑
m=0
αp
m
(
k + 1
m
)
F
m(p+1)−1
2k+mp ,
and by Lemma 3.3 there exists a state solution Y such that[X k+1p ,Θqq]+ [Y,Fp] (3.7)
=
k+1∑
m=0
q
(
k+1
m
)
(2k + 2−m)αp2k−m+1
(
q + 2(m− k)(p+ 1))2k−m+1
p+1
(−1)m+122k−m+1(q + j(p+ 1))2k−m+1
p+1
Θ
2k(p+1)+p+q
2k(p+1)+p+q.
By Remark 3.2, without any loss of generality, we may assume that αp is not an algebraic
number and thus,
Θmm ∈ Im dm+p+1,p+q+2, where m ≡ p+ q mod 2(p+ 1).
For k = 2l, we have
T 02l,p =
(
y2 + z2
)l (
y2 + z2 + αpx
p+1
)l(
z
∂
∂y
− y ∂
∂z
)
∈ ker adFp.
Then, T 02l,p is extended to a symmetry for Fp +
∑n
k=p+1 αkF
k
k , n ∈ N, i.e.,
T 02l,n :=
(
y2 + z2
)l(
y2 + z2 +
n∑
k=p
αkx
k+1
)l(
z
∂
∂y
− y ∂
∂z
)
∈ ker adFp+∑nk=p αkF kk .
Since T 02l,n is convergent to f lΘ00 with respect to the filtration topology, the proof is complete.
4 Parametric normal forms
In this section, we deal with the parametric normal form of a multiple-parametric perturbation
of the system (1.1). Roughly speaking, this section provides an infinite level parametric normal
form for the miniversal unfolding for the system (1.1); also see [17,21,22,37,38] and Remark 4.2.
Since nonlinear time rescaling destroys the symmetry of the system (i.e., volume-preserving),
we do not use nonlinear time rescaling. However, parametric time rescaling is permitted when
it does not depend on the state variables. Consider a parametric vector field
w(x, y, z, µ) :=
∑
alk,nF
l
kµ
n +
∑
bij,nΘ
i
jµ
n, (4.1)
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where
k ≥ −1, k ≥ l ≥ −1, j ≥ i ≥ 0,
n = (n1, n2, . . . , nm) , nj ∈ N ∪ {0} for j = 1, 2, . . . , nm,
µ := (µ1, µ2, . . . , µm) , µ
n := µn11 µ
n2
2 . . . µ
mm
m ,
∑m
j=1 nj ≥ 0, (4.2)
b00,0 6= 0, a−10,0 6= 0, a−1−1,0 = 0, and a00,0 = 0.
We call any parametric vector field w given in Equation (4.1), a multi-parametric deformation
for v when v = w(x, y, z, 0). By a similar argument to the one used in the proof of Lemma
3.1 and a parametric time rescaling, any multi-parametric deformation w for v associated with
Equation (1.1) can be transformed to the second level extended partial parametric normal form
w(2) =
∑
β
(2)
0,nΘ
0
0µ
n +
∑
α
(2)
0,nF
−1
0 µ
n +
∑
α
(2)
k,nF
k
k µ
n +
∑
β
(2)
j,nΘ
j
jµ
n,
where
β
(2)
0,0 = 1, α
(2)
0,n =
1
2
, k ≥ −1, and j ≥ 1;
see [21] for more details. We consider a parametric change of state variable
[x, y, z] := exp
(
h(µ)
(
tY
∂
∂z
− tZ ∂
∂y
))
[X, Y, Z];
this is similar to the argument used in [20, Theorem 4.1] and [36, Lemma 5.3.6]. Here,
h(µ) := 1 +
∑
β
(2)
0,nµ
n, and [x, y, z] := x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
denotes the new variables and [X, Y, Z] stands for the old variables. Once all linear terms are
omitted, using a parametric time rescaling, we can transform w(2) into
w˜(2) =
1
2
F−10 +
∑
α˜
(2)
k,nF
k
k µ
n +
∑
β˜
(2)
j,nΘ
j
jµ
n, (4.3)
where k ≥ −1 and j ≥ 1. Let
α˜
(2)
k,0 6= 0 for some k ≥ 1, and β˜(2)j,0 6= 0 for some j ≥ 1.
Denote
p := min
{
k | α˜(2)k,0 6= 0, k ≥ 1
}
and q := min
{
j | β˜(2)j,0 6= 0, j ≥ 1
}
.
We define the grading function δ by
δ
(
F lkµ
n
)
:= p(k − l) + k + (p+ q + 3)|n|,
δ
(
Θlkµ
n
)
:= p(k − l) + k + p+ 1 + (p+ q + 3)|n|.
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Lemma 4.1. There exist invertible changes of variables that they transform w˜(2) given by
Equation (4.3) into the (p+ q + 2)-th level extended partial parametric normal form
w(p+q+2) :=
1
2
F−10 +
∑
αk,nF
k
k µ
n +
∑
βj,nΘ
j
jµ
n, (4.4)
where k ≥ −1, j ≥ 1, αk,0 = 0 for all k < p, αp,0 = ±1,
αk,n = 0 for k ≡ p− 1 mod 2(p+ 1),
and βk,n = 0 for both
k ≡ −1 mod 2(p+ 1) and k ≡ −(q + 1) mod 2(p+ 1).
Proof. Note that the number q must be updated in the (p+ 1)-th level normal form by
q := min
{
j | β(p+1)j,0 6= 0, j ≥ 1
}
.
The proof is straightforward by similar arguments in the proofs of Lemma 3.4 and Theorem
3.5.
By omitting terms of degree (standard degree of polynomials) higher than or equal to n+1
of a vector field v, we obtain its n-degree truncated (n-jet) vector field and denote it by Jn(v).
For any natural number N, let
k :=
⌊
N
2(p+ 1)
⌋
, l := N − 2k(p+ 1),
and
r := k(2p+ 1) + l + 2,
where ⌊a⌋ denotes the integer part of the real number a. Denote nj (j = 2, . . . , r) for all natural
numbers in which
− 1 ≤ nj ≤ N − 1 and, for all nj > p we have nj 6= p− 1 mod 2(p+ 1). (4.5)
Denote mk (k = 1, . . . s) for all natural numbers
1 ≤ mk ≤ N, where mk 6= −1 mod 2(p+ 1) and mk 6= p+ q mod 2(p+ 1). (4.6)
Obviously,
n1 := −1, n2 := 0, n3 := 1 and m1 := 1.
Now for the parametric normal form w(p+q+2) given in Lemma 4.1, we denote
AN := (aij), where aij = α
(p+1)
nj ,µi
for j = 1, . . . , r, and aij = β
(p+1)
mj−r ,µi
for j = r + 1, . . . , r + s.
The truncated normal form JN+1(w(p+q+2)) is called a non-degenerate perturbation when
rank(AN) = r + s. (4.7)
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Remark 4.2. When N = p, a transformation of the form x = X+ ǫ (for an appropriate formal
function ǫ = ǫ(µ)) can be applied to Equation (4.4) in order to simplify
∑
αp−1,nF
p−1
p−1µ
n. Then,
this reduces the number of parameters left at the truncated parametric normal form. Thereby,
one needs a weaker rank condition than the rank condition (4.7) in order that a p-degree
truncated parametric normal form system would be parametric generic. Indeed, the sequence
nj skips p − 1 and we have r := k(2p + 1) + l + 1. Then, rank(Ap) := r + s. These types of
transformations was extensively discussed by Murdock and Malonza [38]. However, we shall
not use them in this paper.
The condition (4.7) guarantees that a reparametrization sends the parametric vector field
JN+1(w(p+q+2)) into the (N + 1)-degree truncated infinite level parametric normal form
JN+1(w(∞)) :=
1
2
F−10 ± F pp +
r∑
i=1
F nini µi +
N∑
n=p+1
αnF
n
n +
N∑
k=q
βkΘ
k
k +
r+s∑
i=r+1
Θmi−rmi−rµi. (4.8)
This motivates the following theorem.
Theorem 4.3. There exist formal invertible changes of state variables and parametric time
rescalings that send any non-degenerate deformation of the system (1.1) into the (p+ q +2)-th
level parametric normal form w(p+q+2). Furthermore, a reparametrization sends JN+1(w(p+q+2))
into the (N + 1)-degree truncated infinite level parametric normal form

x˙ = (y2 + z2)± xp+1 +∑ri=1 xni+1µi + xp+1∑N−pk=1 αk+pxk,
y˙ = zg(x)∓ (p+1)
2
xpy −∑ri=1 ni+12 xniyµi − xpy∑N−pk=1 (k+p+1)αk+p2 xk,
z˙ = −yg(x)∓ (p+1)
2
xpz −∑ri=1 ni+12 xnizµi − xpz∑N−pk=1 (k+p+1)αk+p2 xk,
(4.9)
where
g(x) := 1 +
r+s∑
i=r+1
xmi−rµi + x
q
N+1−q∑
k=0
βq+kx
k, p, q ≥ 1, (4.10)
the coefficients αk = 0 for k ≡ p− 1 mod 2(p+ 1), and
βl = 0 for l ≡ −1 mod 2(p+ 1) and l ≡ p + q mod 2(p+ 1).
Let F be the algebra of first integral for w(∞). Then,
F =
〈(
y2 + z2
)(1
2
(
y2 + z2
)± xp+1 + r∑
i=1
xni+1µi + x
p+1
N−p∑
k=1
αk+px
k
)〉
. (4.11)
The parametric symmetry group of w(∞) is generated by FΘ00.
Proof. The proof is complete by applying a linear change of state variables
[x, y, z] := exp
((
Y
∂
∂z
− Z ∂
∂y
)
t
)
[X, Y, Z]
to w(p+q+2), where X, Y, Z are the new variables and x, y, z show the old variables. This returns
the omitted linear part Θ00 back into the system.
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5 Examples
In this section, we first derive several necessary relations between coefficients. These are enough
so that the cubic-degree truncated classical normal form system would belong to the space L .
We also obtain some useful formulas for the infinite level normal forms of a generic cubic
classical normal form system v ∈ L . Then, we apply these relations to obtain a one-parameter
family of modified Ro¨ssler and a one-parameter class of generalized Kuramoto–Sivashinsky
equations. Then, we apply our results to these systems. The system of Hopf-zero singularity
can have very rich dynamics. Some major contributions have been made in the literature; see
e.g., [2, 7, 15, 25, 28–30, 33]. However, there are many degenerate or symmetric cases that their
dynamics have not yet been investigated.
Consider a differential system governed by
 x˙y˙
z˙

 =

 0 0 00 0 1
0 −1 0



 xy
z

+ ∑
2≤i+j+k

 aijkbijk
cijk

 xiyjzk. (5.1)
Let v(1) denote the cubic-truncated classical normal form of the system (5.1). Now the following
three relations are the necessary conditions for v(1) to be in L :
0 = a002 + b011 + c101, (5.2)
0 = 2a003 + 3b012 + 3c102 − b002(3b110 − 4a101 + 6c200)− c002(4a011 − 6b020 − 3c110),
0 = b020 + 16a021 + 2b210 + 2c200 + 2c020 + 8a102 − 16b020a101 + 16c020a011
−7c011(a200 − a020)− 16a110(c101 + 7b011)− b101(7a200 − 15a020)
−2b200(b110 + 2c200 + 2b020 + 8a101) + 2c200(c110 + 8a110 + 8a011).
Then,
v(1) = Θ00 + a
−1
0 F
−1
0 + a
1
1F
1
1 + a
0
1F
0
1 + a
2
2F
2
2 + b
1
1Θ
1
1 + b
0
2Θ
0
1 + b
2
2Θ
2
2, (5.3)
where
a−10 =
1
2
(a020 + a200),
a11 =
1
2
(b011 + c101),
a01 =
1
32
(
b020 + 2b210 + 2c200 + 2c020 + c011(a200 − a020) + a110(b011 − c101)
)
+
1
16
c200(c110 − 2b200) + 1
32
b101(a200 − a020)− 1
16
b200(b110 + 2b020),
a22 =
1
2
(
c102 + b012 + c002(c110 − 2a011 + 2b020) + b002(2a101 − 2c200 − b110)
)
.
These equations are derived from the fundamentally useful formulas given in [1], where explicit
formulas for b11, b
0
2, and b
2
2 are also given.
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Proposition 5.1. Consider the vector field
v := Θ00 + a
−1
0 F
−1
0 + a
0
1F
0
1 + a
1
1F
1
1 + a
2
2F
2
2 + b
1
1Θ
1
1 + b
0
1Θ
0
1 + b
2
2Θ
2
2,
where a−10 , a
1
1 6= 0. Then, the quartic truncated infinite level normal form is governed by
v∞ := Θ00 +
1
2
F−10 ± F 11 ±
a−10 a
2
2√
2a11|a−10 a11|
1
2
F 22 +
a01a
2
2
8a11
2F
3
3 ±
b11
a11
Θ11 ±
4b22a
−1
0 + a
0
1b
1
1
4
√
2a11|a−10 a11|
1
2
Θ22,
where ±1 represents sign(a−10 a11).
Proof. By state change of variables, we can transform the system into
v˜ := a−10 F
−1
0 + a
1
1F
1
1 + a
2
2F
2
2 +
a01a
2
2
4a−10
F 33 + b
1
1Θ
1
1 +
4b22a
−1
0 + a
0
1b
1
1
4a−10
Θ22.
The linear changes of variables
t :=
(
2 sign(a−10 a
1
1)
a−10 a
1
1
) 1
2
τ, x :=
(
a−10 sign(a
−1
0 a
1
1)
2a11
) 1
2
X, y := Y, and z := Z
transform this system into the desired form. Next, a second linear changes of variables is needed
to add Θ00 back into the system.
Now we apply the above formulas to two examples.
Example 5.2. Consider a modified Ro¨ssler equation governed by
x˙ = −y − z + dy2,
y˙ = x+ ay + ez3,
z˙ = bx− cz + xz + rz3.
The parameter values d = e = r = 0 gives rise to the well-known Ro¨ssler equation and for
two sets of parameter values, it has Hopf-zero singularity at origin; one is for parameter values
a = c, b = 1, a2 < 2, while the other has simple dynamics; see [1]. Hence, we choose
a := c, b := 1, d := a2 − 1, and e := −2a3 + 15
17
ra2 +
5
17
a− 13
17
r,
where
r :=
510a7 − 891a5 − 170a4 − 1316a3 + 510a2 + 1058a− 340
15(a2 − 2)(15a4 − 2a2 − 96) and −
√
2 < a <
√
2.
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By a linear change of coordinates we may transform the linear part into the Jordan canon-
ical form and then the system is given by
x˙ :=
−1
2(2− a2) 32
(
2(2− a2) 32y + (a2 − 2d)x2 −
√
2− a2(a2 + 4d)xy − a(a2 − 4d+ 2)xz
+2d(a2 − 2)y2 + 2a
√
2− a2(2d+ 1)yz − 2a2(d− 1)z2 − 3a(r − e)
√
2− a2y(x+ az)2
+a(a2 − 2)(r − e)y2(
√
2− a2y − 3x+ 3az) + a(r − e)(x− az)3
)
,
y˙ :=
1
2(a2 − 2)
(
2(a2 − 2)z − ax2 + (2 + a2)xz − 2az2 − 3
√
2− a2(r + e)y(x− z)2 (5.4)
+(a2 − 2)(r + e)y2(
√
2− a2y + 3az − 3x) + (r + e)(x− az)3 +
√
2− a2y(ax− 2z)
)
,
z˙ :=
−1
(2− a2) 32
(
− a(d− 1)x2 +
√
2− a2y(2(da2 + 1)z − a(2d+ 1)x)+ (2da2 − a2 − 2)xz
+ad(a2 − 2)y2 − a(da2 − 2)z2 + (a2 − 2)(r − e)y2(√2− a2y + 3az − 3x)
+(r − e)(x− az)3 − 3(r − e)
√
2− a2y(x− az)2
)
.
Then, the vector field
v(1) = Θ00 + a
−1
0 F
−1
0 + a
1
1F
1
1 + a
0
1F
0
1 + a
2
2F
2
2 + b
0
1Θ
0
1 + b
1
1Θ
1
1 + b
2
2Θ
2
2 (5.5)
is the cubic-truncated classical normal form, where
a−10 := −
a√
2− a2 , a
1
1 :=
a
2
√
2− a2 , a
2
2 :=
15a7 − 24a5 − 5a4 − 39a3 + 15a2 + 17a− 10
2.5(2− a2)3/2(15a4 − 2a2 − 96) ,
a01 :=
15a9 + 577a7 + 60a6 − 1788a5 − 420a4 + 504a3 + 840a2 + 240a− 480
40(15a4 − 2a2 − 96)(2− a2)3/2 , (5.6)
b01 :=
4185a8 − 7671a6 − 1020a5 − 12331a4 + 3060a3 + 19938a2 − 2040a− 15840
−240(a2 − 2)2(15a4 − 2a2 − 96) ,
b22 :=
17235a8 − 28066a6 − 2720a5 − 72356a4 + 8160a3 + 96888a2 − 5440a− 32640
−320(a2 − 2)2(15a4 − 2a2 − 96) ,
b11 :=
3a2 − 1
4a2 − 2 .
Thereby, the infinite level normal form for any arbitrary a 6= 0 (a2 < 2) is obtained through
Proposition 5.1.
Example 5.3. Consider a generalized Kuramoto–Sivashinsky equation given by
ht +
∂
∂x
G(h, hx, hxx) = 0, (5.7)
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where
G (h, hx, hxx) := 2h
2 + hx + ahx
2 + bhxx
2 + chx
2hxx + dhxxh
2 + hxxx.
A common approach is to consider traveling wave solutions h(x, t) = u(x+αt). Then, this gives
rise to an ordinary differential equation
αu′ + 4uu′ + u′′ + 2au′u′′ + 2duu′u′′ + 2cu′u′′2 + 2bu′′u(3) + du2u(3) + c (u′)2 u(3) + u(4) = 0.
Integrating this equation (assuming that u = 0 is a solution for all α), we have
αu+ 2u2 + u′ + a (u′)2 + b (u′′)2 + c (u′)2 u′′ + du′′u2 + u(3) = 0. (5.8)
Let α := 0 (this is to get a Hopf-zero singularity) and v := (v1, v2, v3) = (u, u
′, u′′). Then, using
a linear change of complex variables, we may send the system to

x˙ = −(x+ y + z)2(2 + d(y + z))− (y − z)2(a− c(y + z))+ b(y + z)2,
y˙ = iy + (x+ y + z)2
(
1 + d
2
(y + z)
)
+ 1
2
(y − z)2(a− c(y + z))− b
2
(y + z)2,
z˙ = −iz + (x+ y + z)2(1 + d
2
(y + z)
)
+ 1
2
(y − z)2(a− c(y + z)) − b
2
(y + z)2.
(5.9)
Here, (0, 0, 0) is an equilibrium with eigenvalues {0,±i}. The parameter values a = b = c =
d = 0 lead to the well-known Kuramoto–Sivashinsky equation, where it is a divergent free
system. Chang [10]’s remark implies that the quadratic-truncated classical normal form of this
equation falls in L , i.e., a divergent free vector field with a first integral. Here, we also notice
that classical normal forms of volume-preserving Hopf-zero singular systems are not generally
a volume-preserving system. Indeed, a higher degree-truncated normal form of Kuramoto–
Sivashinsky system is not divergent free and also does not have a first integral. Thus, we
consider parameter values
b := 3a, c :=
7
975
(
31 + 859a− 906a2) , and d := −11
7
c+ 10a− 10a2. (5.10)
Hence, the cubic-truncated first level normal form v(1) is given by
v(1) := Θ00 + (a− 2)F−10 +
176a2 + 161a− 1
1300
F 01 + (1− a)F 11 +
1162a2 − 1068a− 62
325
F 22
−
(
1013a2
3900
− 5737a
62400
− 14333
62400
)
Θ01 +
1
2
aΘ11 +
1901a2 − 4689a+ 2399
1300
Θ22. (5.11)
The infinite level normal form v(∞) is formulated by
v(∞) :=
{
v
(∞)
+ , for a ∈ (1, 2),
v
(∞)
− , for a < 1 and a > 2,
(5.12)
where
v∞± := Θ
0
0 +
1
2
F−10 ± F 11 ±
a
2(1− a)Θ
1
1 ±
√
2(15384a3 − 67767a2 + 94215a− 38384)
−20800(a− 1)√|(a− 2)(a− 1)| Θ22
−
√
2(a− 2)(581a2 − 534a− 31)
325(a− 1)√|(a− 2)(a− 1)| F 22 + (176a
2 + 161a− 1)(581a2 − 534a− 31)
1690000(a− 1)2 F
3
3 .
Equation (5.12) is trivially derived from Proposition 5.1.
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6 Optimal truncation
The convergence analysis of normal forms is an important and difficult problem. Indeed, the
divergent series may appear in both classical normal form computation step and the hyper-
normalization steps. Generally, the convergence analysis of normal form and transformations
have been rarely performed for the hypernormalization steps. Stro´z˙yna and Z˙oladek [44] proved
that the normal form series associated with Bogdanov-Takens pre-normal (classical) form are
convergent while they [43] presented an example of multi-dimensional nilpotent singularity such
that the associated normalized (classical) series are divergent. For the case of divergent normal
forms, normal form computations can still be useful. Furthermore, one usually truncates the
normal form system at certain grade for the analysis. In this direction we mention possible jet
determinacy and optimal truncation while we only pursue the second one in this section.
The jet determinacy deals with finding a possible degree, say k, for truncation of normal
forms such that its dynamics would be qualitatively the same as the untruncated system. This
is referred to as k-determinacy or k-jet sufficiency; see [36, Item 4 on Page vi]. It implies that
a convergence analysis for finitely determined systems is not necessary. This is beyond the
scope of this paper, but it provides a possible reason (in addition to the involved difficulties)
to explain why convergence analysis has not attracted much attention in the literature.
The second idea, that may work for any possible non-finitely determined and divergent
normalized system, is as follows. A practical normal form process is stopped at some step and
then, one truncates the normal form series at a certain grade. Next, the whole normalized
system is considered as a small perturbation of the truncated one. (Note that this perturbation
should not be confused with an essentially different concept and materials in Section 4.) This
gives rise to an actual first integral for the truncated (unperturbed) system. Therefore, it is
important to truncate the normalized system at a grade in which the remainder is (optimally)
small. In this direction for any (small) δ-neighborhood of the equilibrium, Iooss and Lombardi
[26] derived an optimal grade for truncation. They proved that the remainder is analytic
and is exponentially small in δ. Their method works well for a large class of systems that
includes Hopf-zero singularity systems. We apply their results in this section to the generalized
Kuramoto–Sivashinsky and modified Ro¨ssler equations in Examples 5.2 and 5.3. We restate
their results for a simplified and specific case that we need. (There is no claim of novelty in
our representation.) For any δ-neighborhood, an optimal degree is provided for truncation of
the first level normal form systems such that the remainder is exponentially small in δ.
For any arbitrary natural number K, the vector λ = (0, i,−i) ∈ C3 is called 1
2
, K-
homologically without small divisors. This is because for any m ∈ N3 such that 2 ≤ |m| ≤ K,
we have
|〈λ,m〉 − λj| ≥ 1
2
, when 〈λ,m〉 6= λj for j = 1, 2, 3,
and λ = (λ1, λ2, λ3); see [26, Definition 1.2.]. Now we may present the following proposition.
Proposition 6.1. Consider an analytic differential system

x˙ =
∑∞
i+j+k=2 ai,j,kx
iyjzk,
y˙ = z +
∑∞
i+j+k=2 bi,j,kx
iyjzk,
z˙ = −y +∑∞i+j+k=2 ci,j,kxiyjzk.
(6.1)
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Let c ≥ 2 be such that∥∥∥∥∥
∑
i+j+k=N
ai,j,kx
iyjzk
∂
∂x
+ bi,j,kx
iyjzk
∂
∂y
+ ci,j,kx
iyjzk
∂
∂z
∥∥∥∥∥ ≤ c‖(x, y, z)‖. (6.2)
Then, there exist polynomial transformations such that they send the system (6.1) into

dx
dt
=
∑p
n=2 a
i
jx
n−2iρ2i +Rx,p,
dρ
dt
=
∑p
n=2 b
i
jx
n−2i−1ρ2i+1 +Rρ,p,
dθ
dt
= 1 +
∑p
n=1 c
i
jx
n−2iρ2i +Rθ,p,
(6.3)
where aij , b
i
j , c
i
j ∈ R and Rp(X) = (Rx,p,Rρ,p,Rθ,p) is an analytic function of X = (x, ρ, θ) such
that Rp(X) = O(‖X‖p+1); see [19, Equation 1.2] and [26, Theorem 1.1]. Furthermore, for any
δ > 0 such that the optimal degree
popt :=
⌊
2
δ
(
19
√
3c+ 6
√
3
)
e
⌋
(6.4)
satisfies the condition popt ≥ 2, the remainder Rpopt is exponentially small, i.e.,
sup
‖X‖≤δ
∥∥Rpopt(X)∥∥ ≤Mδ2 exp
( −2
δe
√
3(19c+ 6)
)
, (6.5)
where
M :=
5c
18
(19c+ 6)2
(
m
√
27
8e
+ 4e2
)
∼ 43.28074575c(19c+ 6)2,
m := sup
p∈N
e2p!
pp+
1
2 e−p
∼ 20.08553692.
Proof. The proof trivially follows from [26, Theorem 1.4. a(ii)] and [26, Theorem 1.1].
Note that the condition popt ≥ 2 is an equivalent condition for δ ≤ 1(19√3c+6√3)e . The
number
c = sup
N≥2
{ ∑
i+j+k=N
|ai,j,k|+ |bi,j,k|+ |ci,j,k|
}
, (6.6)
simply satisfies Equation (6.2). We first apply Equation (6.6) (associated with Proposition 6.1)
to Examples 5.2 and 5.3. Then, we use Lagrange multipliers and a Matlab program in order to
compute the least of such numbers c satisfying Equation (6.2). This leads to a comparison with
different values of c on the magnitude of the normal form remainder; see Figures 2(a)–2(b) and
4(a)–4(b).
In summary, this procedure provides an optimal-degree truncation for the classical normal
forms such that the remainder is exponentially small.
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Figure 1: The Ro¨ssler equation in Example 6.2.
Example 6.2. Consider the differential system (5.4) from Example 5.2 and define
c2 :=
2|a(a+ 1)(d− 1)|+ |a2 − 2d|+ 2|a(da2 − 2)|+ |a(a2 − 4d+ 2)|+ 2|a2 − 2da2 + 2|
2
√
2− a2|(a2 − 2)|
+
(|a|+ 1)|d|√
2− a2 +
4|a(2d+ 1)|+ (|a|+ 2)√2− a2 + 4|da2 + 1|+ |a2 + 4d|+ a2 + 3|a|+ 2
2|a2 − 2| ,
c3 :=
(
1
2
√
2− a2 + 3
2
(|a|+ 1) + (3a
2 + 6|a|+ 3)√2− a2 + |a|3 + 3a2 + 3|a|+ 1
2|a2 − 2|
)
|e+ r|
+
(
a4 + 5|a|3 + 9a2 + 7|a|+ 2
2
√
2− a2 |a2 − 2| +
3|a|3 + 12a2 + 15|a|+ 6
2|a2 − 2| +
3a2
2
√
2− a2 +
|a|+ 2
2
)
|e− r|,
and
c(a) := max {c2(a), c3(a)} .
Recall that a may take values within the interval [−√2,√2]. Using a mesh sequence with a
step size 10−6, the function c(a) is plotted in Figure 1(a) for a ∈ [−0.859, 0.875]. Note that the
function c(a) (and hence, M(a)) is not smooth at ± 1√
2
and the origin. It can be seen that c(a)
outside this interval monotonically approaches infinity when a approaches ±√2. The function
M(a) is depicted in Figure 1(b) using a step size 10−6 within the interval a ∈ [−0.656, 0.7].
Outside this interval, M(a) monotonically approaches infinity when a approaches ±∞.
In particular, for a = 1 and δ ≤ 0.6843120638× 10−4,
c(1) = 81.52048193, M(1) = 8.530222186× 109, popt(1) =
⌊
0.0002731967016
δ
⌋
,
sup
‖X‖≤δ
‖Rpopt(X)‖ ≤ 8.530222186× 109 δ2e−
0.0002731967016
δ . (6.7)
Figure 2(a) depicts the right hand side of Equation (6.7).
Now using Lagrange multipliers, the least number c(1) satisfying Equation (6.2) is given
by 11.72879638 and the corresponding function associated with the right hand side of Equation
(6.5) is plotted in Figure 2(b).
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(a) c is obtained via Equation (6.6).
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(b) c is computed by Lagrange multipliers.
Figure 2: Exponentially small remainder for the Ro¨ssler equation with a = 1.
Example 6.3. Consider the differential system (5.9) associated with Example 5.3. Expanding
and simplifying the equations give rise to
dx
dt
:= (b− a− 2)(z2 + y2) + 2(b+ a− 2)yz − 4x(z + y)− 2x2 + (c− d)(z3 + y3)
−(c + 3d)yz(z + y)− dx(2z2 + 4yz + 2y2 + xz + xy)
dy
dt
:= −z + 1
2
(a− b+ 2)(z2 + y2) + (−b− a + 2)yz + 2xz + 2xy + x2 + 1
2
(d− c)(z3 + y3)
+
1
2
(c+ 3d)yz(yz + y) + dx(z2 + 2yz + y2 +
1
2
xz +
1
2
xy)
dy
dt
:= y +
1
2
(a− b+ 2)(z2 + y2) + (−b − a+ 2)yz + 2xz + 2xy + x2 + 1
2
(d− c)(z3 + y3)
+
1
2
(c+ 3d)yz(yz + y) + dx(z2 + 2yz + y2 +
1
2
xz +
1
2
xy)
We define
c(a) := max{c2(a), c3(a)},
where
c2(a) := 8|2a− 1|+ 8|a− 1|+ 20,
c3(a) :=
4
195
∣∣216a2 + 301a− 341∣∣+ 4
75
∣∣438a2 − 532a+ 62∣∣+ 4
325
∣∣2186a2 − 1904a− 186∣∣ ,
and a is an arbitrary parameter. By Proposition 6.1, for any
δ ≤ 1
2e
√
3(19c+ 3)
and popt :=
⌊
1
δ(19
√
3c+ 3
√
3)e
⌋
,
the remainder Rpopt is exponentially small.
Figure 3(a) shows c(a) for a ∈ [−1, 2] and Figure 3(b) depictsM(a) versus a ∈ [−0.52, 1.515].
Outside this interval both functions monotonically approach infinity when a approaches ±∞.
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Figure 3: The Kuramoto–Sivashinsky equation in Example 6.3.
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(a) c is computed via Equation (6.6).
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(b) c is obtained by Lagrange multipliers.
Figure 4: Exponentially small remainder for a = 1 in the Kuramoto–Sivashinsky Equation.
A mesh sequence of step size 10−6 is used to plot Figures 3(a) and 3(b). Notice that the func-
tion c(a) (and thus, M(a)) is not smooth at the origin, 1
2
, 1 (due to c2), −0.494198094 and
1.403112056 (due to the intersection of the curves c2 and c3).
Now we numerically investigate the exponentially small remainder as a function of δ. For
instance when a = 1 for any δ ≤ 1.985002751× 10−4, we have
popt(1) =
⌊
0.0003970005502
δ
⌋
, c(1) = 28,M(1) = 3.507658608× 108,
and
sup
‖X‖≤δ
‖Rpopt(X)‖ ≤ δ2e−
0.0007895735854
δ × 3.507658608× 108. (6.8)
The right hand side of Equation (6.8) is drawn in Figure 4(a) versus δ.
By using Lagrange multipliers for a = 1, the least number c satisfying Equation (6.2) is
given by 4.242640686. Accordingly, Figure 4(b) illustrates the changes in the magnitude of
upper bound for the remainder associated with c = 4.242640686. This compares the nontrivial
impact of different values for c.
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7 Radius of convergence
In order to study the convergence of a normalization process two questions arises. For moti-
vating the first question, we assume that a normal form is computed up to infinite grade as a
formal power series. Then, the question is whether or not this power series is convergent. The
second question is with regards to transformations. For this, we recall that the normal form
computation is a convergent procedure and the consecutive composition of transformations con-
verges with respect to filtration topology on transformation space; e.g., see [23]. Therefore, one
can find a formal power series vector field as a transformation (generator) sending the original
system into its normal form up to infinite grade. Hence, the second question is whether the
formal transformation series is convergent.
We skip the convergent analysis of transformations in this paper. However, we partially
address the first question by computing the normal form of the examples; the modified Ro¨ssler
and generalized Kuramoto–Sivashinsky equations. The second level normal forms of the trun-
cated classical normal form of these examples are computed by Maple up to the grade of one
thousand and twenty four. We find the numerically suggested radius of convergence associated
with the first integral of the second level normal forms and illustrate them by Figures 5(a),
5(b), and 5(c); see Canalis–Durand and Scha¨fke [8, 9] where they studied Gevrey type and
characters of divergent normal forms.
We numerically analyze a hypernormalization of the truncated first level normal forms of
Examples 5.2 and 5.3 to discuss the convergence of their first integral. The following trivial
remark from elementary calculus is the basis of our conclusions in this section. This remark is
numbered for keeping the parallel numbering of examples in Sections 5, 6, and 7. This kind of
analysis has been rarely performed in the literature; however see [8,9] and the references therein
for an advanced numerical convergence analysis of normal forms. The main difficulty rests with
an efficient implementation of the results into a computer program. We have implemented the
results using Maple XV. The sequence associated with the infinite level normal form does not
seem to converge fast. Consequently, our Maple program has not yet been conclusive about
radius of convergence for the simplest normal forms.
Remark 7.1. Consider the second level normal form
x˙ = ρ2 ± xp+1 +
∞∑
k=1
αk+px
k+p+1, (7.1)
ρ˙ = ∓(p+ 1)
2
xpρ−
∞∑
k=1
(k + p+ 1)αk+p
2
xk+pρ,
for p := 1, where αk+p 6= 0 and
L := limk→∞
∣∣∣∣αk+p+1αk+p
∣∣∣∣ . (7.2)
Then, the radius of convergence for the first integral
f(x, ρ) := ρ2
(
1
2
ρ2 ± xp+1 +
∞∑
k=1
αk+px
k+p+1
)
.
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Figure 5: Numerically suggested radius of convergence.
is given by R := 1
L
.
Example 7.2. Following Examples 5.2, we execute our Maple program for Equation (5.5) and
obtain the second level normal form up to grade one thousand and twenty four for several values
of a; that is equivalent to standard degree of five hundred and thirteen. We compute the ratio
αk+p+1/αk+p and observe that this sequence converges very fast. The numerically suggested
radius of convergence for different values of a is plotted in Figure 5(a). Here, we use a mesh
sequence with step-size 0.01.
Figure 5(a) suggests a critical value at a = −0.840563908465308 whose radius of conver-
gence approaches infinity. This is whence the coefficient of F 01 vanishes in the first level normal
form. Indeed, the first integral associated with it equals to that of the second level (and also
infinite level); see Equation (5.6).
Example 7.3. This example discusses the radius of convergence associated with Example
5.3. By executing our Maple program for Equation (5.11), we first obtain the second level
normal form up to grade one thousand and twenty four. The ratio αk+p+1/αk+p is computed
for different values of a and a fast convergence is observed. Therefore, the radius of convergence
is approximated for a mesh values of a with a step-size 0.01. The numerically suggested radius
of convergence is sketched in Figures 5(b) and 5(c).
Figure 5(b) suggests two critical values for a; distinct from a = 2. These are a = −161
352
±
5
352
√
1065. Here, the coefficient of F 01 in the classical level normal form approaches zero; see
Equation (5.11). Thereby, the first integral associated with Equation (5.11) is the same as its
second and infinite level normal form.
References
[1] A. Algaba, E. Freire, E. Gamero, Hypernormal form for the Hopf-zero bifurcation, Internat.
J. Bifur. Chaos 8 (1998) 1857–1887.
M. Gazor and F. Mokhtari Volume-preserving normal forms 26
[2] A. Algaba, E. Freire, E. Gamero, A.J. Rodr´ıguez-Luis, A three-parameter study of a de-
generate case of the Hopf–pitchfork bifurcation, Nonlinearity 12 (1999) 1177–1206.
[3] A. Baider, R.C. Churchill, Unique normal forms for planar vector fields, Math. Z. 199
(1988) 303–310.
[4] A. Baider, J.A. Sanders, Further reductions of the Takens–Bogdanov normal form, J.
Differential Equations 99 (1992) 205–244.
[5] A. Baider, J.A. Sanders, Unique normal forms: The nilpotent Hamiltonian case, J. Differ-
ential Equations 92 (1991) 282–304.
[6] A. Bazzani, Normal forms for volume preserving maps, Z. Angew Math. Phys. 44 (1993)
147–172.
[7] C.A. Buzzi, M.A. Teixeira, J. Yang, Hopf-zero bifurcations of reversible vector fields, Non-
linearity 14 (2001) 623–638.
[8] M. Canalis-Durand, Gevrey normal form of systems of differential equations with a nilpo-
tent linear part, Conference proceedings IRMA (2002) 131–162.
[9] M. Canalis-Durand, R. Scha¨fke, On the normal form of a system of differential equations
with nilpotent linear part, C. R. Acad. Sci. Se´r. I 336 (2003) 129–134.
[10] H. Chang, Traveling waves on fluid interfaces: Normal form analysis of the Kuramoto–
Sivashinsky equation, Phys. Fluids 29 (1986) 3142–3147.
[11] G. Chen, D. Wang, J. Yang, Unique normal forms for Hopf-zero vector fields, C. R. Math.
Acad. Sci. Paris 336 (2003) 345–348.
[12] G. Chen, D. Wang, J. Yang, Unique orbital normal form for vector fields of Hopf-zero
singularity, J. Dynam. Differential Equations 17 (2005) 3–20.
[13] R. Cushman, J.A. Sanders, Splitting algorithm for nilpotent normal forms, Dynam. Sta-
bility Systems 2 (1987) 235–246.
[14] R. Cushman, J.A. Sanders, Nilpotent normal forms and representation theory of sl(2,R),
Contemp. Math. 56 Amer. Math. Soc., Providence, RI, (1986) 31–51.
[15] F. Dumortier, S. Iba´n˜ez, H. Kokubu, C. Simo´, About the unfolding of a Hopf-zero singu-
larity, Discrete and Continuous Dynamical Systems 33 (2013) 4435–4471.
[16] E. Gamero, E. Freire, A.J. Rodr´ıguez-Luis, E. Ponce, A. Algaba, Hypernormal form cal-
culation for triple-Zero degeneracies, Bull. Belg. Math. Soc. 6 (1999) 357–368.
[17] B. Gao, W. Zhang, Parametric normal forms of vector fields and their further simplifica-
tion, Nonlinearity 23 (2010) 2539–2557.
M. Gazor and F. Mokhtari Volume-preserving normal forms 27
[18] M. Gazor, M. Moazeni, Parametric normal forms for Bogdanov–Takens singularity, arXiv
preprint arXiv:1304.7329 (2013).
[19] M. Gazor, F. Mokhtari, Normal Forms of Hopf-zero singularity, arXiv preprint
arXiv:1210.4467 (2012).
[20] M. Gazor, F. Mokhtari, J.A. Sanders, Normal forms for Hopf-zero singularities with non-
conservative nonlinear part, J. Differential Equations 254 (2013) 1571–1581.
[21] M. Gazor, P. Yu, Spectral sequences and parametric normal forms, J. Differential Equations
252 (2012) 1003–1031.
[22] M. Gazor, P. Yu, Formal decomposition method and parametric normal forms, Internat. J.
Bifur. Chaos 11 (2010) 3487–3515.
[23] M. Gazor, P. Yu, Infinite order parametric normal form of Hopf singularity, Internat. J.
Bifur. Chaos 11 (2008) 3393–3408.
[24] J. Guckenheimer, P. Holmes, “Nonlinear Oscillations, Dynamical Systems and Bifurcations
of Vector Fields,” Springer–Verlag, 1983, 453 pp.
[25] J. Harlim, W.F. Langford, The cusp–Hopf bifurcation, Internat. J. Bifur. Chaos 17 (2007)
2547–2570.
[26] G. Iooss, E. Lombardi, Polynomial normal forms with exponentially small remainder for
analytic vector fields, J. Differential Equations 212 (2005) 1–61.
[27] H. Kokubu, H. Oka, D. Wang, Linear grading function and further reduction of normal
forms, J. Differential Equations 132 (1996) 293–318.
[28] W.F. Langford, Periodic and steady-state mode interactions lead to tori, SIAM J. Appl.
Math. 37 (1979) 649–686.
[29] W.F. Langford, A review of interactions of Hopf and steady-state bifurcations, Nonlinear
Dynamics and Turbulence, Interaction Mech. Math. Ser., Pitman, Boston, MA (1983)
215–237.
[30] W.F. Langford, Hopf bifurcation at a hysteresis point, Differential Equations: Qualitative
Theory, Colloq. Math. Soc. Janos Bolyai, 47 (North Holland), (1984) 649–686.
[31] Y.T. Lau, J.M. Finn, Dynamics of a three-dimensional incompressible flow with stagnation
points, Physica D 57 (1992) 283–310.
[32] J. Llibre, C. Pantazi, S. Walcher, First integrals of local analytic differential systems, Bull.
Sci. Math. 136 (2012) 342–359.
[33] J. Llibre, X. Zhang, On the Hopf-Zero bifurcation of the Michelson system, Nonlinear
Analysis: Real World Applications 12 (2011) 1650–1653.
M. Gazor and F. Mokhtari Volume-preserving normal forms 28
[34] I. Mezic´, S. Wiggins, On the integrability and perturbation of three-dimensional fluid flows
with symmetry, J. Nonlinear Science 4 (1994) 157–194.
[35] F. Mokhtari, “The Simplest Normal Forms of Hopf-zero Singularity,” Master Thesis (in
persian), Isfahan University of Technology, Isfahan, Iran, September 2011.
[36] J. Murdock, “Normal Forms and Unfoldings for Local Dynamical Systems,” Springer-
Verlag, New York, 2003.
[37] J. Murdock, Hypernormal form theory: foundations and algorithms, J. Differential Equa-
tions 205 (2004) 424–465.
[38] J. Murdock, D. Malonza, An improved theory of asymtotic unfoldings, J. Differential Equa-
tions 247 (2009) 685–709.
[39] P.J. Olver, “Applications of Lie Groups to Differential Equations,” 2nd Edition, Springer-
Verlag, New York, 1993.
[40] J. Palacia´n, Dissipative–Hamiltonian decomposition of smooth vector fields based on sym-
metries, Chaos 15 (2005) no. 3, 033111, 10 pp.
[41] J. Palacia´n, P. Yanguas, Reduction of polynomial Hamiltonians by the construction of
formal integrals, Nonlinearity 13 (2000) 1021–1054.
[42] J. Palacia´n, P. Yanguas, Reduction of polynomial planar Hamiltonians with quadratic un-
perturbed part, SIAM Rev. 42 (2000) 671–691.
[43] E. Stro´z˙yna, H. Z˙oladek, Divergence of the reduction to the multidimensional nilpotent
Takens normal form, Nonlinearity 24 (2011) 3129–3141.
[44] E. Stro´z˙yna, H. Z˙oladek, The analytic and formal normal form for the nilpotent singularity,
J. Differential Equations 179 (2002) 479–537.
[45] S. Wiggins, “Introduction to Applied Nonlinear Dynamical Systems and Chaos,” Second
edition, Texts in Applied Mathematics, Springer, Berlin, 1990.
[46] P. Yu, Y. Yuan, The simplest normal form for the singularity of a pure imaginary pair and
a zero eigenvalue, Dyn. Contin. Discrete Impuls. Syst. Ser. B Appl. Algorithms 8 (2001)
219–249.
[47] P. Yu, Y. Yuan, The simplest normal forms associated with a triple zero eigenvalue of
indices one and two, Nonlinear Analysis 47 (2001) 1105–1116.
