Abstract. We deal with a class of fractional magnetic Schrödinger equations in the whole line with exponential critical growth. Under a local condition on the potential, we use penalization methods and Ljusternik-Schnirelmann category theory to investigate the existence, multiplicity and concentration of nontrivial weak solutions.
Introduction
In this paper we are interested in the existence, multiplicity and concentration of nontrivial solutions for the following fractional nonlinear Schrödinger equation
where ε > 0 is a parameter, A : R → R is a magnetic field belonging to C 0,α (R, R) for some α ∈ (0, 1], V : R → R is an electric potential, f : R → R is a continuous nonlinearity, and (−∆)
1/2 A is the ) u(y) |x − y| 2 dy, for any u : R → C sufficiently smooth. We recall that the fractional magnetic Laplacian (−∆) s A , with s ∈ (0, 1), has been recently proposed in [18, 32] as an extension in the fractional setting of the well-known magnetic Laplacian ( 1 ı ∇ − A(x)) 2 ; see [5, 12, 16, 27, 35] for more details. More in general, nonlocal and fractional operators have received a considerable attention from many mathematicians, both for pure academic research and for their presence in many models coming from different fields, such as phase transitions, optimization, finance, minimal surfaces, just to mention a few; see [23, 37] for a more exhaustive introduction on this subject.
We note that if A = 0, then (−∆) s A reduces to the celebrated fractional Laplacian (−∆) s , and (1.1) can be regarded as a particular case of the well-known fractional Schrödinger equation
which has received a tremendous popularity in the last years due to its crucial role in the study of fractional quantum mechanics; see [36] . In fact, several existence and multiplicity results have been established for (1.2) under different conditions on the potential V and the nonlinearity f applying appropriate variational and topological arguments; see [6, 8, 19, 24, 28, 33] and references therein. However, when N = 1 and s = some α 0 > 0. More precisely, this fact is a consequence of the following fractional Moser-Trudinger inequality established by Ozawa in [40] : Theorem 1.1. There exists ω ∈ (0, π] such that, for all α ∈ (0, ω) there exists C α > 0 such that
for all u ∈ H 1/2 (R, R) with (−∆) 1/4 u 2 L 2 (R) ≤ 1. It is worth pointing out that Moser-Trudinger type inequalities [39, 43] have been widely used in the study of several bidimensional elliptic problems with exponential critical growth; see for instance [1, 2, 4, 15, 20, 26] and references therein.
On the other hand, our work is strongly motivated by some recent existence and multiplicity results established for fractional magnetic problems set in R N or in bounded domains, involving (−∆) s A , with s ∈ (0, 1) and in higher dimension N > 2s; see [9, 10, 29, 45] . Therefore, the aim of this paper is to give a first contribute concerning the existence, multiplicity and concentration of solutions for fractional magnetic problems in R with exponential critical growth.
In order to state precisely our main result, we introduce the assumptions on the potential V and the nonlinearity f . Along the paper, we will assume that V ∈ C(R, R) verifies the following conditions due to del Pino and Felmer [22] : √ t e αt = 0 for any α < α 0 ; (f 3 ) there exists θ > 2 such that 0 < θ 2 F (t) ≤ tf (t) for any t > 0, where F (t) = t 0 f (τ )dτ ;
(f 4 ) f (t) is increasing for t > 0; (f 5 ) there exists p > 2 and C p > 0 such that
, where
, with β p = inf (f 6 ) there exist σ ∈ (2, ∞) and C σ > 0 such that
for any t > 0.
The main result of this paper is the following: Theorem 1.2. Suppose that V satisfies (V 1 )-(V 2 ) and f satisfies (f 1 )-(f 6 ). Then, for any δ > 0 such that
there exists ε δ > 0 such that, for any ε ∈ (0, ε δ ), problem (1.1) has at least cat M δ (M ) nontrivial solution u ε . Moreover, if u ε denotes one of these solutions and η ε ∈ R is a global maximum point of |u ε |, then lim ε→0 V (η ε ) = V 0 , and |u ε (x)| ≤ C ε 2 ε 2 +|x − η ε | 2 for any x ∈ R.
We note that when A = 0 in (1.1), and V and f fulfill (V 1 )-(V 2 ) and (f 1 )-(f 4 ) respectively, Alves et al. [3] , inspired by [26] , obtained the existence of a positive solution which concentrates around a local minima of V (x) as ε → 0. Therefore, Theorem 1.2 can be seen as a generalization in fractional magnetic setting of the results in [3] and [26] . Moreover, our results complement and improve them, because here we also consider the question related to the multiplicity of solutions to (1.1) for ε > 0 small enough, which is not considered in the above mentioned papers. We emphasize that the presence of the magnetic field creates substantial difficulties that make the study of (1.1) rather tough with respect to [3, 26] , and some appropriate arguments will be needed to overcome this obstacle. More precisely, after considering a modified problem in the spirit of [22] (see also [5] ), we will make use of the diamagnetic inequality [18] , the Moser-Trudinger inequality for the modulus of functions belonging to the fractional magnetic space H 1/2 ε (this is lawful because the diamagnetic inequality says that |u| ∈ H 1/2 (R, R) whenever u ∈ H 1/2 A (R, C)), and the Hölder continuity of the magnetic field to deduce some fundamental estimates which allow us to deduce the existence of a nontrivial solution for the modified problem for ε > 0 small enough. After that, we apply Nehari manifold argument and Ljusternik-Schnirelmann category theory to obtain a multiplicity result for the auxiliary problem. Finally, we have to prove that the solutions of the modified problem are also solutions of the original one provided that ε is sufficiently small. This goal is gained by proving some L ∞ -estimates, independent of ε, obtained by combining a Moser iteration procedure [38] which takes care of the exponential critical growth of the nonlinearity, with a Kato's type inequality [34] which allow us to show that the modulus of each solution of the modified problem is a subsolution of a certain fractional problem in R involving (−∆) 1/2 . The paper is structured as follows. In Section 2 we introduce the notations and we prove some technical results which will be used along the paper. In Section 3 we introduce the modified problem and we use mountain pass theorem to deduce a first existence result for it. In Section 4 we apply Ljusternik-Schnirelmann category theory to obtain multiple solutions. Finally, we give the proof of Theorem 1.2.
Preliminaries results
Let L 2 (R, C) be the space of complex-valued functions with summable square, endowed with the real scalar product
We define the fractional magnetic Sobolev space
endowed with the norm u
is compact for any q ∈ [1, ∞) and compact set K ⊂ R; see [23, 37] . We note that H
1/2
A (R, C) is a Hilbert space with the real scalar product
A (R, C). Arguing as in Lemma 3.1 and Lemma 3.5 in [18] , and Lemma 2.4 in [10] , we can see that the following results hold true.
and compactly embedded into L r (K, C) for any r ∈ [1, ∞) and any compact K ⊂ R.
We also have the following pointwise diamagnetic inequality
a.e. x, y ∈ R.
Lemma 2.2. If u ∈ H 1/2 (R, R) and u has compact support, then w = e ıA(0)·x u ∈ H
A (R, C). We recall the following version of vanishing Lemma of Lions whose proof can be found in Lemma 2.4 in [21] :
Next, we prove a list of technical results which will be used along the paper.
A (R, C) be a bounded sequence, and set sup n∈N u n ε = M . Then,
In particular, if M ∈ (0, 1), there exists α M > ω such that
Using Lemma 2.1 we can see that
Then, applying Lemma 1.1 we deduce that
Hence, we can use the above inequality replacing α by α M .
Then, there exists t > 1 sufficiently close to 1 and C > 0 such that
Proof. In view of (2.2) we can find m ∈ (0, 1) and n 0 ∈ N such that u n 2 A < m < 1 for all n ≥ n 0 . Take t > 1 sufficiently close to 1 and β > t such that βm < 1. Recalling that
Then, applying Lemma 2.4 we can see that
we obtain the thesis.
3)
Proof. Using (f 1 ) and (f 2 ) we can see that for every β > 1 and α > α 0 there exists C > 0 such that
which implies that
and fix β, q > 1 sufficiently close to 1 and α sufficiently close to α 0 such that h n ∈ L q (R, R) and sup n∈N h n L q (R) < ∞ in view of Lemma 2.5. Up to a subsequence, we can deduce that
Now, we show that
Indeed, denoting by χ R the characteristic function in (−R, R), and observing that χ R ∈ L q ′ (R, R), we can see that
Observing that h n → h a.e. in R, we can use Brezis-Lieb Lemma to conclude that h n − h L 1 (−R,R) → 0. Then, recalling that |u n | → |u| in L 2 (−R, R), and using (2.6) and (2.7), we can apply the Dominated Convergence Theorem to deduce the thesis. Similar arguments show that (2.5) and (2.8) hold.
A (R, C) be a sequence satisfying (2.2). If there exists R > 0 such that
Proof. In view of Lemma 2.3 we know that
Since (u n ) verifies (2.2), we can use Lemma 2.6 to find t > 1 sufficiently close to 1 and C > 0 such that
Then, using the growth assumptions on f and applying Hölder inequality we have
Consequently, using (f 3 ) we can deduce that
Finally, we give a variant of Lemma 5 in [41] in the one dimensional case.
Proof. Since φ r u → u a.e. in R as r → ∞, 0 ≤ φ ≤ 1 and u ∈ L 2 (R, R), we can use the Dominated Convergence Theorem to see that lim r→∞ uφ r − u L 2 (R) = 0. Therefore, we only need to show the first relation of limit. Let us note that
Taking into account that |φ r (x) − 1| ≤ 2, |φ r (x) − 1| → 0 a.e. in R and u ∈ H 
Now we show that
A r → 0 as r → ∞.
Firstly, we observe that R 2 can be written as
Next, we estimate each integral in (2.9). Recalling that φ = 0 in R \ (−2, 2), we have 
Concerning the integral on X 3 r , we can note that
Using the Mean Value Theorem and observing that if (x, y) ∈ (R \ (−2r, 2r)) × (−2r, 2r) and |x − y| ≤ r then |x| ≤ 3r, we get
Now, we can see that for any K > 4 it holds
Fix γ > 1. Applying the Hölder inequality with exponents γ and γ ′ we obtain
Taking into account (2.14), (2.15) and
Putting together (2.9)-(2.13), (2.16) and using K > 4 and 1 − 2γ < 0 we have
Since 2 − 2γ < 0, we deduce
This ends the proof of lemma.
Variational framework and modified problem
Using the change of variable u(x) → u(ε x), instead of (1.1), we deal with the following equivalent problem
Hereafter, we use the penalization argument introduced in [22] (see also [5, 26] ) to study (3.1). Fix k > θ θ−2 and a > 0 such that f (a) = V 0 k , and we consider the function
Let t a , T a > 0 such that t a < a < T a and take
Let us definef ∈ C 1 (R, R) as follows:
We introduce the following penalized nonlinearity g :
where χ Λ is the characteristic function on Λ, and we write G(
In view of (f 1 )-(f 4 ), it follows that g verifies the following properties:
and
From now on, we focus our study on the following modified problem
where g ε (x, t) = g(ε x, t). Let us note that if u is a solution of (3.2) such that
where Λ ε := {x ∈ R : ε x ∈ Λ}, then u is also a solution of the original problem (3.1). In order to study weak solutions to (3.2), we seek critical points of the Euler-Lagrange functional
which is well-defined for any function u belonging to the space
endowed with the norm
In view of (V 1 ), it is easy to see that the embedding
As we will see later, it will be fundamental to consider the following family of autonomous problem associated to (3.1) , that is, for µ ∈ R +
We denote by
Firstly, we can note that J ε possesses a mountain pass structure [7] .
(ii) there exists α, ρ > 0 such that J ε (u) ≥ α for any u ∈ H 1/2 ε such that u ε = ρ; (iii) there exists e ∈ H 1/2 ε with e ε > ρ such that J ε (e) < 0.
such that u ε = ρ < 1 and take α ∈ (ω, ω ρ 2 ). Using the growth assumptions on g, there exists r > 1 close to 1 such that rα < ω ρ 2 , q > 2 and C > 0 with
Therefore, applying Hölder inequality and using (2.1) we get
for every ρ sufficiently small. Regarding (ii), we can note that in view of (g 3 ), we have for any u ∈ H 1/2 ε \{0} with supp(u) ⊂ Λ ε and t > 0
Taking into account Lemma 3.1, we can define the mountain pass level
where
ε ) : γ(0) = 0 and J ε (γ(1)) < 0}. Let us introduce the Nehari manifold associated to (3.2) , that is
We note that for all u ∈ N ε , by the growth assumptions on g, it follows that we can find r * > 0 (independent of u) such that
We denote by c µ and N µ the mountain pass level and the Nehari manifold associated to (3.4) respectively. It is easy to verify (see [44] ) that c ε can be characterized as follows: 
µ (R, R). In particular, there exists a minimizer w ∈ H 1/2 µ (R, R) for J µ with J µ (w) = c µ and c µ verifies
Remark 3.1. The upper bound for c µ is a consequence of (f 5 ); see Lemma 3.2 in [3] .
Next, we show an interesting relation between c ε and c V 0 .
Lemma 3.3. The numbers c ε and c V 0 satisfy the following inequality
Proof. Arguing as in Theorem 1.1 in [21] , we can find a positive ground state
Using a suitable Moser iteration argument (see proof of Lemma 5.1), we can prove that w ∈ L ∞ (R, R). This implies that f (|w| 2 )w ∈ L ∞ (R, R). Applying Proposition 2.9 in [42] , we can deduce that w ∈ C 0,α (R, R). Since f ∈ C 1 and w ∈ L ∞ (R, R), we obtain that f (|w| 2 )w ∈ C 0,α (R, R), and by Proposition 2.8 in [42] , we can deduce that w ∈ C 1,α (R, R). This, together with w ∈ L 2 (R, R) implies that w(x) → 0 as |x| → ∞. In what follows, we prove the following decay estimate for w:
In the light of w(x) → 0 as |x| → ∞ and (f 1 ), we can see that there exists R > 0 such that
Let H be the fundamental solution to
From Lemma C.1. in [30] (see also [13, 28] ), we know that H is continuous and H > 0, so we can deduce that H(x) ≥ c for all
If by contradiction z < 0 somewhere in R \ (−R, R), using the fact that z(x) → 0 as |x| → ∞ and z ≥ 0 in (−R, R), we can see that z attains a strict global minimum at some point x 0 ∈ R \ (−R, R) with z(x 0 ) < 0. This, together with the singular integral expression for (−∆) 1/2 yield
and this is a contradiction because (3.7) and (3.8) give
Recalling that (see [13, 28, 30] Let us define w ε (x) := η ε (x)w(x)e ıA(0)·x , with η ε (x) = η(ε x) for ε > 0, and we observe that |w ε | = η ε w and w ε ∈ H 1/2 ε in view of Lemma 2.2. In what follows, we prove that
Clearly, by the Dominated Convergence Theorem, we have
Next, we show that
Let us observe that
On the other hand, by Lemma 2.8, it follows that
Therefore, it is enough to show that X ε → 0 as ε → 0 to infer that (3.10) holds. Fix 0 < β < α/( 1 2 + α), and we note that
(3.12)
Since |e ıt − 1| 2 ≤ 4 and w ∈ H 1/2 V 0 (R, R), we obtain
Taking into account |e ıt − 1| 2 ≤ t 2 for all t ∈ R, A ∈ C 0,α (R, R) for α ∈ (0, 1], and |x + y| 2 ≤ 2(|x − y| 2 + 4|y| 2 ), we can see that
(3.14)
Now,
On the other hand, using (3.6), we infer that
Putting together (3.12), (3.13), (3.14), (3.15) and (3.16) we can conclude that X ε → 0, and then (3.9) holds true. Let t ε > 0 be the unique number such that
Then t ε verifies
where we used supp(η) ⊂ Λ and g = f on Λ. Let us prove that t ε → 1 as ε → 0.
2 ) and the fact that w is a continuous positive function, we can see that (f 4 ) yields
] w > 0. If t ε → ∞ as ε → 0 then we can use (f 3 ) and (3.9) to deduce that w 2 V 0 = ∞ which gives a contradiction. On the other hand, if t ε → 0 as ε → 0 we can use the growth assumptions on g and (3.9) to infer that w 2 V 0 = 0 which is impossible. In conclusion t ε → t 0 ∈ (0, ∞) as ε → 0. Hence, taking the limit as ε → 0 in (3.17) and using (3.9), we can see that
By w ∈ N V 0 and (f 4 ), we deduce that t 0 = 1. Applying the Dominated Convergence Theorem, we obtain that lim ε→0 J ε (t ε w ε ) = J V 0 (w) = c V 0 . Since c ε ≤ max t≥0 J ε (tw ε ) = J ε (t ε w ε ), we can conclude that lim sup ε→0 c ε ≤ c V 0 . This together with Lemma 3.2 gives the thesis.
In the next lemma we show a compactness condition for J ε . 
is a reflexive space, we can find a subsequence still denoted by (u n ) and u ∈ H 1/2 ε such that
a.e. in R as n → ∞. By (3.19) and arguing as in Lemma 2.6 we can infer ε , that is u is a critical point for J ε . Consequently, J ′ ε (u), u = 0, or equivalently
Recalling that J ′ ε (u n ), u n = o n (1), we also know that
From the compactness of the Sobolev embedding, (3.19) and arguing as in Lemma 2.6 we have
In the light of (3.22), (3.23) and (3.24), it will be enough to prove the following claim: Claim 2 For any ξ > 0 there exists R = R ξ > 0 such that Λ ε ⊂ (−R, R) and
Indeed, if we assume that (3.25) holds true, we can see that (g 1 ), (g 2 ) and Sobolev inequality yield
for all n big enough. On the other hand, choosing R large enough, we may assume that
Combining the above inequalities and (3.24) we can infer that
This together with (3.22) and (3.23) yields
is a Hilbert space and u n ⇀ u in H 1/2 ε as n → ∞, we infer u n → u in H 1/2 ε as n → ∞. Now, it remains to prove the validity of (3.25). Take η R ∈ C ∞ (R, R) be such that 0 ≤ η R ≤ 1,
Observing that
and using (g 3 )-(ii), we can see that
|x − y| 2 dxdy
Now, the Hölder inequality and the boundedness of
Therefore, if we prove that
then (3.26) yields that (3.25) holds true. However, the validity of the limit in (3.28) can be obtained arguing as in the proof of Lemma 2.8 observing that in this case we have to use the boundedness of (u n ) in H 1/2 ε (and then the boundedness of (|u n |) in L q (R, R) for all q ∈ [2, ∞)) to get estimates independent of n ∈ N; see also Lemma 3.4 in [11] .
In order to obtain multiple critical points of J ε , we will consider J ε constrained on N ε . Therefore, it is needed to prove the following result. 
Taking into account J ′ ε (u n ), u n = 0, g ε (x, |u| 2 ) is constant on Λ c ε ∩ {|u| 2 > T a }, the definition of g, the monotonicity of ξ and (f 6 ), we can see that
From the boundedness of (u n ) in H 1/2 ε , we can assume that
Then, using Lemma 2.6 we deduce that
which yields u n ε → 0, that is a contradiction because u ε ≥ r > 0 for all u ∈ N ε . Consequently, ℓ < 0 and taking into account (3.29) we get λ n → 0, that is u n is a (P S) c sequence for the unconstrained functional. The thesis follows from Lemma 3.4.
Arguing as in the previous lemma, it is easy to check that: Corollary 3.1. The critical points of the functional J ε on N ε are critical points of J ε .
We conclude this section giving the following existence result for (3.2):
Theorem 3.1. There exists ε 0 > 0 such that problem (3.2) admits a nontrivial solution for all ε ∈ (0, ε 0 ).
Proof. Taking into account Lemma 3.1, Lemma 3.3, Lemma 3.4 and applying mountain pass theorem [7] , we can deduce that (3.2) admits a nontrivial solution provided that ε > 0 is sufficiently small.
Multiple solutions for the modified problem
In this section, we show that it is possible to relate the number of positive solutions of (3.2) to the topology of the set Λ. For this reason, we consider δ > 0 such that
and we choose η ∈ C ∞ 0 (R + , [0, 1]) such that η(t) = 1 if 0 ≤ t ≤ δ 2 and η(t) = 0 if t ≥ δ. For any y ∈ Λ, we introduce (see [10] )
where τ y (x) = A(x)x and w ∈ H 1/2 V 0 (R, R) is a positive ground state solution to the autonomous problem (3.4) with µ = V 0 (see Lemma 3.2). Let t ε > 0 be the unique number such that
Noting that t ε Ψ ε,y ∈ N ε , we can define
Lemma 4.1. The functional Φ ε satisfies the following limit
Proof. Assume by contradiction that there exist δ 0 > 0, (y n ) ⊂ M and ε n → 0 such that
Arguing as in Lemma 4.1 in [10] and applying the Dominated Convergence Theorem we get
On the other hand, since J ′ εn (Φ εn (y n )), Φ εn (y n ) = 0 and using the change of variable z = εn x−yn εn it follows that
Hence, being g(x, t) = f (t) for all x ∈ Λ and η(t) = 0 for t ≥ δ, we get
εn ) for all n large enough, we get from (4.3) and (f 4 )
Now, if t εn → ∞, we can use (4.4), (4.2) and (f 3 ) to deduce a contradiction. Therefore (t εn ) is bounded and, up to subsequence, we may assume that t εn → t 0 for some t 0 ≥ 0. Let us prove that t 0 > 0. Otherwise, if t 0 = 0, we can use (4.2), the growth assumptions on g and (4.3) to see that
εn → 0 which is impossible because of t ε Ψ ε,y ∈ N ε and (3.5). Hence t 0 > 0. Taking the limit as n → ∞ in (4.3), we deduce that
In the light of w ∈ N V 0 and (f 4 ) we can deduce that t 0 = 1. This and the Dominated Convergence Theorem implies that
Hence, letting the limit as n → ∞ in
we can conclude that lim
which contradicts (4.1).
For any δ > 0, we take ρ = ρ(δ) > 0 in such way that M δ ⊂ (−ρ, ρ). Let Υ : R → R be defined as
Finally, we consider the barycenter map β ε : N ε → R given by
Arguing as Lemma 4.3 in [10] , it is easy to see that the function β ε verifies the following limit:
The next compactness result is fundamental to show that the solutions of the modified problem are solutions of the original problem. Lemma 4.3. Let ε n → 0 and (u n ) ⊂ N εn such that J εn (u n ) → c V 0 . Then there exists (ỹ n ) ⊂ R such that v n (x) = |u n |(x +ỹ n ) has a convergent subsequence in H 1/2 (R, R). Moreover, up to a subsequence, y n = ε nỹn → y 0 for some y 0 ∈ M .
Proof. Taking into account
(R, R). Now, we prove that there exist a sequence (ỹ n ) ⊂ R, and constants R > 0 and γ > 0 such that
If by contradiction (4.5) does not hold, then for all R > 0 we get
From the boundedness (|u n |) and Lemma 2.3 we can see that |u n | → 0 in L q (R, R) for any q ∈ (2, ∞). Arguing as in Lemma 2.7 we get
Taking into account J ′ εn (u n ), u n = 0 and (4.6), we can infer that u n εn → 0 as n → ∞, which implies that
(R, R), and we may assume that
. From the uniqueness of the weak limit, we can deduce
. This combined with Lemma 3.2 yields
(R, R) as n → ∞. Now, we set y n = ε nỹn and we show that (y n ) admits a subsequence, still denoted by y n , such that y n → y 0 for some y 0 ∈ M . Firstly, we prove that (y n ) is bounded. Assume by contradiction that, up to a subsequence, |y n | → ∞ as n → ∞. Take R > 0 such that Λ ⊂ (−R, R). Since we may suppose that |y n | > 2R, we have that for any z ∈ (− R εn , R εn ) | ε n z + y n | ≥ |y n | − | ε n z| > R. Now, using (u n ) ⊂ N εn , (V 1 ), Lemma 2.1 and the change of variable x → z +ỹ n we observe that
k , we can see that (4.8) yields
, that is a contradiction. Therefore, (y n ) is bounded and we may assume that y n → y 0 ∈ R. If y 0 / ∈ Λ, then we can argue as above to infer that
, which is impossible. Hence y 0 ∈ Λ. Let us note that if V (y 0 ) = V 0 , then, by (V 2 ), we can infer that y 0 / ∈ ∂Λ. Therefore, it is enough to verify that V (y 0 ) = V 0 . Suppose by contradiction that V (y 0 ) > V 0 . Hence, using (4.7), Fatou's Lemma, the invariance of R by translations and Lemma 2.1 we get
Now, we consider the following subset N ε of N ε defined as
where h : 
We end this section giving the proof of a multiplicity result for (3.2). Theorem 4.1. For any δ > 0 such that M δ ⊂ Λ, there existsε δ > 0 such that, for any ε ∈ (0, ε δ ), problem (3.2) has at least cat M δ (M ) nontrivial solutions.
Proof. Given δ > 0 such that M δ ⊂ Λ, we can use Lemma 4.1, Lemma 4.2, Lemma 4.4 and argue as in [17] to deduce the existence ofε δ > 0 such that, for any ε ∈ (0, ε δ ), the following diagram
is well defined and β ε • Φ ε is homotopically equivalent to the embedding ι :
. It follows from Proposition 3.1 and standard Ljusternik-Schnirelmann theory [44] that J ε possesses at least cat Nε ( N ε ) critical points on N ε . Applying Corollary 3.1, we can deduce that (3.2) has at least cat M δ (M ) nontrivial solutions.
Proof of Theorem 1.2
This last section is devoted to the proof of the main theorem of this work. Indeed, we aim to prove that the solutions obtained in Theorem 4.1 verify |u ε (x)| ≤ t a for any x ∈ Λ c ε and ε small. Let us start proving the following lemma which will play a fundamental role in the study of the behavior of the maximum points of the solutions. To do this, we use a Moser iteration argument [38] and a sort of Kato's inequality [34] for the modulus of solutions to (3.2).
Lemma 5.1. Let ε n → 0 and u n ∈ H 1/2 εn be a solution to (3.2) such that m := lim sup n→∞ u n 2 εn < 1. Proof. For any L > 0 we define u L,n := min{|u n |, L} ≥ 0 and we set v L,n = u
u n where β > 1 will be chosen later. Taking v L,n as test function in (3.2) we can see that
Now, we note that
On the other hand, by (g 1 ) and (g 2 ), for any ξ > 0 there exists C ξ > 0 such that
where B(u n ) := (e ωτ |un| 2 − 1). Arguing as in Lemma 2.5, we can see that B(u n ) ∈ L q (R) for some q > 1 close to 1, with τ, q > 1 are such that τ qm < 1, and
where t L = min{t, L}. Let us observe that, since γ is an increasing function, then it holds
and note that
for any a, b ∈ R.
(5.5) In fact, for any a, b ∈ R such that a < b, the Jensen inequality gives
Then, (5.5) yields
In the light of (5.2) and (5.6), we get
(5.7)
Noting that 8) where γ > 2q ′ . Putting together (5.1), (5.7) and (5.8) we can infer that
Taking ξ ∈ (0, V 0 ) and using (5.3) and (5.9) we have
where w L,n := |u n |u β−1 L,n . From (5.4) and Hölder inequality it follows that
, and letting the limit as L → ∞ we find
Since γ > 2q ′ , we can use an iteration argument to deduce that for all m ∈ N
where k = γ 2q ′ and τ = 2q ′ , which together with the boundedness of (u n ) in H 1/2 ε implies that
By interpolation, we can also see that (|u n |) strongly converges in L r (R, R) for all r ∈ (2, ∞). In view of the growth assumptions on g, also g εn (x, |u n | 2 )|u n | strongly converges in the same Lebesgue spaces. Now, our claim is to prove that |u n | is a weak subsolution to
(5.12)
Fix ϕ ∈ C ∞ c (R, R) such that ϕ ≥ 0, and we take ψ δ,n = un u δ,n ϕ as test function in (3.1), where we set
We show that ψ δ,n ∈ H
1/2
εn for all δ > 0 and n ∈ N. Indeed
On the other hand, we can observe
In the above inequality we used we used the following facts:
we can use (5.14), (5.15) and the Dominated Convergence Theorem to deduce that
Invoking the Dominated Convergence Theorem again (we recall that
Putting together (5.13), (5.16), (5.17) and (5.18) we can deduce that
, that is |u n | is a weak subsolution to (5.12). Now, using (V 1 ), we can note that v n = |u n |(· +ỹ n ) solves 20) where
Since (5.11) yields v n L ∞ (R) ≤ C for all n ∈ N, by interpolation we know that v n → v strongly converges in L r (R, R) for all r ∈ (2, ∞), for some v ∈ L r (R, R), and by the growth assumptions on f , we can see that also
Then, we deduce that z n = K * g n , where K is the Bessel kernel (see [13, 28] ), and arguing as in Lemma 3.12 in [3] , we deduce that |z n (x)| → 0 as |x| → ∞ uniformly in n ∈ N. Since v n satisfies (5.19) and z n solves (5.20), a comparison argument gives 0 ≤ v n ≤ z n a.e. in R and for all n ∈ N. Furthermore, we can infer that v n (x) → 0 as |x| → ∞ uniformly in n ∈ N. Now, we are ready to present the proof of the main result of this paper.
Proof of Theorem 1.2. Let δ > 0 be such that M δ ⊂ Λ, and we show that there existsε δ > 0 such that for any ε ∈ (0,ε δ ) and any solution u ∈ N ε of (3.2) we have
Assume by contradiction that for some sequence ε n → 0 we can obtain u n ∈ N εn such that Using Lemma 4.3 there exists (ỹ n ) ⊂ R 3 such that ε nỹn → y 0 for some y 0 ∈ M . Now, we can find r > 0 such that, for some subsequence still denoted by itself, we obtain (ỹ n − r,ỹ n + r) ⊂ Λ for all n ∈ N. Hence, (ỹ n − r εn ,ỹ n + r εn ) ⊂ Λ εn for all n ∈ N, which implies that R \ Λ εn ⊂ R \ ỹ n − r ε n ,ỹ n + r ε n for any n ∈ N.
Invoking Lemma 5.1, there exists R > 0 such that v n (x) < t a for |x| ≥ R, n ∈ N, where v n (x) = |u εn |(x +ỹ n ). Hence |u εn (x)| < t a for any x ∈ R \ (ỹ n − R,ỹ n + R) and n ∈ N. Then we can find ν ∈ N such that for any n ≥ ν and r/ ε n > R it holds R \ Λ εn ⊂ R \ ỹ n − r ε n ,ỹ n + r ε n ⊂ R \ (ỹ n − R,ỹ n + R).
Then |u εn (x)| < t a for any x ∈ R \ Λ εn and n ≥ ν, and this contradicts (5.22) . Letε δ > 0 be given by Theorem 4.1 and we set ε δ = min{ε δ ,ε δ }. Applying Theorem 4.1 we obtain cat M δ (M ) nontrivial solutions to (3.2). If u ∈ H 1/2 ε is one of these solutions, then u ∈ N ε , and in view of (5.21) and the definition of g, we can infer that u is also a solution to (3.2). Sincê u ε (x) = u ε (x/ ε) is a solution to (1.1), we can deduce that (1.1) has at least cat M δ (M ) nontrivial solutions.
Finally, we study the behavior of the maximum points of |û εn |. Take ε n → 0 and (u εn ) a sequence of solutions to (3.2) as above. We first note that (g 1 ) implies that there exists γ > 0 such that
for all x ∈ R, |t| ≤ γ. 
which gives u εn V 0 = 0 that is a contradiction. Hence (5.25) holds. Taking into account (5.24) and (5.25), we can infer that the maximum points p n of |u εn | belong to (ỹ n − R,ỹ n + R), that is p n =ỹ n + q n for some q n ∈ (−R, R). Recalling that the associated solution of (1.1) is of the formû n (x) = u εn (x/ ε n ), we can see that a maximum point η εn of |û n | is η εn = ε nỹn + ε n q n . Since q n ∈ (−R, R), ε nỹn → y 0 and V (y 0 ) = V 0 , from the continuity of V we can conclude that lim n→∞ V (η εn ) = V 0 .
Next we estimate the decay properties of |û n |. Arguing as in Lemma 4.3 in [28] , we can find a function w such that for some suitable R 1 > 0. Using Lemma 5.1, we know that v n (x) → 0 as |x| → ∞ uniformly in n ∈ N, so there exists R 2 > 0 such that
Let w n be a solution to (−∆) 1/2 w n + V 0 w n = h n in R.
Then w n (x) → 0 as |x| → ∞ uniformly in n ∈ N, and by comparison 0 ≤ v n ≤ w n in R. Moreover, in view of (5.28), it holds so that (x j,n ) is bounded, and, up to subsequence, we may assume that there existsx n ∈ R such thatx j,n →x n as j → ∞. Thus, (5.32) becomes inf x∈Rw n (x) =w n (x n ) < 0. (5.34)
Using the minimality ofx n and the representation formula for the fractional Laplacian [23] , we can see that
n (x n ) = 1 2π R 2w n (x n ) −w n (x n + ξ) −w n (x n − ξ) |ξ| 2 dξ ≤ 0. n (x n ) + V 0 2w n (x n ) < 0, which contradicts (5.37). Accordingly, (5.31) holds true, and using (5.26) and v n ≤ w n we get 0 ≤ v n (x) ≤ w n (x) ≤ (b + 1) d w(x) ≤C 1 + |x| 2 for all n ∈ N, x ∈ R, for some constantC > 0. Recalling the definition of v n , we have |û n |(x) = |u εn | x ε n = v n x ε n −ỹ n ≤C 1 + | 
