Structure functions, as measured in lepton-nucleon scattering, have proven to be very useful in studying the quark dynamics within the nucleon. However, it is experimentally difficult to separately determine the longitudinal and transverse structure functions, and consequently there are substantially less data available for the longitudinal structure function in particular. Here we present separated structure functions for hydrogen and deuterium at low four-momentum transfer squared, Q 2 <1 GeV 2 , and compare these with parton distribution parameterizations and a kT factorization approach. While differences are found, the parameterizations generally agree with the data even at the very low Q 2 scale of the data. The deuterium data show a smaller longitudinal structure function, and smaller ratio of longitudinal to transverse cross section R, than the proton. This suggests either an unexpected difference in R for the proton and neutron or a suppression of the gluonic distribution in nuclei.
Structure functions, as measured in lepton-nucleon scattering, have proven to be very useful in studying the quark dynamics within the nucleon. However, it is experimentally difficult to separately determine the longitudinal and transverse structure functions, and consequently there are substantially less data available for the longitudinal structure function in particular. Here we present separated structure functions for hydrogen and deuterium at low four-momentum transfer squared, Q 2 <1 GeV 2 , and compare these with parton distribution parameterizations and a kT factorization approach. While differences are found, the parameterizations generally agree with the data even at the very low Q 2 scale of the data. The deuterium data show a smaller longitudinal structure function, and smaller ratio of longitudinal to transverse cross section R, than the proton. This suggests either an unexpected difference in R for the proton and neutron or a suppression of the gluonic distribution in nuclei.
I. INTRODUCTION
Nucleon and nuclear structure functions as measured in inclusive electron scattering have proven to be very useful in probing the fundamental, underlying quark dynamics. Lepton-nucleon scattering experiments at high energy have been conducted over a wide kinematic range at various experimental facilities such as SLAC, DESY, CERN, Jefferson Lab; see for instance Refs. [1] [2] [3] [4] [5] [6] [7] . The data obtained from these experiments have helped develop the description of hadrons as composite objects of quarks and gluons which interact weakly at large energy scales but very strongly at low energy scales. At large enough values of the square of the four-momentum transfer, Q 2 , corresponding to small wavelengths of the virtual photon probe, the lepton-nucleon interaction can be viewed as the incoherent scattering of the virtual photon from a single quark. The experimental results can be interpreted in the framework of perturbative QCD in terms of single parton densities. However, as Q 2 decreases, the description of the nucleon's structure becomes more complex, and initial and final state interactions between the struck quark and the remnants of the target must be included. The transition from perturbative to nonperturbative QCD is of great interest as it involves the fundamental dynamics of bound matter, which is not yet well understood.
The kinematics for the inclusive electron-proton scattering process can be described in the one-photon exchange approximation in terms of the square of the fourmomentum transfer (Q 2 = −q 2 , the virtuality of the photon), and the Bjorken scaling variable x = Q 2 /2M ν, where ν = E − E is the energy in the target rest frame of the virtual photon exchanged, M is the proton mass, and E and E are the incident and scattered electron energies, respectively. In this case the differential cross section for inclusive unpolarized electron scattering can be written as:
Here σ L and σ T are the longitudinal and transverse virtual photon absorption cross sections, respectively, and Γ is the transverse virtual photon flux factor,
where ε is the relative longitudinal virtual photon polarization and α is the fine structure function.
It is convenient to define two dimensionless structure functions, F 1 and F 2 , which are related to σ L and σ T as follows:
While F 1 depends only on the transverse virtual absorption cross section, the more commonly used F 2 is a linear combination of both longitudinal and transverse coupling. A purely longitudinal structure function can be defined as:
This structure function is uniquely sensitive to the gluon distribution inside the nucleon [8] and can be written in terms of the gluon density G(x, Q
2 ) using the Altarelli-Martinelli equation [9] :
At low x theoretical models predict a dramatic increase in F L due at least in part to gluon and quark-antiquark emission. Recent measurements of the longitudinal structure function from the H1 and ZEUS experiments at HERA [5, 6] show a non-zero value for F L at Bjorken x ≤ 0.007 and large four-momentum transfer squared (Q 2 ≥ 20 GeV 2 ). These results have sparked renewed theoretical and experimental interest in this structure function (see, for example, Refs. [10] [11] [12] [13] [14] [15] ).
Typically, the ratio of longitudinal and transverse virtual photon absorption cross sections, R, is measured to determine F L . R is defined as:
This ratio is expected to vanish at large Q 2 and moderate x for scattering from spin-1/2 pointlike partons, but is nonzero (of the order of 0.1 to 0.3 [16] ) at low values of Q 2 and moderate x due in part to the fact that quarks can carry transverse momentum.
Determining separately the longitudinal and transverse structure functions, F L and F 1 , and thus the ratio R, is experimentally challenging. It may be achieved via a Rosenbluth-type separation technique [17] , using Eq.( 1). This procedure requires high-precision cross-section measurements at the same x and Q 2 but different values of ε, which requires in turn measurements at a minimum of two different incident beam energies and scattering angles [18] . Consequently there are far fewer experimental data available for F L , F 1 , and R than for the structure function F 2 .
Measured separated structure functions for the neutron, usually extracted from deuterium data due to the lack of a free neutron target in nature, are even fewer than those for hydrogen. Most of the existing deuterium measurements were performed at large four-momentum transfer and do not show significant differences compared to hydrogen [1, 2] . This could be due, however, to R itself being quite small at these kinematics, such that any differences may be buried in the measurement uncertainties. Measurements of R at Jefferson Lab [7] in the low Q 2 regime, where R is larger and differences may appear, show a slight difference between hydrogen and deuterium. This is somewhat unexpected, but not in contradiction with theoretical predictions. There is no requirement in perturbative QCD for R to be the same for the proton and the neutron. While hadron helicity conservation requires that both must go to zero at large Q 2 , there is no requirement that finite-Q 2 corrections/values be identical. However, it is generally assumed that R p = R d and that higher twist corrections are identical, e.g. in the extraction of neutron structure function F 2 from measurements on the deuteron and proton [19] [20] [21] [22] .
In this paper we present results for F L and R for the proton and deuteron at low values of Q 2 and intermediate x. The kinematic coverage of this experiment (JLab E00-002) is shown in Fig. 1 together with the coverage of world data: CERN [3, 4] , DESY [5, 6] , Jefferson Lab [7, 18] , and SLAC [2, 23] . The present data extend the kinematic range in x at fixed low Q 2 to allow for more detailed studies of the x-dependence, as well as for more deuteron and proton comparisons.
This article is structured in five sections. Sections II and III summarize the experiment and data analysis, Section IV discusses the longitudinal structure function results for hydrogen, while section V presents the comparison of the hydrogen and deuterium structure functions. Conclusions are drawn in section VI.
II. EXPERIMENT
Experiment E00-002 was carried out at the Thomas Jefferson National Accelerator Facility (Jefferson Lab or JLab) in Hall C. The kinematic range covered was 0.2 < Q 2 < 1.1 GeV 2 and 0.02 < x < 0.6. Electronproton and electron-deuteron cross sections were measured using four incident electron beam energies (2.24, 3.04, 4.41, and 5.50 GeV). The experiment utilized the high luminosity, Continuous Wave (CW) electron beam provided by the Continuous Electron Beam Accelerator Facility (CEBAF). To minimize systematic uncertainties, the beam current was kept within a few µA of the 40 µA-nominal value.
The cryogenic targets used were 4-cm long hydrogen (H) and deuterium (D) "tuna can"-shaped aluminum cells. The cryogenic target walls were 0.125 mm thick. The target assembly, described in detail in Refs. [24, 25] , also included an aluminum "dummy target" that was used for background measurements and subtraction. Precise cross section measurements require accurate knowledge of target thickness and target density. Due to the circular geometry of the cryogenic target cell the effective target length seen by the beam depended upon both the central position of the beam spot and the size and form of the beam raster pattern. The effective target length was determined for Jefferson Lab experiment E00-116 which ran during the same period and details of the analysis are presented in [24] . Density fluctuation studies for the target cells and the beam currents used in this experiment are presented in various publications (see for example Refs. [24, 25] and amount to 0.35%/100 µA. The basic equipment in Hall C at Jefferson Lab consists of two magnetic spectrometers: the High Momentum Spectrometer (HMS) and the Short Orbit Spectrometer (SOS). The HMS was used to detect the scattered electrons, while the SOS was used for detecting positrons which were used to estimate the electron background originating from charge-symmetric processes, such as π 0 production and subsequent pair symmetric decay. The data were taken at HMS angles varying from 11
• to 50
• . The HMS is a magnetic spectrometer consisting of a 25
• vertical bend dipole magnet for momentum dispersion and three quadrupole magnets for focusing. For this experiment the HMS was operated in point-to-point optical tune. The HMS solid angle is defined mainly by the octagonal collimator and is 6.8 mSr. The HMS momen-tum acceptance was ±8% while the angular acceptance was ±35 mrad. The SOS was a resistive QDD magnetic spectrometer with a 9 mSr solid angle. The SOS momentum acceptance was −15% to +20% while the angular acceptance was ±60 mrad.
The HMS and SOS detector packages were very similar consisting of two drift chambers for track reconstruction (the HMS drift chambers are described in Ref. [26] ), scintillator arrays for triggering, and a threshold gaš Cerenkov and electromagnetic calorimeters [27] , which were both used in the present experiment for particle identification and pion rejection. More details on the two spectrometers and their detector packages can be found in Refs. [24, [28] [29] [30] [31] .
III. DATA ANALYSIS
The inclusive double differential cross section for each energy and angle bin within the spectrometer acceptance was determined from
where ∆Ω(∆E ) is the bin width in solid angle (scattered electron energy), L is the total integrated luminosity, and Y corr is the measured electron yield after accounting for detector inefficiencies, background events mentioned before, and radiative corrections.
To obtain the Born cross section (the leading order, one photon exchange contribution) the measured yield has to be corrected for the higher order electromagnetic processes which contribute to the inclusive electron-nucleon scattering. These radiative processes can be divided into two main categories: internal, which originate due to the fields of the particles at the scattering vertex (vacuum polarization, vertex corrections, two-photon exchange, and bremsstrahlung emission in the field of the proton from which the scattering took place), and external, which originate due to the fields of particles in the bulk target materials (processes that occur either before or after the primary scattering vertex). The radiative correction factors, which account for these higher order processes, were evaluated using the same procedure used in various Jefferson Lab analyses (see for example Refs. [24, 25] ) and which is based originally on the Mo and Tsai prescription [32, 33] . The theoretical uncertainties in the radiative correction procedure were studied in Ref. [34] and were estimated to be 0.5% point-to-point and 1.0% normalized.
For every bin in scattering angle and scattered electron energy the cross section was corrected for the variation of the cross section over the acceptance with the angle θ (bin-centering correction) and for radiative effects to yield the value of the cross section at the central angle. The radiative effects strongly depend on the kinematics. To minimize the dependence on the model [35, 36] used to compute both the bin-centering correction and the radiative effects, an iterative procedure was employed. Corrected data were fit to obtain new parameters for the model used, and new corrections were calculated. These steps were repeated until the fit parameters converged. Statistical and systematic uncertainties for the cross section were at most ∼3.5%.
The total systematic uncertainty in the differential cross section was taken as the quadratic sum of all the systematic uncertainties contributing to the cross section measurement. The total systematic uncertainty not including the one from the radiative corrections varies per kinematic bin between 1.19% and 1.43% (see Table I ).
The extraction of the longitudinal structure function was accomplished via the Rosenbluth technique, where measurements are made for two or more values of ε at fixed Bjorken x and Q 2 , and the reduced cross section is fit linearly as a function of ε, as in Eq.(1). Since even after all corrections are applied the data at various ε are not at the exact same x and Q 2 as needed for the Rosenbluth separation method, the data were interpolated toward a common x and Q 2 using the cross section parameterization [35, 36] .
In a Rosenbluth separation one needs to distinguish between uncertainties that are correlated between measurements at different ε, such as uncertainties in target thickness and integrated charge, and uncorrelated ones such as spectrometer acceptance or background subtraction at different angles. Not including the contributions from radiative corrections, the uncorrelated systematic uncertainties in the cross-section measurements in this experiment amounted to ∼0.88%. Both ε and Γ were calculated from the measured kinematic variables using Eqs. (3) and (2), respectively. The intercept of the fit is the transverse cross section σ T (and therefore the structure function F 1 (x, Q 2 )), while the slope is the longitudinal cross section σ L , from which the structure function F L (x, Q 2 ) can be calculated by using Eq. (6) .
The radiative corrections do not include the contribution of hard two-photon exchange (TPE). While this ap-pears to have a significant impact on Rosenbluth extractions of G p E /G p M for electron-proton elastic scattering at high Q 2 [37, [40] [41] [42] , calculations and recent data suggest that they are typically below 2% for elastic scattering at the Q 2 values of this measurement [37-39, 43, 44] . Estimates of the TPE contribution to resonance production [45, 46] suggest that the corrections for the resonance region are smaller than for elastic scattering, e.g. by roughly a factor of two for Delta production.
For the present data, the longitudinal cross section is typically 20-50% of the total cross section, so a change in the slope of ≤1% would translate into a 2-5% correction to σ L . Even though a definitive calculation of the two-photon effect is not available, this correction is typically smaller than the total statistical and systematic uncertainties, and thus should have minimial impact on the final results. F L is only sensitive to non-linearities caused by the effect. Moreover, there may be some cancellation between the impact on R when comparing R D and R H .
IV. PROTON LONGITUDINAL STRUCTURE FUNCTION
The data from experiment E00-002 were used to extract the proton F 2 structure function as well as the proton longitudinal structure function, F L . Three representative spectra depicting the F 2 structure function as a function of the invariant mass, W 2 , are shown in Fig. 2 . The data are compared with the Bosted-Christy (BC) parameterization [35] , an empirical fit of inelastic electron-proton cross sections in the resonance region. The agreement between the data and this global fit is very good.
The results for the proton F 2 structure function, the longitudinal structure function F L and the ratio R are presented in Table II . The proton longitudinal structure function F L is shown in Fig. 3 as a function of Bjorken x (for x > 0.01) for four values of Q 2 = 0.30, 0.50, 0.80 and 1.0 GeV 2 , respectively. Data are included from this experiment (E00-002, closed black circles), the JLab experiment E99-118 [7] (inverted closed triangles), SLAC experiment E140X [2] (inverted open triangles), and a global analysis of SLAC data [23] (closed stars).
At these low values of Q 2 there are no other separated data within this range of x, as can be seen from Fig.  1 . The results for the deuteron differ from those for the proton and will be discussed in section IV.
The curves in Fig. 3 represent the ABKM [47, 48] (solid and dotted black lines, adding respectively target mass and higher twist), the HERAPDF1.5 NNLO QCD global parton distribution (PDF) fit (solid green line) [49] , and two k T factorization (dasehd-dotted and dashed red lines) parameterizations [12, 50] . The ABKM parameterization is a next-to-next-to-leading-order (NNLO) PDF fit obtained by a global analysis of available hardscattering data in the M S factorization scheme. The (lower left), and Q 2 = 1.0 GeV 2 (lower right). In this kinematic regime data are from Jefferson Lab [7, 18] and SLAC [2, 23] . These are shown with the following parameterizations for comparison: ABKM [47, 48] ABKM parameterization of the structure function includes terms that take into account non-perturbative target-mass corrections (TMC) and higher-twist effects [48] . Therefore, the curves in Fig. 3 are shown including TMC, and both without (solid black line) and with (dotted black line) the inclusion of higher-twist effects. These curves are only shown for the two higher-Q 2 panels because of constraints on the region of validity for the PDF fits. For the two higher-Q 2 panels (Q 2 = 0.8 and Q 2 = 1.0 GeV 2 ), where the parameterizations become better constrained by existing structure-function data, there is reasonable agreement between the models and the data. The global fits typically employ F 2 and not F L data, and extract gluon information not from F L via Eq. ( 7) but rather from the Q 2 evolution of F 2 . Hence, even if deviations between the data and the curves are noticeable, the general agreement at the low Q 2 of the F L data is unexpected, given that the parameterizations originate from perturbative methods. For the kinematic regime of the Jefferson Lab data the target-mass corrections and higher-twist effects are expected to be significant and thus improved agreement is expected with parameterizations that include these effects. However, the ABKM inclusion of such effects seems to be unnecessary and yields significantly worse agreement with the data. It is important to note also that F L is dominated by the gluon g(x) PDF which has large uncertainties (∼ 20% or more in this x range) that are not shown here.
The PDF fits discussed above utilize the standard collinear factorization formalism. Another approach in modeling F L is to employ the k T factorization theorem, which corresponds to the (virtual) photon-gluon fusion mechanism. Here, the gluon is off-shell with its virtuality dominated by the transverse momentum k T [12] . This model (KMS) is shown as a dashed-dotted line at Fig. 3 . While it undercuts the data, it should be noted that it was developed specifically to describe the low x, higher Q 2 regime of data obtained at DESY. An older version of this photon-gluon fusion model [50, 51] , which specifically included higher twist effects, is also shown in Fig. 3 (dashed line, BBJKAS) , which shows increased strength at larger x. A new k T factorization model that also includes higher twist is in development [52] .
To further investigate the Q 2 behavior of the data, we present in Fig. 4 and 5 the world data for F L versus Q 2 for x above 0.05 (Fig. 4) and for x between 0.0001 and 0.006 (Fig. 5) . The data in Fig. 4 were obtained from various experiments at CERN (NMC and BCDMS) and from lower-energy SLAC and JLab experiments (E140x, E99-118, and E00-002). The data in Fig. 5 are primarily from the recent DESY H1 and ZEUS experiments [5, 6] . In this latter kinematic regime the longitudinal structure function F L is dominated by the gluon parton distribution function and is well described by the PDF parameterizations which do include these data. The range of the CERN, SLAC, and JLab data, Fig. 4 , includes regions where meson-cloud or sea-quark effects may become rel- evant, as well as the larger x valence region where nonperturbative binding and other effects may also become relevant, particularly at lower Q 2 . The ABKM and HER-APDF fits described previously are also shown in Fig. 4 at x = 0.1 and x = 0.4, and in Fig. 5 for x = 0.0004.
The change which can be seen in Fig. 4 in the Q 2 -dependence of the higher x F L structure-function data from low (<1) to high Q 2 (>1 GeV 2 ) is of particular interest. Due to current conservation the interaction of longitudinal virtual photons vanishes in the real photon
This behavior has been used as a kinematic constraint for theoretical modeling [12, 53] . The moderate to high x data depicted here were obtained far from the strict real photon Q 2 =0 limit, however, and yet nonetheless seem to converge smoothly below Q 2 ≈ 1 GeV 2 for all x. In comparison, in the range 1 < Q 2 < 10 GeV 2 , there is a significant spread to the data. This spread is due largely to the expected x-dependence as these data span the range 0.1 ≤ x ≤ 0.7. This spread is predicted also in the global fits at differing values of x. As discussed previously, the non-perturbative effects in the transition to lower Q 2 are overestimated in the ABKM analysis, which regardless agrees reasonably well with the data if the average x is assumed to be 0.4. The average x for the data in the range 0.5 < Q 2 < 5 GeV 2 is about 0.2. At the highest values of Q 2 , above 10 GeV 2 , the data once again converge towards 0. Here, the structure function F L must vanish due to hadron helicity conservation.
V. PROTON/DEUTERON COMPARISON
Lastly, we compare the data accumulated for the deuteron to that for the proton within the Q 2 range accessible to the SLAC and JLab experiments. Inclusive electron scattering experiments such as E00-002 are able to alternately acquire proton and deuteron data, with reduced point-to-point systematic uncertainties in the ratio R = σ L /σ T , as some sources of uncertainty are common and therefore vanish in the ratio. It is traditional that Rosenbluth-type measurements present the quantity R = σ L /σ T , in part for systematic uncertainty evaluation and in part to extract cross sections via a variant of Eq. 1:
Since ε and R are typically small, σ T and hence F 1 account for 70-90% of both the cross section and the F 2 structure function. The results for the proton F 2 structure function, the longitudinal structure function F L and the ratio R are presented in Table III .
We show in Fig. 6 the deuteron-proton difference, R D − R H , as a function of Q 2 . The data are a weighted average over x of data beyond the nucleon resonance region, W > 2 GeV. There is a systematic overall shift of the data towards negative values, indicating that below Q 2 = 1.5 GeV 2 R for the deuteron might be smaller than that for the proton. For this kinematic range a weighted average of all available data, including the new E00-002 data, yields R D −R H = −0.042±0.018 for Q 2 < 5 GeV 2 , in agreement with the result obtained by a similar global average presented in [7] , which did not include the present data and obtained R D −R H = −0.054±0.029. While this difference is a small quantity, it should be noted that the value of R in this region is only on average 0.1. Hence, this is a ≥ 30% effect. It is useful to note that there may be some x dependence to these data as well. It would be reasonable, for instance, for any longitudinal EMC effect in deuterium to have some x dependence in this kinematic regime given that the cross section has a well-known x-dependence.
Although there is nothing to prevent it, there is no theoretical model that predicts the neutron structure function ratio R n to differ from the proton R H . Therefore, in most previous analyses, R D was assumed to equal R H , thus neglecting possible nuclear binding or EMCeffect type phenomena in the deuteron -or an inherent difference between R n and R H . Previous measurements had, moreover, generally confirmed no difference, i.e. R D = R H [2, 54] for Q 2 ≥ 1.5 GeV 2 . However, in the high momentum domain of these measurements, R H ≈ 0 and any difference is practically immeasurable at large Q 2 values. This fact may resolve the apparent discrepancy between the higher Q 2 results and the results shown here.
In the framework of the leading-twist formalism, global QCD fits to available nuclear data allow for enhancements of valence-quark and gluon distributions in nuclei as compared to a free proton [55, 56] . The F L structure function would be uniquely sensitive to such an enhanced gluon distribution [56] . To investigate this possibility we plot in Fig. 7 the structure function
The plot shows data from Jefferson Lab experiments: E99-118 (inverted triangles) and E00-002 (closed circles). The SLAC and CERN experiments shown in Fig. 6 do not extract the longitudinal structure function F L which is purely a function of the longitudinal cross section, only the ratio R = σ L /σ T . The low-mass deuteron may not be the optimum target for studying gluonic nuclear effects, however some nuclear dependence to F L , or perhaps F n L differing from F H L , is clearly observable in the longitudinal channel at the kinematics accessible here.
VI. CONCLUSION
In conclusion, we report new separated structure function measurements for hydrogen and deuterium at low Q 2 (below 2 GeV 2 ). Available parameterizations and theoretical predictions for the longitudinal structure-function F L agree reasonably well when extrapolated to the low Q 2 (as low as Q 2 = 1.0 GeV 2 ) and large x (0.1 ≤ x ≤ 0.6) kinematics of these new data. Remarkably, the global data set seems to smoothly converge toward zero below Q 2 = 1.0 GeV 2 , even while it is still far above the current conservation limit. Additionally, the deuterium data seem to confirm a smaller ratio R = σ L /σ T than the hydrogen data and therefore indicate either a nuclear dependence to the longitudinal response of the nucleons in the deuteron, and hence a nuclear dependence to the F L structure function, or a difference between the neutron and proton F L structure functions.
