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01 Indices of 1-forms on an isolated complete
intersection singularity
W.Ebeling and S.M.Gusein-Zade ∗
Introduction (1-forms versus vector fields)
There is a number of papers devoted to the definition and the calculation of
the index of an analytic vector field on a real analytic variety with an isolated
singular point ([ASV], [EGZ], [GMM1], [GMM2]). In [GSV] there was defined
a notion of the index of a holomorphic vector field on an isolated complete
intersection singularity (icis). One can say that the reason for inventing this
notion is the hope that it can be used for calculation of the index of a vector
field on a real icis.
We offer a different approach. Instead of considering vector fields on a va-
riety we consider 1-forms. One can define the notions of the index of a real
1-form on a germ of a real analytic variety with an isolated singular point and
of a holomorphic 1-form on a (complex) icis. (For short sometimes we shall
refer to these two settings as to the real and the complex indices respectively.)
To a vector field on a real variety (V, 0) ⊂ (Rn, 0) (or on a complex analytic
variety (V, 0) ⊂ (Cn, 0)) one can associate a 1-form on it (dependent on the
choice of coordinates in (Rn, 0) or in (Cn, 0)). If the vector field has an alge-
braically isolated singular point on (V, 0) (in the complex setting this simply
means isolatedness), then, for a generic choice of coordinates, the corresponding
1-form has an algebraically isolated singular point as well. This correspondence
does not work in the other direction. Moreover the index of a vector field on
a real analytic variety with an isolated singular point coincides with that of
the corresponding 1-form. The notion of the index of a holomorphic 1-form on
an icis is somewhat more natural than that of a holomorphic vector field: in
some sense it is “more complex analytic” (does not use the complex conjugation
for the definition) and “more geometric” (uses only objects of the same tensor
type). Moreover the index of an isolated singular point of a holomorphic 1-form
on a complex icis can be described as the dimension of an appropriate algebra.
Finally, the real index of a 1-form on a real icis (with an algebraically isolated
∗Partially supported by the DFG-programme ”Global methods in complex geometry”,
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singular point) plus-minus the Euler characteristic of a (real) smoothing of the
icis can be expressed in terms of the signature of a (nondegenerate) quadratic
form on a space, the dimension of which is equal to the (complex) index of the
corresponding complexification.
The idea to consider indices of 1-forms instead of indices of vector fields (in
some situations) was first formulated by V.I.Arnold ([A]). We are thankful to
E.Looijenga, M.Merle and J.Brianc¸on for useful discussions. In particular the
comments of E.Looijenga helped us to prove Theorem 1.
1 Indices of real 1-forms on singular varieties
A manifold with isolated singularities is a topological space M which has the
structure of a smooth (say, C∞-) manifold outside of a discrete set S (the set
of singular points of M). A diffeomorphism between two such manifolds is a
homeomorphism which sends the set of singular points onto the set of singular
points and is a diffeomorphism outside of them. We say that M has a cone-
like singularity at a (singular) point P ∈ S if there exists a neighbourhood of
the point P diffeomorphic to the cone CWP = (I × WP )/({0} × WP ) (I =
[0, 1]) over a smooth manifold WP (WP is called the link of the point P ). In
what follows we assume all manifolds to have only cone-like singularities. In
[EGZ] we discussed the notion of a vector field on a manifold with isolated
singularities and the notion of the index of its singular point. Here we adapt
the corresponding definitions to the case of 1-forms. A (smooth or continuous)
1-form on a manifold M with isolated singularities is a (smooth or continuous)
1-form on the set M \S of regular points of M . The set of singular points Sω of
a 1-form ω on a (singular) manifold M is the union of the set of usual singular
points of ω on M \ S (i.e., points at which ω tends to zero) and of the set S of
singular points of M itself.
For an isolated usual singular point P of a 1-form ω there is defined its
index indP ω (the degree of the map ω/‖ω‖ : ∂B → S
n−1 of the boundary of
a small ball B centred at the point P in a coordinate neighbourhood of P into
the unit sphere in the dual space; n = dimM). If the manifold M is closed (i.e.,
compact, without boundary), has no singularities (S = ∅), and the 1-form ω on
M has only isolated singularities, then∑
P∈Sω
indP ω = χ(M) (1)
(χ(M) is the Euler characteristic of M).
Let (M,P ) be a cone-like singularity (i.e., a germ of a manifold with such a
singular point) and let ω be a 1-form defined on an open neighbourhood U of
the point P . Suppose that ω has no singular points on U \ {P}. Let V be a
closed cone–like neighbourhood of P in U (V ∼= CWP , V ⊂ U). On the cone
CWP = (I ×WP )/({0} ×WP ) (I = [0, 1]) there is defined a natural 1-form dt
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(t is the coordinate on I). Let ωrad be the corresponding 1-form on V . Let ω˜
be a smooth 1-form on U which coincides with ω near the boundary ∂U of the
neighbourhood U and with ωrad on V and has only isolated singular points.
Definition: The index indP ω of the 1-form ω at the point P is equal to
1 +
∑
Q∈S
ω˜
\{P}
indQ ω˜
(the sum is over all singular points Q of the 1-form ω˜ except P itself).
For a cone-like singularity at a point P ∈ S, the link WP and thus the cone
structure of a neighbourhood are, generally speaking, not well-defined (cones
over different manifolds may be locally diffeomorphic). However it is not diffi-
cult to show that the index indP ω does not depend on the choice of the cone
structure on a neighbourhood and on the choice of the 1-form ω˜.
Proposition 1 For a 1-form ω with isolated singular points on a closed mani-
fold M with isolated singularities, the relation (1) holds.
Definition: One says that a singular point P of a manifold M (locally dif-
feomorphic to the cone CWP over a manifold WP ) is smoothable if WP is the
boundary of a smooth compact manifold V˜P .
In what follows we shall call V˜P a smoothing of (V, P ). The class of smooth-
able singularities includes, in particular, the class of (real) isolated complete
intersection singularities. For such a singularity, there is a distinguished cone-
like structure on its neighbourhood.
Let (M,P ) be a smoothable singularity (i.e., a germ of a manifold with such
a singular point) and let ω be a 1-form on (M,P ) with an isolated singular point
at P . Let V = CWP be a closed cone-like neighbourhood of the point P ; ω is
supposed to have no singular points on V \ {P}. Let the link WP of the point
P be the boundary of a compact manifold V˜P . Identifying ∂V˜P = WP with
WP × {1/2} and using a smoothing one can consider the union V˜P ∪WP (WP ×
[1/2, 1]) of V˜P and WP × [1/2, 1] ⊂ CWP glued along the common boundary
as a smooth manifold (with the boundary WP × {1}). The restriction of the
1-form ω to WP × [1/2, 1] ⊂ CWP = V can be extended to a smooth 1-form ω˜
on V˜P ∪WP (WP × [1/2, 1]) with isolated singular points.
Proposition 2 The index indP ω of the 1-form ω at the point P is equal to∑
Q∈S
ω˜
indQ ω˜ − χ(V˜P ) + 1
(the sum is over all singular points of ω˜ on V˜P ).
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Let (V, 0) ⊂ (Rn, 0) be a real (n−k)-dimensional (from the topological point
of view as well) variety with an isolated singularity at the origin. Let X be an
analytic vector field on (V, 0), that is the restriction of an analytic vector field∑
Xi
∂
∂xi
(which we shall denote by X as well) defined on a neighbourhood of
the origin in Rn and tangent to the variety V (outside of the origin). Suppose
that the origin is an isolated singular point of the vector field X on V , i.e.,
X has no zeros on V outside of the origin (in a neighbourhood of it). In this
situation the index ind0X of the vector field X at the origin is defined (see
[EGZ]). Let ω be the 1-form
∑
Xidxi. The 1-form ω on V has an isolated
singular point at the origin as well. Moreover ind0 ω = ind0X . Thus in this
case the problem of calculating the index of a vector field can be reduced to
the problem of calculating the index of a 1-form. This correspondence does not
work in the other direction: for a 1-form ω =
∑
Aidxi, the vector field
∑
Ai
∂
∂xi
,
generally speaking, is not tangent to the variety V .
Remark. The described 1-form ω corresponding to a vector field X on V
depends on the choice of the coordinates on (Rn, 0).
One can hope to get an algebraic formula for the index of a vector field or of
a 1-form on a singular variety (V, 0) ⊂ (Rn, 0) with an isolated singular point at
the origin in the spirit of the Eisenbud–Levine–Khimshiashvili one ([EL], [Kh])
only if the origin is an algebraically isolated singular point of the vector field
or of the 1-form. This means that the complexification of the vector field (or
of the 1-form) on the complexification (VC, 0) ⊂ (Cn, 0) of the variety (V, 0) has
no zeros on VC outside of the origin (in a neighbourhood of it; one supposes
that V has an algebraically isolated singular point at the origin itself, i.e., VC
has an isolated singular point at the origin). Suppose that the vector field
X =
∑
Xi
∂
∂xi
has an algebraically isolated singular point at the origin. In this
case the 1-form ω =
∑
Xidxi on VC may have a nonisolated singular point at
it. For instance, this takes place for V = {(x, y, z) ∈ R3 : x2 + y2 − z2 = 0},
X = x ∂
∂x
+ y ∂
∂y
+ z ∂
∂z
. In such case one hardly can hope to have an algebraic
formula for the index ind0 ω of the 1-form ω. The following statement helps to
avoid this difficulty.
Lemma 1 Let X =
∑
Xi
∂
∂xi
be a vector field tangent to V which has an al-
gebraically isolated (on V ) singular point at the origin. Then after a possible
analytic change of coordinates in (Rn, 0) (in fact after a generic one), the asso-
ciated 1-form ω =
∑
Xidxi on V has an algebraically isolated singular point at
the origin as well.
Proof . Consider the subset Ξ of the space J1(VC \ {0},Cn) of 1-jets of maps
from VC \ {0} to Cn which consists of jets (F (x), dF (x)) (x ∈ VC \ {0}, F (x) ∈
Cn, dF (x) : TxVC → TF (x)C
n = Cn) such that dF (x)(X(x)) is orthogonal to
Im dF (x) in the sense of the quadratic form
n∑
i=1
z2i on C
n. Ξ is a submanifold
of J1(V \ {0},Cn) of codimension n − k = dimVC. For an immersion F :
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VC \ {0} → Cn the intersection points of the image of the jet extension j1F
of the map F with Ξ are just those points where the 1-form corresponding to
the vector field F∗X vanishes on TF (x)F (VC \ {0}). The Strong Transversality
Theorem implies that, for a generic change of coordinates, the image of VC \{0}
intersects Σ (transversally) at isolated points. Now the fact that after the change
of coordinates the 1-form corresponding to the vector field under consideration
has an algebraically isolated singular point at the origin follows from the Curve
Selection Lemma. ✷
2 Index of a holomorphic 1-form on an icis
Let f = (f1, . . . , fk) : (C
n, 0) → (Ck, 0) be an analytic map which defines an
(n− k)-dimensional icis V = f−1(0) ⊂ (Cn, 0) (fi : (Cn, 0)→ (C, 0)).
For a germ of a holomorphic vector field X which is tangent to V and has an
isolated singular point on V at the origin, an index is defined in [GSV] and [SS].
We recall the definition of this index. Let U be a neighbourhood of the origin in
Cn where all the functions fi (i = 1, . . . , k) and the vector field X are defined.
Let Sδ ⊂ U be a sufficiently small sphere around the origin which intersects V
transversally. Let K = V ∩ Sδ be the link of the icis (V, 0). Define gradfi by
gradfi =
(
∂fi
∂x1
, . . . ,
∂fi
∂xn
)
.
One has a map
(X, grad f1, . . . , gradfk) : K →Wk+1(C
n),
whereWk+1(C
n) is the Stiefel manifold of (k+1)-frames in Cn. It is well-known
that Wk+1(C
n) is (2(n − k) − 2)–connected and that H2(n−k)−1(Wk+1(C
n)) ∼=
π2(n−k)−1(Wk+1(C
n)) ∼= Z (see, e.g., [H]). On the other hand, K is a smooth
manifold of dimension 2(n−k)−1 with the natural orientation as the boundary
of the complex manifold V \ {0}. Therefore a map from K to Wk+1(C
n) has a
degree. The index of the vector field X at the origin is defined to be the degree
of the above map.
Remark. Pay attention that one uses the complex conjugation for this defi-
nition and the components of the discussed map are of different tensor nature.
Whereas X is a vector field, gradfi is more similar to a covector.
Now we adapt the definition of the index of a holomorphic vector field to
the case of a holomorphic 1-form on V . Let ω =
∑
Aidxi (Ai = Ai(x)) be a
germ of a holomorphic 1-form on (Cn, 0) which as a 1-form on V has (at most)
an isolated singular point at the origin (thus it does not vanish on the tangent
space TPV to the variety V at all points P from a punctured neighbourhood of
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the origin in V ). The 1-forms ω, df1, . . . , dfk are linearly independent for all
P ∈ K. Thus one has a map
(ω, df1, . . . , dfk) : K →Wk+1(C
n).
Definition: We define the index of the 1-form ω at 0, indC,0 ω, to be the degree
of the map
(ω, df1, . . . , dfk) : K →Wk+1(C
n)
(here Wk+1(C
n) is the manifold of (k + 1)-frames in the dual Cn).
Remark. The Stiefel manifold Wk+1(C
n) of (k + 1)-frames in Cn is homotopy
equivalent to the (Stiefel) manifold W˜k+1(C
n) of orthonormal (with respect to
the Hermitian scalar product
∑
xiyj) (k + 1)-frames in C
n. The homotopy
equivalence is defined by the Gram-Schmidt process. Thus in the definition one
can substitute Wk+1(C
n) by W˜k+1(C
n) and the map
(ω, df1, . . . , dfk) : K →Wk+1(C
n)
by the corresponding map
(ω, df1, . . . , dfk )˜ : K → W˜k+1(C
n).
However W˜k+1(C
n) is not a complex analytic manifold and thus the map
(ω, df1, . . . , dfk)˜ : U \ {0} → W˜k+1(C
n)
of a punctured neighbourhood U \ {0} of the origin in V is not complex ana-
lytic (in contrast with the map (ω, df1, . . . , dfk) : U \ {0} → Wk+1(Cn)). We
prefer to give a “more complex analytic” definition, using sometimes the map
to W˜k+1(C
n) for calculations.
Example. Let n = 2, k = 1, f1(x, y) = x
2 + y3 and consider the 1-form
ω = 3y2dx− 2xdy.
The form ω on V = {f1 = 0} has an isolated zero at the origin. One can easily
compute that the degree of the map
(ω, df1)˜ : K → W˜2(C
2) ∼= U(2)
is 6. Therefore indC,0 ω = 6 (see also Proposition 3). This 1-form corresponds
(in the described sense) to the vector field
X = 3y2
∂
∂x
− 2x
∂
∂y
.
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This vector field (by chance) is tangent to the hypersurface V = {f1 = 0} and
has an isolated singular point at the origin on it, but its index is 0, since the
map
(X, grad f1)˜ : K → W˜2(C
2) ∼= U(2)
maps K to SU(2) which is simply connected.
Let Bδ be the ball of radius δ around the origin in C
n with the boundary
Sδ. Suppose that the functions f1, . . . , fk and the 1-form ω are defined on a
neighbourhood of Bδ and let ε = (ε1, . . . , εk) ∈ Ck be small enough (so that the
level set Vε := f
−1(ε) ∩ Bδ is transversal to the sphere Sδ) and such that this
level set Vε is nonsingular.
Definition: Let M be a complex m-dimensional manifold and let η be a holo-
morphic 1-form on M . A zero P ∈M of the 1-form η is called nondegenerate if
in local coordinates y1, . . . , ym on M around P in which the 1-form η is written
as η = C1dy1+ · · ·Cmdym, the Hessian of η at the point P , i.e., the determinant
of the matrix (
∂Ci
∂yj
(P )
)
i,j=1,...,m
,
is nonzero.
There exists a perturbation ω˜ of the 1-form ω which has only nondegenerate
zeros on Vε. (In fact a generic perturbation of ω and, in particular, a perturba-
tion of the form ω˜ = ω − λη for a generic 1-form η on Cn (where λ 6= 0 is small
enough) possesses this property.)
Proposition 3 The index indC,0 ω of the 1-form ω on the icis V at the origin
is equal to the number of zeros of ω on Vε, counted with multiplicities. It is also
equal to the number of zeros of ω˜ on Vε for a small perturbation ω˜ of the 1-form
ω with only nondegenerate zeros on Vε.
Proof . Let P1, . . . , Pν be the zeros of the form ω on Vε. In local coordinates y1,
. . . , yk, yk+1, . . . , yn centred at the point Pi such that Vε = {y1 = . . . = yk = 0}
(one can take yi = fi − εi for 1 ≤ i ≤ k) let ω|Vε = Ck+1dyk+1 + . . . + Cndyn.
Let Bi be a small open ball centred at the point Pi. The degree of the map
(ω, df1, . . . , dfk) : ∂Bi ∩ Vε → Wk+1(Cn) is equal to the degree of the map
S2(n−k)−1 → S2(n−k)−1 given by
x 7→ (Ck+1, . . . , Cn)/‖(Ck+1, . . . , Cn)‖
and thus is equal to the multiplicity µi of the zero Pi (see, e.g., [AGV]). Now
consider the manifold
M := Vε \
⋃
i
Bi.
Since the 1-form ω has no zeros on M , the degree of the mapping
(ω, df1, . . . , dfk) : ∂M →Wk+1(C
n)
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is equal to zero. This implies
indC,0 ω =
ν∑
i=1
µi.
If ω˜ is a perturbation of the 1-form ω with only nondegenerate zeros on Vε then
it has just µi nondegenerate zeros on Bi ∩ Vε. ✷
3 An algebraic formula for the index
Our aim in this section is to derive the following algebraic formula for the
complex index.
Theorem 1 Let OCn,0 be the algebra of germs of holomorphic functions at the
origin in Cn and let I ⊂ OCn,0 be the ideal generated by f1, . . . , fk and the
(k + 1)× (k + 1)-minors of the matrix

∂f1
∂x1
· · · ∂f1
∂xn
...
. . .
...
∂fk
∂x1
· · · ∂fk
∂xn
A1 · · · An

 .
Then
indC,0 ω = dimCOCn,0/I.
Remark. A corresponding result for the case when the 1-form ω is the differen-
tial dfk+1 of a function fk+1 was first proven by G.-M.Greuel in [G, Lemma 1.9].
G.-M.Greuel has informed us that his arguments in that paper can be adapted
to prove Theorem 1 as well.
The proof will rely on a basic fact which we now want to formulate.
Let F : (Cn×CM , 0)→ (Ck×CM , 0) be a versal deformation of f : (Cn, 0)→
(Ck, 0), let N := n+M , K := k+M . By the same symbol, F , we denote a rep-
resentative U → CK of this deformation defined in a small open neighbourhood
U ⊂ CN of the origin. Let Ai = 0 for i = n+ 1, . . . , N and let η =
∑N
i=1Bidxi
be a 1-form such that for a regular value s ∈ F (U) of F and for λ ∈W , λ 6= 0,
where W ⊂ C is a suitable small open neighbourhood of the origin, the form
ω − λη has only isolated zeros on F−1(s).
Consider the matrix
Φ =


∂F1
∂x1
· · · ∂F1
∂xN
...
. . .
...
∂FK
∂x1
· · · ∂FK
∂xN
A1 − λB1 · · · AN − λBN

 .
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Let CN+1 be the vector space with coordinates x1, . . . , xN , λ. Let C(U×W )
denote the ideal in OCN+1(U ×W ) generated by the (K + 1)× (K + 1) minors
of the matrix Φ. Let C ⊂ OCN+1 denote the corresponding ideal sheaf and let
C ⊂ U ×W be the analytic space defined by C. Then C consists of those points
x ∈ U ×W where F is not a submersion or ω − λη does not have an isolated
zero in x ∈ F−1(F (x)). Let OC := OCN+1/C be the structure sheaf of C.
Let F˜ : U × C → CK+1 be the mapping defined by (x, λ) 7→ (F (x), λ). Let
Σ := F˜ (C) and let π := F˜ |C : C → Σ. Then Σ is an analytic space endowed
with the structure sheaf OΣ := OCK+1/F0(π∗(OC)) (restricted to π(C)) where
F0 denotes the 0-th Fitting ideal (cf. [L, 4.E]). The mapping π : C → Σ is a
finite mapping.
Theorem 1 will follow from the next theorem.
Theorem 2 For every x ∈ C, OC,x is a flat OΣ,π(x)-module.
Proof . The proof follows the same lines as [L, (4.4) and (4.8)].
Let x ∈ C and s = π(x). The minors of the matrix Φ vanish at a point
x ∈ U ×W if and only if the rank of the matrix Φ(x) is not maximal. The set of
(N +1)× (K +1) matrices with complex entries with rank < K +1 is an affine
algebraic variety of codimension N−K+1 inside the set of all (N+1)×(K+1)
matrices with complex entries. Hence C has dimension K. This implies that
depth (Cx;OCN+1,x) = N −K+1. By [BR, Corollary (2.7)] this implies that the
homological dimension hd Cx of Cx is equal to N −K + 1.
By the formula of Auslander–Buchsbaum (see, e.g., [Ma, p. 114]) we have
depthOC,x = N + 1− (N −K + 1) = K.
Since also dimOC,x = K, it follows that OC,x is a Cohen-Macaulay ring.
Since F˜ |C : C → C
K+1 is a finite mapping, OC,x is a finite OCK+1,s-module.
Therefore OC,x is a Cohen-Macaulay module over OCK+1,s and
depthO
CK+1,s
OC,x = dimOC,x = K.
Since OCK+1,s is an (K+1)-dimensional regular ring, it follows from the Auslan-
der–Buchsbaum formula that the homological dimension of OC,x as an OCK+1,s-
module is 1. This means that there is an exact sequence of OCK+1,s-modules
0→ Oq
CK+1,s
α
→ Op
CK+1,s
→ OC,x → 0.
Moreover, q must be equal to p and the 0-th Fitting ideal of OC,x viewed as an
OCK+1,s-module is generated by the determinant of α. Hence Σ is a hypersurface
and OΣ,s is a Cohen-Macaulay ring, too.
Since π : C → Σ is a finite mapping, OC,x is also a finite OΣ,s-module. But a
finitely generated OΣ,s-module is flat if and only if it is free (see e.g. [Ma, (3.G)
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Proposition]). Therefore it suffices to show that OC,x is a free OΣ,s-module. By
the Auslander–Buchsbaum formula we have
hdOΣ,s OC,x + depthOΣ,s OC,x = depthOΣ,s.
Since depthOΣ,s OC,x = depthOΣ,s = dimOΣ,s = K, it follows that hdOΣ,s OC,x =
0. But this means that OC,x is a free OΣ,s-module. ✷
Proof of Theorem 1. Consider again the mapping π : C → Σ and let s ∈ Σ.
For each x ∈ C(s) := π−1(s), C⊗OΣ,s OC,x is a finite dimensional vector space
over C. Denote its dimension by ν(x). Define
ν(s) =
∑
x∈C(s)
ν(x).
By Theorem 2 and [D, §5, Theorem 1], ν(s) is a locally constant function of s.
Now for a point s = (s′, λ) where s′ is a regular value of F , ν(s) = indC,0 ω by
Proposition 3. On the other hand ν(0) = dimCOCn,0/I. ✷
4 The real index as the signature of a family of
quadratic forms
Now we want to discuss the index of a real analytic 1-form ω on a real icis
(V, 0) = {f1 = . . . = fk = 0} ⊂ (Rn, 0) (with an algebraically isolated singular
point at the origin). The 1-form ω on V is the restriction of an analytic 1-form
n∑
i=1
A1dxi defined on R
n in a neighbourhood of the origin (we also denote this
1-form by ω). We consider the (analytic) functions f1, . . . , fk and the 1-form
ω defined on a neighbourhood of the origin in Cn as well. Let δ be positive
and small enough so that the functions f1, . . . , fk and the 1-form ω are defined
on the ball Bδ of radius δ centred at the origin in C
n and for each positive
δ′ < δ the variety VC = {f1 = . . . = fk = 0} ⊂ (Cn, 0) intersects the sphere
Sδ′ of radius δ
′ centred at the origin transversally. For ε = (ε1, . . . , εk) small
enough (|ε| ≪ δ), let VC,ε = {f = ε} ∩ Bδ ⊂ Cn, for ε real, Vε = VC,ε ∩ Rn.
Let Σ ⊂ (Ck, 0) be the bifurcation diagram of the map f (the set of ε ∈ (Ck, 0)
critical for f), ΣR = Σ ∩ (Rk, 0).
By Proposition 2, for real ε outside of the bifurcation diagram (i.e., ε ∈
Rk \ ΣR), the (real) index ind0 ω differs from the sum of indices of zeros of the
1-form ω on the real smooth manifold Vε by (χ(Vε) − 1). By Proposition 3
the complex index indC,0 ω counts the number of zeros of the same 1-form on
the complex manifold VC,ε. The Euler characteristic χ(Vε) of the real level
manifold Vε is different for different ε ∈ R
k \ ΣR (at least for n − k even). It
is constant on each component of the complement to the bifurcation diagram
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ΣR. Thus one cannot expect to get the (real) index ind0 ω of the 1-form ω as
the signature of a nondegenerate quadratic form on a vector space of dimension
indC,0 ω (= dimCOCn,0/I). Such a signature may be equal to ind0 ω+(χ(Vε)−1)
and thus has to be different for different components of the complement to the
bifurcation diagram. We want to obtain a somewhat finer description.
Theorem 3 There exists a family Qε of quadratic forms on the space C
L of
dimension L = dimCOCn,0/I (i.e., a family of symmetric L × L-matrices) de-
fined for ε ∈ Ck from a neighbourhood of the origin and analytically dependent
on ε such that:
1) for ε from the complement to the bifurcation diagram Σ, the quadratic form
Qε is nondegenerate;
2) for real ε, the quadratic form (i.e., the matrix) Qε is real and, for real ε
outside of the bifurcation diagram (i.e., for ε ∈ Rk \ ΣR), its signature is equal
to ∑
P∈Vε
indP ω = ind0 ω + (χ(Vε)− 1). (2)
Proof . It is convenient to define the family Qε for a larger space of parameters.
Let F : (Cn × CM , 0) → (Ck × CM , 0) be a real (i.e., invariant with respect
to the complex conjugation) versal deformation of the f : (Cn, 0) → (Ck, 0),
F (x, ε′) = (fε′(x), ε
′), f0 = f . Here εk+1, . . . , εk+M are the coordinates on C
M ,
ε′ = (εk+1, . . . , εk+M ) ∈ C
M ; let εˆ = (ε1, . . . , εk, εk+1, . . . , εk+M ) ∈ C
k+M =
Ck × CM . Let Cnα be the n-dimensional affine space with the coordinates α1,
. . . , αn, let κ = (εˆ, α) (κ ∈ Ck+M+nκ = C
k+M × Cnα). Let us denote by the
same letter, F , the trivial extension (Cnx ×C
M
ε′ ×C
n
α, 0)→ (C
k
ε ×C
M
ε′ ×C
n
α, 0) =
(Ck+M+nκ , 0) of the chosen versal deformation: F (x, ε
′, α) = (fε′(x), ε
′, α). Let
Ω be a 1-form on (Cnx × C
M
ε′ × C
n
α, 0) defined by
Ω = ω −
n∑
i=1
αidxi =
n∑
i=1
(Ai − αi)dxi.
Again by the same symbols, Σ and ΣR, we shall denote the complex and the real
bifurcation sets of the map F (the real one being the intersection of the complex
one with the real space Rk+M+n), VC,κ := F
−1(κ) ∩Bδ ⊂ Cn+M+n, for κ real,
Vκ := VC,κ ∩ Rn+M+n (in fact VC,κ is a subvariety of the n-dimensional affine
space Cnx × {(ε
′, α)}).
For a point P ∈ Cnx × C
M
ε′ × C
n
α let
∆ = ∆(P ) :=
∣∣∣∣∣∣∣∣
∂fε′1
∂x1
· · · ∂fε′1
∂xk
...
. . .
...
∂fε′k
∂x1
· · · ∂fε′k
∂xk
∣∣∣∣∣∣∣∣ ,
where fε′i (i = 1, . . . , k) are the components of the map fε′ : fε′ = (fε′1, . . . , fε′k).
If P ∈ VC,κ and ∆(P ) 6= 0, the variables xk+1, . . . , xn are local coordinates
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on the ((n − k)-dimensional) variety VC,κ in a neighbourhood of the point P .
For a generic κ ∈ (Ck+M+n, 0) \ Σ, for all zeros P of the restriction of the
1-form Ω to the level manifold VC,κ , one has ∆(P ) 6= 0. Moreover, for a generic
κ ∈ (Ck+M+n, 0) \ Σ which does not possess this property (such κ’s form a
subset of codimension 1), all zeros P of the restriction of the 1-form Ω to the
level manifold VC,κ are simple (i.e., nondegenerate).
For a local system of coordinates y1, . . . , ym on a manifold M the Hessian
h = hω of a 1-form ω equal to A1dy1 + . . . + Amdym in these coordinates is
defined as the determinant ∣∣∣∣∂Ai∂yj
∣∣∣∣
i,j=1,...,m
.
(The Hessian is a function on the manifold M ; it depends on the choice of the
coordinates.)
For i = k + 1, . . . , n, let
mi :=
∣∣∣∣∣∣∣∣∣∣
∂fε′1
∂x1
· · · ∂fε′1
∂xk
∂fε′1
∂xi
...
. . .
...
...
∂fε′k
∂x1
· · · ∂fε′k
∂xk
∂fε′k
∂xi
A1 − α1 · · · Ak − αk Ai − αi
∣∣∣∣∣∣∣∣∣∣
.
For a point P ∈ VC,κ with ∆(P ) 6= 0, let h(P ) be the Hessian of the 1-form
Ω|VC,κ in the (local) coordinates xk+1, . . . , xn.
Proposition 4 The Hessian h of the 1-form Ω|VC,κ in the coordinates xk+1,
. . . , xn is given by the formula:
h =
1
∆2+(n−k)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∆ ∂∆
∂x1
· · · ∂∆
∂xn
0 ∂fε′1
∂x1
· · · ∂fε′1
∂xn
...
...
. . .
...
0 ∂fε′k
∂x1
· · · ∂fε′k
∂xn
mk+1
∂mk+1
∂x1
· · · ∂mk+1
∂xn
...
...
. . .
...
mn
∂mn
∂x1
· · · ∂mn
∂xn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Lemma 2 In the coordinates xk+1, . . . , xn the 1-form Ω|VC,κ can be expressed
as
Ω|VC,κ =
mk+1
∆
dxk+1 + · · ·+
mn
∆
dxn.
Proof . One has
0 = dfε′1 =
∂fε′1
∂x1
dx1 + · · ·+
∂fε′1
∂xn
dxn,
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...
...
...
0 = dfε′k =
∂fε′k
∂x1
dx1 + · · ·+
∂fε′k
∂xn
dxn.
By Cramer’s rule
dx1 = (−1)
k 1
∆
(
∂(fε′1, . . . , fε′k)
∂(x2, . . . , xk, xk+1)
dxk+1 + · · ·+
∂(fε′1, . . . , fε′k)
∂(x2, . . . , xk, xn)
dxn
)
,
...
...
...
dxk = −
1
∆
(
∂(fε′1, . . . , fε′k)
∂(x1, . . . , xk−1, xk+1)
dxk+1 + · · ·+
∂(fε′1, . . . , fε′k)
∂(x1, . . . , xk−1, xn)
dxn
)
.
Substitution in the form Ω yields
Ω|VC,κ =
mk+1
∆
dxk+1 + · · ·+
mn
∆
dxn.
✷
By some abuse of notation we shall denote partial derivatives in the coordi-
nates xk+1, . . . , xn of functions on the manifold VC,κ by
d
dxj
(j = k + 1, . . . , n)
(in order to distinguish them from partial derivatives of the corresponding func-
tions on Cn). Therefore the Hessian h is the determinant of the matrix(
d
dxj
(mi
∆
))
i,j=k+1,...,n
.
For 1 ≤ ℓ ≤ k and k + 1 ≤ j ≤ n we have
dxℓ
dxj
= (−1)k+ℓ+1
1
∆
∂(fε′1, . . . , fε′k)
∂(x1, . . . , xℓ−1, xℓ+1, . . . , xk, xj)
.
Therefore we get
d
dxj
(mi
∆
)
=
∂
∂xj
(mi
∆
)
+
∂
∂x1
(mi
∆
) dx1
dxj
+ . . .+
∂
∂xk
(mi
∆
) dxk
dxj
=
1
∆3
(
∆
∂mi
∂xj
∆−mi
∂∆
∂xj
∆+ (−1)k∆
∂mi
∂x1
∂(fε′1, . . . , fε′k)
∂(x2, . . . , xk, xj)
− (−1)kmi
∂∆
∂x1
∂(fε′1, . . . , fε′k)
∂(x2, . . . , xk, xj)
+ . . .
− ∆
∂mi
∂xk
∂(fε′1, . . . , fε′k)
∂(x1, . . . , xk−1, xj)
+mi
∂∆
∂xk
∂(fε′1, . . . , fε′k)
∂(x1, . . . , xk−1, xj)
)
=
1
∆3
∣∣∣∣∣∣∣∣∣∣∣∣∣
∆ ∂∆
∂x1
· · · ∂∆
∂xk
∂∆
∂xj
0 ∂fε′1
∂x1
· · · ∂fε′1
∂xk
∂fε′1
∂xj
...
...
. . .
...
...
0 ∂fε′k
∂x1
· · · ∂fε′k
∂xk
∂fε′k
∂xj
mi
∂mi
∂x1
· · · ∂mi
∂xk
∂mi
∂xj
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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Proposition 4 now follows from the following two lemmas.
Lemma 3 Let A be an invertible l× l-matrix, B an l×m-matrix, C an m× l-
matrix, and D an m×m-matrix. Then
det
(
A B
C D
)
= detA · det(D − CA−1B).
Proof . Let Em denote the m×m identity matrix. Then we have
det
(
A B
C D
)
= detA · det
(
A−1 0
0 Em
)
· det
(
A B
C D
)
= detA · det
(
El A
−1B
C D
)
= detA · det
(
El A
−1B
C − CEl D − CA−1B
)
= detA · det
(
El A
−1B
0 D − CA−1B
)
= detA · det(D − CA−1B).
✷
Lemma 4 Let A be an invertible l× l-matrix, B an l×m-matrix, C an m× l-
matrix, and D = (dij) an m ×m-matrix. Let c
i denote the i-th row of C and
bj the j-th column of B. Let H be the matrix(∣∣∣∣ A bjci dij
∣∣∣∣
)
i,j=1,...,m
.
Then
detH = (detA)m−1
∣∣∣∣ A BC D
∣∣∣∣ .
Proof . By Lemma 3
H = (detA(dij − c
iA−1bj))i,j=1,...,m.
Another application of Lemma 3 yields
detH = (detA)m det(D − CA−1B) = (detA)m−1
∣∣∣∣ A BC D
∣∣∣∣ .
✷
For any κ ∈ Ck+M+n and for any singular point P of the 1-form Ω on the
(possibly singular) level variety VC,κ (i.e, for a singular point of VC,κ or for a
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zero of the 1-form on its smooth part), let IP be the ideal of OP,x generated by
the functions fε′i − εi (i = 1, . . . , k) and by the (k + 1)× (k + 1)-minors of the
matrix 

∂fε′1
∂x1
· · · ∂fε′1
∂xn
...
. . .
...
∂fε′k
∂x1
· · · ∂fε′k
∂xn
A1 − α1 · · · An − αn

 .
Let JP = OP,x/IP . From the proof of Theorem 1 it follows that:
1)
∑
P∈VC,κ
dimCJP = const = dimCJ0;
2) if ϕ1, . . . , ϕL are real elements of the ring OCn,0 which are representatives
of a basis of the factor-algebra J0 (considered as analytic functions defined in
a common neighbourhood of the origin in Cn), then, for κ small enough, the
multigerms of the functions ϕ1, . . . , ϕL are representatives of a basis of the
algebra Jκ = ⊕P∈VC,κJP .
Thus the algebras Jκ form a trivial vector bundle over a neighbourhood of the
origin in Ck+M+n and the choice of (real) representatives of the elements of the
basis of the algebra J0 fixes a trivialization of this bundle compatible with the
real structure.
As it is usual in similar situations, a quadratic form Qκ on the algebra Jκ
is defined by the formula
Qκ(ψ1, ψ2) = ℓκ(ψ1ψ2),
where ℓκ is a linear function on the vector space Jκ , ψ1ψ2 means the product
in the algebra Jκ.
Let κ ∈ (Ck+M+n, 0) be such that ∆(P ) 6= 0 for all singular points P of the 1-
form Ω|VC,κ . In particular this means that κ is not contained in the discriminant
Σ of the deformation and the Hessian h is defined in a neighbourhood of each
singular point P . For a singular point P of the 1-form Ω|VC,κ , let h˜P := h·∆(P )
2.
For ψ ∈ Jκ, define ℓκ(ψ) as ∑
P∈VC,κ
ℓ˜P (ψ),
where ℓ˜P (ψ) = 0 for ψ from the summand JP ′ for P
′ 6= P ,
ℓ˜P (ψ) = lim
β→0
∑ ψ(ai)
h˜P (ai)
for ψ ∈ JP , β = βk+1dxk+1 + . . . ,+βndxn, the sum is over all simple (i.e.,
nondegenerate) zeros of the 1-form Ω − β which emerge from the (generally
speaking, degenerate) zero P for generic β. The expression under the limit
sign is defined for a generic β (i.e., for a generic β the form Ω − β has only
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nondegenerate zeros). The facts that: it has a finite limit as β tends to zero (as
an element of Cn−k), this limit depends analytically on κ, the corresponding
quadratic form is nondegenerate, it becomes real for κ real, and in the last case
the signature of the corresponding real quadratic form is equal to∑
P∈Vε
indP ω = ind0 ω + (χ(Vε)− 1)
– follow from the know properties of the similar objects for the smooth case
(see, e.g., [AGV], § 5).
At the moment the required linear functions ℓκ (and thus the quadratic
forms Qκ) are defined for κ outside of the discriminant Σ and of the set Ξ of
those κ for which on VC,κ there exists a zero P of the form Ω|VC,κ with ∆(P ) = 0
(both Σ and Ξ are hypersurfaces in Ck+M+n). We want to show that in fact
this family of linear functions has an analytic extension to these two subsets as
well. Moreover we should control the extension to the last subset so that the
quadratic form Qκ does not degenerate there.
To show that the constructed family of linear functions ℓκ has an analytic
extension to the set Ξ \ Σ of those κ ∈ Ck+M+n \ Σ for which there exists a
zero P of the form Ω|VC,κ with ∆(P ) = 0, it is sufficient to prove that, for a
nondegenerate zero P of the form Ω|VC,κ with ∆(P ) = 0, the linear function
ℓ˜P ′(ψ) has a finite limit different from zero as P
′ tends to P , where P ′ is a
singular point of the 1-form Ω|VC,F (P ′) , F (P
′) /∈ Ξ. In this case dimC JP =
dimC JP ′ = 1, the vector spaces JP and JP ′ are generated by one element
ϕ ≡ 1, ℓ˜P ′(1) =
1
h˜P ′(P
′)
, and it is sufficient to show that h˜P ′(P
′) has a finite
nonzero limit as P ′ → P . Let σ = {j1, . . . , jn} be a permutation of the indices
1, . . . , n such that the Jacobian ∆′ of the functions f1, . . . , fk with respect
to the variables xj1 , . . . , xjk at the point P (and thus at all points P
′ close
to P ) is different from zero. In this case xjk+1 , . . . , xjn are local coordinates
on the manifold VC,κ at the point P and thus at all points P
′ close to P (on
the corresponding level manifold). At a point P ′ close to P and such that
∆(P ′) 6= 0 as well (and thus where xk+1, . . . , xn are also local coordinates) the
Jacobian of the coordinate change xk+1, . . . , xn 7→ xjk+1 , . . . , xjn is equal to
sgn (σ) · ∆
′(P ′)
∆(P ′) . Thus the value of the Hessian of the restriction of the form Ω to
the corresponding level manifold in the coordinates xjk+1 , . . . , xjn at the point
P ′ is equal to
h(P ′)∆(P ′)2
∆′(P ′)2
and therefore differs from h˜(P ′) by a nonzero analytic factor. This finishes the
proof in this case.
To show that the constructed family of linear functions ℓκ has an analytic
extension to the discriminant Σ it is sufficient to prove the following. Let P
be a point at which the corresponding level variety VC,κ has a singularity of
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type A1, the 1-form Ω (as a 1-form on C
n+M+n) does not tend to zero, and
the zero hyperplane of it is in general position with respect to the tangent cone
of the variety VC,κ at the point P . In this case dimC JP = 2. Let κ˜ from a
neighbourhood of κ be of the form (ε˜1, . . . , ε˜k, εk+1, . . . , εk+M , α1, . . . , αn) (i.e.,
κ˜ differs from κ only by the first k coordinates: the values of the functions f1,
. . . , fk) and such that κ˜ /∈ Σ. The 1-form Ω|VC,κ has two nondegenerate zeros
P1 = P1(κ˜) and P2 = P2(κ˜). It is sufficient to show that the linear function
ℓ˜P1 + ℓ˜P2 has a finite limit as κ˜ → κ.
Without loss of generality one can suppose that k = 1, n ≥ 2, P is the
origin in Cn, f1 = x
2
1 + . . . + x
2
n, κ = 0, ω(0) = dx1. The last equation
means that ω = (1 + C1)dx1 + . . . + Cndxn, where Ci ∈ m, i.e., Ci(0) = 0.
Let κ˜ = ε2. As a basis of the algebra JP (as a vector space) and thus of the
algebra JP1 ⊕ JP2 one can take ϕ1 ≡ 1 and ϕ2 = x1. For the coordinates of
the points P1 and P2 one has x1 = ±ε + o(ε), xi = o(ε) for i ≥ 2. Here and
further on all series are power series in ε and thus, for example, o(ε) means
a2ε
2 + terms of higher degree. From Proposition 4 it follows that h(Pi) =
(−1)n−1(±ε)1−n+ terms of higher degree and thus h˜(Pi) = (−1)n−1(±ε)3−n+
. . .. Therefore ℓ˜P1(1) + ℓ˜P2(1) = (−1)
n−1(εn−3 + (−ε)n−3) + . . ., ℓ˜P1(x1) +
ℓ˜P2(x1) = (−1)
n−1(εn−2 + (−ε)n−2) + . . .. Both expressions have finite limits
as ε tends to zero (for n = 2, the terms ε−1 and (−ε)−1 sum up to zero). ✷
Remarks. 1) To prove Theorem 3 actually it was not necessary to make precise
computations for the A1 case. It is clear that the components of the linear
function ℓκ (its values on the basis elements) can have only power asymptotics
when ε → 0. Thus multiplying the constructed functions by a suitably high
power of the equation of the discriminant we obtain the required family.
2) The calculations above for the A1-singularity show that for n−k = 1, i.e., for
curves, the constructed family of quadratic forms does not degenerate anywhere
(including the discriminant) and, in particular, the quadratic form Q0 (defined
on the algebra J0) is nondegenerate and its signature is equal to the same
expression (2).
3) In [Sz2] there was proved a somewhat similar statement which in our terms
can be considered as a particular case for the 1-form ω being the differential
dfk+1 of a function. However the family of quadratic forms defined there on
the target space of the map f : Cn → Ck could degenerate at points ε ∈ Ck
for which there exists a zero P of the 1-form ω on the level manifold VC,ε with
∆(P ) = 0 (and maybe somewhere else). (By the way, in some particular cases
all points ε from the target Ck could possess this property.) Thus one can say
that our result gives a certain improvement of the one from [Sz2] for ω = dfk+1
as well.
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