In seeking for sparse and efficient neural network models, many previous works investigated on enforcing 1 or 0 regularizers to encourage weight sparsity during training. The 0 regularizer measures the parameter sparsity directly and is invariant to the scaling of parameter values, but it cannot provide useful gradients, and therefore requires complex optimization techniques. The 1 regularizer is almost everywhere differentiable and can be easily optimized with gradient descent. Yet it is not scale-invariant, causing the same shrinking rate to all parameters, which is inefficient in increasing sparsity. Inspired by the Hoyer measure (the ratio between 1 and 2 norms) used in traditional compressed sensing problems, we present DeepHoyer, a set of sparsity-inducing regularizers that are both differentiable almost everywhere and scale-invariant. Our experiments show that enforcing DeepHoyer regularizers can produce even sparser neural network models than previous works, under the same accuracy level. We also show that DeepHoyer can be applied to both element-wise and structural pruning.
Introduction
The use of deep neural network (DNN) models has been expanded from handwritten digit recognition [1] to real-world applications, such as large-scale image classification [2] , self driving [3] and complex control problems [4] . However, a modern DNN model like AlexNet [5] or ResNet [6] often introduces a large number of parameters and computation load, which makes the deployment and real-time processing on embedded and edge devices extremely difficult [7, 8, 9] . As a result, model compression techniques, especially pruning methods that increase the sparsity of the weight matrices, have been extensively studied to reduce the memory consumption and computation cost of DNNs [7, 8, 9, 10, 11, 12, 13, 14] .
Sparsity-inducing regularizers like 1 or 0 have long been utilized in searching for sparse neural networks: Liu et al. [14] directly apply 1 regularization to all the weights of a DNN to achieve element-wise sparsity; while Han et al. [7] enforce an element-wise 0 constraint over all DNN wights by pruning a certain percent of smallest weight elements in every training iteration. More recently, Wen et al. [9, 15] present structural sparsity via group lasso, which applies an 1 regularization over the 2 norms of different groups of parameters. More effective 0 regularization is also achieved by integrating with stochastic approximation [11] or more complex optimization methods (e.g. ADMM) [13] . Although both 1 and 0 based regularizers achieve promising results, each has its own limitations. The 1 regularizer can be easily optimized through gradient descent benefiting from its convex and almost everywhere differentiable property. However, the value of the 1 regularizer is proportional to the scaling of the parameters (i.e. ||αW || 1 = |α|||W || 1 ), so it can only "scale down" all the elements in the weight matrices with the same speed. This is not efficient in leading to sparsity, and will shrink the variance of the parameters throughout the training process, which may sacrifice the flexibility of the trained model. On the other hand, the 0 regularizer can directly reflect the real sparsity of the weights and is scale invariant (i.e. ||αW || 0 = ||W || 0 , ∀α = 0), yet the 0 norm cannot provide useful gradients, therefore requiring additional measures for optimization [11, 13] . These additional measures brought overheads to the 0 regularization, making the extension of these methods to larger networks difficult. In seeking for even sparser neural networks, we argue to move beyond 0 and 1 regularizers and seek for a sparsity-inducing regularizer that is both almost everywhere differentiable (like 1 ) and scale-invariant (like 0 ).
Plenty of sparsity measurements have been used in the field of compressed sensing [16] . Hoyer measure, proposed by Patrik O. Hoyer in 2004 [17] is one of them. Hoyer measure estimates the sparsity of a vector with the ratio between its 1 and 2 norms. Comparing to using the 1 norm as sparsity measure, Hoyer measure achieves superior performance and therefore has been widely applied in the fields of non-negative matrix factorization [17] , sparse reconstruction [18, 19] and blend deconvolution [20, 21] . We note that the Hoyer measure is both almost everywhere differentiable and scale invariant, satisfying the desired property of a sparsity-inducing regularizer. Inspired by the Hoyer measure, we propose DeepHoyer, where we
• Achieve element-wise sparsity by enhancing the original Hoyer regularizer to the HoyerSquare regularizer and apply it to DNN training. This is the first time Hoyer-inspired regularizers are applied in DNN training;
• Induce structural sparsity by extending the Hoyer-Square regularizer to the Group-HS regularizer;
• Perform extensive experiments with the proposed regularizers on modern DNNs (including ResNet-50 [6] ) and beat state-of-the-arts in both element-wise and structural weight pruning of deep neural networks, including those based on 0 and 1 regularizers.
Related work on DNN pruning
It is well known that high redundancy pervasively exists in deep neural networks. Consequently, pruning methods have been extensively investigated to identify and remove unimportant weights. Some heuristic pruning methods [7, 10] simply remove weights in small values to generate sparse DNN models. These methods usually require long training times while cannot guarantee the optimality due to the lack of theoretical analyses and well-formulated optimization [13] . Some works formulate the problem as a sparsity-inducing optimization problem, such as an 1 regularization [14, 22] that can be optimized using standard gradient-based algorithms, or an 0 regularization [11, 13] which requires stochastic approximation or special optimization techniques. We propose the DeepHoyer regularizers in this work, which belong to the line of sparsity-inducing optimization research. More specific, the proposed Hoyer-Square regularizer for element-wise pruning is scale-invariant and can serve as an differentiable approximation to the 0 norm. Moreover, it can be optimized by gradient-based optimization methods in the same way as the 1 regularization. With the help of these properties, the Hoyer-Square regularizer achieves a further 96% and 72% sparsity improvement on LeNet-300-100 model and LeNet-5 model respectively comparing to previous state-of-the-arts, and achieves similar sparsity as the more complex ADMM method [13] on AlexNet.
Structurally sparse DNNs have more regular sparse pattern for hardware friendly execution. To achieve the goal, Li et al. [23] apply pruning methods to remove filters with small norms; Wen et al. [9] propose group Lasso regularization based methods to remove various structures (filters, channels, layers and neurons) in DNNs and the similar methods are proposed to remove neurons in [24] ; Liu et al. [25] and MorphNet [26] enforce sparsity-inducing regularization on the scaling parameters within Batch Normalization layers, aiming to remove the corresponding channels in DNNs. ThiNet [12] removes unimportant filters by minimizing the reconstruction error of feature maps; and He et al. [27] incorporate both Lasso regression and reconstruction error into the optimization problem. Bayesian optimization methods have also been applied for neuron pruning [28, 29] , yet these methods are not applicable in large-scale problems like ImageNet. We further advance the DeepHoyer to learn structured sparsity (such as sparse filters and channels) with assistance of the newly proposed "Group-HS" regularization. The Group-HS regularizer further improves the computation reduction of the LeNet-5 model by 8.8% from the 1 based method [9] and by 110.6% from the 0 based method [11] . Moreover, the Group-HS regularizer achieves a 1.89× computation reduction on the more compact ResNet-50 model without accuracy loss, which is the highest computation reduction ever achieved without accuracy loss on the ResNet-50 model. More detailed results can be found in Section 5.
Measuring sparsity with the Hoyer measure
Sparsity measures have been extensively studied in the compressed sensing research because they provide tractable sparsity constraints for enforcement during problem solving. In early non-negative matrix factorization (NMF) research, a consensus was that a sparsity measure should map a ndimensional vector to a real number between 0 and 1, where the sparsest possible vectors (with only one nonzero element) have sparsity 1 and the vectors with all elements equal have sparsity 0 [17] . Under such an assumption, the Hoyer measure in Equation (1) was proposed, where n is the dimensionality of vector X.
It is obvious that
Thus, the normalization in Equation (1) fits the measure S(X) into the [0, 1] interval. From a 2009 survey [16] , there are six desired heuristic criteria for sparsity measures. The Hoyer measure satisfies five of the six criteria, which is more than any other commonly applied sparsity measure does [16] .
Given its success as a sparsity measure in NMF, the Hoyer measure has also been applied as a sparsity-inducing regularizer in optimization problems such as blind deconvolution [21] and image deblurring [20] . Without the range constraint, in these works the Hoyer regularizer takes the form
directly, which is the ratio of the 1 norm and the 2 norm of the vector X. Figure 1 demonstrates a comparison of the Hoyer regularizer and the 1 regularizer. It can be seen that the Hoyer regularizer has minima along the axes, which is very similar to the minima structure of the 0 norm. In contrast, the 1 norm has a single minimum at the origin. So the 1 regularizer cannot identify sparse data points among the points lying in parallel to the 1 unit ball, while the Hoyer regularizer can [30] . Note that both the 1 norm and the 2 norm are proportional to the scaling of X. So the Hoyer regularizer R(X) is scale-invariant, i.e. R(αX) = R(X). The gradients of the Hoyer regularizer are purely radial, leading to "rotations" towards the nearest axis. The similarity of Hoyer regularizer's minima structure to the 0 norm's and the availability of gradient information enables the Hoyer regularizer to outperform the 1 regularizer on various tasks [18, 19, 20, 21] . The theoretical analysis by Yin et al. [30] also show that the Hoyer regularizer has a better guarantee than the 1 norm on recovering sparse solutions from coherent and redundant representations.
Model compression with DeepHoyer regularizers
We propose two types of DeepHoyer regularizers: the Hoyer-Square regularizer for element-wise pruning and the Group-HS regularizer for structural pruning. In this section, we will first introduce these two regularizers, then elaborate their usage in neural network pruning tasks.
Hoyer-Square regularizer for element-wise pruning
The objective of the element-wise DNN pruning is to minimize the 0 norm of each layer's weight matrix. Therefore it is a straightforward idea to configure the sparsity-inducing regularizer to have a similar behavior as the 0 norm. As shown in Inequality (2), the original Hoyer regularizer of a N -dimensional nonzero vector lies between 1 and √ N , while its 0 norm is within the range of [1, N ] . So we propose to use the square of the Hoyer regularizer, Hoyer-Square (H S ), as the regularizer to the weights W of each layer, such as
The H S regularizer now has the same range as the 0 norm. Moreover, H S is scale invariant as H S (αW ) = H S (W ) holds for ∀α = 0, which is the same as the 0 norm. Because squaring is a monotonously increasing operator in the range of [1,
, the Hoyer-Square regularizer's minima remain along the axes as the Hoyer regularizer's do (see Figure 1 ), which is similar to the minima structure of the 0 norm. The Hoyer-Square regularizer is also almost everywhere differentiable. Its gradient w.r.t. an element w j in the weight matrix W is formulated in Equation (4):
Similar to the 1 norm, the original gradient of H S (W ) is ill-defined at w j = 0. Here we define ∂ wj H S (W )| wj =0 = 0, so the zero elements will not be penalized by the regularizer during the pruning of W . Summing up all these properties, we conclude that the proposed Hoyer-Square regularizer behaves as a differentiable approximation to the 0 norm. Equation (4) shows that when H S (W ) is being minimized through gradient descent, the element w j will move towards 0 if |w j |< i w 2 i i |wi| , otherwise moves away from 0. In other words, unlike 1 regularizer which leads to the shrinking of all the elements, our Hoyer-Square regularizer will turn smaller weights to zero while protecting larger weights, and gradually extend the scope of pruning as more weights coming close to zero. This behavior can be observed in the gradient descent path shown in Figure 2 . The figure also indicates that the value of the Hoyer-Square regularizer is getting closer to the 0 norm of the vector throughout the optimization process, proving that the Hoyer-Square regularizer is a good approximation to the 0 norm.
Group-HS regularizer for structural pruning
Beyond element-wise pruning, structural pruning [9] is often more preferred as it aims to construct the sparsity in a structured way so as to achieve higher computation speed-up on general computation platforms. The structural pruning is previously empowered by the group lasso [31, 9] , which is the sum ( 1 norm) of the 2 norms of all the groups within a weight matrix like
where ||W || 2 = i w 2 i represents the 2 norm, w (g) is a group of elements in the weight matrix W and W consists of G such groups.
Following the same approach in Section 4.1, we use the Hoyer-Square regularizer to replace the 1 regularizer in the group lasso formulation and define the Group-HS (G H ) regularizer in Equation (6): Note that the second equality holds when and only when the groups cover all the elements of W without overlapping with each other, which is the case in the experiments in this paper. However, the Group-HS regularizer can always be used in the form of the first equality even if overlapping exists across groups. The gradient and the descent path of the Group-HS regularizer are very similar to those of the Hoyer-Square regularizer, therefore the detailed discussion is omitted here. The derivation of the Group-HS regularizer's gradient can be found in Appendix A.
Apply DeepHoyer regularizers in DNN training
We follow the common layer-based regularization approach [9, 14] when applying the DeepHoyer regularizers in DNN training. For element-wise pruning, we apply the Hoyer-Square regularizer to every layer's weight W (l) of all the L layers, and directly minimize it alongside the DNN's original training objective L(W (1:L) ). The 2 regularizer can also be added to the objective if needed. Equation (7) presents the modified objective, where H S is the Hoyer-Square regularizer defined in Equation (3) while α and β are pre-selected weight decay parameters for the regularizers.
For structural pruning, we mainly focus on pruning the columns and rows of fully connected layers and the filters and channels of convolutional layers. More specific, we group each layer in filter-wise and channel-wise fashion as proposed in [9] and then apply the Group-HS regularizer to the layer. The resulted optimization objective is formulated in Equation (8) . Here N l is the number of filters and C l is the number of channels in the l th layer if it is a convolutional layer. If the l th layer is fully connected, then N l and C l is the number of rows and columns respectively. α n , α c and β are pre-selected weight decay parameters for the regularizers.
The non-convexity of the regularization function is a potential drawback of the Hoyer regularizer in previous works [20] . This shall not be a big issue when applying the regularizer in a DNN training objective with the help of the recent advance in stochastic gradient descent (SGD) methods that provide satisfying results under large-scale non-convex settings [32, 33] , including DNNs with non-convex objectives [34] . Therefore the DeepHoyer regularizers can be directly optimized with the same SGD optimizer used for the original DNN training objective. The pruning is conducted following the common three-stage operations: (1) train the DNN with the DeepHoyer regularizer, (2) prune all the weight elements smaller than a predefined small threshold, and (3) finetune the model by fixing all the zero elements and removing the DeepHoyer regularizer.
Experiment result
The proposed DeepHoyer regularizers are first tested on the MNIST benchmark using the LeNet-300-100 fully connected model and the LeNet-5 CNN model [1] . We also conduct tests on the ImageNet ILSVRC-2012 benchmark [35] with the AlexNet model [5] and the ResNet-50 model [6] . All the models are implemented and trained in the "PyTorch" deep learning framework [36] , where we match the model structure and the benchmark performance with those of previous works for the fairness of the comparison. The experiment results are presented and discussed in rest of this section, which show that the proposed DeepHoyer regularizers consistently outperform previous works in both element-wise and structural pruning. Detailed information on the experiment setups and the parameter choices of our reported results can be found in Appendix B. Table 1 and Table 2 summarize the performance of the proposed Hoyer-square regularizer on the MNIST benchmark, with comparisons against state of the art element-wise pruning methods. Without losing the testing accuracy, training with the Hoyer-Square regularizer reduces the number of nonzero weights by 42.9× on the LeNet-300-100 model and by 122× on the LeNet-5 model. Among all the existing methods, our method achieves the highest sparsity: it is a 96% improvement on the LeNet-300-100 model and a 72% improvement on the LeNet-5 model comparing to the best-available ADMM [13] method. An ablation study is also done to compare the performance of the Hoyer-Square regularizer with the original Hoyer regularizer. As seen from Table 1 and Table 2 , compared to the original Hoyer regularizer, the Hoyer-Square regularizer emphasizes more on the layers with more parameters (i.e. FC1 for both models), while losing the compression performance on smaller layers. Overall, the Hoyer-Square regularizer can achieve the higher compression rate. Appendix C.1 illustrates the exact effect of the Hoyer-Square regularizer on each layer's weight distribution. The element-wise pruning performance on the AlexNet model testing on the ImageNet benchmark is presented in Table 3 . Without losing the testing accuracy, the Hoyer-Square regularizer achieves a 21.1× compression rate. Among all previous methods, only the ADMM method [13] can obtain a similar sparisty. Note that the ADMM method requires two additional Lagrange multipliers and involves the optimization of two objectives, while the optimization of the Hoyer-Square regularizer can be directly realized on a single objective without additional variables. In other words, the Hoyer-Square regularizer can achieve a sparse DNN model with a much lower cost. A more detailed layer-by-layer comparison can be found in Appendix C.2.
Element-wise pruning

Structural pruning
In this section, we report the effectiveness of the Group-HS regularizer in structural pruning tasks.
Here we mainly focus on the number of neurons (output channels for convolution layers and rows for fully connected layers) left after removing the all-zero channels and rows in the weight matrices. The comparison is then made on the number of float-point operations (FLOPs) needed to inference with the remaining neurons, which indeed represents the potential inference speedup of the pruned model. As shown in Table 4 , training with the Group-HS regularizer can reduce the number of FLOPs 1 No results available on ImageNet-level datasets by 16.2× for the LeNet-300-100 model with a slight accuracy drop. This is the highest speedup among all existing methods achieving the same testing accuracy. Table 5 shows that the Group-HS regularizer can reduce the number of FLOPs of the LeNet-5 model by 12.4×, which outperforms most of the existing work-an 8.8% increase from the 1 based method [9] and a 110.6% increase from the 0 based method [11] . Only the Bayesian compression method with the group-horseshoe prior (BC-GHS) [28] achieves a higher speedup in this task. However, the Bayesian approach limits BC's capability to be applied in ImageNet-level problems; while the effectiveness of the Group-HS regularizer can be extended to larger datasets like ImageNet, as we shall show in the following.
We test the pruning effect of the Group-HS regularizer on the ResNet-50 model using the ImageNet dataset. ResNet models have been widely applied in computer vision tasks given its higher performance. The model structure is highly compact, so there haven't been much promising pruning results on the ResNet models. As shown in Table 6 , the Group-HS regularizer can achieve a 1.89× computation reduction without losing accuracy. The computation reduction can be further increased to 3.09× when slightly relaxing the top-5 accuracy loss (less than 0.5%). If a higher compression rate is preferred, the Group-HS regularizer can achieve a 4.68× computation reduction at the top-5 accuracy of 91.36%, which further improves the compression rate of the channel pruning method [27] by 2.23× with 0.56% gain in the accuracy. It also achieves a 5.48× computation reduction at 90.21% top-5 accuracy, which improve the compression rate of the ThiNet-50 model [12] by 2.42× meanwhile enhancing the accuracy 0.19%.
Conclusions
In this work, we propose DeepHoyer, a set of sparsity-inducing regularizers that are both scaleinvariant and almost everywhere differentiable. We show that the proposed regularizers have similar range and minima structure as the 0 norm, so it can effectively measure and regularize the sparsity of the weight matrices of DNN models. Meanwhile, the differentiable property enables the proposed regularizers to be optimized with standard gradient-based methods, in the same way as the 1 regularizer is. In the element-wise pruning experiment, the proposed Hoyer-Square regularizer achieves a 96% sparsity increase on the LeNet-300-100 model and a 72% sparsity increase on the LeNet-5 model without accuracy loss comparing to the state-of-the-art. A 21.1× model compression rate is achieved on AlexNet, which can only be achieved previously by adding additional variables and using dual training objectives. In the structural pruning experiment, the proposed Group-HS regularizer further reduces the computation load by 61.7% from the state-of-the-art on LeNet-300-100 model. It also achieves a 8.8% increase from the 1 based method and a 110.6% increase from the 0 based method of the computation reduction rate on the LeNet-5 model. On ImageNet, we test the Group-HS regularizer on the more challenging ResNet-50 model, where it achieves a 1.89× computation reduction without losing accuracy, and a 3.09× computation reduction with top-5 accuracy loss less than 0.5%. This cannot be matched by any previous works. These results prove that the DeepHoyer regularizers are effective in achieving both element-wise and structural sparsity in deep neural networks, and can produce even sparser DNN models than previous works.
A Derivation of DeepHoyer regularizers' gradients
In this section we provide detailed derivation of the gradient of the Hoyer-Square regularizer and the Group-GS regularizer w.r.t. an element w j in the weight matrix W .
The gradient of the Hoyer-Square regularizer is shown in Equation (9) . The formulation shown in Equation (4) is achieved at the end of the derivation.
The gradient of the Group-HS regularizer is shown in Equation (10) . For simplicity we use the form shown in the second equality of Equation (6), where there is no overlapping between the groups. Here we assume that w j belongs to group w (ĝ) .
B Detailed experiment setup
B.1 MNIST experiments
The MNIST dataset [1] is a well known handwritten digit dataset consists of grey-scale images with the size of 28 × 28 pixels. The whole dataset can be found at http://yann.lecun.com/exdb/mnist/, and can be directly accessed with the dataset API provided in the "torchvision" python package (https://pytorch.org/docs/master/torchvision/datasets.html#mnist). In our experiments we use the whole 60,000 training set images for the training and the whole 10,000 testing set images for the evaluation. All the accuracy results reported in the paper are evaluated on the testing set. Both the training set and the testing set are normalized to have zero mean and variance one. Adam optimizer [33] with learning rate 0.001 is used throughout the training process. All the MNIST experiments are done with a single TITAN XP GPU.
Both the LeNet-300-100 model and the LeNet-5 model are firstly pretrained without the sparsityinducing regularizer, where they achieve the testing accuracy of 98.4% and 99.2% respectively. Then the models are further trained for 250 epochs with the DeepHoyer regularizers applied in the objective. The weight decay parameters (αs in Equation (7) and (8)) are picked by hand to reach the best result. In the last step, we prune the weight of each layer with threshold proportional to the standard derivation of each layer's weight. The threshold/std ratio is chosen to achieve the highest sparsity without accuracy loss. All weight elements with a absolute value smaller than the threshold is set to zero and is fixed during the final finetuning. The pruned model is finetuned for another 100 steps without DeepHoyer regularizers and the best testing accuracy achieved is reported. Detailed parameter choices used in achieving the reported results are listed in Table 7 .
B.2 ImageNet experiments
The ImageNet dataset is a large-scale color-image dataset containing 1.2 million images of 1000 categories [35] , which has long been utilized as an important benchmark on image classification problems. In this paper, we use the "ILSVRC2012" version of the dataset, which can be found at http://www.image-net.org/challenges/LSVRC/2012/nonpub-downloads. We use all the data in the provided training set to train our model, and use the provided validation set to evaluate our model and report the testing accuracy. We follow the data reading and preprocessing pipeline suggested by the official PyTorch ImageNet example (https://github.com/pytorch/ examples/tree/master/imagenet). For training images, we first randomly crop the training images to desired input size, then apply random horizontal flipping and finally normalize them before feeding them into the network. Validation images are first resized to 256 × 256 pixels, then center cropped to desired input size and normalized in the end. We use input size 227 × 227 pixels for experiments on the AlexNet, and input size 224 × 224 for experiments on the ResNet-50. All the models are optimized with the SGD optimizer [32] , and the batch size is chosen as 256 for all the experiments. Two TITAN XP GPUs are used in parallel for the AlexNet training and four are used for the ResNet-50 training. One thing worth noticing is that the AlexNet model provided in the "torchvision" package (https://github.com/pytorch/vision/blob/master/torchvision/ models/alexnet.py) is not the ordinary version used in previous works [7, 9, 13] . Therefore we reimplement the AlexNet model in PyTorch for fair comparison. We pretrain the implemented model for 90 epochs and achieve 20.4 % top-5 error. The ResNet-50 architecture and pretrained model provided in the "torchvision" package is directly utilized, which achieves 23.85% top-1 error and 7.13% top-5 error.
In the AlexNet experiment, the reported result in Table 3 is achieved by applying the Hoyer-Square regularizer with decay parameter 1e-6. Before the pruning, the model is firstly train from the pretrained model with the Hoyer-Square regularizer for 90 epochs, where an initial learning rate 0.001 is used. An 2 regularization with 1e-4 decay is also applied. We then prune the convolution layers with threshold 1e-4 and the FC layers with threshold equal to 0.5× of their standard derivations. The model is then finetuned until the best accuracy is reached. For the ResNet-50 experiments, all the reported results in Table 6 are achieved with 90 epochs of training with the Group-HS regularizer from the pretrained model using initial learning rate 0.1. All the models are pruned with 1e-4 as threshold and finetuned to the best accuracy. The only difference is the Group-HS regularizer's decay parameter used, where result A is achieved with decay 1e-5, B with decay 2e-5, C with decay 4e-5 and D with decay 5e-5.
C Additional experiment results
C.1 Weight distribution at different stage
Here we demonstrate how will the weight distribution change in each layer at different stages of our element-wise pruning process. Since most of the weight elements will be zero in the end, we only plot the histogram of nonzero weight elements for better observation. The histogram of each layer of the LeNet-300-100 model and the LeNet-5 model are visualized in Figure 3 and Figure 4 respectively. It can be seen that majority of the weights will be concentrated near zero after applying the H S regularizer during training, while rest of the weight elements will spread out in a wide range. The weights close to zero are then set to be exactly zero, and the model is finetuned with zero weights fixed. The resulted histogram shows that most of the weights are pruned away, only a small amount of nonzero weights are remaining in the model. Table 8 compares the element-wise pruning result of the Hoyer-Square regularizer on AlexNet with other methods in a layer-by-layer fashion. It can be seen that the Hoyer-Square regularizer achieves the highest pruning rates on the largest layers (i.e. FC1 and FC2). This observation is consistent with the observation made on the element-wise pruning performance of models on the MNIST dataset.
C.2 Layer-by-layer comparison of element-wise pruning result of AlexNet
