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Sommario
Lo scopo di questa tesi e` l’implementazione di un algoritmo per evitare gli ostacoli
nell’ambito della robotica marina. Per mezzo di questo algoritmo e` possibile
manovrare il robot Hydronet (facente parte di un progetto europeo) in modo da
modificare la sua traiettoria quando si trova in situazioni di pericolo. L’algoritmo
e` progettato per interfacciarsi sia con un modello di simulazione del robot sia con
il robot reale.
Per mezzo del lavoro svolto in questa tesi, si fornisce un’interfaccia grafica, realiz-
zata in C++ con la libreria grafica wxWidgets, che, ad ogni istante, visualizza
l’evoluzione dell’algoritmo con i dati fondamentali.
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CAPITOLO 1
Introduzione
1.1 Motivazioni
“L’acqua e` la sostanza piu` comune, piu` diffusa nell’ambiente e una delle piu`
importanti” (si veda Cataudella (2006)). Ovviamente l’acqua e` una risorsa
importantissima perche´ e` una componente essenziale per la vita, in quanto e`
usata direttamente da esseri umani, animali e vegetali e indirettamente dall’uomo,
in processi industriali di vario tipo. Data l’importanza rivestita dall’acqua e la
necessita` che il mondo ha di questa risorsa, il tema della qualita` dell’acqua e`
molto sensibile, anche perche´ tale risorsa e` disponibile in quantita` limitate a causa
dell’inquinamento, a cui spesso e` soggetta, che colpisce tanto le acque dolci quanto
le acque marine.
L’inquinamento delle acque dolci puo` essere causato dal riversamento di scarichi
urbani (contenenti saponi, fosfati, grassi, ecc.), degli scarichi agricoli (con pesticidi,
fertilizzanti e prodotti chimici) e dei residui e scarichi di lavorazione delle industrie.
L’inquinamento marino e` alimentato da: a) le acque dolci inquinate che si riversano
in mare, b) gli smaltimenti di rifiuti tossici delle industrie scaricati direttamente
in mare, c) il riversamento dei rifiuti delle navi d) i residui di origine petrolifera.
La dispersione di agenti inquinanti nell’aria e nell’acqua e` un problema complesso,
pertanto e` fondamentale cercare di contrastare e controllare questo problema.
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Sinora i controlli erano effettuati esclusivamente per mezzo delle analisi effettuate in
laboratorio che richiedevano l’intervento di un esperto, con un notevole consumo di
tempo e soldi. Il progresso tecnologico, in particolar modo nei campi dell’elettronica
e dell’ICT, puo` essere sfruttato a favore di questo problema, grazie alla disponibilita`
di sensori e dispositivi sempre piu` piccoli; se a questo uniamo l’impiego della
robotica, si puo` ottenere un netto miglioramento nella scoperta e predizione di
situazioni di rischio/crisi correlate all’inquinamento delle acque.
Per migliorare il controllo della salubrita` delle acque e` stato realizzato il progetto
europeo HydroNet (in cui trova applicazione l’algoritmo oggetto della tesi), che
si basa sullo sviluppo di una piattaforma hardware e software, basata su sensori
e robot mobili e autonomi dedicata al monitoraggio dello “stato di salute” delle
acque.
Man mano che lo sviluppo tecnologico avanza, si tende ad automatizzare il maggior
numero dei compiti che prima venivano svolti manualmente dagli esseri umani:
in molti casi, la robotica ci viene in aiuto, soprattutto in situazioni pericolose o
complesse e delicate. Nel nostro caso, si ricorre all’impiego di un robot affinche´
si possano sveltire delle procedure di campionamento delle acque: risulta quindi
evidente che una componente indispensabile, in questo contesto, e` data dall’auto-
nomia del robot. Con il termine “autonomia“ si intende la capacita` del robot di
svolgere dei compiti, mirati al conseguimento dell’obiettivo, senza l’intervento di
un essere umano.
Inoltre si deve sottolineare che, grazie all’impiego di robot nell’ambito dell’inqui-
namento marino, si ha una soluzione che puo` essere facilmente diffusa, dipendente
direttamente dall’ambiente da sorvegliare e che in e` in grado di fornire dei risultati
in tempi rapidi.
Poiche´ i robot del progetto HydroNet hanno il compito di analizzare le acque di
una certa superficie, essi devono essere in grado di muoversi all’interno dell’area
prefissata, spostandosi da una posizione iniziale ad una posizione finale e tenendo
conto degli ostacoli incontrati lungo la navigazione. La necessita` di avere un
algoritmo per evitare gli ostacoli nasce dal tipo di conoscenza di cui e` dotato il
robot e dal tipo di ambiente in cui e` inserito.
Le caratteristiche che descrivono l’ambiente in cui un agente intelligente come
il robot opera (come descritto in Intelligenza artificiale: un approccio moderno)
sono:
• osservabilita`, che si divide in completamente e in parzialmente osservabile.
Nel primo caso, il sistema percettivo e` in grado di dare una conoscenza
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completa dell’ambiente, o perlomeno fornisce tutte le informazioni necessarie
per l’azione dell’agente. Nel secondo caso esistono dei limiti nel sistema di
percezione, che possono essere causati dall’inaccuratezza dei sensori o dalle
informazioni che il sensore e` in grado di percepire.
• Agente singolo/multi agente, dove la tipologia multi agente prevede che
ciascuno agente consideri il comportamento dell’altro come fondamentale
nella misura delle sue prestazioni.
• Predicibilita`, che e` distinta in deterministica e in stocastica. Si dice che un
ambiente e` deterministico, se il suo stato e` completamente determinato dallo
stato corrente e dall’azione effettuata dall’agente, altrimenti si dice che e`
stocastico.
• Episodico/sequenziale, dove il primo indica che l’attivita` dell’agente e` divisa
in episodi tra loro indipendenti (ossia ad ogni percezione corrisponde un’a-
zione che non influenza la percezione successiva), mentre il secondo stabilisce
che ogni azione dell’agente puo` influenzare le decisioni/azioni successive.
• Statico/dinamico. Un ambiente e` detto statico se le condizioni esterne non
cambiano al trascorrere del tempo e mentre l’agente effettua le sue operazioni.
Un ambiente e` detto dinamico se puo` cambiare mentre un agente determina
l’azione da svolgere.
• Discreto/continuo. Un ambiente e` definito discreto se esiste un numero
finito di percezioni ed azioni, diversamente e` detto continuo.
I robot del progetto HydroNet cooperano organizzati in squadre, percio` si tratta
di un ambiente ad agente multiplo. Inoltre, nel contesto della robotica marina si
ha un ambiente definito dalle seguenti proprieta`:
• parzialmente osservabile in quanto fattori ambientali quali onde e correnti
possono temporaneamente nascondere alla vista del robot degli ostacoli,
potenziali fonti di pericolo;
• stocastico;
• sequenziale;
• dinamico dato che il robot non si trova in un ambiente “chiuso“ e il paesaggio
che lo circonda e` in continua mutazione;
• continuo.
3
1. Introduzione
Queste proprieta` fanno s`ı che il robot non possa fare affidamento completamente
su una conoscenza del mondo, precedentemente memorizzata, per la navigazione,
ma debba combinare la conoscenza pregressa con le informazioni percepite dai
sensori.
Il dover stabilire, istante per istante, come il robot debba comportarsi in base
alla variazioni dell’ambiente ha portato alla realizzazione dell’algoritmo oggetto
della tesi, in modo da garantire al robot di scegliere un percorso libero da ostacoli,
deviando dalla traiettoria prestabilita solo quando questa non e` agibile.
1.2 Stato dell’arte
Nell’ambito della robotica mobile, il tema dell’obstacle avoidance e` un tema di
importanza fondamentale. Affinche´ il robot possa evitare le collisioni con gli
ostacoli, esso deve possedere delle informazioni a loro proposito. Queste infor-
mazioni possono essere acquisite dal robot, quando necessario, per mezzo dei
sensori di cui e` dotato, oppure il robot mantiene l’intera conoscenza relativa ad un
ostacolo internamente, con i conseguenti costi in tempo e spazio per la successiva
manipolazione.
L’individuazione di un ostacolo, comporta il fatto che il robot determini una tra-
iettoria alternativa. Inoltre, nei robot orientati al raggiungimento di un obiettivo,
la scelta della nuova traiettoria deve essere tale da deviare la direzione corrente
del minimo possibile rispetto alla direzione dell’obiettivo.
Nel corso degli anni sono state proposte un’ampia varieta` di soluzioni, iniziando
con i semplici algoritmi che individuano l’ostacolo e fermano il robot prima che
impatti contro di esso, e concludendo con algoritmi piu` complessi che stimano
dimensione e posizione dell’ostacolo, in modo da poterli aggirare. Sfortunatamente
molti di questi algoritmi richiedono un pesante carico computazionale, pertanto
risulta difficile una loro implementazione low cost che possa essere eseguita su dei
microcontrollori.
Gli approcci realizzati per evitare gli ostacoli per i robot mobili possono essere
categorizzati come globali oppure come locali. I metodi globali assumono di avere
un modello completo dell’ambiente sempre disponibile, pertanto non sono adatti
per elaborare velocemente una traiettoria alternativa, anche se possono fornire
un percorso completo libero da ostacoli oﬄine. Gli approcci locali gestiscono una
piccola porzione del modello del mondo, percio` non sono in grado di produrre una
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soluzione ottimale. Dato che i metodi locali posseggono una complessita` compu-
tazionale inferiore rispetto a quelli globali, sono piu` adatti ad essere impiegati
in contesti dinamici come quelli in cui e` immerso Hydronet, infatti gli algoritmi
descritti qui di seguito fanno parte della categoria dei metodi locali.
1.2.1 Virtual Force Field
Il metodo Virtual Force Field e` stato realizzato da Borenstein e Koren 1989
combinando insieme due concetti esistenti: certainty grid per la rappresentazione
degli ostacoli e Campi potenziali (Kathib 1986) per la navigazione.
La creazione della certainty grid prevede la suddivisione dell’area di lavoro del
robot in superfici quadrate di dimensione inferiore rispetto all’area di partenza,
denominate celle, dove ognuna contiene una misura di confidenza sulla presenza
di un ostacolo nell’area denotata dalla cella considerata. Durante gli spostamenti
il robot effettua delle letture con i sensori (senza che ci sia la necessita` che il robot
si fermi per poter effettuare l’acquisizione dei dati), le quali sono riportate sulla
certainty grid. Allo stesso tempo, l’algoritmo esamina una porzione della griglia,
detta regione attiva, dove la posizione del robot risulta costantemente situata al
centro.
Ogni cella occupata, presente all’interno della regione attiva, esercita una forza
repulsiva nei confronti del robot, in modo che quest’ultimo tenda ad allontanarsi
dagli ostacoli. La grandezza della forza repulsiva applicata e` direttamente pro-
porzionale al contenuto della cella di indici i e j e inversamente proporzionale al
quadrato della distanza che separa il robot dalla cella esaminata:
F (i, j) =
Fcr · C(i, j)
d2(i, j)
[
xt − x0
d(i, j)
xˆ+
yt − y0
d(i, j)
yˆ
]
in cui C(i, j) indica il livello di confidenza della presenza di un ostacolo nella cella,
d(i, j) e` la distanza della cella denotata dagli indici i j dal robot, Fcr e` la forza
repulsiva costante, (x0, y0) e` la posizione corrente del robot, (xt, yt) indicano le
coordinate dell’obiettivo e (xi, yj) rappresentano le coordinate della cella di indici
i e j. La somma vettoriale della forza repulsiva esercitata da ciascuna cella e`
indicata con Fr.
Allo stesso tempo esiste una forza attrattiva che spinge il robot nella direzione
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dell’obiettivo; essa e` espressa per mezzo dell’equazione seguente:
Ft = Fct
[
xt − x0
d(t)
xˆ+
yt − y0
d(t)
yˆ
]
dove Fct e` la forza costante attrattiva e d(t) e` la distanza che intercorre tra il
robot e l’obiettivo. La direzione indicata dal vettore R normalizzato, risultante
dalla somma vettoriale tra Fr e Ft, e` usata come riferimento per la sterzata del
robot.
Figura 1.1: Esempio di applicazione dell’algoritmo Virtual Force Field,
(Borenstein e Koren 1989)
Nella figura 1.1 e` mostrato uno scenario in cui il robot, che deve raggiungere
l’obiettivo (rappresentato come un cerchio di colore verde), rileva degli ostacoli
(raffigurati in fucsia). Questo scenario e` corredato dalle forze (attrattive Ft,
repulsive Fr e risultante R) che sono prodotte dall’elaborazione dell’algoritmo.
Poiche´ l’algoritmo, come detto in precedenza, non necessita di fermarsi durante la
procedura, e` necessario stabilire come la velocita` deve cambiare in funzione degli
ostacoli. La velocita` e` proporzionale alla grandezza del vettore R risultante dalla
somma vettoriale delle forze considerate, percio`:
• se il percorso e` libero, allora il robot puo` viaggiare alla massima velocita`
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• se il percorso non e` libero, allora il robot ha una velocita` inferiore alla
velocita` massima, dato che il vettore R e` influenzato dalla componente Fr.
Considerate la natura discreta della griglia e la grandezza della forza repulsiva Fr
che e` strettamente correlata alla distanza della posizione della cella dal posizione
del robot, si puo` verificare che il vettore R produca dei movimenti bruschi al
cambiamento di cella. Per risolvere questo problema si e` introdotto un filtro passa
basso, il quale rende le traiettorie ”piu` morbide“ ma introduce un ritardo, che va
ad influire sulla sterzata.
A causa del ritardo introdotto per correggere il problema precedente, si aggiunge
un nuovo problema: un movimento ondulatorio, il quale si verifica nel caso in cui
il robot debba passare molto vicino agli ostacoli. Questo problema puo` essere
limitato incrementando la lunghezza della forza repulsiva, quando il robot va nella
direzione degli ostacoli, e diminuendo la lunghezza della forza repulsiva quando il
robot si muove vicino agli ostacoli.
Un ulteriore problema che presenta questo algoritmo e` dato dal fatto che il robot
puo` rimanere intrappolato, a causa della disposizione degli ostacoli, tipicamente
degli ostacoli disposti a forma di ”u“.
1.2.2 VFH
L’algoritmo Vector Field Histogram, realizzato da Borenstein e Koren 1991,
individua ed evita degli ostacoli, di cui non possedeva alcuna informazione, in
tempo reale. Questo algoritmo e` stato creato a partire dall’algoritmo Virtual Force
Field, cercando di porre rimedio al problema di fondo del precedente algoritmo,
ovvero il compattamento repentino dei dati per ottenere la forza repulsiva Fr
prodotta dagli ostacoli, pertanto nell’algoritmo Vector Field Histogram sono
previste due fasi per ridurre gradualmente i dati.
Inizialmente l’algoritmo aggiorna il modello del mondo rappresentato da una griglia
bidimensionale, chiamata histogram grid C, attraverso i dati raccolti in tempo
reale dai sensori di cui e` fornito il robot che esegue l’algoritmo. Analogamente al
metodo Virtual Force Field, ogni cella che compone l’histogram grid contiene una
misura di confidenza della presenza di ostacoli. Ad ogni spostamento del robot,
l’algoritmo modifica la posizione di un’area rettangolare ridotta dell’histogram
grid, denominata finestra attiva C*, dove il robot e` posto nel suo centro.
La prima fase di riduzione consiste nel ricavare un istogramma polare, monodimen-
sionale, a partire dalla finestra attiva, con il centro coincidente con la posizione
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attuale del robot. In questo modo, il metodo suddivide la finestra attiva in n
settori aventi tutti la stessa ampiezza, pertanto ogni cella della griglia puo` essere
considerata come facente parte di un vettore di ostacoli, la cui direzione, che serve
per individuare il settore di appartenenza, e` determinata dalla retta che collega la
posizione del robot alla posizione della cella. Per ciascun settore dell’istogramma
l’algoritmo ricava la densita` polare degli ostacoli come somma del peso apportato
da tutte le celle che compongono il settore in questione, dove ciascuna cella porta
un contributo ad un solo settore. Per correggere gli eventuali errori introdotti
dalla natura discreta della struttura usata per rappresentare il mondo, il VFH
ricorre ad una funzione che smussa le densita` polari degli ostacoli di un settore
prefissato con un numero prestabilito di settori precedenti e successivi.
La seconda fase di riduzione serve per determinare la direzione di sterzata del robot.
Dall’istogramma polare ottenuto al passo precedente si evidenziano due zone: a) i
”picchi“, ossia quella porzione di grafico con densita` polari degli ostacoli alte; b) le
”valli“, ossia quei settori con valori bassi di densita` polare degli ostacoli. Fissata
una soglia, l’insieme delle valli i cui valori sono inferiori della soglia costituisce
l’insieme delle valli candidate, dove il robot puo` procedere in sicurezza. Una volta
individuate le valli candidate si stabilisce quale di queste minimizza la distanza
che la separa dalla direzione obiettivo, quindi in base al numero dei settori che
compongono la valle candidata (che puo` essere identificata come ampia o stretta),
il metodo ottiene la direzione di sterzata.
Questa tecnica presenta dei problemi legati alla scelta della soglia, dato che questa
influisce sulla scelta della direzione del robot. Se la soglia e` molto alta, il robot
puo` non rendersi conto della presenza di un ostacolo, rischiando di impattarci
contro oppure di passarci molto vicino ad un’alta velocita`. Diversamente se la
soglia e` troppo bassa, il robot puo` ignorare delle potenziali valli candidate.
Nelle figure 1.2 e` mostrato uno scenario d’esempio composto da tre ostacoli (A, B,
C) in cui il robot usa l’algoritmo VFH appena descritto per determinare il proprio
percorso. In particolare la figura 1.2(a) raffigura la suddivisione dell’ambiente in
histogram grid unita alla rappresentazione della confidenza della presenza degli
ostacoli, diversamente la figura 1.2(b) mostra l’istogramma polare corrispondente,
sovrapposto all’histogram grid precedentemente mostrato.
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(a) Rappresentazione di un histogram grid (b) Rappresentazione dell’istogramma pola-
re
Figura 1.2: Applicazione dell’algoritmo VFH
1.2.3 VFH+
Il metodo VFH+ e` una versione migliorata, realizzato da Ulrich e Borenstein
1998, dell’algoritmo Vector Field Histogram, mirato all’obstacle avoidance in
tempo reale per i robot mobili. A differenza della versione di base, l’algoritmo
VFH+ impiega quattro fasi di riduzione dei dati, per ottenere, infine, la nuova
direzione per la navigazione del robot.
Inizialmente l’algoritmo aggiorna il modello dell’ambiente locale costituito da una
griglia bidimensionale che prende il nome di histogram grid, ma per l’elaborazione
della direzione esamina solo i dati relativi alla regione attiva Ca. La regione
attiva, stavolta e` descritta per mezzo di un cerchio, il cui centro corrisponde con
la posizione corrente del robot, quindi si sposta assieme al robot.
Analogamente all’algoritmo VFH, la prima fase di questo algoritmo si occupa
di mappare la regione attiva Ca in un istogramma polare H
p. Questa tecnica
tiene conto esplicitamente dell’ampiezza del robot. In particolare, ciascuna cella
degli ostacoli della mappa viene allargata di una quantita` pari alla somma tra la
quantita` rs, che rappresenta il raggio del cerchio circoscritto al robot, e la quantita`
ds, che definisce la distanza minima tra il robot e l’ostacolo, valore che in figura 1.3
e` indicato con rr+s. L’adattamento della dimensione degli ostacoli e` considerato
durante il processo di costruzione dell’istogramma polare: sono aggiornati tutti
quei settori dell’istogramma che corrispondono alla cella allargata.
La seconda fase di riduzione consiste nella creazione di un istogramma polare
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Figura 1.3: Determinazione della dimensione allargata della cella, (Ulrich e
Borenstein 1998)
binario Hb, applicando al primo istogramma costruito Hp due soglie τlow e τhigh: i
valori che ogni settore puo` contenere sono solo 0, se il settore e` libero, e 1 se e`
occupato. Per mezzo di questo istogramma il robot conosce le direzioni libere per
poter cambiare immediatamente la sua traiettoria.
Il metodo VFH+ assume che le traiettorie di navigazione del robot siano basate
su degli archi circolari, aventi curvatura costante, e su delle rette; inoltre calcola
la curvatura massima della traiettoria del robot e il raggio minimo di sterzata del
robot in funzione della sua velocita`. Il raggio minimo di sterzata del lato sinistro
puo` avere un valore differente da quello del lato destro.
Sulla base dei parametri precedentemente definiti e sulla base della mappa dell’am-
biente, l’algoritmo e` in grado di determinare l’insieme dei settori bloccati, tenendo
presente che, per metter in gioco la larghezza del robot, e` necessario allargare
l’area di influenza degli ostacoli della quantita` rr+s specificata in precedenza.
Siano θ la direzione corrente del robot e θb = θ + pi la direzione contraria alla
direzione corrente. Gli angoli limite, rispettivamente sinistro ϕl e destro ϕr, che
separano i settori liberi dai settori occupati dell’istogramma, sono ricavati esami-
nando tutte le celle della regione attiva aventi valore di certezza superiori ad una
certa soglia. Inizialmente questi angoli limite sono impostati al valore θb. Quindi,
per ciascuna cella attiva, l’algoritmo testa le seguenti condizioni:
• se la direzione βi,j , determinata dalla retta che collega la posizione del robot
alla posizione della cella, sta alla destra della direzione θ e a sinistra di ϕr,
allora il metodo controlla se esiste un ostacolo che blocca le direzioni alla sua
destra. Nel caso in cui tale condizione fosse soddisfatta, il metodo imposta
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ϕr = βi,j.
• se la direzione βi,j sta alla sinistra della direzione corrente del robot e alla
destra di ϕl, allora il metodo verifica se esiste un ostacolo che blocca le
direzioni alla sua sinistra. Nel caso in cui la condizione fosse soddisfatta, il
metodo imposta ϕl = βi,j.
La terza fase di riduzione dell’algoritmo crea un istogramma polare mascherato,
partendo da ϕr, ϕl e dall’istogramma polare binario. Tramite questo istogramma,
il metodo VFH+ fornisce l’insieme di direzioni disponibili per la velocita` corrente
del robot. Inoltre, questo istogramma fornisce un modo per stabilire se il robot
e` rimasto intrappolato in un vicolo cieco. Infatti, l’algoritmo verifica una prima
volta se esiste almeno un settore libero: se sono tutti bloccati, il robot non puo`
procedere a quella velocita`, quindi l’algoritmo determina i nuovi valori di ϕr, ϕl
e conseguentemente il nuovo istogramma polare mascherato, per una velocita`
inferiore. Se anche il secondo istogramma prodotto ha tutti i settori bloccati,
allora il robot non puo` piu` avanzare.
La quarta fase determina la direzione di sterzata. A partire dall’istogramma polare
mascherato, l’algoritmo trova tutte le aperture nell’istogramma e poi stabilisce
l’insieme delle possibili direzioni candidate, quindi minimizza una funzione di costo
che tiene conto delle differenze tra le direzioni candidate e la direzione obiettivo.
1.2.4 Curvature-Velocity Method
Il Curvature Velocity Method e` stato realizzato da Simmons 1996, come
algoritmo di obstacle avoidance per quei robot mobili che operano in ambien-
ti sconosciuti o parzialmente conosciuti. Questo algoritmo considera anche la
cinematica e la dinamica del robot.
Il metodo lavora aggiungendo dei vincoli allo spazio della velocita`, il quale consiste
della velocita` rotazionale ω e della velocita` traslazionale del robot ν. Ne consegue
che il robot che usa questa tecnica si sposta lungo degli archi di cerchio, con
curvatura c = ω/ν e non e` in grado di girarsi immediatamente. Esistono due tipi
di vincoli all’interno della procedura: a) i vincoli derivati dalla limitazione fisica
delle velocita` e accelerazioni del robot; b) i vincoli dovuti agli ostacoli (rilevati
dai sensori) che, a causa della loro posizione, portano alla riduzione della velocita`
traslazionale e rotazionale.
Gli ostacoli inizialmente sono mappati in uno spazio cartesiano e poi riportati
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nello spazio della velocita`. Per far cio`, l’algoritmo mappa la posizione dell’ostacolo
nello spazio delle configurazioni e, per tutte le curvature c, che descrivono la
traiettoria del robot, calcola la distanza tra la posizione del robot e l’ostacolo
seguendo la curvatura c considerata. Poiche´ il calcolo della distanza puo` essere
molto complesso, per ottenere dei risultati in tempo reale, gli ostacoli sono
approssimati come delle circonferenze, con il contorno diviso in pochi intervalli,
che sono determinati usando le tangenti delle curvature agli ostacoli, in modo che
lo spazio delle velocita` sia diviso in regioni a distanza costante, o in caso di regioni
sovrapposte si considera la distanza minima tra tutte le regioni sovrapposte.
Il metodo sceglie la velocita` rotazionale e traslazionale del robot basandosi sulla
massimizzazione della funzione obiettivo che considera la velocita` del robot, la
direzione verso l’obiettivo e la distanza dagli ostacoli. Pertanto la funzione
obiettivo cerca di spostare il robot piu` vicino possibile alla direzione dell’obiettivo,
alla velocita` maggiore possibile, mentre naviga lungo una traiettoria piu` libera
possibile da ostacoli.
Questo approccio porta con se diversi vantaggi:
1. lavorando nello spazio della velocita`, il metodo puo` controllare simultanea-
mente la velocita` e la direzione di marcia del robot;
2. trattando il problema come un problema di ottimizzazione vincolata, e`
possibile inserire facilmente dei vincoli per l’ambiente e per la dinamica del
robot, in modo ad esempio da avere una velocita` adeguata per la sicurezza
del robot stesso.
1.2.5 Dynamic Window
L’algoritmo Dynamic Window e` stato realizzato da Fox, Burgard e Thrun
1997 per robot mobili equipaggiati di motori sincroni. Questa tecnica si basa
sulla dinamica di movimento del robot, quindi risulta particolarmente adatta per
trattare con i vincoli imposti da velocita` e accelerazione limitate.
Questo approccio ingloba al suo interno la dinamica del robot in modo da ridurre
lo spazio di ricerca a quelle aree raggiungibili nonostante i vincoli della dinamica.
Infatti lo spazio di ricerca rappresenta delle velocita` ed e` composto dall’insieme di
tutte le tuple (v, ω) dove v e` la velocita` traslazionale e ω e` la velocita` rotazionale,
che sono ottenibili dal robot nel successivo intervallo di tempo, a partire dalla
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velocita` e dall’accelerazione correnti. Inoltre, questo metodo assume che la velocita`
traslazionale e la velocita` rotazionale possono essere controllate separatamente.
L’algoritmo ad intervalli regolari di tempo elabora il comando successivo di sterza-
ta in modo da evitare la complessita` della pianificazione generale del movimento.
L’approssimazione delle traiettorie compiute dal robot e` rappresentata dalle cur-
vature circolari ottenute dalle velocita` dello spazio di ricerca.
L’individuazione degli ostacoli nelle vicinanze del robot, impone delle limitazioni
sulle velocita` rotazionale e traslazionale. Una velocita` e` considerata ammissibile
se il robot e` in grado di fermarsi prima di raggiungere questo ostacolo. Pertanto,
quando il robot rileva un ostacolo, l’algoritmo aggiorna la mappa che rappresenta
l’ambiente e poi riduce lo spazio di ricerca delle velocita` alle sole velocita` ammissi-
bili.
Inoltre l’algoritmo tiene conto delle accelerazioni limitate dei motori, e di conse-
guenza introduce un ulteriore vincolo sulle velocita`, ossia il robot puo` considerare
solo le velocita` che possono essere raggiunte nell’intervallo di tempo successivo.
L’insieme delle velocita` risultanti da quest’ultima restrizione costituisce la finestra
attiva, la quale e` centrata attorno alla velocita` corrente del robot, nello spazio
delle velocita`.
L’ultimo passo dell’algoritmo consiste nella scelta della velocita` appartenente
alla finestra attiva, in modo che la velocita` traslazionale e la velocita` rotazionale
massimizzino la funzione obiettivo. Quest’ultima contiene una misura dell’av-
vicinamento all’obiettivo, una misura della velocita` del robot e la distanza dal
successivo ostacolo lungo la traiettoria.
1.3 Motivazione della scelta dell’algoritmo
L’algoritmo scelto per lo scopo di questa tesi e` il VFH.
La tecnica del Virtual Force Field non e` adatta per Hydronet per via del ritar-
do di sterzata, introdotto nell’algoritmo per ridurre il problema implicita` della
discrezionalita` del modello dell’ambiente, e per via del movimento ondulatorio
a cui e` soggetto il robot quando deve passare vicino a degli ostacoli o in mezzo
ad un passaggio presente tra due ostacoli. Questi due svantaggi, nel contesto di
Hydronet, verrebbero amplificati dalla dinamica del mare.
Il metodo Curvature Velocity e` stato scartato come possibile opzione per l’appros-
simazione che questo adotta nella rappresentazione degli ostacoli. Questo tipo di
rappresentazione limita sensibilmente le traiettorie percorribili dal robot, in quanto
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fornisce un’approssimazione per eccesso dello spazio occupato dal robot. Inoltre,
si deve tener conto dell’errore che puo` essere introdotto dai sensori che unito alla
dinamica del mare, puo` causare un’erronea individuazione della localizzazione
dell’ostacolo, e di conseguenza potrebbe portare alla scelta errata di una direzione
di navigazione, non escludendo la possibilita` di collisione.
Diversamente l’algoritmo Dynamic Window e` ritenuto poco idoneo per il fatto
che e` richiesta molta piu` potenza computazionale rispetto al VFH, ad esempio
quando determina l’insieme delle velocita` ammissibili, l’algoritmo deve calcolare
la distanza che separa il robot dall’ostacolo per tutte le traiettorie che fanno parte
dello spazio di ricerca.
Infine, si e` preferito adottare l’algoritmo VFH piuttosto che l’algoritmo VFH+,
nonostante i vantaggi posseduti, a causa del carico computazionale richiesto per
l’elaborazione delle quattro fasi di cui e` composto il secondo algoritmo, senza
portare notevoli miglioramenti nel raggiungimento dello scopo rispetto al VFH.
L’algoritmo VFH e` stato modificato in modo da introdurre nella versione originale
alcuni dei vantaggi posseduti dall’algoritmo migliorato, quali:
• il contributo apportato dalle celle ai settori, che non sono in corrispondenza
univoca, ossia ogni cella influisce su tutti i settori che la attraversano, come
e` spiegato nel paragrafo 2.2;
• tener conto delle dimensioni del robot. L’ingombro del robot e` stato conside-
rato nel momento in cui si calcola la densita` di ostacoli di ciascuna cella per
determinare la densita` polare degli ostacoli, come si e` detto nel paragrafo
4.3.
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L’algoritmo
La navigazione e` uno dei problemi principali che un robot autonomo deve affrontare
(Latombe 1991), che si occupa di descrivere lo spostamento che un robot deve
compiere per arrivare da una posizione iniziale ad una posizione finale (le quali
possono essere espresse in termini geometrici o sensoriali), tenendo conto degli
ostacoli incontrati lungo il suo percorso ed evitandoli. Questo problema puo` essere
scomposto nelle seguenti attivita` piu` semplici:
• mappatura costruisce una rappresentazione dell’ambiente in cui il robot
naviga;
• localizzazione determina la configurazione (ovvero la posizione x, y e l’angolo
θ rispetto ad un sistema di riferimento assoluto) del robot nell’ambiente in
cui naviga, sfruttando i sensori oppure la mappa;
• planning stabilisce la traiettoria che il robot deve percorre affinche´ possa
arrivare in una configurazione finale partendo da una configurazione iniziale
(che coincide con la sua posizione attuale).
La pianificazione dei comportamenti del robot considerato, Hydronet, sfrutta un
paradigma di tipo ibrido deliberativo/reattivo (Murphy 2000; Arkin 1998).
Nella figura 2.1 sono rappresentati le tre categorie di funzioni che compongono un
robot e le relazioni che intercorrono tra di loro, nel caso considerato.
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Figura 2.1: Paradigma ibrido
Questo paradigma usa un’organizzazione del tipo plan, sense-act (con sense-plan
facenti parte di un blocco unico), in base alla quale, ad ogni passo, il robot
stabilisce come suddividere un compito in sotto-compiti, fase di pianificazione
della missione, poi, in relazione al sotto-compito che il robot deve effettuare,
raccoglie le informazioni provenienti dai sensori ed effettua le azioni richieste
dal sotto-compito. In altri termini, il modulo plan si occupa della modellazione
globale del mondo e di pianificare tutti quei compiti che richiedono una conoscenza
non locale del mondo (ad esempio l’attivita` di planning, descritta in precedenza),
il modulo sense riceve i dati da tutti i sensori di cui e` dotato e il modulo act
determina l’attivita` da svolgere sulla base del compito richiesto dal modulo plan e
i cui input sono le informazioni ricevute dal modulo sense.
Nel caso di Hydronet, una soluzione costruita esclusivamente sul paradigma di
tipo reattivo non era indicata, in quanto il robot avrebbe considerato, ad ogni
istante, solo le informazioni dei sensori relative a quell’istante, trascurando in
questo modo, un ostacolo rilevato durante la precedente lettura dei sensori.
Quindi, e` stato necessario memorizzare internamente i dati letti dai sensori per
arricchire la conoscenza del robot sull’ambiente circostante: la rappresentazione
del mondo e` espressa per mezzo di mappe di tipo metrico (Arkin 1998), nelle
quali gli oggetti che compongono l’ambiente sono caratterizzati da posizioni
assolute nel sistema di riferimento della terra, risultando indipendenti dalla
posizione del robot. Tra le possibili tecniche di rappresentazione di tipo geometrico
si e` scelto di adottare la soluzione di tipo occupancy grid che prevede una
suddivisione dell’ambiente in griglia bidimensionale (in questo modo si compattano
le informazioni in unita` logiche piu` grandi, senza compromettere la scelta della
traiettoria durante la navigazione) e ad ogni cella e` associato un valore che
stabilisce se e` libera o meno (e in tal caso contiene la quantita` di ostacoli presenti).
L’algoritmo implementato fa uso di due mappe: una locale, che si riferisce ad
uno specifico passo dell’elaborazione e che non va a far parte dello stato interno,
e una globale, che tiene traccia degli ostacoli rilevati per un limitato intervallo
di tempo. Inoltre, mentre la mappa globale rimane bloccata in una posizione
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stabilita, la mappa locale si sposta con il robot e il suo centro corrisponde alla
posizione attuale del robot.
Il fulcro della tesi consiste nello sviluppo dell’algoritmo per evitare gli ostacoli. Si
puo` schematizzare l’algoritmo che sta alla base nel modo seguente:
1. interrogazione del sensore e posizionamento degli eventuali ostacoli nel
sistema di riferimento della terra;
2. compattamento dei dati relativi agli ostacoli;
3. calcolo della direzione e della velocita`, e conseguente comunicazione al
modulo di navigazione al fine di correggere la traiettoria di marcia del robot.
La prima e la terza parte si occupano di stabilire un collegamento con il modulo
di navigazione (per maggiori dettagli si veda il paragrafo 3.1.1), rispettivamente
in ingresso e in uscita.
2.1 Prima Fase
Il sensore, per ogni lettura effettuata, rende un numero che stabilisce la distanza,
dist, alla quale si trova uno specifico ostacolo; ad ogni lettura e` implicitamente
associato un angolo α espresso nel sistema di riferimento del laser (si veda il
paragrafo 4.1.2 per i dettagli). Per ciascuna distanza, si verifica che rientri
nell’area di influenza della mappa locale e, in caso affermativo, si determina la
posizione del punto intercettato nel sistema di riferimento del sensore:
x = cos(α) ∗ dist (2.1)
y = sin(α) ∗ dist
z = zsensore,
dove tutti i punti si trovano su un piano virtuale posto ad altezza sensore. Definia-
mo come area di influenza della mappa locale quella porzione di mondo descritta
per mezzo di un rettangolo che prende il nome di finestra attiva, avente dimen-
sione prestabilita (larghezzaMappa, altezzaMappa), e posizione tale che il robot si
trovi sempre nel suo centro.
Ciascun punto cos`ı calcolato (2.1), deve essere riportato nel sistema di riferimento
del robot, che e` solidale al sensore, applicando una rotazione attorno all’asse z
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Figura 2.2: Robot con il suo sistema di riferimento
dell’angolo ψ compreso tra la prua del robot e il nord:
xR
yR
zR
1
 =

cos(ψ) −sin(ψ) 0 0
sin(ψ) cos(ψ) 0 0
0 0 1 0
0 0 0 1
 ∗

x
y
z
1

Per poter memorizzare correttamente il posizionamento degli ostacoli sulla mappa,
tenendo conto di fattori quali direzione di vento, correnti e moto ondoso, occorre
introdurre due rotazioni, una per il beccheggio, definito per mezzo dell’angolo
θ, e una per il rollio, definito per mezzo dell’angolo φ, e una traslazione della
quantita` data dalla posizione del robot. In questo modo si ricavano le posizioni
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degli ostacoli nel sistema di riferimento della terra:
P ′ = Ry(θ) ∗ PR =

cos(θ) 0 sin(θ) 0
0 1 0 0
−sin(θ) 0 cos(θ) 0
0 0 0 1
 ∗

xR
yR
zR
1
 (2.2)
P ′′ = Rx(φ) ∗ P ′ =

1 0 0 0
0 cos(φ) −sin(φ) 0
0 sin(φ) cos(φ) 0
0 0 0 1
 ∗

x′
y′
z′
1
 (2.3)
PT = T ∗ P ′′ =

1 0 0 xrob
0 1 0 yrob
0 0 1 zrob
0 0 0 1
 ∗

x′′
y′′
z′′
1
 (2.4)
La collocazione di ciascun punto PT all’interno della mappa corrisponde all’in-
cremento del valore relativo alla cella di appartenenza del punto, cellaLoc[i,j].
Affinche´ un punto di un ostacolo sia collocato all’interno della mappa locale,
questo deve appartenere ad un oggetto visibile al di sopra del livello del mare e
con un’altezza tale che possa essere intercettato dal robot mentre si muove (ad
esempio si potrebbe rilevare il passaggio di un volatile, che non interessa ai fini
del cambiamento di traiettoria, contrariamente alla presenza di un palo). Quindi
considerando solo i punti validi, la loro collocazione all’interno della mappa locale
e` dipendente dalla suddivisione della mappa in celle e dal valore della minima
coordinata della mappa:
idColonna =
⌊
(xT −minXmappaLoc)
larghezza cella
⌋
∗ larghezza cella+minXmappaLoc
idRiga =
⌈
(yT −minYmappaLoc)
altezza cella
⌉
∗ altezza cella+minYmappaLoc
Ad ogni iterazione, si combinano le informazioni relative agli ostacoli rilevate al
passo corrente con quelle memorizzate in istanti precedenti, quindi e` necessario
fondere le informazioni della mappa locale con quelle della mappa globale e vice-
versa.
L’unione dei dati della mappa globale con quelli della mappa locale, serve a mo-
strare al robot degli ostacoli che, sebbene nel mondo reale siano presenti, non sono
stati localizzati dal sensore per via del rollio e/o del beccheggio. La fusione della
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mappa globale con la mappa locale corrente consiste nel riportare le informazioni di
ciascuna cella della mappa globale sulle celle della mappa locale che si sovrappon-
gono alla prima. Fissata una cella della mappa globale, per stabilire quali sono le
celle della mappa locale interessate dall’aggiornamento, si determina il valore delle
massime e minime ascissa e ordinata della cella della mappa globale in termini del-
la mappa locale. Siano minXcellaGlob, minYcellaGlob, maxXcellaGlob, maxYcellaGlob le
coordinate minime e massime della cella globale, allora in termini della mappa
locale diventano:
minXcellaLoc =
⌊
(minXcellaGlob −minXmappaLoc)
larghezza cella
⌋
∗ larghezza cella+minXmappaLoc
minYcellaLoc =
⌊
(minYcellaGlob −minYmappaLoc)
altezza cella
⌋
∗ altezza cella+minYmappaLoc
maxXcellaLoc =
⌊
(maxXcellaGlob −minXmappaLoc)
larghezza cella
⌋
∗ larghezza cella+minXmappaLoc
maxYcellaLoc =
⌊
(maxYcellaGlob −minYmappaLoc)
altezza cella
⌋
∗ altezza cella+minYmappaLoc
Le combinazioni delle coordinate cos`ı ricavate forniscono la posizione delle celle
della mappa locale sovrapposte alla cella della mappa globale; a ciascuna cella
della mappa locale coinvolta nella fusione, si aumenta la quantita` di ostacoli
contenuta al proprio interno di una quantita` prestabilita.
La fusione dei dati della mappa locale con quelli della mappa globale, ha lo scopo
di tener traccia delle aree in cui sono presenti gli ostacoli all’istante corrente.
La mappa globale memorizza solo informazioni relative ad aree di mondo non
percorribili dal robot, dove per ciascuna assegna un valore percentuale della
presenza dell’ostacolo che diminuisce, con un andamento iperbolico, al passare del
tempo in base alla seguente regola:
cellaGlob[i, j] =
1 per t = 1 (2.5)cellaGlob[i, j] ∗ 1.25
t
altrimenti (2.6)
Come si puo` notare dalla formula 2.5, per ogni cella della mappa globale che
si interseca con una cella occupata della mappa locale si imposta, nel momento
in cui viene rilevata una cella occupata per la mappa locale, la percentuale di
presenza dell’ostacolo al valore massimo, 1.
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2.2 Seconda Fase
A partire dalla mappa locale aggiornata con i dati della mappa globale si costruisce
un istogramma polare. Per fare cio` si divide la mappa in un numero prefissato di
settori circolari, num Sett, con origine fissata nel centro della mappa e ampiezza
pari a β = 2pi
num Sett
.
Per ogni cella della mappa si stabilisce l’insieme dei settori al quale appartiene.
Quindi, per risalire al settore, si deve determinare l’angolo, α, formato dalla
direzione indicata dalla retta che congiunge la posizione del robot alla posizione
scelta della cella:
α = arctan
(
xCella − xrob
yCella − yrob
)
Per poter associare ogni cella a piu` settori, si considera la mappa come suddivisa
in quattro quadranti, e in base al quadrante di appartenenza della cella si ricavano
due punti della stessa utili per stabilire all’interno di quale intervallo di angoli
ricade, in altre parole si individuano un punto minimo e un punto massimo della
cella tali da determinare l’angolo minimo e l’angolo massimo che attraversano la
cella:
Figura 2.3: Mappa locale con la suddivisione in settori
- se la cella appartiene al primo quadrante, il punto minimo e` denotato dal
punto in basso a destra della cella e il punto massimo e` denotato dal punto
in alto a sinistra;
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- se la cella appartiene al secondo quadrante, il punto minimo e` dato dal
punto in alto a destra mentre il punto massimo e` dato dal punto in basso a
sinistra;
- se la cella appartiene al terzo quadrante, il punto minimo e` dato dal punto
in alto a sinistra e il punto massimo e` il punto in basso a destra;
- se la cella appartiene al quarto quadrante, il punto minimo e` dato dal punto
in basso a sinistra e il punto massimo e` il punto in alto a destra.
Per ogni settore si calcola la densita` polare degli ostacoli, sommando la densita` di
ostacoli dell’insieme di tutte celle che cadono all’interno del dato settore. A sua
volta, la densita` di ostacoli di ogni cella si ottiene come:
densita` Ostacoli[i, j] = (cellaLoc[i, j])2 ∗ (dist sicurezza−
coef angolare ∗ dist Cella Robot) (2.7)
dove dist sicurezza e` la distanza al di sotto della quale il robot non deve avvicinarsi
agli ostacoli, dist Cella Robot e` la distanza che intercorre tra il centro della cella
considerata e il centro della cella che contiene la posizione del robot e coef angolare
e` il coefficiente angolare della retta
dist sicurezza− coef angolare ∗massima distanza = 0
con massima distanza che individua meta` della lunghezza della diagonale della
finestra attiva. Quindi la densita` degli ostacoli di una cella definisce la misura
di pericolosita` di quell’area: essa e` direttamente proporzionale al quadrato della
quantita` di ostacoli e inversamente proporzionale alla distanza, pertanto a parita`
di distanza, ha un maggior effetto repulsivo quella che contiene al suo interno il
numero maggiore di ostacoli.
Dopo aver ricavato la densita` di ostacoli per ogni settore, si applica un filtro
che ha il compito di attenuare l’effetto irregolare dell’istogramma dato dalla
discretizzazione dell’ambiente in celle. L’applicazione di questo filtro coinvolge
un settore per volta e prevede che sia fissata una soglia che definisce il livello di
smussamento dell’istogramma, indicata con liv, che stabilisca il numero di settori,
sia precedenti sia successivi al dato settore, coinvolti nell’operazione.
Si considera l’insieme delle densita` degli ostacoli dei settori come degli elementi
di una coda circolare, per cui primo e ultimo settore sono adiacenti. Sia pod[k]
la densita` polare degli ostacoli per il settore k-esimo, allora la densita` polare
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smussata dello stesso settore si ottiene facendo la media tra liv densita` polari dei
settori precedenti, liv densita` polari dei settori successivi, dove a ciascun settore
e` attribuito un peso via via minore man mano che ci si allontana dal settore di
cui si sta ricalcolando la densita` degli ostacoli, e la densita` di ostacoli del settore
considerato con peso pari al livello di smussamento :
densita` Smussata[k] =
∑
j (peso[j] ∗ pod[j])
2 ∗ liv + 1 con j = [k − liv, . . . , k + liv] ,
peso[j] =
liv per j = 0(liv + 1)− |j| altrimenti
2.3 Terza fase
Per determinare quali sono le possibili direzioni che il robot puo` scegliere in
sicurezza, si definisce un valore massimo, che chiameremo soglia Pericolosita`, in
modo da scartare tutti i settori i cui valori di densita` polare smussata degli ostacoli
sono maggiori di tale valore.
Quindi, si identifica l’insieme dei settori adiacenti con densita` polare smussata
degli ostacoli inferiore a soglia Pericolosita`: ogni elemento dell’insieme rappresenta
una valle candidata. Per identificare le valli candidate, si scorrono i settori
a partire dal settore 0 sino all’ultimo, e l’angolo associato al primo settore con
tali caratteristiche e` indicato come estremo inferiore, mentre l’angolo relativo
all’ultimo settore adiacente e facente parte del gruppo analizzato costituisce
l’estremo superiore. Inoltre, se esistono due valli adiacenti una con estremo
inferiore pari a 0 radianti e l’altra con estremo superiore pari a 2pi − β, queste
vengono unite in un’unica valle candidata, di conseguenza l’estremo superiore della
prima valle candidata, che aveva inizialmente angolo γ, a seguito dell’accorpamento
delle valli diventera` estremo superiore della nuova valle e avra` angolo 2pi + γ
radianti, e l’estremo inferiore della seconda valle diventera` estremo inferiore della
valle risultante. Nella figura 2.4 si mostra l’insieme di valli candidate individuate in
una situazione in cui il robot e` circondato da tre ostacoli, i quali sono rappresentati
attraverso i quadratini gialli con bordo blu.
Durante il processo di creazione delle valli candidate, si cerca l’estremo a distanza
minima dalla direzione dell’obiettivo, pertanto quando si aggiunge una nuova
valle si controlla sia la distanza che intercorre tra l’estremo inferiore della nuova
valle e la direzione obiettivo, sia la distanza che separa l’estremo superiore della
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Figura 2.4: Esempio di costruzione delle valli candidate con unificazione della
valle numero 1 con la numero 4
valle precedente dalla direzione obiettivo, nel caso quella inserita non fosse la
prima valle della lista. Allo stesso modo si ricalcola la distanza tra gli estremi e
la direzione obiettivo quando ha luogo un compattamento di valli adiacenti. Per
ogni nuova distanza minima memorizzata si mantiene un riferimento sia alla valle
di appartenenza sia all’estremo piu` vicino.
Se si e` creata almeno una valle candidata, allora si verifica che il robot possa
percorrere la direzione obiettivo stessa, pertanto si controlla che tutte le densita`
polari degli ostacoli dei max Cons Sett
2
settori precedenti e dei max Cons Sett
2
settori
successivi rispetto alla direzione obiettivo siano pari a 0; altrimenti, se non vi
e` alcuna valle candidata (il che accade quando il robot e` circondato da ostacoli
o comunque non c’e` alcuna via di fuga sufficientemente grande per passare), il
robot non puo` muoversi e di conseguenza la sua direzione rimane invariata. Se
esiste almeno una valle candidata ma il robot non puo` percorrere la direzione
obiettivo, la scelta della direzione di viaggio del robot si basa sulla determinazione
di un bordo vicino b vicino e di un bordo lontano b lontano rispetto alla direzione
dell’obiettivo. Quindi, trovata la direzione con distanza minima, la direzione con
distanza massima si ricava prendendo l’altro estremo della valle associata alla
distanza minima.
La figura 2.5 raffigura quattro casi che mostrano come e` stata determinata la
nuova direzione di viaggio del robot (indicata con la linea blu-viola) sulla base
della posizione dei bordi vicino e lontano (rappresentati dalle linee verdi) rispetto
alla posizione dell’obiettivo (indicato con linea tratteggiata rossa).
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(a) Valle Ampia e bordo vicino
minore del bordo lontano
(b) Valle Stretta e bordo vicino
minore del bordo lontano
(c) Valle Ampia e bordo lontano
minore del bordo vicino
(d) Valle Stretta e bordo lontano
minore del bordo vicino
Figura 2.5: Determinazione direzione di viaggio
Un altro fattore che entra in gioco nella scelta della direzione di viaggio e` dato
dalla dimensione della valle, per cui inizialmente si sceglie un valore massimo,
max Cons Sett, in termine di settori adiacenti e dipendente dal numero di settori
in cui e` suddivisa la mappa. Dunque:
• se la valle e` composta da un numero di settori adiacenti inferiore a max Cons Sett
si parla di valle stretta e il robot deve avanzare rimanendo equidistante
dai due bordi, per cui:
– se il bordo vicino e` minore del bordo lontano (2.5(b)), la nuova
traiettoria si ottiene come
ψ′ = b vicino+
num Cons Sett ∗ β
2
– se il bordo vicino e` maggiore del bordo lontano (2.5(d)), la direzione
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calcolata e` data da
ψ′ = b lontano+
num Cons Sett ∗ β
2
• se la valle e` composta da almeno un numero di settori adiacenti pari a
max Cons Sett si ha una valle ampia e il robot puo` avanzare senza problemi
anche se non rimane centrato nella valle. La sua nuova traiettoria si calcola
nel seguente modo:
– se il bordo vicino e` minore del bordo lontano (2.5(a))
ψ′ = b vicino+
max Cons Sett ∗ β
2
– se il bordo vicino e` maggiore del bordo lontano (2.5(c))
ψ′ = b vicino− max Cons Sett ∗ β
2
Determinata la nuova direzione, si puo` procedere con il calcolo della velocita`, a
meno che il robot non sia stato costretto a fermarsi (in tal caso, la velocita` viene
impostata a 0). Inizialmente la velocita` e` impostata al valore massimo e viene
diminuita in base al “grado di pericolosita`” della direzione di marcia, rilevato
dall’algoritmo. Tale grado di pericolosita` e` espresso dal seguente rapporto
grado Pericolosita` =
min (densita` Smussata[i], soglia Pericolosita`)
soglia Pericolosita`
i =
⌊
ψ
β
⌋
dove i e` il numero del settore relativo alla direzione di marcia corrente. Di
conseguenza, la nuova velocita` e` data da
V ′ = Vmax ∗ (1− grado Pericolosita`)
Ad ogni iterazione, ad esclusione della prima, la velocita` massima e` data dalla
velocita` attuale di crociera. Calcolando la velocita` in questo modo, se la densita`
di ostacoli della direzione corrente e` superiore alla soglia, la velocita` diventa 0,
altrimenti viene diminuita in proporzione.
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CAPITOLO 3
Materiali e metodi
3.1 Il progetto HydroNet
Il sistema sviluppato per il progetto HydroNet1, che e` un progetto europeo
appartenente al Seventh Framework Programme e identificato con il numero
212790, e` rappresentato schematicamente in figura 3.1, ed e` costituito da:
• robot mobili, autonomi e aventi un’interfaccia di comunicazione;
• boe fisse in grado di inviare e ricevere delle informazioni dall’esterno;
• una piattaforma hardware/software, denominata Ambient Intelligence, per
la gestione di tutte le operazioni del sistema;
• un’infrastruttura wireless per instaurare connessioni tra le varie componenti
del sistema;
• una postazione di controllo per monitorare il sistema ed effettuare delle
operazioni sullo stesso;
• una stazione per la ricarica e la manutenzione del robot.
1Floating robots for monitoring of mercury in waters the EU HydroNet project White Paper ;
Team 2010; Team 2009.
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Figura 3.1: Scenario di funzionamento per il progetto HydroNet
Dal punto di vista hardware, la piattaforma Ambient Intelligence comprende i
robot, le boe, i sensori e un server remoto. Dal punto di vista software, la piatta-
forma Ambient Intelligence comprende, oltre all’esecuzione dei compiti affidati ai
robot e agli strumenti di monitoraggio dell’ambiente, sistemi di comunicazione,
database e processi automatici di scoperta della conoscenza (Knowledge Discovery
in Databases, KDD) sia per estrarre sia per migliorare la conoscenza sulla gestione
degli ambienti acquatici.
I robot e le boe interagiscono con l’Ambient Intelligence per mezzo della rete
wireless alla quale sono connessi; tramite questa connessione entrambe le tipologie
di dispositivi possono dialogare con un server remoto che si occupa della gestione
ed analisi dei dati. Le boe, fungendo da nodi della rete wireless, facilitano le ope-
razioni di localizzazione dei robot e di monitoraggio sia delle condizioni ambientali
sia dello stato dei sensori.
I robot realizzati fanno parte della classe dei robot ASV (Autonomous Surface
Vehicle) e non della classe dei robot AUV (Autonomous Underwater Vehicle), in
quanto la maggior parte dei compiti affidati ai robot si svolgono in superficie,
come navigazione, localizzazione e comunicazione dei dati, mentre il campiona-
mento dell’acqua e` l’unica attivita` effettuata sott’acqua, pertanto la scelta di un
robot galleggiante rispetto ad uno sottomarino e` risultata piu` idonea. Inoltre, la
realizzazione di un robot sottomarino avrebbe introdotto un problema legato al
fatto che il robot sarebbe potuto rimanere intrappolato nelle reti da pesca, mentre
un altro punto a favore di un robot di superficie e` costituito dalla possibilita` di
sfruttare energie pulite come sole e vento.
Il tipo di imbarcazione adottata per i robot e` un catamarano, ossia un’imbarca-
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zione multiscafo, in quanto consente al robot stesso di mantenere una posizione
stabile durante le operazioni di campionamento.
I robot possono effettuare i seguenti compiti, operando in squadre cooperanti volte
all’analisi di una superficie acquatica prestabilita:
monitoraggio: le squadre si muovono, senza seguire un percorso prefissato, co-
municando via via i dati rilevati al server remoto. Inoltre se il valore della
concentrazione degli agenti inquinanti e` superiore ad una certa soglia o
aumenta in modo troppo veloce, un segnale d’allarme e` inviato all’interfaccia
grafica dell’utente con una velocita` dipendente dalle latenze nella trasmissio-
ne; la gestione delle anomalie nei dati ricevuti e` delegata ad un operatore
umano, che se ne occupa dalla postazione di controllo.
Ricerca: le squadre scansionano la superficie alla ricerca di una fonte inquinante.
Sfruttando i dati precedentemente collezionati durante il compito di monito-
raggio, i robot possono individuare il gradiente di concentrazione di un dato
agente inquinante. Dal confronto di questi dati con i dati ottenuti dagli
altri robot, ciascun robot e` in grado di inseguire un agente inquinante fino a
raggiungere la fonte.
Mapping dei parametri: la scansione dell’area avviene secondo un percorso
prestabilito, durante il quale ciascun robot trasmette i parametri rilevati al
server, man mano che li acquisisce. Questi parametri sono memorizzati in
corrispondenza della posizione in cui sono stati rilevati, ossia sono geoloca-
lizzati, pertanto si ottiene una mappatura completa dello spazio, in termine
di agenti inquinanti, in funzione del tempo trascorso.
Dal momento che il progetto e` stato realizzato per essere impiegato in diversi
ambienti acquatici (acque costiere, foci di fiumi, laghi e lagune), sono stati
progettati due tipologie di robot, uno marino e uno fluviale, in modo da adattarsi
al meglio all’ambiente in cui devono operare, senza dover venire a compromessi
tra le esigenze nei due scenari.
3.1.1 Robot marino
L’imbarcazione utilizzata e` un catamarano a vela, costruito in fibra di carbonio
lungo 1991 mm e largo 1164 mm, che possiede un equipaggiamento di sensori
completo (che comprende la possibilita` di campionare le acque sino alla profondita`
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di 50 m). Si muove per mezzo di una propulsione ibrida elettrica - a vela, dove
la vela da` la possibilita` di risparmiare energia in particolari situazioni di vento;
questo tipo di locomozione gli permette di muoversi all’interno di un’area grande
30 km2 e di eseguire missioni della durata di 10 - 12 ore.
I componenti necessari per il robot sono distribuiti nei gavoni degli scafi e nella
tuga e sono isolati dall’acqua per mezzo delle coperture ermetiche. Il robot si
compone di diversi moduli che cooperano tra di loro:
1. Supervisore e` il modulo principale adibito alla gestione delle operazioni del
robot, che e` in grado di scambiare informazioni con la piattaforma Ambient
Intelligence e ricevere comandi dalla stessa via radio.
2. Sistema di rilevamento degli ostacoli e` gestito mediante una scheda separata
che una volta ricevuti i dati direttamente dai sensori esegue l’algoritmo
descritto nel capitolo 2. Questo modulo si interfaccia con i sensori di
distanza laser, per individuare gli ostacoli sopra il livello dell’acqua, e sonar,
per rilevare gli ostacoli che si trovano sotto la superficie dell’acqua, e con
l’altimetro, per stabilire il livello al quale il robot si trova.
3. Sistema di localizzazione combina le informazioni provenienti da diversi
sensori (GPS, bussola e sensore di velocita`) per stabilire la posizione e la
velocita` del robot;
4. Sistema di campionamento ottiene nuovi campioni di acqua tramite una
sonda collegata ad un argano, il quale consente di variare la profondita` di
campionamento;
5. Sensori chimici;
6. Sistema di locomozione, che comprende le due eliche a motore e il timone;
7. Unita` di gestione dell’energia che si basa sulla misurazione del vento, infatti
comprende anemometro e l’attuatore della vela (con il suo controllo), in
modo da poter controllare la boma per usare la vela durante la navigazione;
8. Sistema di comunicazione Wireless.
Le comunicazioni tra i vari moduli avvengono per mezzo del CAN bus, dove il
modulo supervisore funge da master mentre i restanti moduli fungono da slave.
L’elettronica usata in generale nei moduli slave e` basata su un microcontrollore
ARM9, diversamente, per i moduli supervisore e di rilevamento degli ostacoli e`
stato scelta per ciascuno una scheda Titan PC/104 con frequenza di 520 MHz
30
3. Materiali e metodi
(che e` in grado di fornire la potenza necessaria per lo svolgimento delle operazioni
del robot) e su cui gira un sistema operativo Linux.
Nella figura seguente si schematizza il controllo attuato sul robot durante la
navigazione, descrivendo i compiti eseguiti ad alto livello:
Figura 3.2: Diagramma di attivita` del robot marino.
Esaminiamo piu` accuratamente il modulo supervisore, che e` modulo piu` complesso,
il cui funzionamento e le cui interazioni con i moduli principali sono mostrati in
dettaglio nella figura 3.3. Ogni componente del modulo identifica un processo
Linux, le cui mansioni sono:
• Manager: legge tutti i dati che provengono dagli altri moduli del robot
tramite il CAN bus e invia i dati al corrispondente modulo destinatario. Si
occupa, inoltre, della ricezione dei messaggi provenienti dalla piattaforma
Ambient Intelligence, elaborandoli e inviando i dati agli altri processi coin-
volti; costruisce e invia i messaggi alla piattaforma tramite il processo di
comunicazione. Esegue i compiti richiesti dalla piattaforma, come spostarsi
di posizione ed effettuare dei campionamenti. Infine questo processo gestisce
gli errori degli altri moduli, se hanno luogo.
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Figura 3.3: Componenti del modulo supervisore e sue interazioni con gli altri
moduli.
• Campionamento: riceve i comandi per campionare dal processo Manager
e gestisce l’invio dei comandi di campionamento e analisi dell’acqua da
mandare al modulo campionamento.
• Navigazione: riceve i comandi e le impostazioni passati dal processo Manager
che provengono dalla piattaforma Ambient Intelligence (come posizione della
destinazione, velocita`, parametri per la pianificazione del percorso). Inoltre,
gestisce la navigazione del robot usando i dati che provengono dal modulo
di rilevamento di ostacoli.
• Comunicazione: riceve i messaggi provenienti dal modulo di comunicazione
mentre invia alla piattaforma Ambient Intelligence, attraverso lo stesso
modulo di comunicazione, i messaggi ricevuti dal processo Manager.
• Logging: riceve i dati di cui deve essere fatto il log e li scrive su una memoria
flash.
3.1.1.1 Il sensore
Il sensore utilizzato per lo scopo di questa tesi e` il sensore laser Hokuyo UTM-30LX.
Questo sensore rileva gli ostacoli situati sulla superficie dell’acqua, a partire da
quelli posti a 10 cm di distanza, sino ad un massimo di 30 m; la superficie dell’acqua
non permette di ottenere alcuna informazione sugli ostacoli eventualmente presenti
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al di sotto del livello del mare. E’ in grado di effettuare 1081 letture omogeneamente
distribuite sull’angolo visivo di 270◦: ogni gruppo di lettura viene effettuata con
frequenza di 25 msec. Nella figura 3.4 e` rappresentata la modalita` con cui il
sensore ottiene le letture e come sono spazialmente distribuite.
Figura 3.4: Modalita` di scansione del laser
Dal momento che il laser e` un sensore di distanza (per ulteriori dettagli si veda
Fu, Gonzalez e Lee 1987), ogni lettura effettuata corrisponde alla distanza alla
quale l’oggetto identificato e` posto. Ogni distanza acquisita e` ottenuta per mezzo
della misurazione del tempo di volo, ovvero la misura data del tempo impiegato
del raggio trasmesso dal laser a raggiungere un oggetto e ritornare indietro; la
distanza quindi si ottiene come:
d =
(v ∗ t)
2
dove v e` la velocita` del segnale e t e` il tempo impiegato dal segnale per raggiungere
un oggetto e ritornare indietro.
I punti di forza di questo sensore sono costituiti dalla sua velocita` di individuazione
degli ostacoli e dalla sua accuratezza nella lettura delle distanze.
3.1.2 Robot fluviale
Il tipo di ambiente che il robot fluviale puo` incontrare lungo il suo percorso,
comporta l’assunzione di alcuni vincoli:
• si deve adottare uno scafo capace di muoversi in acque poco profonde;
• si deve avere un sistema di locomozione robusto per le acque poco profonde,
con ostacoli che emergono;
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• si deve avere un sistema di campionamento adatto per la profondita` delle
acque di fiumi, laghi.
Tenendo conto di tali vincoli, i robot costruiti hanno gli scafi in fibra di carbonio con
la parte inferiore piatta, con una dimensione complessiva di 2.29 m in lunghezza e
1.19 m in larghezza, un peso a vuoto di 25 kg e sono dotati di una ridotta quantita`
di sensori. Queste caratteristiche consentono al robot di avere un pescaggio
massimo pari a 25 cm, allo stesso tempo queste caratteristiche definiscono il tipo
di strumentazione che e` possibile usare per effettuare i campionamenti dell’acqua,
che, essendo limitati alla sola superficie, non prevedono ne´ sonda ne´ argano, ma
solo un sistema di campionamento superficiale accompagnato dai sensori chimici.
Inoltre, il robot possiede i seguenti moduli che sono situati nella parte centrale
dello scafo, che e` equipaggiata di due comparti stagni:
• Supervisore,
• Sistema di localizzazione, che prevede una bussola e il GPS,
• Sistema di rilevamento degli ostacoli, composto da laser e profondimetro,
• Modulo di comunicazione wireless.
Il movimento del robot e` determinato da due eliche a motore, poste nella parte
bassa dello scafo, che possono aiutare il robot a liberarsi dalle alghe, tagliandole.
3.2 Il simulatore della dinamica del robot
Il simulatore della dinamica realizzato da Van Der Wardt (2010) modella il
comportamento fisico del robot in acqua. La sua realizzazione e` stata effettuata
attraverso le seguenti fasi:
1. la creazione del modello della fisica del robot e dell’ambiente marino (ossia
le correnti del mare e i venti) tramite la piattaforma Simulink,
2. la conversione dei modelli in codice C++, per mezzo dello strumento Real
Time Workshop di MATLAB,
3. l’integrazione del codice con un’interfaccia grafica, mostrata in figura 3.5
preposta alla verifica del funzionamento del simulatore.
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Figura 3.5: Interfaccia grafica per il simulatore della dinamica del robot
Il modello della dinamica e` descritto per mezzo di uno schema matematico che
descrive il movimento del robot in acque aperte: esso riceve in input la velocita`
di rotazione delle due eliche del robot e l’angolo del timone, producendo come
risultato la velocita`, la velocita` angolare e l’accelerazione angolare del robot. Il
modello dell’ambiente marino genera i venti e le correnti per mezzo del metodo
della passeggiata aleatoria (random walk).
Il codice sorgente del simulatore si compone di due parti: il lato client e il lato
server. Il lato client legge i dati di input del robot, che sono elaborati dal modello
convertito in C++, e quindi invia i risultati prodotti al lato server, per mezzo di
un socket. Il lato server inizialmente crea l’interfaccia grafica usando le librerie
Qt e aggiorna lo stato e i dati del robot (riportando tali aggiornamenti sulla
visualizzazione dell’interfaccia grafica), ogni volta che li riceve dal client. Inoltre,
il server e` in grado di simulare i sensori laser e sonar del robot.
La simulazione del laser e` gestita per mezzo di un thread separato e si basa
sull’elaborazione dei calcoli per ottenere un array di distanze dagli oggetti. Tale
elaborazione e` cronometrata: se il tempo impiegato dall’elaborazione e` inferiore al
tempo che occorrerebbe al sensore reale, il thread viene sospeso per una quantita`
di tempo pari alla differenza tra il tempo impiegato dal sensore simulato e il tempo
che avrebbe impiegato il sensore reale. Il calcolo delle distanze e` suddivisa in
diversi passaggi: 1) ricava la distanza tra il robot e la linea costiera, considerando
prima le distanze orizzontali; 2) si esamina verticalmente la distanza del punto
precedente (in modo da tener conto dall’ampiezza dell’onda in relazione con la
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posizione attuale del robot), se lungo la traiettoria considerata del raggio laser vi e`
una linea costiera; 3) si considera la distanza tra una barca e il robot, inizialmente
solo in orizzontale; 4) si esamina verticalmente la distanza trattata nel punto
precedente, se e` intercettata una barca mentre si calcolava la distanza descritta al
punto precedente.
La simulazione del sonar si comporta in modo analogo alla simulazione del laser,
con la differenza degli oggetti che questo intercetta. In questo caso il sensore
simulato verifica prima la presenza di terre, seguito dal controllo della presenza di
barche e infine di secche. Inoltre, questa simulazione non tiene conto delle onde in
quanto i movimenti di beccheggio e rollio sono troppo piccoli per influenzare il
comportamento del robot.
Lo sfondo dell’interfaccia e` ricoperto dalla mappa dell’area di lavoro del robot.
Tramite un insieme di controlli forniti dall’interfaccia, e` possibile avviare la
simulazione dell’ambiente, modificando manualmente la direzione e velocita` di
venti e/o correnti del mare e/o l’ampiezza e la lunghezza dell’onda e il periodo del
moto ondoso, ossia il tempo che intercorre tra due onde consecutive. L’interfaccia
grafica permette di definire il percorso da far seguire al robot, secondo due modalita`
differenti: follow-line, ossia il robot deve seguire semplicemente la linea descritta
da due punti inseriti dall’utente (un punto di partenza e uno di arrivo), e waypoint,
in base alla quale il robot deve raggiungere la nuova destinazione inserita, a
partire dalla sua posizione corrente. Un altro controllo posseduto dall’interfaccia
permette di inserire delle imbarcazioni, come ostacoli, nella posizione desiderata
dall’utente o dei fondali bassi; per ciascuna imbarcazione e` possibile impostare
delle caratteristiche differenti, come dimensioni, velocita` e direzione, mentre per
ciascun fondale e` possibile definire solo dimensioni e direzione. Inoltre, ad ogni
istante, l’interfaccia aggiorna e visualizza:
• le proprieta` del robot (riquadro in bianco posto a destra nella figura 3.5),
come angoli della direzione attuale, del beccheggio, del rollio, velocita`, ecc.;
• cio` che il laser e il sonar vedono (riquadri posti rispettivamente in basso a
sinistra e in basso a destra della figura 3.5);
• nel riquadro blu in basso in figura 3.5, l’andamento del moto ondoso rispet-
to alla posizione attuale del robot, secondo le proprieta` precedentemente
impostate per l’ambiente, accompagnato dalla traiettoria tracciata dal laser
per quell’istante (linea rossa).
Il simulatore e` in grado di funzionare secondo due modalita`:
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ibrida che prevede che vengano sfruttati i dati reali provenienti dal robot, affinche´
le componenti hardware e software vengano testate assieme alle interazioni
esistenti tra le parti;
virtuale genera i dati del robot via software, in modo da testare il software che
gira sul robot, il cui errato funzionamento potrebbe danneggiare il robot
stesso.
Quando il simulatore funziona in modalita` ibrida, l’interfaccia grafica permette di
definire la posizione del robot, la destinazione che si intende far raggiungere al
robot e il numero di ostacoli. Dal momento che, in questo caso, il software del
robot e il simulatore si trovano su due macchine differenti, la comunicazione con il
robot avviene tramite il modulo comunicazione wireless via socket TCP. In questa
configurazione, il simulatore puo` lavorare con i dati reali o simulati dei motori e/o
dei sensori di distanza del robot; nel caso in cui fossero simulati, la comunicazione
avverrebbe, nel primo caso per mezzo di un socket TCP, via WiFi, mentre nel
secondo caso via CAN bus.
Diversamente, quando il simulatore funziona in modalita` virtuale, il software
del robot e il simulatore stesso stanno sulla stessa macchina e, in tal caso, le
comunicazioni sono stabilite esclusivamente tramite socket UDS. In base alla
definizione di questa configurazione, i dati dei motori, dei sensori e della dinamica
del robot sono prodotti dal simulatore.
3.3 Simulatore per l’algoritmo
Per testare l’algoritmo realizzato, descritto nel capitolo 2, e` stato sviluppato
un simulatore per l’obstacle avoidance, il quale riceve in input i dati forniti dal
simulatore della dinamica del robot, descritto al paragrafo 3.2, e interfacciandosi
con la libreria di classi realizzate per l’elaborazione dell’algoritmo, produce un
insieme di risultati, di cui i piu` significativi sono mostrati attraverso l’interfaccia
grafica del simulatore per l’obstacle avoidance. In questo modo, l’evoluzione
dell’algoritmo e` mostrata al trascorrere del tempo da diversi punti di vista, infatti
l’interfaccia grafica e` suddivisa in due parti: una parte principale, denominata
VFH Elaboration, che mostra il comportamento del robot istante per istante,
fornendo una panoramica delle informazioni piu` significative, e una parte seconda-
ria, denominata Histogram Visualization, che fornisce una quantita` superiore
di dettagli, nel momento in cui l’algoritmo determina una nuova direzione al fine
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di evitare gli ostacoli.
La visualizzazione di default delle due viste prevede un’organizzazione a tab, in
cui solo un tab alla volta e` visibile. La finestra e` dotata di un menu` (si veda
l’immagine 3.6), tramite il quale e` possibile passare ad una visualizzazione piu`
efficace per la situazione esaminata. Infatti questo menu` consente di affiancare le
viste verticalmente o orizzontalmente, oppure di riportare l’organizzazione delle
viste nella modalita` di default.
Figura 3.6: Interfaccia grafica per il simulatore dell’algoritmo implementato
La vista VFH Elaboration, rappresentata in figura 3.6, e` contenuta nel tab
omonimo; al suo interno vengono mostrati continuamente gli spostamenti del
robot sulla base della traiettoria che l’utente stabilisce tramite il simulatore della
dinamica del robot e degli ostacoli incontrati. Inizialmente presenta il robot,
identificato da un cerchio verde, posto al centro della griglia blu-grigia, vuota,
che costituisce la mappa locale di cui si e` parlato nel paragrafo 2.1, che a sua
volta e` situata al centro della finestra; sia la rappresentazione del robot sia la
rappresentazione della mappa locale tengono conto delle loro dimensioni effettive.
Il simulatore memorizza tutte le posizioni occupate dal robot, e ad ogni refresh
aggiorna la vista dell’interfaccia grafica, in base ai dati ricevuti. Dalla posizione
corrente del robot hanno origine:
• il centro della suddivisione in settori della mappa locale (di cui si e` parlato
nel paragrafo 2.2), il cui ordinamento e` stabilito sulla base di come crescono
gli angoli nel sistema di riferimento considerato per la vista;
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• la direzione dell’obiettivo da raggiungere, linea tratto-punto raffigurata di
colore rosso;
• la direzione calcolata al passo corrente dall’algoritmo, linea tratteggiata di
color blu-viola.
Questa parte dell’interfaccia memorizza anche tutte le posizioni degli ostacoli:
ogni posizione appartenente ad un ostacolo e` rappresentata come un quadratino
giallo con bordo blu, come e` mostrato nella figura 3.6.
Figura 3.7: La vista Histogram Visualization
La vista Histogram Visualization (raffigurata in figura 3.7) mostra l’istogramma
polare relativo alla corrente esecuzione dell’algoritmo. L’istogramma contiene
tante barre quanti sono i settori in cui e` suddivisa la mappa locale, dove ciascuna
barra rappresenta una densita` polare degli ostacoli oppure una densita` polare
smussata degli ostacoli, pertanto l’asse delle ordinate del grafico rappresenta il
valore di “pericolosita`” in termini di numero di ostacoli per settore. Le due
tipologie di barre si distinguono per il colore associato a ciascuna tipologia, dato
che e` possibile visualizzare contemporaneamente entrambi i tipi (nella figura 3.7
le barre di colore ciano sono quelle relative alle densita` polari smussate mentre le
barre si colore blu si riferiscono alle densita` polari non smussate); le barre colorate
in tono di grigio descrivono l’insieme di densita` polari associate a settori che in
quel particolare istante si trovano nel cono d’ombra del laser, ovvero quei settori
per cui il laser non puo` effettuare alcuna lettura. Passando con il mouse su una
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qualsiasi barra dell’istogramma viene visualizzato un riquadro contenente delle
informazioni aggiuntive, quali angolo associato al settore di cui si e` selezionata
la barra e valore numerico della densita` di ostacoli dello specifico settore. L’isto-
gramma mostra anche la soglia soglia Pericolosita` come un rettangolo giallo la cui
dimensione principale e` la larghezza (si ricorda che tutte le barre dell’istogramma
che hanno un’altezza inferiore alla soglia individuano tutti i settori sicuri per
la navigazione del robot), e le direzioni dell’obiettivo e della nuova traiettoria
calcolata dall’algoritmo come dei rettangoli stretti, alti tanto quanto il diagramma,
e di colore rispettivamente blu e viola.
Tutti gli elementi che fanno parte della viste sono dimensio-
nati proporzionalmente al livello di zoom della vista a cui
appartengono. Entrambe le viste dell’interfaccia possiedono
un insieme di controlli, mostrati in un pannello laterale, che
consentono di manipolare l’aspetto della vista.
Nella figura 3.8 e` mostrato l’insieme di controlli che permetto-
no di modificare l’aspetto della vista VFH Elaboration. Sono
forniti i seguenti controlli:
1. zooming, permette di regolare il livello di zoom in modo
da avere o un maggiore dettaglio oppure una vista d’in-
sieme oppure ancora di adattare il contenuto della client
area alla dimensione della porzione di finestra visibile;
2. cambia sistema di riferimento, mostra l’orientamento del
sistema di riferimento adottato dalla vista, permettendo
di passare all’altro sistema di riferimento prestabilito.
Di default, il sistema di riferimento usato e` quello raffi-
gurato nella figura 3.8, che e` discorde rispetto al sistema
usato nel simulatore descritto nel paragrafo 3.2; per que-
sto motivo e` stato introdotta la possibilita` di passare
da un sistema all’altro (e viceversa).
Figura 3.8:
Comandi rela-
tivi alla vista
VFH Elaboration
3. Funzionalita` di editing :
• cambia il colore delle linee della griglia, in modo da rendere piu` visi-
bile in caso di sovrapposizione di una quantita` eccessiva di colori che
potrebbero causare una difficolta` nella lettura;
• rimozione delle posizioni degli ostacoli memorizzati sino a quell’istante.
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4. Mostra/nasconde la griglia, permette di non visualizzare temporaneamente
la mappa locale;
5. mostra/nasconde i settori, permette di non visualizzare temporaneamente
la suddivisione in settori della mappa locale.
L’insieme dei controlli forniti per la vista Histogram Visualization comprende
esclusivamente i controlli per modificare il livello di zoom (in modo analogo a quelli
forniti per la vista VFH Elaboration) e una terna di radio button per scegliere la
tipologia di dati da mostrare. Quest’ultimo controllo puo` mostrare solo densita`
polari, solo densita` polari smussate oppure entrambe, portando in primo piano
la barra con altezza inferiore, cos`ı che si possa percepire la differenza tra i valori
delle due barre.
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4.1 Vista d’insieme del sistema
Figura 4.1: Schema di funziona-
mento di massima
La figura 4.1 mostra le componenti che co-
stituiscono il sistema e gli scambi di infor-
mazioni che intercorrono tra di esse. Il mo-
dulo obstacle avoidance si occupa dell’ela-
borazione dell’algoritmo visto al capitolo 2,
il modulo gui vfh e` l’interfaccia grafica del
simulatore per l’ostacle avoidance descritto al
paragrafo 3.3, il modulo modello dell’am-
biente fornisce i dati degli ostacoli e il mo-
dello del robot produce i dati aggiornati
del robot. Il lavoro presentato in questa tesi
copre lo studio e la realizzazione dei moduli
obstacle avoidance e gui vfh, i quali si interfacciano con gli altri moduli cita-
ti, realizzati da altri partecipanti al progetto Hydronet. Il linguaggio adottato
per l’implementazione e` il C++ con ausilio della libreria grafica wxWidgets
(versione 2.8.12), su piattaforma Ubuntu Linux versione 10.04.
Poiche´ il modulo gui vfh deve essere costantemente al corrente di posizione e
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direzione del robot, la comunicazione con il modulo modello del robot e` affidata al
modulo gui vfh, mentre la visualizzazione delle posizioni aggiornate degli ostacoli
e` superflua quando gli ostacoli non sono nel “campo visivo” del robot, pertanto
il modulo modello dell’ambiente interagisce direttamente con il modulo obstacle
avoidance.
L’interazione tra il modulo modello del robot e il modulo gui vfh si basa su una
comunicazione di tipo client/server, in cui il modulo gui vfh si comporta come un
server, e lo scambio dei messaggi avviene per mezzo di socket TCP. Il modulo gui
vfh riceve le richieste del client ogni 50 msec (le quali contengono le informazioni
aggiornate del robot), di conseguenza il server deve prelevare tutti i messaggi
provenienti dal client, in modo da non saturare il buffer.
Il modulo gui vfh si occupa anche della temporizzazione dell’esecuzione dell’algo-
ritmo, richiamando le opportune funzioni del modulo obstacle avoidance, nel caso
in cui i dati ricevuti del robot fossero validi e percio` adatti ad esser inviati all’altro
per iniziare l’elaborazione. Per far cio` utilizza un timer che scatta ogni 50 msec.
Per poter procedere con l’intera elaborazione, il modulo obstacle avoidance deve
avere a disposizione anche i dati degli ostacoli. Le comunicazioni tra il modulo
obstacle avoidance e il modulo modello dell’ambiente, anche in questo caso, si
basano sul modello di interazione client/server, ma, a differenza dell’interazione
che coinvolge la coppia modello del robot-gui vfh, sfruttano dei socket UDS. Il
modulo di obstacle avoidance si comporta come client nei confronti del modello
dell’ambiente, pertanto l’elaborazione rimane bloccata in attesa delle risposte del
server, alle richieste del modulo, fintantoche´ quest’ultimo non invia delle risposte
(che devono essere prive di errori per consentire la prosecuzione dell’elaborazione).
Il procedimento per ottenere i dati veri e propri del laser, prevede la seguente
fase di scambio messaggi (dove i passaggi dal 1 al 4 sono effettuati solo all’atto
dell’inizializzazione):
1. il modulo obstacle avoidance richiede se il laser e` pronto a dialogare
2. il modulo modello dell’ambiente rende un messaggio indicante lo stato del
laser
3. nel caso in cui il laser sia pronto, il modulo obstacle avoidance richiede i
parametri del laser
4. il modulo modello dell’ambiente rende i parametri correnti del laser
5. il modulo obstacle avoidance richiede i dati del laser
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6. il modulo modello dell’ambiente comunica i dati richiesti.
Se il modulo obstacle avoidance ottiene delle posizioni degli ostacoli nel suo campo
visivo, allora procede con l’invio dei dati al modulo gui vfh per mantenere sempre
aggiornata l’interfaccia e instaura una comunicazione di tipo client/server con il
modulo modello del robot con scambio di messaggi per mezzo di socket TCP. Nel-
l’interazione con il modulo modello del robot, il modulo obstacle avoidance funge da
client e inizialmente notifica al partner l’inizio di una sessione di obstacle avoidance.
Al termine di ogni iterazione dell’algoritmo, il modulo obstacle avoidance invia
un messaggio contenente i valori aggiornati di direzione e velocita`, e solo quando
non percepisce piu` ostacoli nel proprio campo visivo comunica la conclusione della
sessione di obstacle avoidance al partner.
4.1.1 Formato dei messaggi
I messaggi che coinvolgono il modulo modello del robot sono rappresentati come
stringhe i cui campi sono separati da uno spazio. I messaggi che vanno dal modello
del robot al gui vfh riguardano le informazioni provenienti dai motori del robot; tali
messaggi sono identificati dall’header “robotData” e sono costituiti dai seguenti
campi:
1. angolo che esprime la direzione attuale della prua rispetto al nord
2. velocita` angolare nella direzione attuale della prua
3. angolo di rollio
4. angolo di beccheggio
5. posizione attuale in x
6. posizione attuale in y
7. velocita` corrente lungo la componente x
8. velocita` corrente lungo la componente y
9. velocita` corrente u
10. velocita` corrente v
11. velocita` di crociera corrente
12. direzione della prua desiderata
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13. velocita` angolare desiderata lungo la direzione della prua.
Di questi campi, solo quelli etichettati come 1), 3), 4), 5), 6) e 11) sono necessari
all’elaborazione dell’algoritmo e alla sua visualizzazione.
I messaggi inviati dal modulo obstacle avoidance al modulo modello del robot
hanno lo scopo di avvisare il robot di un cambiamento di velocita` e/o direzione.
Essi sono di 3 tipi, come si e` detto nel paragrafo 4.1, e sono cos`ı descritti:
• il messaggio che segnala l’inizio dell’elaborazione per evitare gli ostacoli, e`
caratterizzato dal solo header “startOA”
• il messaggio che comunica i dati calcolati dall’algoritmo e` identificato dalla
stringa “cmdOA” e contiene i seguenti campi:
– direzione di prua desiderata
– velocita` angolare lungo la direzione della prua
– velocita` desiderata
• il messaggio che segnala la fine dell’elaborazione per evitare gli ostacoli e` un
messaggio composto dal solo header “stopOA”.
I messaggi che il modulo obstacle avoidance scambia con il modulo modello
dell’ambiente riguardano i dati del laser; essi hanno la seguente forma:
• il messaggio per richiedere l’inizio del dialogo e` composto solo dal valore 0;
• il messaggio che comunica qual e` lo stato del laser puo` contenere una delle
due stringhe “READY” o “NOT READY”;
• il messaggio per la richiesta dei parametri del laser e` formato dal valore 3;
• il messaggio con cui si comunicano i parametri del laser contiene la seguente
struttura inizializzata con i valori correnti del laser
typedef struct {
int num_laser_data;
float angle_res;
int countMax;
int countMin;
float laser_min_angle;
float laser_max_angle;
int count_zero;
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float max_range;
float range_res;
float scanning_frequency;
} Laser_Params;
• il messaggio con cui si domandano i dati del laser contiene il valore 1
• il messaggio che fornisce i dati, e` composto da un array di num laser data
interi.
4.1.2 Sistemi di riferimento
I moduli modello dell’ambiente, modello del robot e obstacle avoidance sono dotati
ciascuno di un sistema di riferimento proprio:
• il modello dell’ambiente e` caratterizzato da un sistema di riferimento in cui
gli 0 radianti sono posizionati a nord, i pi/2 stanno a ovest mentre ad est si
trovano i −pi/2 radianti, quindi l’asse orizzontale e` associato alle ordinate,
che crescono verso ovest e l’asse verticale e` associato alle ascisse che crescono
verso nord;
• il modello del robot e` caratterizzato da un sistema di riferimento in cui la x
cresce verso nord e la y cresce verso est, pertanto gli 0 radianti si trovano a
nord e crescono in senso orario;
• l’obstacle avoidance ha un sistema di riferimento in cui l’asse delle ascisse
e` orizzontale e cresce verso est e l’asse delle ordinate e` verticale con y che
cresce verso nord, mentre, per quanto riguarda gli angoli, gli 0 radianti si
trovano ad est, e crescono in senso antiorario.
Di conseguenza, il modulo obstacle avoidance tiene conto delle differenze dei
vari sistemi (ad esempio nell’equazione 2.1) e le uniforma al proprio sistema di
riferimento. Il modulo gui vfh possiede lo stesso sistema di riferimento di quello
di obstacle avoidance.
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4.2 Organizzazione
Nella figura 4.2 si mostra, mediante un diagramma di classe, la composizione dei
moduli obstacle avoidance, rappresentato dalle classi di colore tenue, e gui vfh,
rappresentate in viola scuro.
Figura 4.2: Diagramma delle classi
4.2.1 Modulo obstacle avoidance
Le classi Point , Size e Vector sono le classi che stanno alla base di tutte le
altre: esse definiscono rispettivamente un punto, una dimensione e un vettore dal
punto di vista geometrico all’interno dello spazio bidimensionale.
La classe Data rappresenta i dati provenienti dal laser, infatti ad essa e` delegato il
compito di interfacciamento con il simulatore dell’ambiente. All’interno di questa
classe si trovano sia i dati grezzi provenienti dal laser, sia le posizioni degli ostacoli
intercettati dal laser (espresse nel sistema di riferimento del sensore).
La classe Robot memorizza e manipola le informazioni relative al robot.
La classe Environment contiene quelle informazioni proprie dell’ambiente, quali:
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• la finestra attiva che e` descritta per mezzo di un’istanza di Rectangle,
posizionata in modo tale che il suo centro coincida con la posizione del
robot;
• la dimensione delle celle che compongono le mappe;
• le mappe locale e globale che sono rappresentate per mezzo di un contenitore
associativo dinamico, dove la chiave (di tipo Point) e` la posizione della cella
e il valore e` un intero maggiore o uguale a 0, indicante se la specifica cella e`
libera o meno.
Per quanto riguarda le posizioni delle celle che si memorizzano come chiavi della
mappa locale, si tiene conto della posizione in alto a sinistra, mentre per la mappa
globale si memorizzano le posizioni in basso a sinistra della cella.
La classe Sector manipola i dati relativi ad un settore dell’istogramma polare,
infatti e` dotato di un vettore dinamico di Point per tener traccia dell’insieme di
celle della mappa che compongono uno specifico settore.
La classe VFH si occupa di gestire l’algoritmo, percio` necessita di un’istanza di
Environment e un’istanza di Robot. I settori sono organizzati come un vettore
dinamico di elementi di tipo Sector, ordinati per posizione del settore, mentre le
valli candidate sono memorizzate per mezzo di un contenitore dinamico associativo,
la cui chiave e` data dall’angolo associato al settore che costituisce l’estremo inferiore
della valle, mentre il valore contiene il numero di settori adiacenti che compongono
la valle.
4.2.2 Modulo gui vfh
La classe GUI si occupa dell’organizzazione delle finestre che compongono l’in-
terfaccia grafica nel suo complesso. Infatti, possiede un’istanza per ciascuna delle
viste del simulatore per l’obstacle avoidance descritte nel paragrafo 3.3, un’istanza
per il pannello dei controlli che manipolano la vista, e un menu` che consente di
riorganizzare la visualizzazione delle viste. L’organizzazione in tab delle viste e`
realizzata per mezzo della classe wxAuiNotebook , dove ogni vista e` contenuta in
un tab, mentre la visualizzazione della struttura a tab affiancata al pannello di
controllo e` affidata alla classe wxAuiManager .
La classe CtrlWindow rappresenta il contenitore per i controlli forniti per le
due viste, pertanto contiene l’insieme dei controlli necessari per interagire con
ciascuna vista. I controlli che di volta in volta vengono visualizzati, sono scelti
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sulla base di quale vista possiede il focus.
La classe MyCanvas si occupa di gestire la vista VFH Elaboration. Dato che,
come si e` detto in precedenza, tale vista si interfaccia con la libreria di classi
realizzate, ovvero con il modulo obstacle avoidance, questa classe memorizza al suo
interno le istanze di Environment, Robot e VFH. Inoltre, stabilisce un collegamento
con il simulatore delle dinamica del robot, per mezzo di una variabile di tipo
ServerTCP. Per tener traccia delle posizioni del robot durante tutta la simulazione,
la classe necessita di un vettore dinamico di wxPoint, cos`ı come e` necessario un
vettore dinamico di wxPoint per memorizzare le posizioni degli ostacoli rilevati.
La direzione dell’obiettivo per il robot e la nuova direzione calcolata dall’algoritmo,
sono invece memorizzate come delle istanze di Vector (una per ciascuna direzione).
Inoltre, questa classe si occupa di inviare alla classe MyHistogram, tramite un
socket UDS, i dati necessari alla visualizzazione di quest’ultima solo quando sono
espressamente richiesti. La connessione esistente tra MyCanvas e MyHistogram e`
di tipo client-server, in cui la prima e` il server.
La classe Bar rappresenta graficamente il concetto di rettangolo, fornendo la
possibilita` di mostrare delle informazioni aggiuntive quando il mouse si muove su
un oggetto di questo tipo.
La classe MyHistogram provvede alla gestione della vista Histogram Visualization,
quindi mantiene un vettore dinamico di tipo Bar per la rappresentazione delle barre
dell’istogramma polare, un’istanza di Bar per la direzione dell’obiettivo, una per la
nuova direzione calcolata ed una, infine, per la soglia soglia Pericolosita`. Come det-
to in precedenza, la classe richiede i dati aggiornati alla classe MyCanvas per mezzo
di un socket UDS, nel quale vengono trasmessi dati del tipo Gui Data Exchange.
La struttura Gui Data Exchange e` la struttura usata esclusivamente per sta-
bilire una comunicazione tra le due viste del simulatore. Essa e` composta da un
primo vettore dinamico di double per rappresentare le densita` polari degli ostacoli
di ciascun settore, un secondo vettore dinamico di double per memorizzare le
densita` polari smussate di ciascun settore e cinque double: uno per la soglia so-
glia Pericolosita`, uno per la direzione calcolata dall’algoritmo, uno per la direzione
dell’obiettivo, uno per l’angolo minimo della zona d’ombra del settore e uno per
l’angolo massimo della zona d’ombra del settore.
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4.3 Flusso dei dati
La classe MyCanvas da` il via all’esecuzione dell’algoritmo. Dopo aver inizia-
lizzato tutti i propri campi, comprese le variabili di istanza relative alle classi
VFH, Environment e Robot, crea un thread per la navigazione, navigationThread,
associandogli il metodo ReceiveDataOfNavigation (come e` mostrato nel listato
4.1) e un thread per la comunicazione con la classe MyHistogram, guiThread,
associandogli il metodo WaitRequests.
pthread_create (& navigationThread , NULL ,
MyCanvas :: ReceiveDataOfNavigation , this);
Codice 4.1: Creazione del thread di navigazione
Per mezzo del metodo ReceiveDataOfNavigation, la classe MyCanvas stabilisce la
connessione con il client TCP (instaurando il collegamento, descritto nel paragrafo
4.1, tra il modulo gui vfh e il modello del robot) e rimane costantemente in
ascolto del socket TCP. Poiche´ il thread navigationThread deve agire su alcune
variabili in maniera concorrente rispetto ad altri metodi, e` necessario introdurre
un meccanismo di mutua esclusione.
Per poter ascoltare tutte le richieste del client, il metodo ReceiveDataOfNavigation
contiene un ciclo infinito all’interno del quale esegue sequenzialmente le seguenti
operazioni:
• ricezione dei dati dal socket;
• recupero dei dati del laser richiamando la funzione RetrieveLaserData di
VFH, all’interno di una sezione critica;
• ricostruzione delle informazioni ottenute dal socket TCP e controllo della
loro validita` (vale a dire che sia la velocita` di crociera sia l’angolo della
direzione della prua devono essere diversi da -10, valore che indica che il
robot si trova in stato di idle).
• Se il controllo ha esito positivo, all’interno di una sezione critica, aggiorna
i valori corrispondenti delle istanze di Environment e Robot, richiamando
per ciascuna il metodo UpdateDataFromNavigationInfo, e verifica che possa
essere eseguita una nuova iterazione dell’algoritmo.
Si puo` eseguire una nuova iterazione dell’algoritmo solo se e` stato rilevato almeno
un ostacolo nel campo visivo del laser e non e` in corso nessun’altra iterazione,
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in modo da non corrompere nessuna informazione necessaria all’elaborazione;
quindi se sussistono tali condizioni la variabile booleana isOnGoingElaboration e`
impostata a true.
Il metodo WaitRequests inizialmente crea il socket UDS graphicServer, attraverso il
quale avviene lo scambio di messaggi tra la classe MyCanvas e la classe MyHistogram,
poi all’interno di un ciclo infinito rimane in ascolto del socket e verifica se il
messaggio che ha ricevuto e` il messaggio di richiesta dei dati, proveniente dal
client MyHistogram. Di conseguenza, se il messaggio e` quello atteso, il metodo
imposta una variabile requestDataReceived a true, per tener traccia della richiesta
del partner.
Parallelamente, ma con frequenza stabilita dal timer associato alla classe MyCanvas,
il metodo DoSimulation, event handler del timer considerato, si occupa di aggior-
nare le informazioni utili alla visualizzazione (quali posizione del robot, direzione
dell’obiettivo e posizione della mappa locale), lanciare una nuova iterazione dell’al-
goritmo, nel caso in cui la variabile isOnGoingElaboration valga true, e aggiornare
la mappa globale dell’ambiente, richiamando il metodo AttenuateGlobalMap della
classe Environment.
L’elaborazione di un’iterazione dell’algoritmo consiste del seguente frammento di
codice:
1 obstacles = algorithm ->StartElaboration(smoothLevel);
2 this ->AddObstacles(obstacles);
3 algorithm ->ChooseDirection (&obstacles , &newDir , newSpeed);
4 pthread_mutex_lock (& mutexForEnv);
5 hydronet.UpdatePositionDirection (*newSpeed , newDir , SLICE);
6 env = algorithm ->GetCurrentEnv ();
7 if (requestDataReceived) {
8 GetSimulationBlockData (& currentData.podValues ,
9 &currentData.smoothedPodValues , currentData.threshold ,
10 currentData.choosenDir , currentData.targetDir ,
11 currentData.minIgnoreAngle , currentData.maxIgnoreAngle);
12 int resp = this ->graphicServer ->sendByte ((void *)&
currentData , sizeof(Gui_Data_Exchange));
13 currentData.podValues.clear ();
14 currentData.smoothedPodValues.clear ();
15 requestDataReceived = false;
16 }
17 pthread_mutex_unlock (& mutexForEnv);
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18 this ->isOnGoingElaboration = false;
Codice 4.2: Iterazione dell’algoritmo
Quindi, come si puo` vedere nella riga (1), le informazioni relative al posiziona-
mento degli ostacoli sono comunicate dalla classe VFH direttamente alla classe
MyCanvas (stabilendo il collegamento descritto nel paragrafo 4.1 tra i moduli
obstacle avoidance e gui vfh), dopo aver effettuato una prima parte dell’elabora-
zione, e sono aggiunte alle posizioni dei precedenti ostacoli per mezzo del metodo
AddObstacles. Al termine dell’iterazione dell’algoritmo, si aggiornano, all’interno
di una sezione critica, sia le informazioni relative alla posizione e alla direzione del
robot, per mezzo del metodo UpdatePositionDirection, sia le informazioni relative
all’ambiente (righe (5)-(6)). Allo stesso tempo, dentro alla sezione critica si verifica
se in precedenza era stata segnalata la richiesta di dati aggiornati da parte della
classe MyHistogram, controllando il valore della variabile requestDataReceived. Nel
caso in cui la condizione risulti vera, si prepara l’insieme di dati necessari all’altra
classe, per mezzo del metodo GetSimulationBlockData, si riempie la struttura
currentData di tipo Gui Data Exchange, che e` inviata alla classe partner trami-
te il socket graphicServer, quindi sia la struttura currentData sia la variabile
requestDataReceived sono reinizializzate.
VFH Il metodo RetrieveLaserData, richiamato dal metodo ReceiveDataOfNavigation
descritto in precedenza, accetta un parametro booleano updateObstacles che co-
munica all’istanza corrente della classe se e` necessario aggiornare le posizioni degli
ostacoli: si e` fatto cio` per tener invariati gli ostacoli all’interno di una stessa itera-
zione dell’algoritmo. Tale parametro e` passato a sua volta al metodo AcquireData
della classe Data, a cui spetta effettivamente il compito di acquisire i dati degli
ostacoli e rendere un booleano che indichi se e` stato individuato un ostacolo nel-
l’intorno di 15m. Poiche´ le posizioni degli ostacoli sono dipendenti dalla posizione
attuale del robot, cos`ı come le informazioni dell’ambiente, si usa il parametro
updateObstacles per stabilire se aggiornare anche le istanze di Environment e
Robot della classe VFH ai valori correnti delle variabili corrispondenti della classe
MyCanvas, anch’esse passate come parametri al metodo esaminato.
Un altro compito affidato a tale metodo e` la segnalazione del termine di una
sessione di obstacle avoidance: questo ha luogo quando nessun ostacolo e` stato
rilevato, e` ancora in corso una sessione di obstacle avoidance ma non e` ancora
iniziata una nuova iterazione. Questa comunicazione rappresenta l’interazione,
descritta nel paragrafo 4.1, tra i moduli obstacle avoidance e modello del robot.
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Il metodo StartElaboration, come prima operazione, comunica al modulo modello
del robot, via socket TCP, l’inizio di una sessione di obstacle avoidance nel
caso in cui non fosse attiva alcuna sessione di obstacle avoidance ma fosse stato
rilevato almeno un ostacolo. Dal momento che tale metodo e` richiamato quando
si e` certi che il robot si trova in una situazione di potenziale pericolo, al suo
interno e` invocato il metodo UpdateMap per posizionare correttamente gli ostacoli
all’interno delle mappe, i quali poi sono resi al metodo chiamante (DoSimulation).
Una volta che si e` popolata la mappa locale, si puo` procedere con il calcolo delle
densita` polari degli ostacoli, che e` effettuato dal metodo CalculateObstacleDensity
che accetta come parametro il livello di smussamento dell’istogramma liv.
Il metodo UpdateMap decide la risoluzione dell’istogramma polare, ovvero il
numero di settori che compongono l’istogramma polare di cui si e` parlato nel
paragrafo 2.2.
Quando un nuovo oggetto della classe VFH viene creato, possiede un valore
iniziale per il numero di settori (che e` passato come parametro al costruttore):
sia initialNumbOfSectors tale valore. Per poter gestire al meglio l’influenza dei
fattori ambientali sulla visibilita` di un ostacolo, da parte del robot, si e` deciso di
introdurre un’ulteriore soglia SAFETY DISTANCE che definisse il valore minimo
di sicurezza al di sotto del quale e` opportuno avere una migliore definizione degli
ostacoli percepiti dal laser. Con il termine “migliore definizione“ si intende che
per ciascun settore si ha una maggiore accuratezza nel calcolo della densita` polare
degli ostacoli, data dalla distribuzione delle celle della mappa locale. Quindi, per
far cio`, si fa variare in modo adattivo il numero di settori che compongono il
diagramma polare, in relazione al valore minimo della distanza che separa un
ostacolo dal robot, come mostrato nel seguente codice
if (! isSafeDistance) {
nSectors = initialNumbOfSectors / 2;
} else {
nSectors = initialNumbOfSectors;
}
this ->sectorAngle = 2 * M_PI / this ->nSectors;
Codice 4.3: Calcolo risoluzione dell’istogramma polare
Nel codice 4.3 con isSafeDistance si indica che non esiste nessun ostacolo posto
ad una distanza pari o inferiore della soglia SAFETY DISTANCE, mentre con
sectorAngle si definisce l’ampiezza del settore, che nel paragrafo 2.2 e` stata indicata
come β.
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Dopo aver stabilito la risoluzione dell’istogramma polare, si inizializzano tutti i
settori per mezzo del metodo InitializeSectors e si recupera la lista delle posizioni
degli ostacoli, le quali vengono memorizzate in readValues. Il codice seguente (4.4)
mostra in che modo ogni posizione associata ad un ostacolo viene elaborata:
1 for(vector <Point >:: iterator it = readValues.begin(); it !=
readValues.end(); it++) {
2 // trasla i punti relativamente alla posizione del robot
all’interno della mappa
3 Point3D currentObstacle =
4 currentRob.TransformIntoEarthCoord (*it);
5 relativeValues.push_back(currentObstacle);
6 // Ricalcola le coordinate del punto in base alla
dimensione della cella
7 long int x = int(( currentObstacle.GetX() -
8 minPointActiveWindow.GetX()) /
9 localEnvironment.GetCellSize ().GetWidth ()) *
10 localEnvironment.GetCellSize ().GetWidth () +
11 minPointActiveWindow.GetX();
12 long int y = int(( currentObstacle.GetY() -
13 minPointActiveWindow.GetY()) /
14 localEnvironment.GetCellSize ().GetHeight ()) *
15 localEnvironment.GetCellSize ().GetHeight () +
16 minPointActiveWindow.GetY();
17 if (x >= minPointActiveWindow.GetX() &&
18 x < maxPointActiveWindow.GetX() &&
19 y >= minPointActiveWindow.GetY() &&
20 y < maxPointActiveWindow.GetY() &&
21 currentObstacle.GetZ() >= 0 &&
22 currentObstacle.GetZ() <= 2000) {
23 // Riporta sulla mappa gli ostacoli rilevati
24 Point positionOfCellOrigin = Point(x,y);
25 localMap[positionOfCellOrigin] += 1;
26 positionsOfBlockedCells.insert(positionOfCellOrigin
);
27 }
28 }
Codice 4.4: Posizionamento ostacoli sulla mappa locale
Quindi, per ciascuna posizione individuata si applicano le trasformazioni viste nelle
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equazioni 2.2–2.4 (riga (4) del listato 4.4), il cui risultato (espresso in coordinate
della terra) e` aggiunto alla lista di ostacoli da rendere al metodo chiamante
DoSimulation. Per ogni posizione trasformata, currentObstacle, si determinano
le coordinate della cella di appartenenza della mappa locale e si verifica che le
coordinate della cella di appartenenza risultino all’interno della finestra attiva e
che la quota della posizione currentObstacle sia compresa nella zona sensibile del
robot: in caso di condizione soddisfatta la posizione currentObstacle e` aggiunta
sia alla mappa locale sia alla lista delle celle occupate (riga (26)). A questo
punto sia la mappa locale sia la lista delle celle occupate sono passate al metodo
SetOccupancyGrid della classe Environment per effettuare la fusione tra la mappa
locale e la mappa globale.
Il metodo CalculateObstacleDensity si occupa del calcolo della densita` polare
degli ostacoli per ogni settore e della successiva applicazione del filtro per smus-
sare ciascun valore. Per il calcolo della densita` polare degli ostacoli dei settori,
ad ogni settore e` affidato il compito di determinare il contributo apportato
da ciascuna cella, appartenente al settore in questione, per mezzo del metodo
CalculateObstacleDensity della classe Sector. Nella classe Sector, durante l’elabo-
razione della densita` di ostacoli relativa ad ogni cella di un settore, e` inserito
il concetto di ingombro del robot, infatti la variabile dist sicurezza, contenuta
nell’equazione 2.7 necessaria al calcolo, corrisponde a due volte la larghezza del
robot. Al termine dell’elaborazione delle densita` polari degli ostacoli dei settori,
si ricavano i valori della densita` polare smussata degli stessi applicando il filtro di
smussamento descritto nel paragrafo 2.2.
Si e` deciso di definire la soglia soglia Pericolosita` in modo che fosse dipendente
dalla situazione istantanea in cui il robot era immerso, pertanto si e` determi-
nato il valore maggiore tra le densita` polari smussate dei settori e si e` fissata
la soglia Pericolosita`, che nel codice e` denominata con threshold, pari al valore
risultante dal prodotto della maggiore densita` polare smussata per la costante
0.25. La costante 0.25 e` stata scelta, in base alle prove condotte, come migliore
opzione per la determinazione delle valli candidate.
Il metodo ChooseDirection, che e` stato invocato dal metodo DoSimulation, si
dedica alla creazione delle valli candidate e alla conseguente scelta della direzione
di marcia. Come descritto nel paragrafo 2.3, il processo di individuazione delle
valli candidate va di pari passo con la determinazione dei bordi delle valli, piu`
vicino e piu` lontano alla direzione obiettivo.
L’analisi dei settori e` effettuata sequenzialmente a partire dal primo sino all’ultimo
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e prende in considerazione tutti quei settori la cui densita` polare smussata degli
ostacoli e` inferiore al valore di threshold. Durante tale processo, si possono
verificare le seguenti situazioni:
1. il settore esaminato costituisce il primo settore per una valle, di conseguenza
si deve aggiungere un nuovo elemento nella lista delle valli, avente come
identificativo l’angolo del settore in questione e con un numero di settori
adiacenti pari a 1. Se il settore considerato non fa parte della prima valle, si
controlla se la distanza che separa il bordo superiore della precedente valle
dalla direzione obiettivo e` inferiore alla minima distanza finora registrata
(riga (4) del codice 4.5); in caso di condizione soddisfatta si aggiornano
i valori del bordo piu` vicino alla direzione obiettivo, della valle ad esso
associata e il valore della minima distanza. Si effettua lo stesso controllo
per il bordo inferiore della valle corrente, riga (10) del codice 4.5, seguito
eventualmente dai relativi aggiornamenti.
1 if (currSector > 0 && lastSector >= 0) {
2 double maxBorderOfLastValley = lastSector +
sectorAngle * listOfValleys[lastSector ];
3 double prevRelativePos = CalculateDistance(
maxBorderOfLastValley , uniformeAngleOfT);
4 if (prevRelativePos < minDistanceFromTarget) {
5 minDistanceFromTarget = prevRelativePos;
6 angleOfValleyWithMinDistance = lastSector;
7 nearAngleOfValleyWithMinDistance =
maxBorderOfLastValley;
8 }
9 }
10 if ( relativePos < minDistanceFromTarget) {
11 angleOfValleyWithMinDistance = currSector;
12 nearAngleOfValleyWithMinDistance = currSector;
13 minDistanceFromTarget = relativePos;
14 }
Codice 4.5: Aggiornamento del bordo piu` vicino alla direzione obiettivo
2. Il settore esaminato e` adiacente al settore analizzato al passo precedente
ma non e` il primo settore per una valle, quindi si incrementa solamente il
numero dei settori adiacenti.
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3. Il settore esaminato e` l’ultimo della lista, pertanto si controlla se l’iden-
tificativo della prima valle (che nel listato 4.6 e` indicato con firstChoice)
corrisponde a 0 radianti: nel caso in cui tale condizione fosse soddisfatta si
riuniscono le due valli in una unica, il cui identificativo e` l’identificativo del-
l’ultima valle memorizzata e il numero di settori e` pari alla somma dei settori
adiacenti di entrambe le valli. Inoltre, l’accorpamento delle valli comporta
una variazione dei riferimenti del bordo piu` vicino alla direzione obiettivo,
se questo era associato alla prima valle. In tal caso, si deve modificare la
valle associata al bordo piu` vicino (riga (10)), stabilire qual e` la distanza
minore tra la distanza (minRelativePos) che separa l’estremo inferiore dalla
direzione obiettivo e la distanza (maxRelativePos) intercorrente tra l’estremo
superiore e la direzione obiettivo (righe (14)–(20) del codice 4.6), per poi
procedere con l’aggiornamento del valore del bordo vicino.
1 if (firstChoice == 0 &&
2 (currSector == angleOfLastSector) &&
3 listOfValleys.size() >= 1) {
4 // compattamento delle due valli adiacenti
5 this ->listOfValleys[lastSector] +=
6 this ->listOfValleys[firstChoice ];
7 this ->listOfValleys.erase(firstChoice);
8 if (angleOfValleyWithMinDistance == firstChoice)
{
9 // ricerca del nuovo bordo piu’ vicino alla
direzione obiettivo
10 angleOfValleyWithMinDistance = lastSector;
11 double maxAngleForValley = fmod(lastSector +
sectorAngle * listOfValleys[lastSector], 2
* M_PI);
12 double minRelativePos = CalculateDistance(
lastSector , uniformeAngleOfT);
13 double maxRelativePos = CalculateDistance(
maxAngleForValley , uniformeAngleOfT);
14 if (maxRelativePos < minRelativePos) {
15 minDistanceFromTarget = maxRelativePos;
16 nearAngleOfValleyWithMinDistance =
maxAngleForValley;
17 } else {
18 minDistanceFromTarget = minRelativePos;
19 nearAngleOfValleyWithMinDistance =
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lastSector;
20 }
21 }
22 }
Codice 4.6: Fusione dell’ultima con la prima valle, se adiacenti
Ovviamente, prima di qualsiasi unificazione, questo settore contribuisce
all’insieme delle valli candidate allo stesso modo di qualsiasi altro settore,
cos`ı come descritto nei due punti precedenti.
Al termine di questa procedura si possono avere o meno valli candidate. Di
conseguenza, se non esiste alcuna valle candidata, la nuova direzione di marcia e`
uguale alla direzione di marcia attuale, la velocita` e` imposta a 0 e si inviano i dati
al modulo modello del robot, richiamando il metodo SendResult. Diversamente,
si controlla se la direzione dell’obiettivo e` compresa all’interno di una delle valli
candidate: si verifica che i settori da lowerBoundTarget a upperBoundTarget
abbiano dei valori della densita` polare degli ostacoli nulli (come mostrato nel
listato 4.7), quindi se per tutti i settori di tale intervallo vale questa condizione,
la nuova direzione di marcia corrisponde alla direzione obiettivo e il valore della
velocita` e` determinato dal metodo ControlSpeed.
1 // verifica se la direzione obiettivo trova a sinistra e
2 // a destra maxConsSect /2 settori liberi , e nel caso
3 // prende la direzione obiettivo come direzione scelta
4 int numSectForTargetDir = uniformeAngleOfT / sectorAngle;
5 bool isFree = true;
6 int lowerBoundTarget = (numSectForTargetDir - maxConsSect /
2);
7 if (lowerBoundTarget < 0)
8 lowerBoundTarget += sectors.size();
9 int upperBoundTarget = lowerBoundTarget + maxConsSect;
10 for (int i = lowerBoundTarget; i < upperBoundTarget &&
isFree; i++) {
11 int index = i % sectors.size();
12 if (sectors[index]->GetObstacleDensity () > 0)
13 isFree &= false;
14 }
15 if (isFree) {
16 ControlSpeed(numSectOfCurrentTravelDir , uniformeAngleOfT
, choosenDirection , calculatedSpeed);
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17 return;
18 }
Codice 4.7: Verifica la percorribilita` della direzione obiettivo
Altrimenti, se attorno alla direzione dell’obiettivo esiste anche un minimo pericolo,
si procede con la determinazione della nuova direzione di marcia sulla base della
dimensione della valle che contiene il bordo piu` vicino alla direzione obiettivo,
che prende il nome di nearBorder, preoccupandosi di recuperare prima il valore
del bordo piu` lontano farBorder. In base a quanto detto gia` nel paragrafo 2.3,
la nuova direzione di marcia, indicata come selectedSector, e` ottenuta nel modo
illustrato nel listato 4.8
1 if ( numSectOfValley > maxConsSect ) { //valle ampia
2 if (nearBorder < farBorder &&
3 nearBorderIsLowerBorder) {
4 selectedSector = ( nearBorder + maxConsSect / 2.0
* sectorAngle);
5 } else {
6 selectedSector = ( 2 * nearBorder - maxConsSect *
sectorAngle) / 2.0;
7 if (selectedSector < 0)
8 selectedSector = 2 * M_PI + selectedSector;
9 }
10 } else { //valle stretta
11 nearBorder = fmod(nearBorder , 2 * M_PI);
12 farBorder = fmod (farBorder , 2 * M_PI);
13 if (nearBorderIsLowerBorder)
14 selectedSector = nearBorder + numSectOfValley / 2.0
* sectorAngle;
15 else
16 selectedSector = farBorder + numSectOfValley / 2.0
* sectorAngle;
17 }
18 selectedSector = fmod(selectedSector , 2 * M_PI);
Codice 4.8: Determinazione della direzione all’interno di una valle
La variabile nearBorderIsLowerBorder indica se il bordo piu` vicino alla direzione
obiettivo corrisponde all’estremo inferiore di una valle. Poiche´, per come sono
rappresentati internamente i settori, puo` capitare che uno o entrambi i bordi
59
4. Implementazione
nearBorder e farBorder abbiano un angolo maggiore di 2pi, si e` introdotta l’opera-
zione di modulo della riga (20) affinche´ la direzione scelta fosse espressa in termini
di un angolo giro e avesse una rappresentazione uniforme rispetto ai settori (e` per
questo motivo che e` stato inserito anche il controllo di riga (7) per rendere gli
angoli positivi). Anche in questo caso, cos`ı come nel caso precedente, una volta
stabilita la nuova direzione di marcia si determina la nuova velocita` per mezzo del
metodo ControlSpeed.
Il metodo ControlSpeed calcola la velocita` del robot. Per poter procedere, si deve
recuperare il valore della densita` polare smussata degli ostacoli relativa alla nuova
direzione di marcia precedentemente ricavata, passata al metodo come parametro.
Quindi, se tale valore e la soglia threshold sono diversi da 0 e` necessario ridurre la
velocita` massima come indicato nel listato 4.9 nelle righe (5)–(6), diversamente la
velocita` rimane ancora pari alla velocita` massima.
1 double spodOfCurrentDirection = this ->sectors[
numSectOfCurrentTravelDir]->GetObstacleDensity ();
2 double reductionOfSpeed = 0;
3 if (spodOfCurrentDirection != 0 && threshold != 0)
4 reductionOfSpeed =
5 this ->currentRobotConfig.GetMaximumSpeed () *
6 (1 - (min(spodOfCurrentDirection , threshold) /
threshold));
7 else
8 reductionOfSpeed = this ->currentRobotConfig.
GetMaximumSpeed ();
Codice 4.9: Calcolo della velocita`
Inoltre, se la velocita` assume un valore inferiore alla velocita` minima, la si forza
alla velocita` minima. Stabilito il valore della velocita`, si passano i valori della
nuova direzione di viaggio e della velocita` al metodo SendResult.
Il metodo SendResult si occupa di comporre il messaggio, descritto nel paragrafo
4.1.1, per comunicare al modulo modello del robot i dati risultanti dall’elaborazione.
Il messaggio, identificato con la stringa “cmdOA” e` ottenuto dalla concatenazione
del valore della nuova direzione di marcia, seguito da 0 (poiche´ non si vuole
modificare la velocita` angolare lungo la direzione della prua) e dal valore della
velocita` calcolata.
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Environment Il metodo UpdateDataFromNavigationInfo aggiorna tutte le va-
riabili di istanza che sono strettamente correlate ai dati del robot, infatti tali
informazioni sono modificate quando arriva un messaggio TCP con delle nuove
informazioni del robot; questi messaggi comportano uno spostamento della finestra
attiva, la rigenerazione delle celle per la mappa locale e l’aggiornamento del punto
di applicazione del vettore che descrive la direzione dell’obiettivo, in modo che
rispecchi la posizione del robot.
Il metodo SetOccupancyGrid effettua la fusione tra i dati della nuova mappa locale
e i dati della mappa globale; la nuova mappa locale, come detto in precedenza,
e` costruita dal metodo UpdateMap della classe VFH e viene passata al metodo
esaminato come parametro ed e` denotata con updatedLocalMap.
Inizialmente si uniscono i dati della mappa globale con i dati della nuova mappa
updatedLocalMap, in modo da riportare i punti appartenenti agli ostacoli letti
in una qualche iterazione precedente sulla mappa locale. Pertanto, se la mappa
globale contiene almeno una cella occupata, si determina per ciascuna l’insie-
me delle celle della mappa locale ad essa sovrapposte, per mezzo del metodo
ObtainBlockedCell. Quest’ultimo metodo richiede come parametro la posizione
della cella della mappa globale, denotata con p, che come si e` detto in precedenza
corrisponde al punto in basso a sinistra dell’area rettangolare associata alla cella,
ed effettua l’elaborazione mostrata nel listato 4.10:
1 long int minX = p.GetX();
2 long int minY = p.GetY();
3 long int maxX = p.GetX() + cellSize.GetWidth ();
4 long int maxY = p.GetY() + cellSize.GetHeight ();
5 Point originActW = activeWindow.GetUpperLeftPoint ();
6 long int minXPositionLocMap = ((int)floor((minX -
7 originActW.GetX()) / cellSize.GetWidth ())) *
8 cellSize.GetWidth () + originActW.GetX();
9 long int minYPositionLocMap = ((int)floor((maxY -
10 originActW.GetY()) / cellSize.GetHeight ())) *
11 cellSize.GetHeight () + originActW.GetY();
12 long int maxXPositionLocMap = ((int)floor((maxX -
13 originActW.GetX()) / cellSize.GetWidth ())) *
14 cellSize.GetWidth () + originActW.GetX();
15 long int maxYPositionLocMap = ((int)floor((minY -
16 originActW.GetY()) / cellSize.GetHeight ())) *
17 cellSize.GetHeight () + originActW.GetY();
18 allBlockedCells ->insert(Point(minXPositionLocMap ,
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minYPositionLocMap));
19 allBlockedCells ->insert(Point(maxXPositionLocMap ,
minYPositionLocMap));
20 allBlockedCells ->insert(Point(minXPositionLocMap ,
maxYPositionLocMap));
21 allBlockedCells ->insert(Point(maxXPositionLocMap ,
maxYPositionLocMap));
Codice 4.10: Unificazione della nuova mappa locale con la mappa globale
A partire dalla posizione che identifica una cella della mappa globale, si determi-
nano le corrispondenti coordinate minime e massime (righe (1)–(4)), che servono
per ricavare le posizioni delle celle della mappa locale che si intersecano con
la cella della mappa globale in esame. Per ogni cella interessata della mappa
locale si memorizza la sua posizione in un contenitore associativo, dinamico e
con identificatori univoci, allBlockedCells, passato per riferimento dal metodo
SetOccupancyGrid, in modo che quest’ultimo possa analizzare tutte le celle della
mappa locale sovrapposte alle celle della mappa globale tutte insieme.
Una volta che si sono identificate tutte le celle sovrapposte, per ogni elemento
contenuto in allBlockedCells si recupera il valore associato alla cella della mappa
locale updatedLocalMap avente quella specifica posizione come identificatore e
lo si incrementa di una quantita` pari al rapporto tra l’altezza della fascia visi-
bile per il robot e la dimensione della cella. Al termine di quest’operazione si
aggiorna la variabile di istanza della mappa locale localMap con il contenuto di
updatedLocalMap.
Di seguito si procede con l’aggiornamento dei valori della mappa globale ai valori
della mappa locale aggiornata, di cui si e` passata una versione, occupiedCells, che
tiene conto esclusivamente delle celle occupate. Per ciascuna posizione memoriz-
zata in occupiedCells si ricavano le posizioni corrispondenti della mappa globale,
in modo che la cella della mappa globale individuata contenga al suo interno la
posizione che identifica la cella della mappa locale, cos`ı come mostrato nel listato
4.11 (righe (1)–(4)).
1 long int x = int((it ->GetX() - minPointGlobalMap.GetX()) /
2 this ->cellSize.GetWidth ()) * this ->cellSize.GetWidth ()
3 + minPointGlobalMap.GetX();
4 long int y = int(ceil (((it ->GetY() - minPointGlobalMap.GetY
()) / this ->cellSize.GetHeight ()))) *
5 this ->cellSize.GetHeight () +
6 minPointGlobalMap.GetY();
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7 this ->historicMap[new Point(x,y)] = 1.0;
8 this ->numbOfSimul4HistoricMap[new Point(x,y)] = 1;
Codice 4.11: Determinazione della cella della mappa globale contenente la
posizione della cella della mappa locale
Quindi, ogni cella cos`ı individuata e` memorizzata nella mappa globale con chiave
pari alla posizione appena calcolata e con valore iniziale pari a 1; allo stesso
tempo per ogni cella della mappa globale si memorizza in una struttura associativa
dinamica, la corrispondenza tra la posizione della cella e il numero di iterazioni
che una certa cella “ha vissuto”, tale valore inizialmente e` pari a 1 ed aumenta
con il passare del tempo.
Il metodo AttenuateGlobalMap gestisce la diminuzione graduale del numero di
ostacoli associati alle celle occupate della mappa globale, quando la mappa globale
contiene almeno una cella occupata. Per ogni cella della mappa globale si controlla
se e` stata raggiunta la quantita` limite di iterazioni fissata per la “vita di una
cella” della mappa globale: nel caso in cui tale quota fosse raggiunta si cancella il
riferimento alla cella sia dalla mappa globale sia dalla struttura dati che mantiene
le associazioni tra numero di iterazioni e celle. Altrimenti, si incrementa il numero
di iterazioni associate alla cella considerata e si ricalcola il valore che stabilisce se
la cella e` occupata sulla base della formula 2.5, dove si sostituisce t con il numero
dell’iterazione associato alla cella.
Robot Il metodo UpdateDataFromNavigationInfo si limita ad aggiornare le in-
formazioni dell’istanza corrente del robot ai valori attuali passati dal modulo
modello del robot tramite messaggio TCP alla classe MyCanvas, quindi le in-
formazioni soggette a modifica sono: la posizione, la direzione di marcia (che
essendo descritta per mezzo della classe Vector, richiede la modifica sia del punto di
applicazione sia dell’angolo), gli angoli di beccheggio e rollio e la velocita` massima.
Il metodo UpdatePositionDirection ha lo scopo di ricalcolare la posizione dopo che
un’iterazione si e` conclusa e di aggiornare la direzione di marcia in base a quanto
e` stato stabilito durante l’elaborazione. La posizione aggiornata e` determinata per
mezzo delle regole della cinematica inversa, come illustrato nel listato 4.12, dove
actualSpeed e` un’istanza di Vector che rappresenta la velocita` appena determinata
per mezzo dell’algoritmo, actualDir e` anch’essa un’istanza di Vector e costituisce
la nuova direzione calcolata e sliceTime e` la frequenza con la quale si determinano
gli aggiornamenti.
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1 // calcola la proiezione del vettore della velocita ’ sugli
assi
2 speedProjX = actualSpeed.GetLenght () * cos(actualDir.
GetAngle ());
3 speedProjY = actualSpeed.GetLenght () * sin(actualDir.
GetAngle ());
4 // aggiornamento coordinate
5 long int nextX = this ->position.GetX() + speedProjX *
sliceTime;
6 long int nextY = this ->position.GetY() + speedProjY *
sliceTime;
Codice 4.12: Calcolo della posizione del robot al termine di un’iterazione
Il metodo TransformIntoEarthCoord trasforma un punto dello spazio bidimensio-
nale espresso in coordinate del laser prima in coordinate del robot, applicando le
rotazioni viste nel paragrafo 2.2, per mezzo del metodo TransformInRobotCoord,
che produce un punto dello spazio tridimensionale; successivamente trasforma il
punto ottenuto in coordinate della terra applicando la traslazione 2.4.
Data Il metodo AcquireData si occupa di recuperare i dati letti dal laser e se ne-
cessario li elabora prima di renderli alla classe VFH. Il parametro updatedObstaclePosition,
richiesto dal metodo esaminato, serve per stabilire se e` necessario elaborare le
informazioni ricevute dal modulo modello dell’ambiente, in quanto non si vogliono
sovrascrivere le posizioni degli ostacoli durante un’iterazione dell’algoritmo. Per-
tanto, se updatedObstaclePosition vale true, si svuota la struttura dinamica che
contiene le num laser data posizioni relative agli ostacoli e si richiama il metodo
Read.
Il metodo Read richiede al modulo modello dell’ambiente di inviargli le informazioni
rilevate dal laser tramite socket UDS, secondo le modalita` indicate nel paragrafo
4.1.1, e, se non si sono riscontrati degli errori, il partner invia le num laser data
distanze rilevate.
Dopo aver ottenuto le distanze, si determinano l’angolo base a partire dal quale
sono effettuate le letture e l’intervallo in radianti che intercorre tra una lettura e
la successiva, in base ai parametri ricevuti in fase di inizializzazione: per mezzo di
queste due grandezze, si ricava l’angolo associato a ciascuna distanza. Per ciascuna
distanza letta, si controlla che sia compresa all’interno del raggio visibile del robot
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(fissato a 15m): in tal caso si imposta la variabile booleana isFoundAnObstacle a
true, in modo da comunicare alla classe VFH che il robot si trova in una situazione
di pericolo, e se updatedObstaclePosition e` impostato a true si richiama il metodo
ConvertDistanceValueToPoint.
Il metodo ConvertDistanceValueToPoint trasforma la distanza relativa ad un certo
angolo, entrambi passati come parametri, in punti dello spazio bidimensionale
espressi nel sistema di riferimento del laser, applicando la trasformazione descritta
nell’equazione 2.1, che e` restituita al metodo chiamante Read, il quale le colleziona
in una struttura dinamica, preservando l’ordine con il quale ha ricevuto le distanze,
affinche´ possa essere fornita alle altre classi quando e` necessario.
MyHistogram Quando l’istanza relativa e` creata dalla classe GUI il costruttore
inizializza tutti i campi di istanza, compreso il timer associato all’oggetto e un
thread, a cui e` associato il metodo ReceiveUpdatedData, per poter ricevere i dati
necessari.
Il metodo ReceiveUpdatedData si occupa di creare il socket UDS graphicClient,
quindi se il timer e` in esecuzione, rimane costantemente in ascolto del socket gra-
phicClient in attesa di ricevere i nuovi valori per la variabile d’istanza receivedData
della struttura Gui Data Exchange e per mezzo del metodo Create riempie tutte
le variabili di istanza, coinvolte nell’aggiornamento.
Il timer viene azionato dalla classe GUI, richiamando il metodo StartUpdate, ogni
volta che la finestra relativa all’oggetto MyHistogram riceve il focus; allo stesso
modo il timer viene bloccato dalla classe GUI, per mezzo del metodo StopUpdate,
quando la finestra perde il focus. L’event handler del timer (OnTimer), che e`
richiamato ogni 500 msec, si occupa di inviare la richiesta di ricevere dei dati
aggiornati alla classe partner, tramite il socket graphicClient.
Il metodo Draw si occupa di aggiornare la vista di questa porzione di interfaccia,
pertanto richiama gli omonimi metodi per le variabili di istanza smoothedPodsBar,
podsBar, threshold, choosenDir e targetDir che devono essere disegnate.
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Risultati
Tutti i test condotti sull’algoritmo implementato sono stati eseguiti su un notebook
Acer Aspire 5741G, avente processore Intel Core i5 430M e scheda grafica ATI
Mobility Radeon HD 5470.
Le impostazioni, con cui sono stati condotti tutti i test, sono le seguenti:
• mappa locale in Environment avente una dimensione pari a 30m;
• dimensione della cella cellSize pari a 0.25m;
• numero di settori uguale a 72;
• livello di smussamento dell’istogramma polare liv fissato a 5;
• simulatore della dinamica del robot attivo in modalita` virtuale, in cui la
velocita` di navigazione standard del robot e` pari a 1.0 m/sec.
Le simulazioni effettuate si differenziano per le caratteristiche dell’ambiente e
degli ostacoli di volta in volta usati per la simulazione. Ognuna delle tipologie di
simulazione esaminate e` composta da 3 ripetizioni della prova (eccetto per l’ultimo
caso che ne comprende solo 2) e da un numero massimo di ostacoli, in modo da
definire in modo statistico l’andamento dell’algoritmo.
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5.1 Mare in condizione di mare piatto e privo
di onde
Inizialmente si e` considerato il caso ideale, ossia quello in cui anche gli ostacoli
sono fermi. Ciascuna prova e` composta da un breve percorso affollato di ostacoli:
si e` partiti da un numero limitato di ostacoli e da un percorso rettilineo semplice
(cioe` dal punto A al punto B) per poi aumentare via via il numero di ostacoli e
la complessita` del percorso, facendo ad esempio ripercorrere nel verso opposto il
tragitto (quindi dal punto B al punto A) oppure facendo raggiungere un terzo
punto (C). In tutte le situazioni simulate, il robot ha evitato correttamente gli
ostacoli, percio` la percentuale di successo nelle simulazioni svolte e` del 100 %.
La tabella seguente mostra le prove condotte, con la relazione intercorrente tra
il numero di ostacoli presenti e quelli correttamente evitati. Ciascuna riga fa
riferimento alla corrispondente immagine relativa alla simulazione effettuata.
Simulazione # 0
Descrizione # ostacoli # ostacoli
schema evitati totali
da A a B 5.1(a) 3 3
da A a B 5.1(b) 7 7
da A a B e viceversa 5.1(c) 3 3
da A a B e viceversa 5.1(d) 7 7
Simulazione # 1
Descrizione # ostacoli # ostacoli
schema evitati totali
da A a B 5.1(e) 5 5
da A a B a C 5.1(f) 10 10
da A a B e viceversa 5.1(g) 5 5
da A a B a C e viceversa 5.1(h) 10 10
Simulazione # 2
Descrizione # ostacoli # ostacoli
schema evitati totali
da A a B 5.1(i) 5 5
da A a B a C 5.1(j) 10 10
da A a B e viceversa 5.1(k) 5 5
da A a B a C e viceversa 5.1(l) 10 10
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(a) Prova 1 (b) Prova 2 (c) Prova 3
(d) Prova 4 (e) Prova 5 (f) Prova 6
(g) Prova 7 (h) Prova 8 (i) Prova 9
(j) Prova 10 (k) Prova 11 (l) Prova 12
Figura 5.1: Test per simulazione priva della dinamica dell’ambiente
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5.2 Ambiente marino con simulazione della di-
namica
Come nel caso precedente, le simulazioni effettuate partono dai percorsi semplici
ed evolvono in percorsi piu` complessi e con un numero superiore di ostacoli. Il
primo gruppo di simulazioni e` stato effettuato impostando l’ampiezza delle onde
a 0.20 m, la loro lunghezza a 45 m con un periodo dell’onda pari a 1.2 secondi.
Il secondo gruppo invece e` caratterizzato da una corrente avente velocita` di 0.2
knot e direzione di 180◦. Oltre ai parametri impostati per le altre due simulazioni,
l’ultima simulazione tiene conto anche della direzione del vento. Nelle figure 5.3
sono mostrate mediante il simulatore di Van Der Wardt tutte le prove condotte,
in cui si possono notare le direzioni assunte dai venti, che sono rappresentate con
una freccia verde, e dalle correnti, rappresentate con una freccia nera.
Simulazione # 0
Descrizione # ostacoli # ostacoli percentuale
schema evitati totali di successo
da A a B 5.2(a) 6 6 100
da A a B 5.2(b) 8 8 100
da A a B e viceversa 5.2(c) 6 6 100
da A a B e viceversa 5.2(d) 8 9 89
Simulazione # 1
Descrizione # ostacoli # ostacoli percentuale
schema evitati totali di successo
da A a B 5.2(e) 7 7 100
da A a B a C 5.2(f) 12 12 100
da A a B e viceversa 5.2(g) 7 7 100
da A a B a C e viceversa 5.2(h) 11 12 92
Simulazione # 2
Descrizione # ostacoli # ostacoli percentuale
schema evitati totali di successo
da A a B 5.2(i) 6 6 100
da A a B a C 5.2(j) 11 11 100
da A a B e viceversa 5.2(k) 7 7 100
Come si puo` notare dai dati riportati nelle tabelle mostrate sopra, l’algoritmo
evita in maniera corretta gli ostacoli mediamente nel 97% dei casi quando si
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(a) Prova 1 (b) Prova 2 (c) Prova 3
(d) Prova 4 (e) Prova 5 (f) Prova 6
(g) Prova 7 (h) Prova 8 (i) Prova 9
(j) Prova 10 (k) Prova 11
Figura 5.2: Test per simulazione con la dinamica dell’ambiente
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considerano solo le onde, nel 98% dei casi quando si considerano onde e correnti e
nel 100% dei casi quando si considerano onde, venti e correnti.
5.3 Ostacoli in movimento
La prima di batteria di test e` stata effettuata con ostacoli in movimento (con
direzioni differenti) aventi una velocita` fino a 0.6 m/sec, di cui la prima coppia
e` stata effettuata in assenza di onde, venti e correnti e la seconda coppia in
condizioni di mare mosso (ampiezza delle onde a 0.20 m, la loro lunghezza a
45 m con un periodo dell’onda pari a 1.2 secondi). La seconda batteria e` stata
effettuata replicando le condizioni ambientali descritte per la batteria precedente,
ma introducendo degli ostacoli aventi velocita` superiore ai 0.6 m/sec. Pertanto,
come e` mostrato dai risultati riportati nelle tabelle sottostanti, l’algoritmo evita
correttamente gli ostacoli nel 100% dei casi se la velocita` degli ostacoli e` inferiore
ai 0.6 m/sec, mentre nel caso opposto l’algoritmo e` piu` prono ad errori, infatti il
valore medio di successo e` pari al 73%. Nella figura 5.3(a) e` mostrata una delle
prove effettuate per la prima batteria di test mediante il simulatore realizzato per
questo algoritmo e nella figura 5.3(b) e` mostrato una delle simulazioni relative
al secondo gruppo di test, dove gli ostacoli denotati con A e B sono quelli con
cui il robot e` entrato in collisione. L’effetto “strisciata” della rappresentazione
degli ostacoli e` dovuta al fatto che le posizioni degli ostacoli vengono inserite
fintantoche´ l’ostacolo e` visibile nel campo visivo del laser.
Simulazione # 0
Descrizione # ostacoli # ostacoli percentuale
schema evitati totali di successo
da A a B 3 3 100
da A a B a C 7 7 100
da A a B 6 6 100
da A a B a C 6 6 100
Simulazione # 1
Descrizione # ostacoli # ostacoli percentuale
schema evitati totali di successo
da A a B 2 4 50
da A a B a C 5 6 83
da A a B 3 5 60
da A a B a C 8 8 100
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(a) Ostacoli in movimento fino a 0.6 m/sec
(b) Ostacoli in movimento con velocita` superiori a 0.6 m/sec
Figura 5.3: Esempi di simulazioni con gli ostacoli in movimento
5.4 Osservazioni
L’algoritmo presenta dei limiti intrinseci a causa della natura di algoritmo di
ricerca locale. Come mostrato in figura 5.4 nella parte cerchiata ed indicata dalla
freccia, il robot puo` non essere in grado di raggiungere l’obiettivo se la traiettoria
che deve seguire attraversa una grossa porzione di ostacolo (come l’area nera
della figura, che rappresenta un molo) e l’obiettivo risulta essere posto all’altro
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lato dell’ostacolo. Questo avviene perche´ l’algoritmo cerca il percorso piu` vicino
all’obiettivo che sia anche libero e, una volta che si allontana di una quantita`
tale che la direzione scelta non e` piu` la migliore, allora il robot fa inversione alla
ricerca della direzione migliore ma l’algoritmo scegliera` nuovamente la direzione
piu` libera che lo spingera` a commettere la scelta errata che aveva effettuato al
passo precedente.
Figura 5.4: Esempio di malfunzionamento dell’algoritmo
Un altro difetto mostrato dall’algoritmo e` dato dall’individuazione della prua di
un’imbarcazione, quando l’ambiente e` soggetto ad onde e il robot va incontro alla
prua dell’ostacolo (un esempio e` rappresentato nella figura 5.2(h) dall’ostacolo,
oggetto della collisione). Questo e` dovuto alla natura discreta della rappresenta-
zione dell’ambiente, che e` suddiviso in celle aventi tutte la stessa misura, pertanto
quando il laser rileva una quantita` di distanze tra loro molto vicine che apparten-
gono ad una stessa cella, queste possono non apportare un contributo significativo
nel calcolo della densita` polare degli ostacoli e di conseguenza portare alla scelta
di una direzione errata.
I problemi legati alla collisione con gli ostacoli in movimento con velocita` superiore
a 0.6 m/sec sono dovuti ai limiti della velocita` di virata, poiche´ il cambio di
direzione deve tener conto di questo fattore, che incide sul calcolo della direzione.
73
Conclusioni
Il lavoro di tesi realizzato ha raggiunto lo scopo che ci eravamo prefissati, ossia
permettere al robot appartenente al progetto HydroNet di evitare gli ostacoli.
Quindi considerata l’importanza assunta dall’obstacle avoidance, l’algoritmo og-
getto della tesi e` un tassello fondamentale per il funzionamento del robot e del
progetto HydroNet, in linea piu` generale.
Per mezzo del software sviluppato si offre la possibilita` di avere una rappresen-
tazione grafica in tempo reale dell’andamento dell’algoritmo in funzione degli
ostacoli rilevati. La libreria di classi realizzata puo` essere adottata nell’ambito
di altri progetti, in quanto ciascuna classe espone dei metodi che consentono di
modificare le proprieta` fondamentali senza intervenire nel codice.
Dalle prove condotte, l’algoritmo risulta essere adatto per evitare gli ostacoli non
in movimento o aventi una bassa velocita`. In questi casi, l’algoritmo evita gli
ostacoli in modo soddisfacente.
Una caratteristica che sarebbe particolarmente utile adottare nel contesto di
questo algoritmo e` data dalla tecnica di predizione stocastica del movimento degli
ostacoli, cos`ı come e` spiegato da Nam, Lee e Kim 1996, infatti e` previsto il suo
inserimento nella prossima versione. In ogni caso, e` necessario tener presente
le limitazioni date dall’hardware, e in particolar modo dalla portata del laser e
dalla velocita` di virata del robot, e le limitazioni del software, in termini di tempo
medio di elaborazione di un passo dell’algoritmo.
Inoltre si potrebbe ovviare al problema dell’individuazione della prua, descritto nel
paragrafo 5.4, adottando una seconda tipologia di rappresentazione del mondo che
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memorizzi le informazioni relative alla geometria degli ostacoli, da usare assieme
alla mappa di tipo occupancy grid per rendere piu` pericolosi i settori che ricadono
all’interno dell’area definita dalla geometria dell’ostacolo. I dati memorizzati in
questa mappa dovrebbero avere una durata temporale limitata, proporzionale al
tempo impiegato dal robot per passare accanto all’ostacolo.
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APPENDICE A
Documentazione
Di seguito e` riportata la documentazione delle classi prodotta mediante Doxygen
versione 1.6.3.
A.1 Point Class Reference
A.1.1 Detailed Description
Classe che rappresenta un generico punto dello spazio bidimensionale
A.1.2 Constructor & Destructor Documentation
A.1.2.1 Point::Point (void)
Crea un nuovo punto con coordinate pari a 0
A.1.2.2 Point::Point (long int cx, long int cy)
Crea un nuovo punto con ascissa e ordinata specificate
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Parameters
cx ascissa
cy ordinata
A.1.3 Member Function Documentation
A.1.3.1 bool Point::Equal (Point p)
Verifica se il punto corrente ha le coordinate uguali al punto passato
Parameters
p il punto da confrontare
Returns
true se le coordinate sono uguali, altrimenti false
A.1.3.2 long int Point::GetX () const
Restituisce l’ascissa del punto
Returns
l’ascissa
A.1.3.3 long int Point::GetY () const
Restituisce l’ordinata del punto
Returns
l’ordinata
A.1.3.4 bool Point::hasValidValue ()
Verifica se il punto ha coordinate valide (diverse da NOT OBSERVED POINT)
Returns
true se il punto e` valido, false altrimenti
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A.1.3.5 Point Point::operator+ (Point p)
Overload dell’operatore +: fa la somma del punto corrente con il punto passatogli
Parameters
p il secondo addendo della somma
Returns
il punto risultante della somma
A.1.3.6 Point Point::operator- (Point p)
Overload dell’operatore -: fa la sottrazione del punto corrente con il punto
passatogli
Parameters
p il punto da sottrarre al punto corrente
Returns
il punto risultante della sottrazione
A.1.3.7 bool Point::operator< (const Point & p) const
Overload dell’operatore <: confronta il punto corrente con il punto passatogli.
Parameters
p il punto da confrontare
Returns
true se l’ascissa del punto corrente e` inferiore dell’ascissa di p, oppure se i
due punti hanno ascisse uguali ma l’ordinata del punto corrente e` inferiore
dell’ordinata di p, diversamente rende false
A.1.3.8 bool Point::operator== (const Point & p) const
Overload operatore == confronta il punto passatogli con il punto corrente.
Parameters
p il punto da confrontare
Returns
true se i due punti hanno coordinate uguali, diversamente rende false
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A.1.3.9 void Point::SetX (long int newX)
Imposta l’ascissa del punto al valore passato
Parameters
newX la nuova ascissa
A.1.3.10 void Point::SetY (long int newY)
Imposta l’ordinata del punto al valore passato
Parameters
newY la nuova ordinata
A.1.3.11 void Point::Traslate (long int dx, long int dy)
Trasla il punto, delle quantita` passate rispettivamente lungo l’asse x e lungo l’asse
y
Parameters
dx lo spostamento lungo l’asse x
dy lo spostamento lungo l’asse y
A.2 Point3D Class Reference
A.2.1 Detailed Description
Classe che rappresenta un generico punto dello spazio tridimensionale. Eredita
dalla classe Point (p. 77).
A.2.2 Constructor & Destructor Documentation
A.2.2.1 Point3D::Point3D (long int x, long int y, long int z)
Crea un nuovo punto nello spazio tridimensionale di coordinate specificate
Parameters
x l’ascissa del punto
y l’ordina del punto
z la quota del punto
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A.2.2.2 Point3D::Point3D ()
Crea un nuovo punto nello spazio tridimensionale con le coordinate di default
A.2.3 Member Function Documentation
A.2.3.1 Point3D Point3D::CreateFrom2D (Point p) [static]
Costruisce un punto dello spazio trimensionale (con quota avente il valore di
default) a partire dal punto dello spazio bidimensionale passotogli.
Parameters
p il punto dello spazio bidimensionale
Returns
il punto corrispondente dello spazio tridimensionale
A.2.3.2 Point Point3D::Get2DPoint (Point3D p) [static]
Trasforma un punto dello spazio tridimensionale in uno dello spazio bidimensionale
Parameters
p il punto dato dello spazio tridimensionale
Returns
il corrispondente punto dello spazio bidimensionale.
A.2.3.3 long int Point3D::GetZ () const
Restituisce la quota del punto.
Returns
la quota attuale del punto
A.2.3.4 Point3D Point3D::operator+ (Point3D p)
Overload dell’operatore +: fa la somma del punto corrente con il punto passatogli
Parameters
p il punto, secondo addendo della somma
Returns
il punto risultante dalla somma
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A.2.3.5 Point3D Point3D::operator- (Point3D p)
Overload dell’operatore -: fa la sottrazione del punto corrente con il punto
passatogli.
Parameters
p il punto da sottrarre dal punto corrente
Returns
rende il risultato della sottrazione
A.2.3.6 bool Point3D::operator== (const Point3D & p) const
Overload operatore ==: confronta il punto corrente con il punto passatogli.
Parameters
p il punto da confrontare
Returns
rende true se il punto corrente e il punto passato hanno coordinate uguali,
diversamente rende false
A.2.3.7 void Point3D::SetZ (long int newZ)
Imposta la quota del punto al valore specificato.
Parameters
newZ la nuova quota
A.3 Size Class Reference
A.3.1 Detailed Description
Classe che definisce una dimensione nello spazio bidimensionale, espressa in mm.
A.3.2 Constructor & Destructor Documentation
A.3.2.1 Size::Size (void)
Crea una dimensione dello spazio bidimensionale con altezza e larghezza nulla
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A.3.2.2 Size::Size (double w, double h)
Crea una dimensione dello spazio bidimensionale avente larghezza e altezza
specificate
Parameters
w la larghezza della dimesione
h l’altezza della dimensione
A.3.3 Member Function Documentation
A.3.3.1 bool Size::Equal (Size s)
Controlla se la dimensione corrente e` uguale alla dimensione passatagli
Parameters
s la dimensione da confrontare
Returns
Rende true se le dimensioni da confrontare sono uguali, altrimenti rende false
A.3.3.2 double Size::GetHeight ()
Rende l’altezza
Returns
l’altezza della dimensione corrente
A.3.3.3 double Size::GetWidth ()
Rende la largezza
Returns
la larghezza della dimensione corrente
A.3.3.4 bool Size::IsEmpty ()
Verifica se la lunghezza e l’altezza della dimensione corrente sono pari a zero
Returns
Rende true se altezza e larghezza sono nulle, diversamente rende false
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A.3.3.5 void Size::SetHeight (double h)
Imposta l’altezza della dimensione al valore passatogli
Parameters
h la nuova altezza
A.3.3.6 void Size::SetWidth (double w)
Imposta la larghezza della dimensione al valore passatogli
Parameters
w la nuova larghezza
A.4 Rectangle Class Reference
A.4.1 Detailed Description
Classe che descrive un rettangolo nello spazio bidimensionale, dove il punto in
alto a sinistra rappresenta l’origine. Tutte le misure sono espresse in mm.
A.4.2 Constructor & Destructor Documentation
A.4.2.1 Rectangle::Rectangle (void)
Crea un nuovo rettangolo, la cui origine e` situata in (0,0) e la cui altezza e
larghezza pari a 30 m
A.4.2.2 Rectangle::Rectangle (Size s)
Crea un rettangolo con dimensione specificata e origine posta in (0, 0)
Parameters
s la dimensione del rettangolo
A.4.2.3 Rectangle::Rectangle (Point p, Size s)
Crea un nuovo rettangolo con origine e dimensione specificate
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Parameters
p l’origine del rettangolo
s la dimensione del rettangolo
A.4.3 Member Function Documentation
A.4.3.1 Point Rectangle::GetLowerRightPoint ()
Restituisce il punto in basso a destra del rettangolo
Returns
il punto in basso a destra
A.4.3.2 Size Rectangle::GetSize ()
Rende la dimensione del rettangolo
Returns
la dimensione
A.4.3.3 Point Rectangle::GetUpperLeftPoint ()
Restituisce il punto in alto a sinistra (origine) del rettangolo
Returns
il punto in alto a sinistra
A.4.3.4 bool Rectangle::IsContent (Point p)
Controlla se il punto e` contenuto all’interno del rettangolo
Parameters
p il punto da controllare
Returns
rende true se il punto ricade all’interno dell’area del rettangolo, diversamente
rende false
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A.4.3.5 void Rectangle::SetSize (Size newSize)
Imposta la dimensione del rettangolo al nuovo valore
Parameters
newSize la nuova dimensione
A.4.3.6 void Rectangle::SetUpperLeftPoint (Point p)
Posiziona l’origine del rettangolo nel punto specificato
Parameters
p la nuova origine
A.5 Vector Class Reference
A.5.1 Detailed Description
Classe che rappresenta un vettore dal punto di vista geometrico, cioe´ un segmento
orientato con un punto di applicazione prestabilito.
A.5.2 Constructor & Destructor Documentation
A.5.2.1 Vector::Vector (void)
Crea un nuovo vettore con estremi coincidenti nel punto (0,0) e lunghezza nulla
A.5.2.2 Vector::Vector (Point s, Point e)
Crea un nuovo vettore di estremi specificati.
Parameters
s il punto di applicazione
e l’altro estremo
A.5.2.3 Vector::Vector (Point i, double dx, double dy)
Crea un nuovo vettore con punto di applicazione specificato e altro estremo traslato
delle quantita` specificate rispetto al punto di applicazione
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Parameters
i il punto di applicazione
dx la quantita` di cui traslare l’altro estremo lungo l’asse x
dy la quantita` di cui traslare l’altro estremo lungo l’asse y
A.5.2.4 Vector::Vector (double angle, double length, Point init-
Point)
Crea un vettore con punto di applicazione, inclinazione e modulo specificati
Parameters
angle l’inclinazione, espressa in radianti, rispetto al punto di applicazione
length la lunghezza espressa in mm
initPoint il punto di applicazione
A.5.3 Member Function Documentation
A.5.3.1 double Vector::GetAngle ()
Rende l’angolazione del vettore
Returns
l’inclinazione del vettore
A.5.3.2 Point Vector::GetDirection ()
Rende la direzione del vettore
Returns
la differenza delle coordinate (secondo estremo - punto di applicazione)
A.5.3.3 Point Vector::GetInitialPoint ()
Rende il punto di applicazione del vettore
Returns
il punto di applicazione
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A.5.3.4 double Vector::GetLenght ()
Rende il modulo del vettore
Returns
la lunghezza del vettore
A.5.3.5 Point Vector::GetStop ()
Rende l’estremo (non punto di applicazione) del vettore
Returns
il secondo estremo
A.5.3.6 bool Vector::IsParallel (Vector otherVector)
Verifica se il vettore passatogli e` parallelo al vettore corrente
Parameters
otherVector il vettore da confrontare
Returns
rende true se i due vettori sono paralleli, altrimenti rende false
A.5.3.7 Vector Vector::operator+ (Vector otherVector)
Overload dell’operatore +: effettua la somma del vettore corrente con il vettore
passatogli
Parameters
otherVector il vettore da sommare
Returns
il vettore risultante dalla somma
A.5.3.8 Vector Vector::operator- (Vector otherVector)
Overload operatore -: effettua la differenza del vettore corrente con il vettore
passatogli
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Parameters
otherVector il vettore da sottrarre al vettore corrente
Returns
il vettore risultante dalla sottrazione
A.5.3.9 void Vector::operator= (Vector newVector)
Overload dell’operatore =: assegna i valori del vettore passatogli al vettore
corrente.
Parameters
newVector il nuovo vettore
A.5.3.10 void Vector::SetAngle (double value)
Imposta l’angolazione del vettore al valore specificato e calcola conseguentemente
la posizione dell’estremo (non di applicazione)
Parameters
p il nuovo valore dell’inclinazione del vettore
A.5.3.11 void Vector::SetInitialPoint (Point s)
Sposta il punto di applicazione del vettore nel punto specificato, ricalcolando poi
sia l’inclinazione sia la lunghezza del vettore
Parameters
s il nuovo punto di applicazione
A.5.3.12 void Vector::SetLenght (double module)
Imposta la lunghezza del modulo al valore passatogli, ricalcolando l’estremo finale
del vettore
Parameters
module il nuovo modulo
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A.5.3.13 void Vector::SetStop (Point e)
Sposta l’estremo del vettore, non punto di applicazione, nel punto specificato,
ricalcolando poi sia l’inclinazione sia la lunghezza del vettore
Parameters
e il nuovo secondo estremo
A.6 Sector Class Reference
A.6.1 Detailed Description
Classe che rappresenta il concetto di settore polare in cui e` suddiviso l’istogramma
polare per l’algoritmo VFH (p. 100)
A.6.2 Constructor & Destructor Documentation
A.6.2.1 Sector::Sector (void)
Crea un nuovo oggetto con le impostazioni di default
A.6.2.2 Sector::Sector (Environment e, Robot r)
Inizializza un nuovo settore con parametri dipendenti dalle caratteristiche dell’am-
biente e del robot, passati come parametro.
Parameters
e l’ambiente da considerare
r il robot
A.6.3 Member Function Documentation
A.6.3.1 void Sector::AddCell (Point cell)
Inserisce la posizione della cella nella lista di celle attive del settore
Parameters
cell la posizione della cella da inserire
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A.6.3.2 void Sector::CalculateObstacleDensity (Environment ∗ e, Ro-
bot ∗ rob)
Calcola la densita` polare di ostacoli per l’insieme di celle attive che lo compongono
Parameters
e l’ambiente corrente, per recuperare la mappa locale aggiornata
rob il robot da cui calcolare la distanza delle celle attive
A.6.3.3 bool Sector::ContainCell (Point topLeftPointOfCell)
Verifica se la posizione relativa ad una cella e` presente nell’elenco di celle contenute
dal settore
Parameters
topLeftPointOfCell la posizione della cella di cui si vuole effettuare il
controllo
Returns
true, se la cella e` inserita nella lista di celle appartenti al settore
A.6.3.4 double Sector::GetMinimumDistanceForBlockedCell ()
Restituisce la distanza minima tra le celle occupate del settore e la posizione del
robot
Returns
la minima distanza
A.6.3.5 double Sector::GetObstacleDensity ()
Rende la densita` polare di ostacoli ad esso associata
Returns
la densita` polare di ostacoli
A.6.3.6 void Sector::SetObstacleDensity (double newVal)
Imposta la densita` di ostacoli al valore passato come parametro
Parameters
newVal la densita` polare degli ostacoli aggiornata
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A.7 Robot Class Reference
Static Public Attributes
• static const double MAX SPEED = 2.060 Il valore massimo impostabile
per il modulo della velocita` del robot
• static const double MIN SPEED = 0.5 Il valore minimo che il modulo
della velocita` del robot puo` assumere
A.7.1 Detailed Description
Classe che descrive il robot per mezzo delle seguenti caratteristiche: dimensione,
posizione, velocita`, direzione di marcia, angolo di beccheggio e rollio.
A.7.2 Constructor & Destructor Documentation
A.7.2.1 Robot::Robot ()
Crea un nuovo oggetto con le impostazioni di default: il robot e` posizionato in
(0,0), la direzione di marcia iniziale con angolo di 0 radianti
A.7.2.2 Robot::Robot (Point p, Size sizeR)
Crea un nuovo oggetto: il robot della dimensione specificata e situato nella
posizione specificata, con direzione di marcia avente angolo di 0 radianti.
Parameters
p la posizione del robot
sizeR la dimensione del robot
A.7.3 Member Function Documentation
A.7.3.1 double Robot::GetAngleOfPitch ()
Restituisce l’angolo del beccheggio
Parameters
l’angolo di beccheggio
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A.7.3.2 double Robot::GetAngleOfRoll ()
Restituisce l’angolo del rollio
Parameters
l’angolo di rollio
A.7.3.3 Vector Robot::GetCurrentDirection ()
Restituisce la direzione di marcia del robot
Returns
la direzione di marcia attuale
A.7.3.4 Size Robot::GetDimension ()
Restituisce la dimensione del robot
Returns
la dimensione del robot
A.7.3.5 double Robot::GetMaximumSpeed ()
Restituisce la velocita` massima attuale del robot
Returns
la velocita` massima del robot
A.7.3.6 Point Robot::GetPosition ()
Restituisce la posizione attuale del robot
Returns
la posizione corrente
A.7.3.7 Vector Robot::GetSpeed ()
Restituisce la velocita` attuale del robot
Returns
la velocita` attuale
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A.7.3.8 void Robot::SetAngleOfPitch (double angle)
Imposta l’angolo del beccheggio al valore passato come parametro
Parameters
angle il nuovo angolo del beccheggio
A.7.3.9 void Robot::SetAngleOfRoll (double angle)
Imposta l’angolo del rollio al valore passato come parametro
Parameters
angle il nuovo angolo del rollio
A.7.3.10 void Robot::SetCurrentDirection (Vector updatedDir)
Imposta la direzione di marcia al nuovo valore passatogli
Parameters
updatedDir la direzione di marcia aggiornata
A.7.3.11 void Robot::SetMaximumSpeed (double maxVal)
Imposta la velocita` massima al nuovo valore passato
Parameters
maxVal la nuova velocita` massima per il robot
A.7.3.12 void Robot::SetPosition (Point currentP)
Aggiorna la posizione del robot nella nuova collocazione
Parameters
currentP la nuova posizione per il robot
A.7.3.13 void Robot::SetSpeed (Vector updatedSpeed)
Imposta la velocita` del robot al nuovo valore passatogli
Parameters
updatedSpeed la velocita` aggiornata
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A.7.3.14 Point3D Robot::TransformInRobotCoord (Point p)
Converte una posizione espressa in coordinate del laser nella corrispondente
espressa in coordinate del robot.
Parameters
p la posizione da convertire
Returns
la posizione risultante dalla conversione
A.7.3.15 Point3D Robot::TransformIntoEarthCoord (Point pInLaser-
Coord)
Converte una posizione espressa in coordinate del laser in coordinate della terra.
Parameters
pInLaserCoord la posizione da convertire
Returns
la posizione in coordinate della terra
A.7.3.16 void Robot::UpdateDataFromNavigationInfo (double angleO-
fHeadingDir, double maxVelocity, double currentXRob,
double currentYRob, double pitch, double roll)
Aggiorna direzione di marcia, velocita` massima, posizione, angolo di rollio e angolo
di beccheggio.
Parameters
angleOfHeadingDir angolo aggiornato della direzione di marcia
maxVelocity massima velocita` del robot aggiornata
currentXRob ascissa della posizione aggiornata del robot
currentYRob ordinata della posizione aggiornata del robot
pitch angolo aggiornato di beccheggio
roll angolo aggiornato del rollio
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A.7.3.17 void Robot::UpdatePositionDirection (Vector actualSpeed,
Vector actualDir, double sliceTime, double angularSpeed
= -1)
Aggiorna la posizione e la direzione del robot con le regole della cinematica inversa
Parameters
actualSpeed la velocita` aggiornata
actualDir la direzione di marcia aggiornata
sliceTime l’intervallo di tempo che separa l’aggiornamento attuale dal
precedente
angularSpeed la velocita` angolare aggiornata
A.8 Environment Class Reference
A.8.1 Detailed Description
Classe che rappresenta l’ambiente in cui il robot si muove
A.8.2 Constructor & Destructor Documentation
A.8.2.1 Environment::Environment (void)
Crea un ambiente di default, dove: la finestra attiva grande 60 m x 60m con l’origine
posta in (0, 0), la cella attiva misura 10 m di lato e la direzione dell’obiettivo
ha un’inclinazione di 0 radianti, con punto di applicazione situato al centro della
finestra attiva e modulo pari alla met della larghezza della finestra attiva.
A.8.2.2 Environment::Environment (Rectangle actW, Size cellS, Vec-
tor dir)
Crea un ambiente dove la finestra attiva, la dimensione della cella attiva e la
direzione dell’obiettivo sono definite dai corrispondenti parametri passatigli.
Parameters
actW il rettangolo che definisce la finestra attiva
cellS la dimensione della cella attiva
dir la direzione dell’obiettivo
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A.8.2.3 Environment::Environment (Rectangle actW, Size cellS)
Crea un ambiente, dove la finestra attiva e la dimensione della cella attiva sono
specificate per mezzo dei parametri passati, mentre la direzione dell’obiettivo ha il
punto di applicazione collocato nel centro della finestra attiva e il secondo estremo
posto ad una distanza pari alla dimensione della cella attiva.
Parameters
actW il rettangolo che definisce la finestra attiva
cellS la dimensione della cella attiva
A.8.3 Member Function Documentation
A.8.3.1 void Environment::AttenuateGlobalMap ()
Smorza i valori della mappa globale al passare del tempo.
A.8.3.2 void Environment::ClearGlobalMap ()
Svuota la mappa globale e la lista del numero di iterazioni associate a ciascuna
cella occupata della mappa globale.
A.8.3.3 double Environment::ConvertFromInternalSystemToNavigationSystem
(double angle) [static]
Converte un angolo dato dal sistema di coordinate interno al sistema di coordinate
del modulo di navigazione.
Parameters
angle l’angolo nel sistema di riferimento interno
Returns
l’angolo convertito nel sistema di coordinate del modulo di navigazione
A.8.3.4 Rectangle Environment::GetActiveWindow ()
Restituisce la finestra attiva
Returns
il rettangolo che definisce la finestra attiva
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A.8.3.5 Size Environment::GetCellSize ()
Restituisce la dimensione della cella attiva
Returns
la dimensione della cella attiva
A.8.3.6 map< Point ∗, double > Environment::GetGlobalMap ()
Restituisce la mappa globale
Returns
la mappa globale aggiornata
A.8.3.7 map< Point, double > Environment::GetOccupancyGrid ()
Restituisce la mappa locale corrente
Returns
la mappa locale
A.8.3.8 Vector Environment::GetTargetDirection ()
Restituisce la direzione dell’obiettivo
Returns
la direzione dell’obiettivo, rappresentato come vettore
A.8.3.9 void Environment::MovePositionOfActiveWindow (Point cur-
rentRobotPos)
Sposta la posizione dell’origine della finestra attiva e ricrea la mappa locale
Parameters
currentRobotPos la posizione aggiornata del robot, che corrisponde con
la posizione del centro della finestra attiva.
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A.8.3.10 void Environment::SetEnableHistoric (bool enable)
Abilita/Disabilita la fusione della mappa globale con la mappa locale.
Parameters
enable il valore per abilitare la fusione (true), o disabilitarla (false)
A.8.3.11 void Environment::SetGlobalMap (map< Point ∗, double >
globalMap)
Imposta la mappa globale al valore passatogli
Parameters
globalMap il valore aggiornato della mappa globale
A.8.3.12 void Environment::SetOccupancyGrid (map< Point, double
> updatedLocalMap, set< Point > occupiedCells)
Aggiorna i valori delle mappe locale e globale sulla base dei valori passati come
parametro ed effettuando la fusione tra le due: la mappa locale aggiornata si
ottiene dalla fusione tra la vecchia mappa globale e la mappa locale aggiornata,
mentre la mappa globale aggiornata considera la mappa locale passata come
parametro e la vecchia mappa globale.
Parameters
updatedLocalMap la mappa locale costruita con l’ultima lettura effettuata
dai sensori
occupiedCells lista delle sole posizioni delle celle occupate della nuova
mappa locale
A.8.3.13 void Environment::SetTargetDirection (Vector newDir)
Imposta la direzione dell’obiettivo al valore passato
Parameters
newDir la nuova direzione dell’obiettivo
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A.8.3.14 void Environment::UpdateDataFromNavigationInfo (double
angleOfTarget, Point currentRobotPos)
Aggiorna le informazioni dell’ambiente dipendenti dallo spostamento del robot ai
nuovi valori passati.
Parameters
angleOfTarget la nuova inclinazione della direzione dell’obiettivo
currentRobotPos la posizione aggiornata del robot
A.9 VFH Class Reference
A.9.1 Detailed Description
Classe che fornisce le funzionalita` per applicare l’algoritmo di obstacle avoidance,
interagendo con le istanze di Robot (p. 92) e Environment (p. 96), relative allo
stato corrente dell’elaborazione.
A.9.2 Constructor & Destructor Documentation
A.9.2.1 VFH::VFH (Environment env, Robot r, double thr, int
nSect)
Crea una nuova istanza dell’algoritmoi VFH (p. 100) con i dati dell’ambiente, del
robot, la soglia di pericolosita` e un numero di settori specificati.
Parameters
env l’ambiente dato
r la configurazione iniziale del robot
thr la soglia di pericolosita` iniziale
nSect il numero di settori per il funzionamento a regime.
A.9.3 Member Function Documentation
A.9.3.1 void VFH::ChooseDirection (vector< Point > ∗ readObst, Vec-
tor ∗ choosenDirection, Vector ∗ calculatedSpeed) [virtual]
Determina la nuova direzione di marcia, quindi richiama l’adeguato metodo per il
calcolo della velocita` di marcia.
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Parameters
readObst le posizioni degli ostacoli individuati
choosenDirection il vettore della direzione di marcia calcolata.
calculatedSpeed il vettore della velocita` calcolata
A.9.3.2 void ∗VFH::ConnectToNavigation (void ∗ currentObj) [static]
Stabilisce la connessione di tipo client-server con il modello del robot.
Parameters
currentObj l’istanza corrente di VFH (p. 100)
A.9.3.3 void VFH::GetAnglesOfShadowCone (double & min, double
& max)
Restituisce il cono d’ombra per il laser per l’iterazione corrente
Parameters
min l’angolo minimo del cono d’ombra
max l’angolo massimo del cono d’ombra
A.9.3.4 Environment VFH::GetCurrentEnv ()
Restituisce l’ambiente corrente.
Returns
l’ambiente corrente
A.9.3.5 map< int, Sector > VFH::GetPODs ()
Restituisce la lista delle associazioni tra il numero di settori e i corrispondenti
settori contenenti la densita` polare degli ostacoli
Returns
la lista di densita` polari degli ostacoli per ciascun settore
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A.9.3.6 map< int, Sector ∗ > VFH::GetSectors ()
Restituisce la lista delle associazioni tra il numero di settori e i corrispondenti
settori contenenti la densita` polare smussata degli ostacoli
Returns
la lista di densita` polari smussate degli ostacoli per ciascun settore
A.9.3.7 double VFH::GetThreshold ()
Restituisce la soglia di pericolosita`
Returns
la soglia di pericolosita` corrente
A.9.3.8 bool VFH::IsFoundAnObstacle ()
Restituisce il booleano che indica se ha rilevato o meno un ostacolo.
Returns
true se e` stato rilevato almeno un ostacolo, altrimenti false.
A.9.3.9 bool VFH::IsWorking ()
Rende il booleano che indica se e` in corso una sessione di obstacle avoidance
Returns
true se e` in corso una sessione di obstacle avoidance, altrimenti false
A.9.3.10 void VFH::RetrieveLaserData (Environment updatedEnv, Ro-
bot updatedRobotConfig, bool updateObstacles)
Interroga l’interfaccia con il laser, aggiornando, se richiesto, i dati del robot e
dell’ambiente. Se dall’interrogazione del laser risulta che alcun ostacolo e` stato
individuato, allora comunica al modello di robot che la sessione di obstacle
avoidance e` terminata.
Parameters
updatedEnv l’ambiente aggiornato
updatedRobotConfig i nuovi dati del robot
updateObstacle true se devono essere aggiornati i dati di robot ed ambiente,
altrimenti false
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A.9.3.11 void VFH::SetWorkingProgress ()
Segnala l’inizio di una iterazione dell’algoritmo.
A.9.3.12 vector< Point > VFH::StartElaboration (int smoothLevel)
Inizia l’elaborazione dell’algoritmo, inviando un messaggio di inizio obstacle
avoidance al modello del robot, se ha rilevato un ostacolo e il messaggio non era
stato ancora inviato.
Parameters
smoothLevel numero di settori adiancenti successivi e precedenti che sono
usati per smussare l’istogramma polare
Returns
la lista di posizioni degli ostacoli rilevati.
A.9.3.13 vector< Point > VFH::UpdateMap () [virtual]
Aggiorna la mappa locale e quella globale dell’ambiente con le nuove informazioni
rilevate dal laser, dopo aver fissato la risoluzione dell’istogramma polare.
Returns
la lista delle posizioni degli ostacoli nel sistema di riferimento della terra
A.10 Data Class Reference
Static Public Attributes
• static const int INIT = 0 Codice per richiedere l’inizio della comunicazione
con il modello dell’ambiente
• static const int PARAM = 3 Codice per la richiesta dei parametri del laser
• static const int SCAN = 1 Codice per la richiesta delle informazioni acquisite
dal laser
• static const int CLOSE = 2 Codice per segnalare la fine della comunicazione
A.10.1 Detailed Description
Classe che memorizza i dati provenienti dal laser, con il quale si interfaccia, con
la loro corrisponde mappatura nello spazio bidimensionale.
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A.10.2 Constructor & Destructor Documentation
A.10.2.1 Data::Data (void)
Crea una nuova interfaccia con il laser, stabilendo una connessione tramite socket
uds con cui richiede e riceve i parametri per poter acquisire le letture effettuate
dal laser.
A.10.2.2 Data::∼Data (void)
Distruttore: chiude la connessione con il socket uds.
A.10.3 Member Function Documentation
A.10.3.1 bool Data::AcquireData ( bool updatedObstaclePosition)
Acquisce le distanze lette dal laser e, se richiesto, memorizza internamente le
posizioni relative a ciascuna distanza.
Parameters
updatedObstaclePosition true se si devono memorizzare le posizioni rela-
tive alle distanze lette
Returns
true se e` stato individuato almeno un ostacolo nel campo visivo del laser,
false altrimenti.
A.10.3.2 vector< Point > Data::GetPoints () const
Restituisce l’insieme di posizioni degli ostacoli rilevati.
Returns
le posizioni degli ostacoli
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A.11 GUI Class Reference
A.11.1 Constructor & Destructor Documentation
A.11.1.1 GUI::GUI (wxWindow ∗ parent, wxWindowID id = wxID ANY,
wxString title = wxT("Algorithm Simulator"), const wxPoint
& pos = wxDefaultPosition, const wxSize & size = wxSize(
1300,700 ), long style = wxDEFAULT FRAME STYLE)
Crea una finestra per l’interfaccia grafica delle dimensioni, titolo, posizione e stile
specificati contenente la vista dell’algoritmo e la vista dell’istogramma organizzate
in tab, affiancata dalla finestra dei controlli. La finestra possiede anche un menu`
per cambiare la disposizione delle viste.
Parameters
parent la finestra padre del’interfaccia grafica
id l’identificatore della finestra
title il titolo della finestra
pos la posizione dell’origine della finestra
size la dimensione della finestra
style lo stile da applicare alla finestra
A.11.2 Member Function Documentation
A.11.2.1 void GUI::OnClose (wxCloseEvent & event)
Event handler associato all’evento di chiusura
Parameters
event l’evento sollevato dalla chiusura della finestra
A.11.2.2 void GUI::OnItemSelect (wxMenuEvent & event)
Event handler associato alla selezione di un elemento dal menu`. Se l’id dell’evento
e` SPLIT VERT ITEM ID le viste sono affiancate verticalmente, se l’id dell’evento
e` SPLIT HOR ITEM ID le viste sono affiancate orizzontalmente, altrimenti sono
mostrate con la visualizzazione di default.
Parameters
event l’evento sollevato dal menu` dell’oggetto di tipo GUI (p. 105)
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A.11.2.3 void GUI::OnPageChange (wxAuiNotebookEvent & event)
Event handler associato al cambiamento di selezione della vista. In base alla vista
selezionata, comunica il cambiamento alla finestra dei controlli.
Parameters
event evento sollevato quando si seleziona un altro tab.
A.12 CtrlWindow Class Reference
A.12.1 Constructor & Destructor Documentation
A.12.1.1 CtrlWindow::ChangeSystem CtrlWindow::CtrlWindow (wx-
Window ∗ parent, wxWindowID id, MyCanvas ∗ algView,
MyHistogram ∗ histView, wxSize & defaultDim, const
wxPoint & firstPos = wxDefaultPosition)
Costruisce una nuova finestra di controlli con finestra padre, posizione, dimensione
dati. I controlli mostrati variano sulla base della vista che possiede il focus.
Parameters
parent La finestra padre della nuova finestra
id Id della finestra
algView Controllo della vista dell’algoritmo
histView Controllo della vista dell’istogramma
defaultDim Dimensione della finestra
firstPos Posizione in cui la finestra verra` collocata.
A.12.2 Member Function Documentation
A.12.2.1 void CtrlWindow::ChangeSystem (wxCommandEvent & event)
Event handler associato al click sui pulsanti relativi al sistema di riferimento
interno e al sistema di riferimento del simulatore di Jorgen. Quando uno dei
due viene selezionato, il sistema di riferimento scelto viene mostrato nel riquadro
sottostante, mentre l’altro pulsante rimane disabilitato.
Parameters
event Evento sollevato dal click su uno dei pulsanti per il cambiamento del
sistema di riferimento.
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A.12.2.2 void CtrlWindow::OnCheck (wxCommandEvent & event)
Event handler associato alla selezione di una checkbox per la vista dell’algoritmo.
Se l’evento ha id checkBId e la casella e` selezionata, allora la suddivisione in
settori della vista dell’algoritmo viene nascosta. Se l’evento ha id checkBMapId e
la casella e` selezionata, allora la suddivisione in griglia viene nascosta.
Parameters
event Evento sollevato dalla selezione di una delle checkbox.
A.12.2.3 void CtrlWindow::OnClick FitToWindow (wxCommandEvent
& event)
Event handler associato alla pressione sul pulsante di adattamento del livello di
zoom al contenuto della finestra. Adatta il contenuto della finestra alla porzione
di finestra visibile.
Parameters
event l’evento sollevato alla pressione sul puntante di adattamento del livello
di zoom.
A.12.2.4 void CtrlWindow::OnClick OpenColourPicker (wxComman-
dEvent & event)
Event handler associato al click sul pulsante che permette di cambiare il colore
alla griglia della mappa locale. Questo mostra un colour picker con cui e` possibile
scegliere il nuovo colore per la griglia.
Parameters
event Evento sollevato dal click sul pulsante per il cambiamento del colore.
A.12.2.5 void CtrlWindow::OnClick RemoveObstacles (wxComman-
dEvent & event)
Event handler associato alla pressione sul puntante di rimozione degli ostacoli:
rimuove tutte le posizioni degli ostacoli rilevati dalla vista dell’algoritmo.
Parameters
event l’evento sollevato alla pressione sul pulsante di rimozione ostacoli
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A.12.2.6 void CtrlWindow::OnClick ZoomIn (wxCommandEvent &
event)
Event handler associato al click sul bottone di zoom in avanti. Fa uno zoom in
avanti, di un fattore 2, del contenuto della vista che possiede il focus.
Parameters
event Evento sollevato dal click sul pulsante di zoom in avanti.
A.12.2.7 void CtrlWindow::OnClick ZoomOut (wxCommandEvent &
event)
Event handler associato al click sul bottone di zoom all’indietro. Fa uno zoom
all’indietro, di un fattore 2, del contenuto della vista che possiede il focus.
Parameters
event Evento sollevato dal click sul pulsante di zoom all’indietro.
A.12.2.8 void CtrlWindow::OnEraseBck (wxEraseEvent & ev)
Evita il flickering della finestra
Parameters
ev EraseEvent
A.12.2.9 void CtrlWindow::OnKeyPressed (wxKeyEvent & ev)
Event handler associato alla pressione di un tasto della tastiera. Se e` stato premuto
il tasto ctrl si controlla se e` stato premuto un altro tasto dopo questo che potesse
generare un comando valido.
Parameters
ev Evento sollevato alla pressione di un tasto della tastiera
A.12.2.10 void CtrlWindow::OnKeyReleased (wxKeyEvent & ev)
Event handler associato al rilascio di un tasto della tastiera. Se il tasto ctrl e`
stato rilasciato ed e` stato premuto il tasto ’+’, allora e` generato uno zoom in
avanti sulla vista che possiede il focus. Invece, se il tasto ctrl e` stato rilasciato ed
e` stato premuto il tasto ’-’, allora e` generato uno zoom all’indietro sulla vista che
possiede il focus.
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Parameters
Evento sollevato al rilascio di un tasto della tastiera
A.12.2.11 void CtrlWindow::OnPaint (wxPaintEvent & ev)
Disegna il contenuto della finestra
Parameters
ev Evento sollevato quando e` richiesto il ridisegno della finestra
A.12.2.12 void CtrlWindow::OnSelect (wxCommandEvent & event)
Event handler associato alla selezione di un radiobutton della vista dell’istogramma.
Se l’id dell’evento e` kindBar0 allora sono visualizzate solo le barre relative alla
densita` polare degli ostacoli non smussata. Se l’id dell’evento e` kindBar1 allora
sono visualizzate solo le barre relative alla densita` polare smussata degli ostacoli.
Altrimenti sono mostrate entrambe le tipologie di barre.
Parameters
event Evento sollevato dalla selezione di un radiobutton.
A.12.2.13 void CtrlWindow::OnSize (wxSizeEvent & ev)
Aggiorna la dimensione dell’area visibile della finestra
Parameters
ev Evento sollevato quando la finestra viene ridimensionata
A.12.2.14 void CtrlWindow::PaintBackground (wxDC & dc)
Disegna lo sfondo della finestra
Parameters
dc Contesto grafico in cui disegnare
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A.12.2.15 void CtrlWindow::SetEnableView (bool algEnable, bool
histEnable)
Abilita l’insieme di controlli relativi alla vista che possiede il focus.
Parameters
algEnable Controlla l’abilitazione/disabilitazione dei controlli della vista
dell’algoritmo
histEnable Controlla l’abilitazione/disabilitazione dei controlli della vista
dell’istogramma
A.13 MyCanvas Class Reference
A.13.1 Detailed Description
Interfaccia grafica che fornisce una rappresentazione grafica dell’evoluzione dell’al-
goritmo, gestendo l’avanzare della simulazione dell’algoritmo. Mostra le posizioni
del robot e degli ostacoli, le direzioni di navigazione e obiettivo e la mappa locale
dell’ambiente.
A.13.2 Constructor & Destructor Documentation
A.13.2.1 MyCanvas::MyCanvas (wxWindow ∗ parent, wxWindowID
id = -1, const wxPoint & pos = wxDefaultPosition, const
wxSize & size = wxDefaultSize, long style = wxHSCROLL | wxVSCROLL)
Crea una nuova interfaccia grafica che mostra l’elaborazione dell’algoritmo, con la
finestra padre, l’identificatore, la posizione, la dimensione e lo stile specificati.
Parameters
parent la finestra padre dell’interfaccia
id l’identificatore dell’interfaccia
pos la posizione da assegnare all’interfaccia
size la dimensione dell’interfaccia
style lo stile da applicare all’interfaccia
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A.13.3 Member Function Documentation
A.13.3.1 void MyCanvas::AddNewRobotPosition (Point pos)
Inserisce la posizione data nella lista delle posizioni del robot del modello di
MyCanvas (p. 110), trasformandola nel sistema di coordinate della finestra.
Parameters
pos la posizione del robot in coordinate della terra
A.13.3.2 void MyCanvas::AddObstacles (vector< Point > points)
Inserisce la lista delle posizioni degli ostacoli passata alla lista complessiva di
ostacoli del modello di MyCanvas (p. 110), trasformandoli in coordinate della
finestra.
Parameters
points la lista di punti degli ostacoli in coordinate della terra
A.13.3.3 void MyCanvas::DeleteObstacles ()
Rimuove tutte le posizioni degli ostacoli memorizzati.
A.13.3.4 void MyCanvas::FitToClientArea ()
Adatta il livello di zoom in modo che la porzione di finestra visibile mostri tutto
gli elementi in essa contenuti.
A.13.3.5 wxColour MyCanvas::GetColourOfSectors ()
Restituisce il colore usato per rappresentare i settori.
Returns
il colore attuale dei settori
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A.13.3.6 void MyCanvas::GetSimulationBlockData (vector< double
> ∗ PODs, vector< double > ∗ smoothedPODs, double
& threshold, double & angleChoosenDir, double & angle-
TargetDir, double & minAngleOfShadowCone, double &
maxAngleOfShadowCone)
Fornisce l’insieme di dati dell’iterazione corrente dell’algoritmo, in modo da poterli
inviare all’istanza di MyHistogram (p. 116).
Parameters
PODS l’insieme delle densita` polari degli ostacoli di tutti i settori
smoothedPODs l’insieme delle densita` polari smussate degli ostacoli di
tutti i settori dell’iterazione corrente
threshold la soglia di pericolosita` dell’iterazione corrente dell’algoritmo
angleChoosenDir la direzione di marcia scelta dall’algoritmo al passo
corrente
angleTargetDir la direzione dell’obiettivo del passo corrente
minAngleOfShadowCone l’angolo minimo del cono d’ombra del laser
dell’iterazione corrente
maxAngleOfShadowCone l’angolo massimo del cono d’ombra del laser
dell’iterazione corrente
A.13.3.7 void MyCanvas::HidesMap (bool val)
Nasconde/mostra la visualizzazione della mappa locale.
Parameters
val true se si vuol nascondere la mappa locale, false se si vuol mostrare la
mappa
A.13.3.8 void MyCanvas::HidesSectors (bool val)
Nasconde/mostra la suddivisione in settori.
Parameters
val true se si vuole nascondere la suddivisione in settori, false altrimenti.
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A.13.3.9 void MyCanvas::OnEraseBck (wxEraseEvent & ev)
Evita il flickering della vista.
Parameters
ev evento sollevato quando il contenuto della finestra deve essere ridisegnato.
A.13.3.10 void MyCanvas::OnPaint (wxPaintEvent & ev)
Ridisegna la vista con tutti gli elementi in essa contenuti, quando la vista viene
invalidata.
Parameters
ev evento sollevato quando la finestra deve essere ridisegnata
A.13.3.11 void ∗ MyCanvas::ReceiveDataOfNavigation (void ∗ cur-
rentObj) [static]
Rimane costantemente in ascolto del socket TCP, in modo da ricevere tutti i
messaggi da parte del partner, modello del robot. Se il messaggio ricevuto e` valido,
aggiorna i dati delle istanze di Robot (p. 92) e Environment (p. 96) e segnala
l’inizio di una simulazione
Parameters
currentObj l’istanza corrente della classe MyCanvas (p. 110)
Parameters
isClockwise true il verso e` orario, altrimenti ruota in senso antiorario.
A.13.3.12 void MyCanvas::ScaleAll (double factor, bool isZoomIn)
Scala il contenuto della finestra in avanti o all’indietro, in base a quanto specificato,
con il livello di zoom richiesto.
Parameters
factor il fattore di ingrandimento/riduzione
isZoomIn true se si vuole uno zoom in avanti, false se si vuole uno zoom
all’indietro
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A.13.3.13 void MyCanvas::SetColourOfSectors (wxColour col)
Imposta il colore dei settori al valore passato come parametro.
Parameters
col il nuovo colore da assegnare ai settori
A.13.3.14 void MyCanvas::ShowDataAsNavigationSystem (bool va-
lue)
Cambia il sistema di riferimento per la visualizzazione.
Parameters
value true imposta il sistema della navigazione come sistema di coordinate
corrente, altrimenti usa il sistema di coordinate interno (della finestra).
A.13.3.15 void ∗MyCanvas::WaitRequests (void ∗ currentObj) [static]
Ascolta in continuazione il socket uds per la comunizazione con la vista dell’isto-
gramma. Se riceve un messaggio che corrisponde ad una richiesta di informazioni
da parte del partner, allora memorizza tale informazione.
Parameters
currentObj l’istanza corrente della classe MyCanvas (p. 110)
A.14 Bar Class Reference
A.14.1 Detailed Description
Classe che rappresenta un’area rettangolare colorata dotata di informazioni
aggiuntive utili per la propria comprensione.
A.14.2 Constructor & Destructor Documentation
A.14.2.1 Bar::Bar (wxPoint pos, double lenght, wxColour col, dou-
ble thickness = 0)
Crea una nuova barra rettangolare nella posizione specificata, con la lunghezza e il
colore dati, e per cui e` possibile eventualmente specificare lo spessore della barra.
114
A. Documentazione
Parameters
pos la posizione in cui collocare la barra
lenght la lunghezza della barra
col il colore da assegnare alla barra
thickness lo spessore della barra. Se non specificato si considera lo spessore
di default dato da WIDTH.
A.14.3 Member Function Documentation
A.14.3.1 void Bar::AddInfo (wxString info)
Aggiunge la stringa passata al contenuto del riquadro informativo.
Parameters
info un’informazione da mostrare, rappresentata come stringa
A.14.3.2 void Bar::AddInfo (double info)
Aggiunge il valore numerico passato al contenuto del riquadro informativo.
Parameters
info un’informazione da mostrare, rappresentata come numero
A.14.3.3 void Bar::ChangeColour (wxColour newCol)
Modifica il colore della barra.
Parameters
newCol il nuovo colore da applicare alla barra
A.14.3.4 bool Bar::Contain (wxPoint p)
Verifica se il punto dato e` contenuto all’interno dell’area della barra
Parameters
p il punto su cui si deve effettuare il controllo
Returns
true se il punto e` contenuto nell’area, false altrimenti
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A.14.3.5 void Bar::Draw (wxDC & dc)
Disegna la barra rettangolare con il riquadro informativo, se la barra e` stata
selezionata.
Parameters
dc il dispositivo grafico all’interno del quale disegnare.
A.14.3.6 void Bar::HideInfo ()
Nasconde il riquadro con le informazioni
A.14.3.7 void Bar::MoveAt (wxPoint pos)
Sposta l’origine della barra nella posizione specificata.
Parameters
pos la nuova posizione per la barra
A.14.3.8 void Bar::SetLenght (double newLenght)
Imposta la lunghezza della barra al valore passato.
Parameters
newLenght il nuovo valore della lunghezza
A.14.3.9 void Bar::ShowInfo (wxPoint pos)
Indica che si deve mostrare il riquadro con le informazioni nella posizione specifi-
cata.
Parameters
pos la posizione in cui collocare il riquadro
A.15 MyHistogram Class Reference
A.15.1 Detailed Description
Interfaccia grafica che mostra come varia l’istogramma polare costruito dall’algo-
ritmo al passare del tempo, in cui si tiene traccia anche della localizzazione della
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direzione di marcia calcolata del robot, della direzione dell’obiettivo e della soglia
di pericolosita`.
A.15.2 Constructor & Destructor Documentation
A.15.2.1 MyHistogram::MyHistogram (wxWindow ∗ parent, wxWin-
dowID id, wxPoint pos, wxSize size)
Crea una nuova interfaccia grafica per la visualizzazione dell’istogramma polare,
avente padre, identificatore, posizione, dimensione e stile dati.
Parameters
parent la finestra padre dell’interfaccia
id l’identificatore dell’interfaccia
pos la posizione da assegnare all’interfaccia
size la dimensione dell’interfaccia
style lo stile da applicare all’interfaccia
A.15.3 Member Function Documentation
A.15.3.1 void MyHistogram::Create (vector< double > smoothedVa-
lues, vector< double > rawValues, double threshold, dou-
ble choosenDir, double targetDir, double minIgnoreAngle,
double maxIgnoreAngle)
Crea le barre dell’istogramma relative alle densita` polari e alle densita` polari
smussate date (memorizzando gli estremi del cono d’ombra dati), le barre cor-
rispondenti alla soglia, alla direzione di marcia calcolata dall’algoritmo e alla
direzione dell’obiettivo.
Parameters
smoothedValues l’insieme delle densita` polari smussate degli ostacoli ordi-
nate per numero di settore
rawValues l’insieme delle densita` polari smussate degli ostacoli ordinate
per numero di settore
threshold la soglia di pericolosita`
choosenDir l’angolo relativo alla direzione di marcia del robot calcolata
targetDir l’angolo relativo alla direzione obiettivo
minIgnoreAngle l’angolo minimo del cono d’ombra
maxIgnoreAngle l’angolo massimo del cono d’ombra.
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A.15.3.2 void ∗ MyHistogram::ReceiveUpdatedData (void ∗ curren-
tObj) [static]
Ascolta in continuazione il socket uds che lo collega con l’istanza di MyCanvas
(p. 110). Se il messaggio ricevuto non contiene errori, aggiorna il modello dell’in-
terfaccia grafica.
Parameters
currentObj l’istanza corrente di MyHistogram (p. 116)
A.15.3.3 void MyHistogram::Scale (bool isZoomIn, double factor)
Applica una scalatura alla vista dell’interfaccia grafica, in avanti o all’indietro in
base a quanto richiesto, e di un fattore specificato.
Parameters
isZoomIn true se si vuole fare uno zoom in avanti, false se si vuole fare uno
zoom all’indietro
factor il fattore di cui ingrandire/rimpicciolire la vista
A.15.3.4 void MyHistogram::SetKindOfBars (bool showPOD, bool
showSPOD)
Imposta il tipo di dati mostrare, tra densita` polari degli ostacoli e densita` polari
smussate degli ostacoli.
Parameters
showPOD true se si vogliono visualizzare le barre relative alla densita` polare
degli ostacoli, false altrimenti.
showSPOD true se si vogliono visualizzare le barre relative alla densita`
polare smussata degli ostacoli, false altrimenti.
A.15.3.5 void MyHistogram::StartUpdate ()
Fa partire il timer.
A.15.3.6 void MyHistogram::StopUpdate ()
Ferma il timer che invia le richieste all’istanza di MyCanvas (p. 110), se il timer
era in esecuzione.
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