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Abstract
The analysis of the covariant brackets on the space of functions on the solutions to a variational
problem in the framework of contact geometry initiated in the companion letter [19] is extended
to the case of the multisymplectic formulation of the free Klein-Gordon theory and of the free
Schro¨dinger equation.
1 Introduction
In the companion letter [19], the problem of the definition of a covariant bracket on the space of
functions on the solutions of a suitable variational principle has been addressed from the point of
view of the geometry of contact manifolds. Specifically, in the case of non-relativistic Hamiltonian
mechanics, and of the relativistic particle, it was proved how the covariant bracket may be read in
terms of a Poisson subalgebra of the algebra of smooth functions on a contact manifold endowed with
its natural Jacobi bracket [2, 3, 15]. In this letter, we push further this analysis by considering the
case of Klein-Gordon theory, and the case of the multisymplectic formulation of Schro¨dinger equation.
The main difference with the cases considered in the companion letter [19] is given by the fact that
these systems describe partial differential equations. Consequently, we will see that it is possible to
describe them in terms of two different but equivalent action principles taking place on two different
spaces of sections.
On the one hand, it is possible to formulate an action principle for sections of a suitable finite-
dimensional fiber bundle on the spacetime manifold in the spirit of the multisymplectic formalism
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[5–8,28]. In this case, it is not possible to express the covariant bracket in terms of a Poisson subalgebra
of a suitable contact manifold (see, for instance, [9,10,12] for historical attempts in writing a covariant
bracket for Field Theory within the canonical formalism and [13,14], and references therein, for a more
modern geometric approach). However, this point of view may be considered as the starting point
for the generalization of the notion of contact manifold and contact structure to framework which
is more suitable for field theories along the lines presented in [30]. In this sense, we expect that an
approach in terms of multicontact geometry could help for a better understanding of the covariant
formalism, in the same way as multisymplectic formalism has generalized symplectic geometry, and
leave the discussion of these aspects to a future work.
On the other hand, it is possible to formulate an action principle for sections of a suitable infinite-
dimensional fiber bundle over the time manifold R, in analogy with the particle case. In this context,
the infinite-dimensional nature of the fiber bundle will make possible to read the Poisson bracket on
the space of functionals on the solutions of the action principle in terms of a Poisson subalgebra of
the algebra of smooth functions endowed with a Jacobi bracket.
2 Multisymplectic formulation of free Klein-Gordon theory
We consider the covariant Hamiltonian description of Klein-Gordon theory on the Minkowski spacetime
M = (R4, η), where η is the metric tensor
η = ηµνdx
µ ⊗ dxν = −dx0 ⊗ dx0 + δjkdxj ⊗ dxk, (1)
and (xµ) is a global set of Cartesian coordinates. Let pi0 : E = R ×M → M be a bundle with pi0
the standard projection on the second factor. This bundle represents the analogue of the extended
configuration space Q × R of non-relativistic Hamiltonian mechanics considered in the companion
letter [19]. Klein-Gordon fields are sections φ of the bundle pi0 : E = R×M → M.
The extended phase space T∗Q× R of non-relativistic particle mechanics is here replaced by the
so called covariant phase space P which is a fibre bundle over both E and the spacetime M [5–7,28].
Technically speaking, P is the (affine) dual bundle of the first jet bundle J1(E) that can be identified
with the space of 1-semibasic 4-forms on E. In the Klein-Gordon case on Minkowski spacetime we are
considering, P is diffeomorphic to E ×R4. If (xµ), (u, xµ), and (ρµ, u, xµ) are, respectively, Cartesian
coordinates onM, bundle coordinates on E, and bundle coordinates on P, the projection piE : P → E
is locally given by
piE(ρ
µ, u, xµ) = (u, xµ) , (2)
while the projection pi : P → M is given by
pi(ρµ, u, xµ) = (xµ) . (3)
Let FP denote the space of sections χ : M → P of the form:
χ(xµ) = (xµ, φ(xµ), P ν(xµ)) , µ, ν = 0, 1, 2, 3 . (4)
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Elements in FP will be the fields of the Hamiltonian theory where P ν are identified with the momenta
fields of the theory. A rigorous analytical framework can be provided by introducing some regularity
conditions on the various spaces of fields, for instance, we may consider the fields φ in the Sobolev
space V = H1(M, volM) of square integrable functions on M with respect to the Lebesgue measure
on M, and the momenta fields P = (Pµ) in the Hilbert space W = L2(φ∗P) of square integrable
sections of the pullback of the bundle P → E along φ. With these choices, the space FP becomes the
Hilbert space FP = V ⊕ W.
A variation for χ ∈ FP , commonly denoted as δχ, is a tangent vector at χ, which may be identified
with a vector field Uχ along χ on P, which is vertical with respect to the fibration pi : P → M. The
tangent space TχFP is given by all variations δχU = Uχ. In the following, it will be useful to extend
Uχ to a vertical vector field U˜ on a neighbourhood of the image of χ within P, as:
U˜ = Uφ
∂
∂u
+ UµP
∂
∂ρµ
. (5)
Now, we pass to describe the dynamics in terms of the (Schwinger-Weiss) action principle. Given
a Hamiltonian function H : P → R and volume form volM = dx0 ∧ dx1 ∧ dx2 ∧ dx3 on the base
manifold M, we consider the 4-form1 θH on P given by
θH = ρ
µdu ∧ i ∂
∂xµ
volM −HvolM . (6)
In the particular instance of free dynamics, the Hamiltonian function is
H =
1
2
(
ηµνρ
µρν −m2u2) . (7)
The action functional S : FP → R, of the theory can be written as:
S[χ] =
∫
M
χ∗ (θH) =
∫
M
(Pµ∂µφ−H) volM . (8)
Given Uχ ∈ TχFP , the variation dS[χ](Uχ) of S is
dS[χ](Uχ) =
∫
M
χ∗
(
LU˜θH
)
=
∫
M
χ∗
(
iU˜dθH
)
+
∫
∂M
χ∗∂M
(
iU˜θH
)
, (9)
where U˜ is any extension of Uχ, and, if ∂M = ∅, we get:
dS[χ](Uχ) =
∫
M
χ∗
(
iU˜dθH
)
=
∫
M
(
∂φ
∂xµ
− ∂H
∂Pµ
)
UµP +
(
∂Pµ
∂xµ
+
∂H
∂φ
)
Uµφ volM .
The Schwinger-Weiss action principle states that the variations of the action depend solely on the
variations of the fields at the boundary, hence the actual dynamical configurations of the fields of the
theory must satisfy the Euler-Lagrange equations:
∂φ
∂xµ
=
∂H
∂Pµ
,
∂Pµ
∂xµ
= −∂H
∂φ
,
1It is possible to define this form in an intrinsic way, see for instance [28].
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which can be geometrically interpreted as the zeroes of a 1-form EL on the space of fields FP given
by:
ELχ(Uχ) :=
∫
M
χ∗
(
iU˜dθH
)
= 0 , ∀Uχ ∈ TχFP . (10)
We note that such a geometrical reformulation of the Schwinger-Weiss variational principle should be
used to introduce a Quantum Action Principle in the groupoid reformulation of Schwinger’s algebra
of selective measurements which has been recently proposed by some of the authors (see [17,18,21–24]
for more details).
We will denote by ELM ⊂ FP the space of solutions of Euler-Lagrange equations, that is:
ELM := {χ ∈ FP : ELχ(Uχ) = 0 , ∀Uχ ∈ TχFP} . (11)
Hence, we obtain the Euler-Lagrange equations (also known as the de Donder-Weyl equations) for the
Klein-Gordon theory:
∂φ
∂xµ
= ηµνP
ν ,
∂Pµ
∂xµ
= m2φ . (12)
Analogously to what happens in non-relativistic Hamiltonian mechanics [19], if we select a codimension-
one, spacelike submanifold Σ ⊂M, for instance
Σ = {m ∈M|x0(m) = τ0}, (13)
and denote by iΣ : Σ → M the canonical immersion of Σ in M, the space ELM is equipped with a
2-form Ωχ given by:
Ωχ(Uχ, Vχ) =
∫
Σ
i∗Σ
(
χ∗
(
iV˜ iU˜dθH
))
=
∫
Σ
i∗Σ
(
δP 0U δφV − δφU δP 0V
)
volΣ ,
with Uχ = δφU∂/∂u+ δP
µ
U∂/∂ρ
µ and Vχ similarly. Following the procedure outlined in [19], provided
that χ ∈ ELM, it is possible to prove that Ωχ is independent of the choice of Σ, and it defines a
canonical symplectic structure on the space of solutions of Klein-Gordon equation.
Now, we will provide an evolution description of Klein-Gordon theory in terms of a vector field
on an infinite-dimensional manifold. The main idea is to provide a framework in which the role of a
contact structure is manifestly evident, and which allows us to write the Poisson bracket associated
with Ω in terms of the Jacobi bracket defined by such structure as done in the companion letter [19]
for the case of non-relativistic Hamiltonian mechanics and the relativistic particle.
To define the infinite-dimensional manifold which will be the carrier space of the dynamics, we
fix a space-like, codimension-one submanifold Σ ⊂ M as before. Then, we consider the pullback
bundle i∗ΣP whose sections σ are just compositions of sections χ of P with iΣ, σ = χ ◦ iΣ and, in local
coordinates, we have:
σ(xj) =
(
xj , τ0, ϕ(xj), p(xj), βk(xj)
)
,
where
ϕ(xj) = (φ(xj , τ0))|Σ , p(xj) = (P 0(xj , τ0))|Σ , βk(xj) = (P k(xj , τ0))|Σ . (14)
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As before, we will focus on those sections of i∗ΣP satisfying some additional regularity conditions.
Specifically, we will consider ϕ ∈ VΣ, the space of sections of Sobolev class 1 of the bundle i∗ΣE,
p ∈ WΣ = L2(Σ, volΣ), and β = (βj) ∈ BΣ, the space of square integrable sections of the tangent
bundle TΣ, so that we have the Hilbert space FΣ of fields at Σ given by FΣ := VΣ ⊕ WΣ ⊕ BΣ.
Then, we consider the Hilbert bundle τ : FΣ × R → R, where τ is the projection on the second
factor, which plays the role of the extended phase space in [19], and we denote by Γ(FΣ) the space of
sections of this bundle. The key observation is that, under suitable regularity conditions, the sections
in Γ(FΣ), i.e., curves σ : R → FΣ, are in one-to-one correspondence with fields in FP . Indeed, given
χ ∈ FP , we can define the section σχ ∈ Γ setting
σχ(s) :=
(
s, xj , τ0, ϕs(x
j), ps(x
j), βks (x
j)
)
, (15)
where s = x0, and
ϕs(x
j) = φ(xj , s) , ps(x
j) = P 0(xj , s) , βks (x
j) = P k(xj , s) . (16)
On the other hand, given σ ∈ Γ(FΣ), we can define χσ ∈ FP by reading the previous equations in the
other direction. The regularity conditions for σ ∈ Γ(FΣ) alluded to above are precisely those assuring
that φ(xj , s) := ϕs(x
j) is in V, and that (P 0(xj , s) := ps(xj), P k(xj , s) := βks (xj)) are in W.
A variation Uγ at γ ∈ Γ(FΣ) is then a vector field along γ which is vertical with respect to the
fibration τ : FΣ × R→ R. The space of all Uγ is denoted by TγΓγ . If necessary, Uγ can be extended
to a vertical vector field U˜ in an open neighbourhood of the image of γ written as
U˜ = Uϕ
δ
δϕ
+ Up
δ
δp
+ U jβ
δ
δβj
, (17)
where Uϕ ∈ VΣ, Up ∈ WΣ, U jβ ∈ BΣ. The symbols δδϕ have a double interpretation. On one side,
they represent the canonical basis of tangent vectors on a linear space associated to the natural chart
provided by the linear space itself. On the other, they represent the standard functional derivatives [1],
i.e., they act on a function F as the functional derivative δFδϕ(x) , and similarly for
δ
δp(x) and
δ
δβj(x)
. In
a similar way, the symbols δϕ and δp can be understood as a basis of covectors on the manifold FΣ,
and δF = δFδσ δσ is understood as the differential of the function F given by
〈δF, Uσ〉 =
∫
Σ
δF
δσ(x)
Uσ(x) volΣ(x) ,
Now, we define the Hamiltonian function
H(ϕ, p, β; s) =
∫
Σ
1
2
(
p2 + δjk
∂ϕ
∂xj
∂ϕ
∂xk
−m2ϕ2
)
volΣ =:
∫
Σ
H volΣ , (18)
and we consider the one-form FΣ × R given by
ΘH =
∫
Σ
(p δϕ) volΣ −Hdt . (19)
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This form plays a role analogous to that of the contact one-form on the extended phase space T∗Q×R
in the case of non-relativistic Hamiltonian dynamics, and to that of the contact one-form on the mass-
shell for the relativistic particle considered in the companion letter [19].
Then, we write the action functional S on Γ(FΣ) given by
S[γ] =
∫
R
γ∗ΘH, (20)
and we compute its variation along Uγ as
dSγ(Uγ) =
∫
R
γ∗
(
iU˜dΘH + d(iU˜ΘH)
)
. (21)
Exploiting Stokes’ theorem and the fact that ∂R = ∅, we obtain
dSγ(Uγ) =
∫
R
γ∗
(
iU˜dΘH
)
. (22)
Following the Schwinger-Weiss action principle, the dynamical trajectories are given by all those γ
such that
ELγ(Uγ) :=
∫
R
γ∗
(
iU˜dΘH
)
= 0 ∀Uγ TγΓγ . (23)
A direct computation shows that all such γ must satisfy the constraint relations
δjkβ
k =
∂ϕ
∂xj
, (24)
and the “evolution equations”
dϕ
ds
= p ,
dp
ds
= −∆Σϕ−m2ϕ. (25)
The constraint conditions in Eq. (24) being linear determine a submanifold C ⊂ FΣ which is a linear
subspace. We define the trivial bundle τC : C×R→ R, where τC is the projection on the second factor,
and we denote by ΓC the space of sections of this bundle. Moreover, we write, with an evident abuse
of notation, ΘH for the pullback to C × R of the one-form in equation (19). Then, it is clear that
Eq.(25) may be read as defining the integral curves of the (densely defined) vector field
XH =
∂
∂t
+
δH
δp
δ
δϕ
− δH
δϕ
δ
δp
(26)
which is in the kernel of the two-form
dΘH =
∫
Σ
(δp ∧ δϕ) volΣ − dH ∧ dt . (27)
This two-form plays the role of the contact two-form on T∗Q × R in the case of non-relativistic
Hamiltonian mechanics, and of the contact two-form on the mass-shell in the case of the relativistic
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particle considered in [19]. Eventually, we obtained the de Donder-Weyl equations of the free Klein-
Gordon theory as a Hamiltonian system on an infinite-dimensional manifold, in such a way that a
section γ satisfying Eq.(25) provides a representation in terms of Cauchy data on Σ of the points in
ELM. We denote by ELC the space of all γ ∈ ΓC satisfying Eq.(25).
Just as it happens for non-relativistic Hamiltonian mechanics and for the relativistic particle [19],
any vector field of the form f XH , with f a smooth, non-vanishing function on C × R is again in the
kernel of dθH, and the support of its integral curves coincide with the support of the integral curves of
XH . Accordingly, we may interpret the integral curves of f XH as reparametrizations of the dynamical
trajectories. In particular, the vector field ΓH satisfying iΓHθH = 1 is called Reeb vector field. Under
suitable regularity properties for XH , the family of its integral curves defines a regular foliation of the
manifold C ×R, and every point in the quotient manifold, say Q, associated with the foliation can be
identified with one and only one element in ELC .
Accordingly, we may look at the space of smooth functions on Q as the subalgebra C∞H (C × R) ⊂
C∞(C × R) of smooth functions such that LXHf = 0. Then, we may look for a bivector Λ on C × R
satisfying the relations
[Λ,Λ]S = 2 ΓH ∧ Λ , LΓHΛ = 0, (28)
where [, ]S denotes the Schouten-Nijenhuis bracket, in order to define a Jacobi bracket [2, 15] [, ]J on
C∞(C × R) by means of
[f, g]J := Λ(df,dg) + f LΓHg − g LΓHf . (29)
Recalling that ΓH annihilates the elements in C
∞
H (C × R), it is immediate to check that C∞H (C × R)
becomes a Poisson subalgebra of C∞(C × R) with respect to the Jacobi bracket defined above. Upon
identifying ELM with ELC , and then ELC with Q, the Poisson bracket on C∞H (C × R) is precisely
the Poisson bracket associated with the two-form Ω in Eq.(14). To explicitely write the Jacobi and
Poisson bracket, we must be able to find an analogue of the generalized Darboux coordinates used in
the particle case in the companion letter [19]. At this purpose, we first move from C to C′ introducing
the Fourier transforms
ϕ(x) =
∫
Σ
ϕˆ(k) eik·x volΣ, p(x) =
∫
pˆ(k) eik·x volΣ. (30)
Note that the fact that ϕ and p are real-valued imposes the constraints ϕˆ(k) = ϕˆ(−k) and pˆ(k) =
pˆ(−k). The equations of motion become
dϕˆ
ds
= −pˆ, dpˆ
ds
= ωk ϕˆ , (31)
with ωk = (k
2 +m2), and we may read them as a superposition in k of harmonic oscillators. Now, we
consider the “change of coordinates” in C′ × R given by
W =
1
2
∫
Σ
((
pˆ pˆ− ω2k ϕˆ ϕˆ
)cos(ωks) sin(ωks)
ωk
+ 2
(
pˆϕˆ+ pˆ ϕˆ
)
sin2(ωks)
)
volΣ
Φˆ = ϕˆ cos(ωks)− pˆ
ωk
sin(ωks)
Pˆ = pˆ cos(ωks) + ωkϕˆ sin(ωks) ,
(32)
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where, again, it is Φˆ(k) = Φˆ(−k) and Pˆ (k) = Pˆ (−k). In this coordinate system, it is possible to see
that the one-form ΘH in equation (19) becomes
ΘH =
∫
Σ
1
2
(
Pˆ δΦˆ + Pˆ δΦˆ
)
volΣ + dW . (33)
The vector field ΓH becomes ΓH =
∂
∂W , and, in analogy with what we did in the particle case in the
companion letter [19], the bivector field Λ in the definition of the Jacobi bracket reads
Λ =
∫
Σ
(
δ
δΦˆ
− Pˆ ∂
∂W
)
∧ δ
δPˆ
volΣ . (34)
Clearly, elements in C∞H (C′ × R) are just those functionals which do not depend on W , and thus the
Jacobi bracket among them becomes the Poisson bracket given by
Λ(dF,dG) =
∫
Σ
δF
δΦˆ
∧ δG
δPˆ
volΣ . (35)
3 Multisymplectic formulation of free Schro¨dinger equation
In this section, we will consider the Schro¨dinger equation for a free particle2 in R3. The analysis of
the Schro¨dinger equation with a potential may be given following the lines presented here, bearing in
mind, however, that the presence of the potential may affect the choice of the appropriate Sobolev
and Hilbert spaces for the fields considered.
For the Schro¨dinger equation, our spacetime manifold will be M ∼= R4. In this case, we are in a
non-relativistic context, where the notion of absolute simultaneity is available [25, 29], and thus the
spacetime may be splitted in the product of space and time. The notion of absolute simultaneity is
encoded in the existence of an exact one-form ϑ on M the kernel of which determines an integrable
foliation whose leaves are diffeomorphic with R3. The foliation associated with ϑ defines absolute
simultaneity, and the leaves define the simultaneity surfaces. Since ϑ is exact, there will be a global
time function t : M→ R such that ϑ = dt, and the simultaneity surfaces are identified with the level
sets of the time function. In the following, we will always choose Cartesian coordinates (x1, x2, x3, t)
reflecting the fact that the t-coordinate has a clear and definite physical interpretation being the global
time function defining absolute simultaneity. A simultaneity surface will be denoted by Σt¯, where t¯ is
the value of the time function characterizing the simultaneity surface.
Differently from Klein-Gordon theory, the wave function ψ of Schro¨dinger equation is a complex-
valued function on M, which in addition does not transform as a function but as a section of a
U(1)-bundle [11]. However, we will describe ψ in a real-valued context by considering a pair of fields
(φR, φI) associated with any wave function, where φR denote the real part of the wave function, and
φI the imaginary part. Any field will have its own momenta, say (P 0R, P
j
R) and (P
0
I , P
j
I ), and the
covariant phase space is pi : P = R10 ×M → M, where pi is the projection on the second factor,
2The case of unitary evolutions of a finite-level quantum system [16, 20] may be consistently dealt with within the
formalism described in the companion letter [19].
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which is a vector bundle over M as in the case of Klein-Gordon theory. Coordinate functions on P
are (ua, ρja; ρ0a, x
j , t), with a = R, I and j = 1, 2, 3.
A reference frame on M is defined by the choice of a nowhere-vanishing vector field Γ on M such
tha ϑ(Γ) = 1 [4, 25–27, 29]. As we are dealing with Schro¨dinger equation, it seems natural to limit
ourselves to inertial Galilean frames. These are those reference frames characterized by Γ = ∂∂t+v
j ∂
∂xj
.
Given Γ, we can complete it to a frame of vector fields on M by introducing the vector fields ∂
∂xj
with j = 1, 2, 3. These “auxiliary” vector fields are taken to be in the kernel of ϑ = dt so that they
are tangent to the simultaneity surfaces determined by ϑ = dt. Then, we determine the associated
dual frame given by {ϑ = dt, dxj − vjdt} with j = 1, 2, 3 and we build the frame-dependent covariant
tensor GΓ given by
GΓ = δjk
(
dxj − vjdt)⊗ (dxk − vkdt) . (36)
It is straightforward to notice that it determines an Euclidean metric tensor on every simultaneity
leaf associated with ϑ = dt. Now, by means of GΓ we can define the frame-dependent Hamiltonian
function given by
HΓ = −δab
2
(
δjkv
jvkρ0aρ
0
b − δjkvk(ρjaρ0b + ρjbρ0a) + δjkρjaρkb
)
. (37)
We stress that, in the non-relativistic case, the Hamiltonian function used for the description of a
free quantum particle depends on the choice of a reference frame on M. This is due to the fact that
the covariant tensor GΓ is only defined once we determine the frame of vector fields {Γ, ∂∂xj }, with
j = 1, 2, 3, and its dual frame {ϑ, dxj − vjdt} with j = 1, 2, 3. On the other hand, in the relativistic
case, we already have the spacetime Lorentzian metric η and we do not need the choice of a reference
frame to define the Hamiltonian function (see equation (7)).
In the following, we are going to perform our analysis in the inertial reference frame identified by
ϑ = dt and Γ = ∂∂t , so that GΓ = δjkdx
j ⊗ dxk, and the Hamiltonian function reads
H = −δabδjk ρ
j
aρkb
2
, (38)
where we have set HΓ ≡ H. However, everything that will be said below could be adapted to a
different choice for Γ thus obtaining a description in a different inertial Galilean reference frame. Now,
we can define the 4-form θ˜H on P given by
θ˜H = ρ
0
adu
a ∧ iΓvolM + ρjadua ∧ i ∂
∂xj
volM −HvolM . (39)
Note that the vector field Γ defines the Galielan reference frame, while the vector fields ∂
∂xj
transform
as the component of a vector with respect to the action of the Galilei group. Unlike the relativistic case
dealt with in section 2, the 4-form θ˜H on P depends on the choice of a reference frame onM because
the Hamiltonian function does so. To be able to recover Schro¨dinger equation, we must impose two
constraints and select a sub-bundle of P. Specifically, we consider the vector sub-bundle pi : Q →M
singled out by the constraints
ρ0R − uI = 0, ρ0I + uR = 0 . (40)
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The origin of these constraints is related to the circumstance that wave-functions under Galilei trans-
formations behave like sections of a U(1) bundle [11]. Moreover, they appear naturally when the
Schro¨dinger equation is written by means of a suitable reduction procedure of a 5-dimensional equa-
tion. This aspect will be considered elsewhere. Let χ be a section of pi : Q →M given by
χ(xµ) = (xj , t, φR(xj , t), P kR(x
j , t), φI(xj , t), P kI (x
j , t)) . (41)
As before, we assume some regolarity conditions on the sections we actually consider. Specifically, we
take (φa) ∈ V = H1(M, volM ) and
(
P ja
)
∈ W = L2(M, volM ). In this way, the space of fields of the
theory is the Hilbert space FQ = V⊕W. A variation for χ ∈ FQ is a tangent vector at χ, which may
be identified witha vector field Uχ along along χ on Q, which is vertical with respect to the fibration
pi : Q → M. The tangent space TχFQ is given by all the Uχ. In the following, it will be useful to
extend Uχ to a vertical vector field U˜ in a neighbourhood of the image of χ inside P given by
U˜ = UφR
∂
∂uR
+ U jR
∂
∂ρjR
+ UφI
∂
∂uI
+ U jI
∂
∂ρjI
. (42)
As before, the dynamics may be described in terms of the Schwinger-Weiss action principle for
sections χ ∈ FQ. First of all, we consider the pullback θH to Q of the form θ˜H in Eq.(39) given by
θH =
(
uIduR − uRduI) ∧ iΓvolM + ρjadua ∧ i ∂
∂xj
volM −HvolM . (43)
Then, we define the action functional S on FQ as
S[χ] =
∫
M
χ∗ (θH) , (44)
with χ ∈ FQ. At this point, we may proceed as in the previous section and compute the variation
dS[χ](Uχ) of S to be
dS[χ](Uχ) =
∫
M
χ∗
(
LU˜θH
)
=
∫
M
χ∗
(
iU˜dθH
)
+
∫
M
dχ∗
(
iU˜θH
)
, (45)
where U˜ is any extension of Uχ. Again, we use Stokes’ theorem and see that the boundary term
vanishes because ∂M = ∅. The action principle states that the dynamical trajectories satisfy the
Euler-Lagrange equations for the action functional
ELχ(Uχ) :=
∫
M
χ∗
(
iU˜dθH
)
= 0 , ∀Uχ ∈ TχFP , (46)
which are nothing but the de Donder-Weyl equations
∂φI
∂t
= −1
2
∂P jR
∂xj
,
∂φI
∂xj
= −δjkP kI
∂φR
∂t
=
1
2
∂P jR
∂xj
,
∂φR
∂xj
= −δjkP kR .
(47)
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It is a matter of straightforward computation to see that the free Schro¨dinger equation for ψ follows
from equation (47) upon writing ψ = φR + iφI . The space of solutions is denoted by ELM, and it is
equipped with the two-form
ΩΣχ (Uχ, Vχ) =
∫
Σ
i∗Σχ
∗(iV˜ iU˜dθH) . (48)
Once again, following the steps outlined in the companion letter [19], it is possible to show that ΩΣ is
actually independent of the simultaneity surface and frame of reference, and we can simply write Ω.
In the remainder of the section, we want to formulate the dynamics in terms of an action principle
for sections of an infinite-dimensional bundle which replaces Q. In this way, we will be able to read
the bracket associated with Ω in terms of a Poisson subalgebra of the algebra of smooth functions on
a suitable manifold endowed with a Jacobi bracket. We proceed in analogy with what is done in the
previous section. Therefore, we fix a time-slice Σ and we consider the pullback bundle i∗ΣQ, where iΣ
is the immersion map of Σ inside M. A section σ of this bundle is given by
σ(xj) =
(
xj , t0, ϕ(xj)a, βka(x
j)
)
,
where j = 1, 2, 3 and a = R, I, and where
ϕa(xj) = (φa(xj , t0))|Σ, βka(xj) = (P ka (xj , t0))|Σ , (49)
for some section χ(xj , t) = (xj , t, φa(xj , t), P k(xj , t) in FQ. As before, we impose some regularity
conditions on the admissible sections χ. Specifically, we will consider (ϕa) ∈ V = H1(Σ, volΣ), and
(βja) ∈ B = L2(Σ, volΣ), so that we have the Hilbert space of fields given by FΣ := V ⊕B. Then, we
consider the Hilbert bundle τ : FΣ×R→ R, where τ is the projection on the second factor, which plays
the role of the extended phase space in [19], and we denote by Γ the space of sections of this bundle.
Following what is done in the previous section, we can find a one-to-one correspondence between Γ
and FQ. Now, we define the Hamiltonian function
H(ϕa, βja; s) =
∫
Σ
−1
2
δjk
(
∂ϕR
∂xj
∂ϕR
∂xk
+
∂ϕI
∂xj
∂ϕI
∂xk
)
volΣ =:
∫
Σ
H volΣ , (50)
the one-form
ΘH = 2
∫
Σ
ϕIδϕRvolΣ −H ∧ dt , (51)
and the action functional
S[γ] =
∫
R
γ∗ΘH. (52)
Developing the variation of S as done for the Klein-Gordon case, we obtain the constraints
∂ϕR
∂xj
= −δjkβkR ,
∂ϕI
∂xj
= −δjkβkI (53)
and the “evolution equations”
dϕR
ds
= −1
2
∆Σϕ
I ,
dϕI
ds
=
1
2
∆Σϕ
R . (54)
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The constraint conditions in Eq.(53) determine a submanifold C ⊂ FΣ which is a linear subspace. We
define the trivial bundle τC : C×R→ R, where τC is the projection on the second factor, and we denote
by ΓC the space of sections of this bundle. Moreover, we write, with an evident abuse of notation, ΘH
for the pullback to C × R of the one-form in equation (51).
Then, on C ×R, it is clear that Eq.(54) may be read as defining the integral curves of the (densely
defined) vector field
XH =
∂
∂t
+
δH
δϕI
δ
δϕR
− δH
δϕR
δ
δϕI
(55)
which is in the kernel of the two-form
dΘH = 2
∫
Σ
(
δϕI ∧ δϕR) volΣ − dH ∧ dt . (56)
This two-form plays the role of the contact two-form on T∗Q × R in the case of non-realtivistic
Hamiltonian mechanics, and of the contact two-form on the mass-shell in the case of the relativistic
particle considered in [19]. Eventually, we obtained the de Donder-Weyl equations for the free quantum
particle in R3 as a Hamiltonian system on an infinite-dimensional manifold, in such a way that a section
γ satisfying Eq.(54) provides a representation in terms of Cauchy data on Σ of the points in ELM.
We denote by ELC the space of all γ ∈ ΓC satisfying Eq.(54).
Again, all vector fields fXH with f a non-vanishing function are in the kernel of dΘH, and
the integral curves of f XH can be interpreted as reparametrizations of the dynamical trajectories.
Moreover, just as we said for the free Klein-Gordon theory, under suitable regularity properties for
XH , the family of its integral curves defines a regular foliation of the manifold C ×R, and every point
in the quotient manifold, say Q, associated with the foliation can be identified with one and only one
element in ELC . This allows us to look at the space of smooth functions on Q ∼= ELC ∼= ELM as the
subalgebra C∞H (C × R) ⊂ C∞(C × R) of smooth functions such that LXHf = 0. Then, as we did for
the Klein-Gordon equation, we may look for a bivector Λ on C × R satisfying the relations
[Λ,Λ]S = 2 ΓH ∧ Λ , LΓHΛ = 0, (57)
where [·, ·]S denotes the Schouten-Nijenhuis bracket and ΓH is the Reeb vector field satisfying iΓHΘH =
1. The associated Jacobi bracket [2, 15] [·, ·]J on C∞(C × R) is then defined as follows
[f, g]J := Λ(df,dg) + f LΓHg − g LΓHf . (58)
Recalling that ΓH annihilates the elements in C
∞
H (C × R), it is immediate to check that C∞H (C × R)
becomes a Poisson subalgebra of C∞(C × R) with respect to the Jacobi bracket defined above. Upon
identifying ELM with ELC , and then ELC with Q, the Poisson bracket on C∞H (C × R) is precisely
the Poisson bracket associated with the two-form Ω in Eq. (48). To explicitely write the Jacobi
and Poisson bracket, we can look for an analogue of the generalized Darboux coordinates used in the
particle case in the companion letter [19]. At this purpose, we first move from C to C′ introducing the
Fourier transforms
ϕR(x) =
∫
Σ
ϕˆR(k) e
ik·x volΣ, ϕI(x) =
∫
Σ
ϕˆI(k) e
ik·x volΣ. (59)
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Note that the fact that ϕR and ϕI are real-valued imposes the constraints ϕˆR(k) = ϕˆR(−k) and
ϕˆI(k) = ϕˆI(−k). Now, we consider the “change of coordinates” in C′ × R given by
W =
1
2
∫
Σ
(
|ΦˆR|2 − |ΦˆI |2
)
sin(k2s) + 2(ΦˆRΦˆI + ΦˆRΦˆI) sin
(
k2
2
s
)
volΣ
ΦˆR = ϕˆR cos
(
k2
2
s
)
− ϕˆI sin
(
k2
2
s
)
ΦˆI = ϕˆI cos
(
k2
2
s
)
+ ϕˆR sin
(
k2
2
s
)
, .
(60)
where, again, it is ΦˆR(k) = ΦˆR(−k) and ΦˆI(k) = ΦˆI(−k). In this coordinate system, it is possible to
see that the one-form ΘH in equation (51) becomes
ΘH = 2
∫
Σ
ΦˆI δΦˆR volΣ + dW . (61)
The Reeb vector field ΓH becomes ΓH =
∂
∂W , and, in analogy with what we did in the particle case
in the companion letter [19], the bivector field Λ in the definition of the Jacobi bracket reads
Λ =
1
2
∫
Σ
(
δ
δΦˆR
− ΦˆI ∂
∂W
)
∧ δ
δΦˆI
volΣ . (62)
Clearly, elements in C∞H (C′ × R) are just those functions which do not depend on W , and thus the
Jacobi bracket among them becomes the Poisson bracket given by
Λ(dF,dG) =
1
2
∫
Σ
δF
δΦˆR
∧ δG
δΦˆI
volΣ . (63)
4 Conclusions
In this letter, we continued the analysis of the description of the covariant bracket on the space of
functionals on solutions to variational problems in the framework of contact geometry initiated in
the companion letter [19]. We analysed in detail the case of free Klein-Gordon theory on Minkowski
spacetime, and of the free Schro¨dinger equation for a particle in R3. Both systems were described by
means of two different but equivalent formulations. On the one hand, we exploited the multisymlectic
formalism to give a description in which the fields of the theory are sections of a suitable bundle over
the spacetime manifold, but for which it is not possible to appreciate the role of contact geometry.
Indeed, this formulation seems to point at the need to develop a generalization of contact geometry
which is analogue to the multisymplectic generalization of symplectic geometry, and that will be
pursued in a future work.
On the other hand, we presented a description in terms of a vector field on a suitable infinite-
dimensional manifold that leads to the identification of the covariant bracket in terms of a Poisson
subalgebra of the algebra of smooth functions on the infinite-dimensional manifold endowed with the
Jacobi bracket.
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