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Introduction
The World Wide Web (Web) has gained vast popularity in the last decade. In its
early ages content and usage accordingly, were fairly limited to extended informa-
tion of companies to ensure their online presence, and scientific content maintained
by universities. By now the Web has grown to serve as a primary information
source and online interface for services used in our everyday life. The information
we acquire from the Web spans from encyclopedia entries, background knowl-
edge, the latest news to profiles of prospective employers, and current moods and
whereabouts of our friends. Many companies with real-world branches, e.g. banks,
news papers, ticket offices, retail shops moved their businesses partially, or even
completely online. New online businesses—sometimes without obvious real-world
equivalents—emerged including various forms of social networks and professional
blogs. Online services allow us to arrange our various matters conveniently from
home or from different locations without waiting queues and traffic delays: we can,
for example, transfer or invest money, purchase clothes or concert tickets, order
food, or arrange our vacations completely from travelling, through lodging, to
sightseeing. Furthermore, we have more choices to get the same service and often
regardless whether the provider is located in the neighbourhood or on a different
continent.
As a parallel development to the Web, data mining (DM) [68] has emerged to
provide efficient solutions to handle large corporate databases and to gain business
intelligence. Data mining techniques uncover relevant, previously unknown patterns
and hidden relations from large amounts of data. The discovered patterns can be
turned into actionable knowledge by human interpretation or can be used to feed
automated systems. DM helps, for example, to increase the profitability of various
business processes, to improve customer relationship management, to detect fraud,
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to improve the quality of risk assessment and in general to support decision making
processes. Data mining is interdisciplinary by nature as it builds on contributions
of information science, computer science, and statistics. In particular, data mining
lies at the intersection of statistics, machine learning, artificial intelligence, data
management and databases, and other areas. Research in DM is fuelled by the
ever growing amount of data across all levels of organisations and by the need
for scalable algorithms to discover knowledge from them. Different data sources
and data types require different approaches in processing, modelling and analysing
them. Therefore data mining has various areas specialised in specific data domains.
These domains enforce the tailoring and application of general DM techniques to
suit the special data requirements and facilitate the development of new algorithms.
The Web itself provides such a domain with its rich variety and “endless” amounts
of data sources. Therefore it comes with no surprise, that recently these two
developments, the Web and data mining, have met to improve online services for
greater customer satisfaction and to support marketing decisions.
Conventional vs. online services: a user point of view
The downside of multiple, “globalised” services is that it is not always easy to
find the information or service that suits the user. As users are overwhelmed
with information, they will choose the service that provides the most relevant
information or most suitable service with the least amount of time spent searching.
The cost of switching services, shops, stores is usually much higher in the real-
world; the next store may be a long drive away wasting both time and money.
Also, in a real-world shop customers have the ability to explicitly express what
they are looking for. If they cannot find a product or they are not sure about the
right choice they can always ask for assistance. On the Web everything is just
one click away and therefore the switching cost is usually low. If a user does not
find what he wants, he can simply take the next result from a search engine or
online directory and try one of the competitors. Furthermore, users are highly
intolerant with incomprehensible or slow Web sites, annoying pop-ups, or sloppy
design ([125]). Therefore to retain customers and to attract new ones service
providers have to optimise their services for maximal user satisfaction.
An ideal scenario
An ideal scenario for a user is to get fully customised content, with only the
most relevant, up-to-date information that meets the current user intention and
is provided without any explicit effort from the user. Let us imagine a fictitious
ideal scenario where a service provider knows everything about its users to the
tiniest details—let us forget about the privacy concerns for the moment. Based on
the current mindset and intention of the user it provides him the service he desires
and fits his needs in a presentation that satisfies him the best. Towards this goal
we also assume that the service provider has complete semantic information of
the service components which can entirely be mapped to user requirements. For
3example, as a potential customer navigates to the Web site of an online travel
agent, the Web site would instantly provide complete, fully customised itineraries
fulfilling all the wishes and preferences of the visitor. The itineraries would include
not only hotel, flight, car, and excursion reservations with room, seating, and
other preferences regarded, but would also provide recommendations for museums,
restaurants, bars, local events, etc. that fit the visitor’s profile. This is, of course,
a far-fetched, idealistic abstraction and obviously far from reality.
A service provider point of view
What is the intention of an online visitor? This is one of the most valuable pieces
of information for an online service provider. However, on the Web, the intention
is hidden and can only be partially revealed from implicit indicators in the traces
users leave behind while they browse through a Web site. In a conventional shop
an assistant can interpret user intention and transform it to customised solutions.
On the Web user intention can only be roughly estimated and its mapping to a
service is necessarily just an approximation. Therefore the task to narrow the gap
between real solutions and the ideal scenario is highly complicated and limited
by the available usage and customer information. Although, we need to add that
in contrast to an online store, no data are collected about customer activity in a
conventional shop. Unless the customer uses a customer card or bank card, his
purchases cannot be linked together. On the Web user traces are collected in an
opt-in fashion and multiple visits of the same users can (approximately) be linked
together. To demonstrate the extent of online data collection we may imagine its
“translation” to a real-world equivalent through a fictitious example:
At 13:45:12, 6th of July, 2008 Person-X entered supermarket A and begun to walk on isle
B “Beverages”. He looked at Beer-C at 13:45:42, then he looked at Beer-D at 13:45:56
and put the latter product in his basket at 13:46:32 . . . He finally checked out the content
of his basket and purchased a list of items L at 13:54:44. He paid a sum of E euros.
At this point we know exactly who he is and we know all the details of his
previous purchases in the store.
Web usage mining
Figure 1.1 shows a simplified client-server interaction model. When a user follows
a link in his Web browser, the referred content is duly requested from the Web
server hosting the Web site. The server in response prepares the content and sends
it back to the client1. In addition, it also records relevant information about each
request in so-called server-side Web access log files. Recorded information includes
the date and time of the request, the URI of the requested resource, and some
1In some cases a user request will not result in communication with the server (due to caching).
Also, the server may not be able to provide the requested content (due to server errors or faulty
requests). See Chapter 2 for more details.
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sort of user identification. The communication between the client and the server
is mediated through the Internet.
INTERNET
Request to server
Response from server
CLIENT - SIDE SERVER - SIDE
Response to user
Request from user
LOG
Figure 1.1: A simplified client-server interaction model.
Web usage mining (WUM) [36, 147] is the research area primarily concerned
with the analysis and modelling of Web usage and user behaviour based mainly on
the server-side Web access log data. WUM techniques can be applied to refine and
optimise the Web site structure, to recommend contents, products, or services to
users, to maintain personalised pages, to define marketing strategies, to measure
the success of promotional campaigns, and to help to attract new clients and retain
old ones; in general to increase customer satisfaction and business advantage at
the same time, thus to converge to the aforementioned ideal scenario.
Online Web usage mining
In recent years, the huge growth in volumes of streaming data in some applications
and the requirement for online decision support called for research towards highly
efficient, real-time algorithms and the field of data stream mining ([1, 55]) has
emerged. Typical examples of vast data streams include telecommunication
calling records, electronic transactions, video and audio streams of monitoring
and surveillance systems, and clickstream data of Web sites. Our main focus
throughout the thesis lays along the analysis and modelling of this latter data
source. Processing and modelling high volume clickstream data need efficient
online WUM algorithms. Furthermore, data collected over an extended time period
are likely to change their characteristics, because the underlying data generation
processes are likely to change over time. Therefore to process clickstream data
online, a WUM system needs to adapt to changes both in user behaviour and in
the structure of the data (e.g. to a changing Web site). Some applications require
profiling or modelling of usage on an individual, customer level. In practice the
huge number of customers necessitates the application of efficient, compact user
profiles. Both the design and maintenance of compact and efficient individual user
profiles and monitoring their changes over time are largely unexplored areas in
Web usage mining and this forms the main challenge in our work.
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The general research goal we aim to achieve in this thesis is:
Model the behaviour and changes of the behaviour of Web users over time.
For further discussion of the main goal we decompose it to four more specific
research goals:
Goal 1. Identify the data sources available for WUM, investigate and design
methods to extract relevant features from data, address data quality issues
and common anomalies, and design a Web usage data generator.
The identification of suitable data sources and the assurance of their quality is a
pre-requisite for any data mining processes. Web usage data are known to be noisy.
We investigate their common anomalies and in particular we provide methods to
process the data regarding the time spent on pages, a commonly ignored interest
indicator. Since Web usage data are kept confidential, repeatability of experiments
in WUM research is limited to a very few publicly available data sets. To facilitate
transparency and repeatability of experiments in research we analyse real-world
data sets, propose a model to generate synthetic Web usage data, and provide an
open source data generator based on this model.
Goal 2. Propose a method to evaluate the relevance of interest indicators.
The frequency of visited pages or products is commonly used to indicate page
popularity both in practice and research. However, there are various other measures
that can be included in user models, such as the time spent on pages. Their
importance is commonly investigated through laborious user case studies. We
propose an automated test environment to evaluate the relevance of interest
indicators without explicit user feedback.
Goal 3. Design methods to construct compact and efficient individual user
profiles that can be maintained incrementally over time, and methods to
support usage profiling.
WUM techniques that operate on an individual level expand the possibilities of
companies to adjust their services for greater customer satisfaction. However, in
practice, the number of clients is typically large; it may be well beyond tens or
hundreds of thousands. Therefore the application of compact profile structures is
required. In addition profiles are needed to be incrementally maintainable over
time to support online algorithms.
Goal 4. Explore existing methods in online WUM. In addition, identify the
main problems for change detection in individual user behaviour and
design methods to solve them.
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There are numerous surveys in Web usage mining; however, we are not aware of
any in online WUM. In this thesis we aim to provide an introduction to online
WUM and overview the latest developments. In particular we focus on change
detection in online user behaviour. We distinguish changes in navigation patterns,
i.e. altering patterns in visited pages, and changes in user activity, i.e. changes in
the frequency of visits to a service or a Web site. Both the navigation patterns
and activity of an individual user are likely to change over time. Signals on
detected changes can be used to trigger updates on personalised content and for
various marketing actions in the former case and, for example, to initiate customer
retention campaigns in the latter. We provide solutions for change detection in
both areas.
1.2 Contributions
Our work towards the above research goals leads to several contributions. The
following list is a brief summary of our main contributions organised in four topics
in accordance with the research goals.
1. Data sources and data preparation.
• We present common anomalies in Web usage data through a case
study of an online retail shop of the 2005 ECML/PKDD Discovery Challenge
(Chapter 2).
• We provide methods to pre-process the time spent on pages data
(Chapter 3). The time spent on pages is a largely ignored interest indicator
in WUM. The methods presented in our work may facilitate its application.
• We provide a Web usage data generator based on an extensive analysis
of five real-world data sets. The generator is specially designed to simulate
changes both in the environment and the user behaviour. To support
repeatability of experiments we provide our open source implementation
(Chapter 10).
2. A method to evaluate the relevance of interest indicators.
• We present a framework for evaluating interest indicators in Web
usage mining based on domain dependent properties of the data, and evaluate
our hypotheses as use case scenarios (Chapter 9).
3. Compact and efficient individual user profiles and usage profiling.
• We design generic templates for user profiles, based on (prefix-) tree
structures, to efficiently maintain information on individual user behaviour
(Chapter 6 and 7).
• We introduce a support-based distance measure between profiles to
facilitate on-demand clustering (Chapter 6).
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• We provide a tool to visualise session data (Chapter 11). The visualisa-
tion can be used to gain insight into Web usage in general and into particular
user profiles.
• We identify and describe several domain dependent usage charac-
teristics based on our analysis of real-world data sets (Chapter 10). These
characteristics may be considered while analysing usage data from a particu-
lar Web site.
4. Online Web usage mining.
• We present, to the best of our knowledge, the first survey in online Web
usage mining (Chapter 4 and Chapter 5).
• We recognise an important, largely unexplored area of Web usage mining:
change detection in online user behaviour. A vast body of related
work exists on change detection in data streams. We are not aware, however,
of any in the context of online Web usage mining. We focus our attention
on its three subproblems: (1) detecting changes in individual navigation
patterns, (2) identifying and reporting “interesting” user sessions, and (3)
detecting changes in individual user activity.
• We provide space and computationally efficient solutions for the afore-
mentioned problems, partly by applying statistical and data stream mining
approaches (Chapter 7 and Chapter 8).
1.3 Organisation of the Thesis
The thesis consists of three major parts and their chapters as described in the
followings. In Part I “Background and Data Preparation” we give an intro-
duction to Web usage mining; more specifically we describe various data sources
and data preparation techniques. This part consists of two chapters (Chapter 2
and 3). In Part II “Modelling and Detecting Changing User Behaviour”
(Chapter 4 to 8) we address online Web usage mining. First, we provide a general
introduction to the field and survey related work. Then we investigate and design
structures for compact individual user profiles, provide a method to support Web
personalisation, and explore the area and provide methods for change detection in
individual user behaviour. Part III “Methods to Evaluate Interest Indica-
tors and to Generate Usage Data. Visualisation” consists of three chapters
(Chapter 9 to 11) of different topics: a framework to evaluate interest indicators,
a Web usage data generator, and a tree-like visualisation tool.
To prepare the reader, we would like to note that the first few chapters (Chapter
2 to 4) contain extensive background studies and literature overview that provide
an introduction to traditional and online Web usage mining. Related work in the
later chapters is limited to the specific content.
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In the following sequel we list the publications backing up the thesis by chapter.
Some articles have been split over multiple chapters; we cite the full reference at
the first occurrence only.
Chapter 2 “Web usage mining” provides a general context to our thesis
through an introduction to Web usage mining. It overviews the data sources used
in WUM and their necessary pre-processing steps. In particular it presents the
various types of session representations in WUM, the data sets we use throughout
our experiments, and common anomalies in WUM data. This chapter builds
partially on:
Hofgesang, P. I., and Kowalczyk, W. User Profiling - Concepts and Applications.
ICFAI Books, 2006, ch. Analysing Clickstream Data: From Anomaly Detection to Visitor
Profiling. Appeared originally as [78].
Chapter 3 “Time Spent on Pages Data Preparation” focuses on the par-
ticularly important steps required to pre-process the time spent on Web pages.
This chapter builds partially on:
Hofgesang, P. I. Relevance of time spent on web pages. In Workshop on Web Mining and
Web Usage Analysis. The 12th ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining (KDD 2006) (2006).
Chapter 4 “Online Mining of Web Usage Data: An Overview” introduces
data mining under the constraints of continuous and large volume data flows and
surveys the related work on online Web usage mining. This chapter builds partially
on:
Hofgesang, P. I. Online mining of web usage data: An overview. In Web Mining
Applications in E-commerce and E-services, I-Hsien Ting and Hui-Ju Wu (eds.) (2009),
vol. 172 of Studies in Computational Intelligence, Springer, pp. 1–24.
Chapter 5 “User Profiling” investigates the requirements for building profiles
of Web users or user groups and provides various types of profile choices. This
chapter builds partially on:
“Online Mining of Web Usage Data: An Overview” [77] and on “Analysing Clickstream
Data: From Anomaly Detection to Visitor Profiling” [79].
Chapter 6 “Web Personalisation” aims at maintaining individual profiles for
a large number of users over time and to provide on-demand clustering using a
support-based distance measure over profiles. This chapter builds partially on:
Hofgesang, P. I. Web personalisation through incremental individual profiling and
support-based user segmentation. In Proceedings of the 2007 IEEE/WIC/ACM Interna-
tional Conference on Web Intelligence (2007), IEEE Computer Society, pp. 213–220.
Chapter 7 “Detecting Changes in Individual Navigation Patterns” cov-
ers online change detection in individual navigation patterns. This chapter builds
partially on:
Hofgesang, P. I., and Patist, J. P. Online change detection in individual web user
behaviour. In Proceedings of the 17th International Conference on World Wide Web,
WWW 2008 (2008), ACM, pp. 1157–1158.
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Hofgesang, P. I., and Patist, J. P. Real-time analysis of individual web user behaviour.
Tech. rep., Vrije Universiteit Amsterdam, Computer Science Department, 2008. http:
//www.few.vu.nl/~hpi/papers/IndivChangeDet.pdf.
Chapter 8 “Detecting Changes in Individual User Activity” studies
online change detection in individual user activity, i.e. as opposed to browsing
patterns, it investigates patterns based on the number of visits a user performed
in a given period. This chapter builds partially on:
Hofgesang, P. I., and Patist, J. P. Supporting customer retention through real-time
monitoring of individual web usage. In Proceedings of the 4th International Conference
on Advanced Data Mining and Applications, ADMA 2008 (2008), vol. 5139 of Lecture
Notes in Computer Science, Springer, pp. 699–708.
Chapter 9 “A Method to Evaluate Interest indicators” introduces a frame-
work to evaluate the relevance of interest indicators. This chapter builds partially
on:
Hofgesang, P. I. Methodology for preprocessing and evaluating the time spent on web
pages. In Proceedings of the 2006 IEEE/WIC/ACM International Conference on Web
Intelligence (2006), IEEE Computer Society, pp. 218–225.
Chapter 10 “Web Usage Data Generator” covers an extensive analysis of
five real-world data sets to identify their common and distinctive characteristics
and to provide a realistic Web usage data generator. This chapter builds partially
on:
Hofgesang, P. I., and Patist, J. P. On modeling and synthetically generating web usage
data. In International Workshop on Web Personalization, Reputation and Recommender
Systems (WPRRS 2008) (2008), IEEE Computer Society, pp. 98–102.
Chapter 11 “Tree-like Web Usage Visualization” reports on a software tool
that visualise session data conveniently for visual analysis. This chapter builds
partially on:
Balog, K., Hofgesang, P. I., and Kowalczyk, W. Modeling navigation patterns
of visitors of unstructured websites. In Proceedings of the 25th SGAI International
Conference on Innovative Techniques and Applications of Artificial Intelligence (2005),
Springer, pp. 116–129.
Hofgesang, P. I. ClickTree—tree-like web usage visualization, User’s guide. Available
at http://www.few.vu.nl/~hpi/ClickTree.
Chapter 12 “Summary and Conclusions” summarises the main conclusions
and points out possible directions for future work. It addresses some major
challenges in Web usage mining. This chapter builds partially on:
“Online Mining of Web Usage Data: An Overview” [77].
1.4 What is Omitted?
This section outlines relevant topics, research directions that relate well to the
content of this book but that we did not investigate in detail to narrow down
the focus of our work. Although we needed to omit their detailed discussion and
elaborate research, further work regarding these directions may lead to genuine
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insights to Web usage mining, improved pre-processing and modelling techniques
and in general interesting interdisciplinary research.
• Search query analysis. Intra- and intersite search queries may show how
users reach specific Web sites and content. Keywords in queries often indicate
user intention and interest. Thus query data, combined with individual click
or collaborative click data, can be used to better understand user intention
and to refine search results. Prior works on Web site optimisation using
query analysis include [42, 9].
• Social network based filtering. It seems to be a reasonable assumption
that certain (groups of) friends and colleagues, identified by one’s social net-
work, are interested in similar contents. Thus content filtering based on their
click paths would be likely more successful than matching that of strangers.
However, social connectivity and click data are rarely available together; the
exceptions are limited to social network services. In a hypothetical scenario,
where individuals would carry some unique ID to Web sites and a service
provider would have access to the connectivity of users as well, the service
could be improved by recommending content which seemed to be good for
the peers of the users.
• Intersite user profiles. Collection and combination of the usage data of
users over multiple sites would give a wider view on customer behaviour.
However, since usage data are kept private by service providers, multi-
ple sources are only available in special cases, e.g. for services as Dou-
bleClick, http://www.doubleclick.com, and Google Analytics, http://
www.google.com/analytics/.
• Empirical studies. Unbiased and correctly designed empirical studies
performed on representative sets of users about user behaviour and user
goals would be highly valuable to match against actual click data. For
example, a study of browsing behaviour of users who specify in advance
their goals, their objectives of visiting the site would be beneficial for service
improvements. The same study may be extended with further comments
after the visit including whether or not they found the information they were
looking for and possible reasons in case of a failure.
• Semantic Web. Mapping user requests (unique URIs) to unique page IDs
is often a laborious, manual pre-processing step and typical labelling provides
only limited information through pattern analysis (e.g. page ID 1 is home
page). A rich semantic model of a Web site, that contains not only proper
labels for each URI but also conceptual relationships and hierarchies among
pages and products (e.g. a specific news article belongs to a specific news
category), could highly increase the efficiency of both the data pre-processing
(page mapping) and the pattern analysis phase of Web usage mining. Also,
Web usage analysis methods could benefit from the semantic information of
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various page dependencies, e.g. that a login page should precede all internal
pages or that an online marketing campaign consists of a number of steps
(pages) following a pre-defined workflow. There have been attempts to enrich
Web usage mining with semantic Web techniques [150, 18, 41, 173].
• Process mining. Enterprise information systems, such as workflow man-
agement and customer relationship management systems, record information
about their usage. These systems typically log which tasks were executed,
which actors performed these tasks and the timestamp of execution. As
Web usage logs provide insight into Web site usage, similarly event logs
of information systems can be used to analyse business processes. Process
mining techniques allow for extracting information from these event logs.
Although, most related work (see www.processmining.org) in the area focus
on business process mining, user visits to a Web site can be interpreted as
process instances and so process mining techniques can be applied to gain
insights on Web usage [158].
12 Introduction
Part I
Background and Data
Preparation
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2
Web Usage Mining
In this chapter we provide an introduction to Web usage mining. We identify the
various data sources used in WUM and describe their pre-processing steps. Then
we give a formal description of session data and present forms of data abstractions.
The final sections investigate issues around data quality and describe the data sets
we use for experiments throughout the thesis.
2.1 Introduction
Web or application servers log all relevant information available on user–server
interaction. These log data, also known as Web user access or clickstream data, can
be used to explore, model, and predict user behaviour. WUM is the application of
data mining techniques to perform these steps, to discover and analyse patterns
automatically in (enriched) clickstream data. Its applications include customer
profiling, personalisation of online services, product and content recommendations,
and various other applications in e-commerce and Web marketing. Figure 2.1 shows
the three major stages of the WUM process: (I) data collection and pre-processing,
(II) pattern discovery, and (III) pattern analysis.
In the first stage the Web access log data are pre-processed, including being
filtered and sessionised, and enriched with other sources of information, e.g.
registration data of users and the content and structure of the Web site. All
URIs are mapped to unique indices to facilitate data modelling in the pattern
discovery phase. A portion of the data are selected and transformed to the
format appropriate for the selected pattern discovery algorithm. Once we ran the
algorithm, e.g. frequent itemset mining or clustering algorithm, we analyse the
15
16 Web Usage Mining
Figure 2.1: An overview of the Web usage mining process.
outcome to make decisions, for instance, to improve site structure or to support
an online marketing campaign.
Catledge and Pitkow [25] and, later, Tauscher and Greenberg [154] presented the
first empirical studies on Web users’ browsing behaviour. Both studies collected
and analysed client-side user activity data, including browser commands and
actions issued by members of their affiliated computer science departments. Both
studies found that the most common user actions are following hypertext links
(about 50% of all actions) and using the back button (about 30-40% of all actions).
[154] found that users revisit pages with high probability (about 0.6). A more
up-to-date study was presented later by Cockburn and McKenzie [35].
There is a vast amount of related work on WUM. The most popular research
areas include frequent itemsets and association rules mining, sequential pattern
mining, classification, clustering, and personalisation. The first survey of Web
usage mining was presented in [36]. In the early years of its research, the term Web
mining was commonly used to cover all aspects of the field, including Web content
and Web usage mining. The Web mining taxonomy provided in this work was the
first step to establish a common vocabulary among researchers. This taxonomy
was extended later in [147], along with an up-to-date literature overview. Other,
and more recent surveys on Web usage mining include Mobasher et al. [117],
Eirinaki and Vazirgiannis [45], Anand and Mobasher [6], Kosala and Blockeel [101],
Pierrakos et al. [134], Facca and Lanzi [48], and Liu [112]. Data sources and their
pre-processing are described in the following sections.
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Field name Example entry Field name Example entry
remotehost 1.2.3.4 status 200
rfc931* - bytes 22408
authuser* steve referrer ”http://www.cs.vu.nl/”
date
[16/Aug/2008:13:57:37
+0200]
user agent
”Mozilla/4.0 (compatible; MSIE
7.0; Windows NT 5.1; .NET CLR
2.0.50727; .NET CLR 1.1.4322)”
request ”GET / HTTP/1.1”
Table 2.1: Common fields of the extended log file format with example entries. *Fields
are typically not available or may contain unreliable information.
2.2 Web Access Log Data
The most important and most commonly available data source in Web usage
mining is the so-called server-side Web access log or clickstream data. The
clickstream data contain information on each user click, such as the date and time
of the clicks, the URIs of visited Web resources, and some sort of user identifier
(IP address or remote host name, browser type, and login names in the case of
authentication-required sites.
Figure 2.2 shows an example click path of a user, as a series of raw log traces, on
the Web site of the Faculty of Sciences, VU Amsterdam. Each action is depicted by
the corresponding Web page and the information logged about it on the server-side
Web access log file. The example visit consisted of five page views as a result of
five consecutive user actions. The user started on the home page of the faculty
and switched the language to English. Then he navigated to the computer science
department where he selected the artificial intelligence section. Finally, he viewed
information about the computational intelligence group.
User actions are commonly recorded according to the extended log file format
(ELFF) [64]. Each entry in an ELFF file consists of a sequence of fields related to
a single HTTP transaction. Web servers can be configured to log various pieces of
information. The most commonly used fields are the domain name or IP address
of the user host (remotehost), user login name (rfc931 ), user name (authuser),
date and time of the user request (date), the HTTP request exactly as issued at
the client-side (request), the HTTP status code returned to the client (status), the
content-length of the document transferred to the client (bytes), the URL of the
site provided a link to the current site (referrer), and the browser type used by
the client (user agent). Table 2.1 shows these fields along with examples.
Raw log data need to be pre-processed; first, by filtering all irrelevant data
and possible noise, then by identifying unique visitors and page views, and by
recovering user sessions. Some pre-processing steps are straightforward to perform
while others are rather complicated and need heuristic decisions. Needless to say,
the quality of pre-processing highly influences the outcome of pattern analysis and,
therefore, must be performed with special attention. Cooley et al. [37] provided
the first comprehensive methodology on Web access log data pre-processing. Other
related work include: [25, 136, 86, 160, 95, 151, 115, 21]. In the followings we review
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Page 1: start the visit at the home page of the Faculty of
Sciences, VU Amsterdam (http://www.few.vu.nl)
1.2.3.4 - - [16/Aug/2008:13:57:37 +0200] "GET /
HTTP/1.1" 200 22408 "-" "Mozilla/4.0 (compatible;
MSIE 7.0; Windows NT 5.1; .NET CLR 2.0.50727; .NET
CLR 1.1.4322)"
Page 2: switch the language of the site to English (http:
//www.few.vu.nl/en/index.php)
1.2.3.4 - - [16/Aug/2008:14:00:36 +0200]
"GET /en/index.php HTTP/1.1" 200 16810
"http://www.few.vu.nl/" "Mozilla/4.0 (compatible;
MSIE 7.0; Windows NT 5.1; .NET CLR 2.0.50727; .NET
CLR 1.1.4322)"
Page 3: go to the home page of the comp. sci. department
(http://www.cs.vu.nl/en/research_overview.php)
1.2.3.4 - - [16/Aug/2008:14:02:48 +0200] "GET
/en/research overview.php HTTP/1.1" 301 396
"http://www.few.vu.nl/en/index.php" "Mozilla/4.0
(compatible; MSIE 7.0; Windows NT 5.1; .NET CLR
2.0.50727; .NET CLR 1.1.4322)"
Page 4: visit the Artificial Intelligence section (http://www.
cs.vu.nl/en/sec/ai/)
1.2.3.4 - - [16/Aug/2008:14:04:15 +0200]
"GET /en/sec/ai/ HTTP/1.1" 200 18408
"http://www.cs.vu.nl/en/sec/index.php" "Mozilla/4.0
(compatible; MSIE 7.0; Windows NT 5.1; .NET CLR
2.0.50727; .NET CLR 1.1.4322)"
Page 5: view information about the Computational Intelli-
gence Group (http://www.cs.vu.nl/ci)
1.2.3.4 - - [16/Aug/2008:14:05:12
+0200] "GET /ci/ HTTP/1.1" 200 12335
"http://www.cs.vu.nl/en/sec/ai/" "Mozilla/4.0
(compatible; MSIE 7.0; Windows NT 5.1; .NET CLR
2.0.50727; .NET CLR 1.1.4322)"
Figure 2.2: An example click path on the Web site of the Faculty of Sciences, VU
Amsterdam.
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# IP addr. Timestamp Request (URI) Status Size User agent
1 1.2.3.4 08-04-28 22:19:57 GET index.html 200 13163 Mozilla/5.0
2 1.2.3.4 08-04-28 22:24:14 GET index.html 200 13163 MSIE+6.0
3 1.2.3.4 08-04-28 22:24:39 GET content1.html 200 9655 Mozilla/5.0
4 1.3.4.5 08-04-28 22:24:51 GET index.html 200 13163 Mozilla/5.0
5 1.4.5.6 08-04-28 22:24:56 GET nonexistent.html 404 6489 MSIE+6.0
6 1.2.3.4 08-04-28 22:25:04 GET content1.html 200 9655 MSIE+6.0
7 1.2.3.4 08-04-28 22:27:46 GET content2.html 200 23745 MSIE+6.0
8 1.3.4.5 08-04-28 22:28:02 GET content5.html 200 6589 Mozilla/5.0
9 1.3.4.5 08-04-28 22:28:03 GET image.gif 200 54200 Mozilla/5.0
10 1.2.3.4 08-04-29 08:18:43 GET index.html 200 13163 MSIE+6.0
11 1.2.3.4 08-04-29 08:22:17 GET content2.html 200 23745 MSIE+6.0
12 1.2.3.4 08-04-29 08:23:04 GET shop?productCAT=1 200 21612 MSIE+6.0
13 1.2.3.4 08-04-29 08:23:34 GET shop?productCAT=2 200 17883 MSIE+6.0
14 1.5.6.7 08-04-29 09:28:28 GET index.html 200 13163 Googlebot/2.1
Table 2.2: An example of user access log data entries.
the major pre-processing steps. We demonstrate each step using an artificially
designed example of user access log data (Table 2.2).
2.2.1 Data Filtering
In the filtering or data cleaning step we eliminate all entries from the log data
which are not needed for the analysis or which would impair the results.
Removing erroneous entries. In case a client submits a faulty request
or the server is temporarily unavailable to serve a resource, the server responds
by a special status code related to the problem. Status codes [53] can be used
to filter faulty requests or responses. The series of 2xx status codes (e.g. ’200
OK’) indicate that the client’s request was successfully received, understood, and
accepted. However, the 4xx and 5xx classes of status codes indicate client or server
errors, including the well-known ’404 Not Found’ and ’500 Internal Server Error’
statuses. Entries with 4xx or 5xx status codes are usually removed. However,
depending on the application, one may find it interesting to flag these requests
and analyse them along with the rest. Entries referring to redirections (3xx status
codes) are usually removed as well.
For example, entry 5 in Table 2.2 refers to a request for a non-existent page (status 404).
Removing automatic requests. A Web page consists mostly of multiple
elements (e.g. textual information, images, videos), each of them identified by
unique URIs as unique entities. When a user explicitly requests a Web page, each
of the page components get automatically requested too, each of them resulting in
separate entries in the Web access log file. Since the objective of Web usage mining
is to analyse actual user behaviour, in most cases we remove all log entries related
to automatic requests. Technically, we filter URL suffixes for known extensions
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and we either eliminate matching entries (such as ’GIF’, ’JPEG’, and ’CSS’) or
we retain them (e.g. ’HTM’, ’HTML’, and ’PDF’).
For example, entry 9 in Table 2.2 is a request for a GIF image file and therefore we
remove it.
Filtering robot transactions. A crawler (also known as a Web spider, bot,
etc.) is a program that sweeps through the Web in an automated manner to
maintain an up-to-date extract of (parts of) the Web. Since Web servers log all
traffic, regardless whether the client is a human or an automated crawler, it is
essential to remove the crawler generated entries from the log data. There are
hundreds or thousands of crawlers [148]. Some of them clearly identify themselves,
while some others camouflage their activities and send false identities to the servers.
Crawlers that belong to the former group are easy to identify, and therefore to
eliminate their log traces, by matching their patterns to either the remotehost or
the user agent fields, or by checking whether they accessed the robot.txt file. In
case of malicious crawlers some heuristics can be used. For example, the systematic
(e.g. breadth-first) traversal of a Web site, systematic page requests (e.g. every 5
seconds), or extreme session lengths or page view times may all indicate crawler
behaviour. Tan and Kumar [153] provided a solution by training a robot classifier
based on known robot patterns and by applying the model to classify further
sessions.
For example, entry 14 in Table 2.2 is a crawler transaction identified by a matching
pattern in the user agent field of a known crawler (“Googlebot/2.1”).
2.2.2 Identifying and Mapping User Actions
A straightforward approach to identify user actions is to consider each requested
URI of a user as a separate action. Unfortunately, such a simple solution would not
be satisfactory in most real-world cases. Firstly, for the sake of convenience, and
for performance reasons, it is customary to assign indices (page ID) to distinct user
actions, rather than variable length URIs. We used such a simple mapping of URIs
(Table 2.3) in case of our log data of Table 2.2. Secondly, and more importantly,
Table 2.3: An example
mapping of user actions.
Request (URI) Mapping index (page ID)
index.html 1
content1.html 2
content2.html 3
content5.html 4
shop?productCAT=1 5
shop?productCAT=2 6
there are several issues that complicate action identification as described in the
following.
2.2 Web Access Log Data 21
Multiple requests as single action. Aligning multiple HTML files in a
frame and presenting them to users as a single page was once a popular content
representation technique. This technique became obsolete in the recent years.
However, in case of Web sites built based on this technique, one must pay special
attention to identify all pages of a frame as one action for usage analysis.
In addition, multiple user requests may be identified as one action if the
application requires it. For example, one may identify all steps of an online
purchase or registration process as a single “purchase” or “registration” action.
Dynamically generated pages. Many Web sites generate their pages dy-
namically on user request; for example in the case of most e-commerce sites.
URIs of such dynamic pages often consist of a series of parameters, identifier and
value pairs. Mapping of these parameters requires a complete overview of the
page generation logic, and application-oriented decisions for determining page
granularities.
For example, we may map the URIs of entry 12 and 13 in Table 2.2 to indices 5 and
6. Knowing, that both “productCAT=1” and “productCAT=2” refer to certain DVD
titles, we may label them as “DVD Title 1” and “DVD Title 2”. However, for a broader
analysis, we may choose to assign all DVD titles, and thus both URIs in this example,
the same mapping index and a general “DVD” label.
For an automated analysis, multiple levels of indices and labels may be assigned
for URIs. This would allow to broaden or to narrow down the focus of analysis
and the scope of results. In a more advanced approach, mappings can be aligned
to a semantic hierarchy to allow a more generic analysis (see, for example, [150]).
As opposed to mappings based on URI interpretation, URIs can be mapped to
predefined categories by content based classification as well (e.g. [11]).
Rich Internet Applications. In conventional Web sites each user click
results in client-server communication. The application of rich media technologies,
like Adobe Flash, Microsoft Silverlight, or AJAX results in keeping user interaction
mostly on the client-side while limiting communication with the server. This, of
course, means that server-side Web access log analysis will not provide a realistic
insight to user behaviour. Fortunately, there are solutions to tackle this problem.
Instead of relying on implicit client-server communication, events on the client-side
can be tagged by scripting to force communication with the server. The advantage
of tagging is that potentially any client action can be relayed to the server with
extra usage information—even actions that are impossible to track in normal
settings (e.g. lost window focus, or window scrolling). Main disadvantages are
that each event must be tagged individually, and that tracking means a further
step in intruding to user’s privacy.
2.2.3 User Identification
User identification is the process of mapping each user action to a unique identifier
representing the user behind the action. The IP address or remote host name
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is present in standard log files, and thus seems suitable to identify unique users.
However, identification by IP address is largely complicated by certain policies
of internet providers, by proxy servers, by individuals using multiple computers,
and by multiple individuals using the same computer. First we list these issues in
more details and then we discuss solutions to tackle them.
Proxy servers. In case of large corporations and internet service providers
(ISP) Web traffic may go through dedicated proxy servers. This results in the
requests assigned to the same IP addresses in the Web logs regardless of the
original source.
Internet service providers (ISP). Certain ISPs assign multiple IP addresses
for the same users over time.
Single user-multiple computers, multiple users-single computer. Mul-
tiple users using the same computer result in the same IP address assigned to each
of them. Such requests, therefore, appear to origin from a single user in the access
log files. A single user using multiple computers presents problems for following-up
visitors over time. There is no way to assign actions originating from multiple IP
addresses to the same user in the lack of other identifiers.
There are several solutions to circumvent the problems of IP address based
user identification. We begin with the description of the two most reliable and
widespread solutions—the cookies- and the authentication-based approaches—and
then discuss more “exotic” and heuristic-based approaches.
Cookies. Cookies [102] are data issued by Web servers and stored on client
machines. They may contain any user specific information and, most importantly,
some unique user identifier. Cookies are sent back to the server on subsequent client
requests to assure proper client identification. Disadvantages of this approach are
that cookies can be deleted or completely disabled by clients. Furthermore, cookies
will neither solve the single user-multiple computers nor the multiple users-single
computer problems.
User authentication. The most reliable approach, that solves all of the
aforementioned problems, is to require users to authenticate themselves in order
to access contents of a Web site. Nevertheless, unless the content is personal and
of crucial importance to users (e.g. online bank services), they will tend to use
the service without registration or abandon the site.
Customised URLs. A technique, similar to the application of cookies, is
to rewrite URLs to include some user specific strings (e.g. Schwarzkopf [142]).
On their very first request, a user is served with a dynamically generated page
including personalised URLs. In subsequent communication the server is able
to recognise the user based on the customised URL. The disadvantages of URL
customisation are that, unless a user starts to visit from a bookmarked personalised
URL, new user visits cannot be related and that it requires modifications to the
site logic.
TCP port identification. According to, for example, [45] users can possibly
be identified by their TCP port connections. Unfortunately, we found no related
work and thus no detailed description on this approach.
Client-side agent. Another approach to user identification is to deploy a Java
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agent on the client-side (e.g. [143]), that may provide further enriched browsing
logs besides identifying the user. The major drawback of this solution is that users
are likely to avoid installing such an agent.
IP address. When none of the aforementioned approaches can be used, the
most reliable identification is to assume each unique remote host (IP address)-user
agent field combinations a unique user [135].
User identification based on the combination of the remote host and user agent fields
results in three distinct user IDs remaining (Table 2.4) based on the log entries of Table
2.2 after data cleaning.
IP address User agent Mapping index (user ID)
1.2.3.4 Mozilla/5.0 1
1.2.3.4 MSIE+6.0 2
1.3.4.5 Mozilla/5.0 3
Table 2.4: An example
user identification table.
Although, a user may use multiple browsers (user agents) to reach the same
Web site, in general the combination of these two fields seems to be reasonable.
This method can be completed by various heuristics. For example, an extreme
amount of activities for the same user, or irrational page view times may indicate
that activities originate from a proxy server (or a crawler) rather than from a single
human. Another heuristic is to use the referrer field and the Web site topology to
detect if a page is not directly accessible from any of the previous pages visited by
the user. In this case page views are likely to originate from multiple users [37].
2.2.4 Sessionisation
At this point, we have identified unique users in a filtered data set and identified
and mapped their actions, page views. Data sets collected over a considerable
amount of time are likely to contain multiple visits of users. It is logical, that for
an analysis we differentiate among the series of page views belonging to different
visits of a given user. This pre-processing step is called sessionisation, i.e. the
process of forming user sessions1. Unfortunately, due to the stateless nature of
the HTTP protocol, there is no definite identifier to mark session boundaries.
Here again, we must recline upon certain heuristics. The most reliable session
boundaries may be obtained in case of authentication required Web sites. In case
a user logs out, or is automatically logged out after a certain idle time, the session
boundaries may be appropriately identified based on the login-log out actions or
page views. Any public pages visited possibly before or after this period may only
be heuristically appended to a session.
Time frame based identification. A widely accepted and most often
applied heuristic is based on a maximal timeout threshold. We take the sequence
1Note, that in related work a session is often referred to as a navigation path, traversal path,
or user access path. Alternatively, sequence is often used in place of path. We mostly use “session”
throughout this work, however, we consider these terms interchangeable.
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formed from all page IDs for a single user ordered by page request times, and
segment it along consecutive page requests with gaps between request times larger
than a pre-defined threshold. A widely accepted threshold is 30 minutes [37].
Applying the time frame based identification on our example data set would result in 4
user sessions as presented in Table 2.5.
Table 2.5: Sessions formed by the
time frame based method.
User ID Session ID Sessions
1 1 1 2
2 2 1 2 3
2 3 1 3 5 5
3 4 1 4
Maximal forward references. Chen et al. [29] introduced a heuristic to
break down page view sequences into sessions of maximal forward references. A
backward reference, that is a series of backtracking steps along previously visited
pages, is assumed to only facilitate reaching content but it is not considered as
part of the browsing behaviour. Consequently, a maximal forward reference is
the longest sequence of consecutive forward references before the first backward
reference occures. Given a sequence of page views for a user the first maximal
forward reference simply includes all pages until a backward reference occures. The
following maximal forward reference contains the prefix of the previous maximal
forward reference until the point that the backward reference reached and includes
that point and all forward references until the next backward reference. For the
detailed algorithm we refer the reader to [29].
Let us take the following sequence of page views for a given user: ABDCDBEFGFHFEBAI.
The algorithm for finding all maximal forward references [29] would then return the
following maximal forward references: ABDC, ABEFG, ABEFH, AI.
Other heuristics. Other heuristics include the application of the referrer
field and/or the site topology (see, for example, [37, 144]). Spiliopoulou et al.
[144] studied and evaluated several session reconstruction heuristics and Cooley
et al. [37] presented heuristics to extract core patterns, transactions from session
data.
2.2.5 Path Completion
To minimise the overall network traffic, and to reduce page loading times, visited
Web pages are often cached locally by the client’s browser or by proxy servers
maintained for customers of an ISP or for employees of an organisation. Client
requests for cached pages are served locally and therefore not recorded in server
logs. There are solutions either to disable or elude caching and to heuristically
reconstruct missing page references.
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Cache-busting. Caching works by checking the “freshness” of a page by
checking the expiry time or other age-controlling directives contained within
HTML meta tags of a Web page or in HTTP Headers serving the page. If no
such control is present page expiry may be checked with the server of origin.
Caching can be fully blocked (cache-busting) by controlling these directives or
server settings. While cache-busting solves, of course, the missing page reference
problem, it works against the concept of reducing network traffic.
“Dummy” requests. A lightweight solution that works with cached pages
and support complete logging at the same time is to embed a JavaScript into each
Web page. The script then forces a request for a dummy content (e.g. an image of
a single pixel) on each page load even if the page is served from the cache (see, for
example, [48]).
Heuristics. Both of the previous solutions are pro-active and need modifica-
tions either on the Web site or in the server configuration. If none of these solutions
are an option then one can attempt to restore cached requests heuristically. One
approach is to use the referrer field together with the site structure to identify
missing page views in the log data. If the referrer value of a page view does not
match to the previous page view in a session that indicates missing entries. These
entries can then be restored by the referrer value and by considering candidate
paths based on the site structure (see, for example, [37]).
Note, that dynamically created pages can often not be cached and thus path
completion is not an issue in case of certain Web sites.
2.2.6 Session Post-processing
Once users and their sessions are completely recovered simple statistics (exploratory
data analysis) can be performed to gain insight into data characteristics. Such an
analysis may reveal anomalies in the data generation process or errors committed
during pre-processing (see Section 2.6). An extreme amount of sessions for a single
user, or extreme session lengths are likely indicators of crawler behaviour that
slipped through the filtering process. Ad hoc thresholds can be established to
eliminate such users. A typical characteristic of certain public domain Web sites
is the large amount of single page sessions. It is arguable whether these short
sessions should be considered as part of real user behaviour or they should be
considered simply as noise. In practice single page sessions are often eliminated
from the modelling process. As a last step, sessions need to be transformed into
an appropriate format for modelling (see Section 2.4).
2.3 Other Data Sources
Throughout the previous sections we described the server-side Web access log data
along with their pre-processing. These data are commonly available and accessible
within companies; however, they contain a limited amount of information on user
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behaviour. In some cases we can extend, enrich these data with various other
sources.
TCP/IP packet sniffers. Another way to collect Web access log data of
a Web server is to intercept and log the network traffic [50] by a packet sniffer
tool. The advantages of this technique over using the standard log files include
the ability of real-time processing and the collection of network level information.
This information allows calculating, for example, more accurate page view time
statistics. Furthermore, the contents of the pages requested by users are also
available.
Proxy-side data collection. Web access log data collected by a proxy-server
are in many respects similar to data collected on the server-side. Proxy data
provide a valuable source of information on browsing behaviour of a user group.
However, proxy data are virtually unobtainable for a service provider to enrich
usage data of a specific site.
Client-side data collection. A company may—with the users’ explicit
consent—install a tracking software on the client-side to log usage on a much finer
level of details (see, for example, Fenstermacher and Ginsburg [51], Atterer et al.
[7], and Velayathan and Yamada [159]). Data collected on the client-side may
include scrolling activities, events on gained or lost focus of the browsing window,
and even eye tracking information with gazing points and durations [128].
Site content and structure information. In most cases it is easy and
straightforward to collect the site content and structure. This information, as we
described earlier, is used by several heuristics for pre-processing. Furthermore, the
content can be classified into pre-defined categories for page view mapping (see,
for example, [11]).
Registration data. Some Web sites (e.g. online banks) require, while
others (e.g. news portals) permit and recommend registration. In the former
case, registration data are often highly reliable and a valuable and rich source of
extension. In the latter case, due to false identities and missing entries, one must
be cautious in applying the data to avoid misleading results.
Customer data. A company may communicate through multiple channels
with its customers. Call center data, electronic or ordinary mail communication
logs, internal client categories, and other customer relationship data can be
potentially merged with online Web usage data.
Other data sources include explicit user feedback (e.g. page or product
ratings) and search query data.
2.4 Session Representation
We can represent a user session in many ways. In fact, different WUM algorithms
may require different representations. Table 2.6 presents an overview of the
most common representations used in related work and throughout this thesis
in particular. We divided these representations into two groups. The first group
(Repr.1.-Repr.8.) refers to representations of single sessions, while the second
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group (Repr.9.-Repr.11.) provides abstractions on an inter-session level.
Representation examples for the first group are based on transformations of a
fictitious session s =1 2 3 3 7 5 8 4 4 4 3 9. We refer to the original session
representation as Repr.1. One option is to turn these variable-length sequences
into fixed-length representations (Repr.2.-Repr.4.). Each value in a sequence
would then refer to a page ID based on its position. This mapping is defined prior
to any transformation. In our examples, we chose to use the lexicographically
ordered list of page IDs: 1 2 3 4 5 6 7 8 9. We can choose to discard the ordering
information of pages and represent sessions simply as binary vectors (Repr.2.). 1
in the vector would indicate that the page was viewed and 0 would mean it was
not. The sequential information is important for some applications (e.g. page
prediction) but not crucial for others (e.g. profiling user behaviour or clustering).
By discarding this information we can reach much higher compressions. We can
represent the same sessions as “histograms”, this time including the cardinality of
visitations to pages (Repr.3.). Repr.4. divides each of these counts by the session
length, or equivalently by the sum counts.
Repr.5. to Repr.8. are variable-length representations. Repr.5. is a set
representation of pages that appeared at least once in the original session. Repr.6.
is an enumeration of the IDs in Repr.5. by some specific ordering criteria. In
contrast to the previous representations, Repr.7. and Repr.8. preserve the original
orderings of the page IDs. Repr.7. replaces all subsequences of the same IDs by a
single representative, while Repr.8. keeps only the first occurrence of any page
IDs.
In case users can reliably be identified, and therefore their sessions be linked
together, we may form sequences of summarised sessions. “Meta-sessions”, as we
refer to them, are representations of multiple sessions for a given individual. We
assign a symbol from a finite alphabet to each of the sessions (or to a group of
them), and transform these sequences according to one of the previously described
representations. Repr.10., for example, is based on counting the number of sessions
in a given period (e.g. days, weeks, or months). Transforming these frequencies
into binary values would result in Repr.9. Both of these “meta-sessions” are in a
fixed-length representation, where a value in a given position refers to a certain
time period.
The aforementioned alphabet can be formed, for example, from cluster labels,
and assigned to sessions by a cluster membership function (as, for example, in
[79]). In our example, for Repr.11., sessions were partitioned into four clusters.
An interpretation of the clusters would give an interpretation to the tag sequences.
An analysis of the “meta-sessions” may provide a great insight into (individual)
user or general usage behaviour over an extended period of time.
2.5 Notations
Let us first present a notation for page views (Web pages or user actions).
Notation 1. Page views. We denote each unique page view (URI or user action)
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1 2 3 3 7 5 8 4 4 4 3 9 Repr.1. Original session. All the original session informa-
tion (page view and ordering) are intact. Applications: e.g.
sequential pattern mining and sequential prediction.
1 1 1 1 1 0 1 1 1 Repr.2. Binary representation. Ordering and cardinality
information are lost. Applications: e.g. clustering and user
profiling.
1 1 3 3 1 0 1 1 1 Repr.3. “Histogram” representation. Ordering infor-
mation is lost. Applications: e.g. clustering and user profiling.
1
12
1
12
3
12
3
12
1
12
0
12
1
12
1
12
1
12
Repr.4. “Probabilistic” representation. Ordering and
exact cardinality information are lost. Applications: e.g.
probabilistic modelling.
2 1 3 7 8 4 5 9 Repr.5. Set or “market basket” (MB) representation.
Ordering and cardinality information are lost. Applications:
e.g. frequent itemsets and association rules mining.
1 2 3 4 5 7 8 9 Repr.6. Ordered “market basket” representation.
The same as Repr.5., except that we introduce an order-
ing on the items—e.g. based on their lexicographic order or
global page frequencies. Applications: e.g. user profiling.
1 2 3 7 5 8 4 3 9 Repr.7. Consecutive repetitions removed. Overall car-
dinality information is lost. Applications: e.g. user profiling.
1 2 3 7 5 8 4 9 Repr.8. All repetitions removed. Cardinality informa-
tion is lost. Applications: e.g. user profiling.
0 1 1 0 1 0 1 0 Repr.9. Meta-session of activities (binary). Each bit
represents whether the given user was active in a time period
(e.g. days) or not. A sequence refers to activities in consecu-
tive time periods. Applications: e.g. customer retention.
0 3 1 0 1 0 5 0 Repr.10. Meta-session of activities (“histogram”).
The same as Repr.9. with the difference of storing frequencies,
i.e. activity counts, instead of binary values. Applications:
e.g. customer retention.
2 2 3 2 4 4 3 1 1 1 Repr.11. Meta-session of session tags. We may attach
a label, a tag to each user session, e.g. by a cluster member-
ship function, and align them into a sequence for each user.
Applications: e.g. to provide a better insight into customer
behaviour over an extended time period.
Table 2.6: Various representations of session data. See text in Section 2.4 for more
information. Applications include typical usage of a given representation in related work.
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distinctively, as pl. P = {p1, . . . , pl, . . . , pL} set of Web pages (page IDs), where
L is the total number of distinct pages.
We formulate a notation for individual session data with timestamp information.
Notation 2. Sequential session data. Let us denote our observed data set as
D = {D1, . . . , DN} generated by N individuals, where Di is the session set of the
ith user, 1 ≤ i ≤ N . Each Di consists of a sequence of session and timestamp
pairs,
Di = (< si1, Ti1 >, . . . , < sij , Tij >, . . . , < sini , Tini >),
where ni is the number of sessions and sij is the jth session initiated at timestamp
Tij for user i, 1 ≤ j ≤ ni, Ti1 < Ti2 < . . . < Tini .
sij = (< pij1 , Tij1 >, . . . , < pijk , Tijk >, . . . , < pijmij , Tijmij >),
where mij is the number of pages in session sij , pijk ∈ P, and Tijk is the timestamp
of pijk , Tijk < Tijk+1 .
Note that Tij = Tij1 ; the timestamp of a session is equal to the timestamp of
its first page. For some applications we will assume the sessions to be in “market
basket” format instead of the original page view sequences. So that each page
within a session appears only once.
Notation 3. Session data as sets of pages (“market basket” or MB type
data). Let us denote our observed data set as D, generated by N individuals. D,
N , and Di are defined as in Notation 2. sij is the set of pages in the jth session
for user i initiated at timestamp Tij, 1 ≤ j ≤ ni, Ti1 < Ti2 < . . . < Tini .
sij =
{
pij1 , . . . , pijk , . . . , pijmˆij
}
,
pijk ∈ P, mˆij is the number of pages in sij, and pijk 6= pijk′ if k 6= k′.
Thus in Notation 3 we treat sij as a set, sij ∈ 2|P|. For some application,
however, we will assume elements of sij to be in some specific order (e.g. Repr.6.
in Table 2.6), and so we will use sij as a sequence.
We transform the sessionised data of Notation 2 into activity frequencies. For
each individual, we count the number of sessions in a given period of time (based
on the timestamp of the first page of each session). We formulate the notation of
activity data as follows:
Notation 4. Activity data. Let us denote our observed activity data set as
A = {A1, . . . , AN} generated by N individuals, where Ai is the activity data of
the ith user, 1 ≤ i ≤ N . Each Ai consists of a sequence of frequency counters
for a given sequence of mutually exclusive time periods t1, . . . , tr, . . . , tn. Ai =
(at1i , . . . , a
tr
i , . . . , a
tn
i ), where a
tr
i ∈ {N, 0} is the number of sessions for user i in
the rth time period tr.
atri =
mij∑
jk=1
δtr (Tijk), where δ
tr (Tijk) =
{
1, if Tijk is in tr period
0, otherwise
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Note, that in some cases we assume our data set to be incremental and so tn
(and ni in Notation 2 and 3) refers to the last observed data point; t1 reflects a
global starting point in our notation and individuals may have different starting
points in their activities.
2.6 Data Quality Issues Through a Case Study
Why is it important to verify data quality prior to any advanced data modelling?
Any analysis based on data mining techniques is highly dependent on the data
quality. In Section 2.2, we discussed several factors that are influential to Web usage
data quality. We saw, that pre-processing often requires heuristic decisions, which
result in satisfactory, but most likely non-optimal solutions. Poorly implemented,
or even omitted, pre-processing steps, human faults, or errors in the data collection
process all result in noise and anomalies in the data and most likely in the final
results. Data quality should, therefore, be constantly monitored to reveal problems
in the data collection and pre-processing processes, and to fix or eliminate faulty
data.
This section describes the anomalies we revealed in our submission to the 2005
ECML/PKDD Discovery Challenge [78]. These anomalies are described in the
context of this challenge; however, most of them are typical to Web usage data
in general. The original data set, provided by the organisers, contains about 3.5
million records that reflect Internet traffic registered during a period of 25 days by
Web sites of 7 internet shops. Records can be grouped with help of the provided
session identifier field (SID) into 522,410 unique sessions that originated from
79,526 different IP addresses. While analysing some basic properties of sessions
(e.g. length, duration, and internal consistency) we encountered a number of
problems. Some of these problems were minor and could be easily fixed or ignored,
others were so serious that we later decided to redefine the concept of a session.
The data set containing the pre-processed and redefined session data is reffered
to as Retail-1 (Section 2.7). The examples in the following cases, however, are
taken from the original data.
Multiple IP addresses per sessions. It is logical to expect that every
session involves exactly one IP address. However, we spotted 3,690 sessions with
more than one IP address. Most of these cases involved 2, 3 or 4 different addresses
(with occurrences of 3,051, 362, and 113 sessions respectively), but there were
extremes with more than 20 IP addresses. For example, the session with SID =
9f412dc3a7bd7681e29125c66da3318f referred to 22 different addresses. More
interestingly, some sessions used IP addresses from several countries (e.g. SID =
4f840dcfbd33f940cee24e2d7d352ec7).
Multiple shops per sessions. Although most sessions referred to 1 shop
only (in 522,398 cases), there were exceptions with 2, 3, and 5 different shops—in
case of 9, 2 and 1 such sessions respectively.
Extreme session durations. In the data there were 476 sessions
that lasted more than 24 hours. For example, the session with SID =
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35c97651004351765628dffe50209a18 lasted more than 18 days(!). However,
a closer look at this session revealed that it consisted of two “normal” 2-3 minutes
long sessions that were separated by a break of 18 days.
Very long sessions. Some sessions were very intensive, i.e. they con-
tained many pages visited in relatively short times. There were 2,865 sessions
with more than 100 pages, 19 sessions with more than 1,000 pages, and 2 ses-
sions with more than 10,000 visited pages. The longest session (with SID =
35c97651004351765628dffe50209a18) contained 15,454 pages visited in less than
7 hours. Most likely such sessions were generated by automated Web crawlers and
were missed during the data filtering step.
Frequent IP addresses with short sessions. Some IP addresses occurred
in numerous (short) sessions. For example, there were 29,320 different sessions,
all within a duration of 20 hours, that were originated from a single IP address
(147.229.205.80). Moreover, 5 IP addresses were used in more than 10,000
sessions each, and another 372 addresses occurred in more than 100 sessions. Most
likely, these sessions were also generated by Web crawlers.
Single page sessions. Almost 61% of the sessions were of length 1. However,
when we ordered the page views by their corresponding IP address and timestamp
fields we noticed that, in some cases, these single page sessions assembled to
form larger sessions. The newly created sessions included visits from the same IP
addresses to the same shops, within a reasonable duration, and with the same
types of pages.
Parallel sessions. During our exploratory data analysis we found multiple
examples of sessions that completed each other. It is likely that when a user
opened a URL in a new window a new session ID was generated. For example, we
noticed that users often selected a product they wanted to buy and then opened a
new window to complete the transaction. Unfortunately, such a transaction was
recorded with a new session identifier and its context got lost. This phenomenon,
if not rectified, is likely to lead to erroneous modelling of visitors’ behaviour.
It is likely that some of the above anomalies were caused by errors made
during data preparation. Others might signal some security problems. Further
investigation of these issues could be quite useful, provided more “background
information” were available.
2.7 Data sets Used in our Work
Our experiments throughout this thesis include real-world Web usage data sets
(Table 2.7) of two online retail shops (Retail-1 and Retail-2), a news portal
(MSNBC), a computer science department (CompSci), and an investment bank
(InvBank).
MSNBC and Retail-1 are publicly available data sets. The pre-processing
steps are described in details for Retail-1, CompSci, and MSNBC in [78], [73],
and [71] respectively. Users were identified by client-side cookies and their sessions
by time frame identification, with a time out of 30 minutes, in case of Retail-2.
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Name Period No. of users No. of sessions No. of page categories
CompSci 1 month 118,141 165,778 19
MSNBC 1 day N/A 989,817 17
Retail-1 25 days 79,526 281,153 22
Retail-2 22 days 1,561,690 3,027,655 51
InvBank 1 year 71,177 1,428,790 1,888
Table 2.7: Real-world data sets.
A small portion of users who disabled cookies were identified by the IP address
and user agent fields of the access log.
In case of InvBank clients were required to log in and therefore all of them
were identified correctly by their user names. Furthermore, their sessions were also
identified by login. We worked on various representative samples of all user sessions
of the investment bank spanning over different time periods in our experiments
throughout this thesis. Although, we refer to all of these samples as InvBank,
we assume that InvBank contains user sessions sampled uniformly over a year
with properties listed in Table 2.7. We will point out in case we refer to other
variants of InvBank and disclose further details on the samples in corresponding
sections. Different InvBank data sets differ only in their time span—and in
possible temporal effects.
For the purpose of clustering (see Section 3.7) and for evaluating interest
indicators (see Section 9.4) we further processed the time information of Retail-2.
A server-side approximation was available for network latency and server page
generation time, which we used to normalise the values of time spent on pages.
After extensive exploration of the data, we chose a fixed 5-minute threshold to
detect page view outliers. We replaced these values by the mean page view time
(without the outliers) within the sessions.
3
Preparation of Data Regarding Time
Spent on Pages
On the Web, the intention of a user is mostly hidden. To approximate user
intention and characterise user behaviour research studies in Web usage mining
mainly exploit two types of information: order and frequency of visited pages.
However, several studies in information retrieval and human-computer interaction
have suggested that the time spent on Web pages (TSP) is an important measure
of user intention and page relevance. Extracting TSP values from raw log data
is not straightforward. Still, to the best of our knowledge there is no study to
investigate the issues around TSP pre-processing. This chapter explores the most
important influential factors on TSP and provides methods for its pre-processing.
3.1 Introduction
In the real world, a customer can, of course, describe his purpose. As consequence
of this he either gets the desired information or product, or he gets redirected. In
contrast, when a user—a potential client—enters the Web site of an online service
provider, he usually has to explore the site without guidance. His explicit goal can
only be estimated from implicit interest indicators contained by so-called server-
(or client-)side Web access log files. The information in the log files includes the
visited Web pages (URLs), the timestamp of clicks, etc. In Web usage mining, the
most accepted measures of user interest are the frequency and order of visited
pages. However, the time spent on Web pages can also be estimated from the log
information and it is a well recognised page relevance and user interest indicator
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in other fields such as information retrieval (IR), human-computer interaction
(HCI) and E-Learning. Therefore extracting and utilising realistic time spent on
page values from user access log files would most likely take us a step further in
understanding user intention in WUM as well.
Data preparation is a very important step in any data mining process. We
surveyed the most common techniques to pre-process log data and thus to extract
frequency and order of visited pages in Chapter 2. However, even though TSP
data are highly influenced by several factors (e.g. network traffic, user distraction)
we are not aware of any research carried out in Web usage mining that investigates
issues around TSP data preparation. In this chapter we give an overview of
possible influential factors that may hinder the usage of TSP and provide methods
for TSP pre-processing.
3.2 Related Work
Much work has been done on the implicit measures of user preference in the field
of IR, HCI and E-Learning. Kelly and Teevan [93] give an overview of related
work on implicit feedback techniques in IR.
One of the earliest evaluations of time aspects was presented by Morita and
Shinoda [118]. Their experiments showed a positive correlation between user
interest and article reading time. Furthermore they found a low correlation
between reading time and the length and readability of an article. Konstan et al.
[100] applied collaborative filtering on Usenet news data to facilitate the selection
of relevant information. Their study showed that users’ explicit ratings were
strongly correlated with the implicit TSP measure. Furthermore predictions based
on this implicit measure were nearly as accurate as predictions based on explicit
numerical ratings. Ding et al. [44] presented a usage-based ranking algorithm
for Web IR systems that applies TSP against standard selection-frequency-based
ranking. The study of Kellar et al. [92] focused on the relation between Web
search tasks and the time spent on reading results. Their results support the
correlation and show that it gets even stronger as the complexity of a given task
increases.
Despite the proven relevance of the time spent on (Web) pages to user interest,
only a relatively small number of research studies apply this measure in WUM.
Part of this research uses TSP to classify Web pages into link and content pages
(e.g. [37]). The idea is that link pages are used only as traversal nodes in order to
reach the content pages that are of interest to the user. In their paper, Cooley et
al. [37] distinguished auxiliary and content pages based on the reference length of
the pages—the amount of time a user spends viewing a page—for association rules
discovery. Xie and Phoha [168] used the same definition to get rid of auxiliary
pages and to run their clustering algorithm only on content pages. In Fu et al.
[54] the two categories, index and content pages, are also distinguished by the
time spent on pages among several other heuristics for Web site reorganisation. In
Xing and Shen [169], navigation time was partitioned into four categories: passing,
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simple viewing, normal viewing and preferred viewing. They define a preference
measure using these categories to mine preferred navigation patterns.
Furthermore, some researchers applied the TSP measure to cluster user sessions
(e.g. [143, 62]). Some papers apply TSP for special tasks. Agyemang et al. [4]
defined the concept of a Web usage outlier while Srikant and Yang [146] presented
an algorithm to support Web site reorganisation based on TSP.
Finally, to illustrate that TSP is a non-trivial measure that strongly depends
on pre-processing and the Web domain, we refer to contradicting issues in related
work. The first issue relates to the collection of TSP. Shahabi et al. [143] proposed
a client-side solution to measure TSP more accurately. However, in their survey
Srivastava et al. [147] claimed that client- and server-side measures of TSP are
equal or that client-side measures are even worse because of the performance
overhead. Mobasher et al. [116] claimed that the time spent on a page (together
with the frequency) may not be a good indication of user interest, yet numerous
researchers have claimed the opposite (e.g. [118]). They proposed binary weights
for clustering instead of the TSP or frequency measures. In their research, Morita
and Shinoda [118] found no correlation between reading time and message length
or reading difficulty level. However, normalisation of TSP by document length
was proposed by many researchers (e.g. [164]).
3.3 Influential Factors: Frequency vs. TSP
Users’ click information forms the basis of WUM. This information is presumably
available for all Web server configurations in the form of standardised Web access
log data. The data allows us to reconstruct the actual visits of users. These
reconstructed sessions implicitly include the order and occurrence of visited pages.
Since the Web access log was originally designed to trace server breakdowns, it
is a very limited source of client information. However, the data do also include
another measure: the page view time. In theory, both measures are good indicators
of user interest: the more frequently a page was visited and/or the more time was
spent on it, the more interesting the page is supposed to be to the user. However,
on the one hand, the frequency measure is a widely accepted indicator of user
interest and, on the other hand, TSP seems to be excluded from WUM research.
In this section, we give an overview of the possible influential factors and compare
their effects on the frequency and TSP measures.
3.3.1 Web site Hierarchy
The hierarchy of a Web site has a strong influence on the frequency measure [169].
Pages at the top of the hierarchy get traversed more often as intermediate nodes
to reach the desired pages. For example, the root of a Web site (the home page)
often gets the most hits. The position of a Web page within the hierarchy has no
direct effect on TSP.
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3.3.2 Data Pre-processing
We considered the effects of two important data preparation steps: the removal of
robot transactions and session identification. Robots are automated programs that
systematically fetch information from Web sites. Therefore, to avoid distortion
of usage patterns, transactions generated by robots should be eliminated during
pre-processing. However, due to malicious robot transactions, which do not identify
themselves, the complete removal of such sessions can be rather difficult if not
impossible. The problem is that even a few remaining robot transactions can
result in dramatic changes in both measures. A single robot session can result
in hundreds or thousands of “artificial” clicks. As a result of these systematic
visits, the effect in the case of TSP is a more or less equal page view time (usually
very short) throughout such sessions. Setting up thresholds to eliminate robot
transactions is not straightforward.
Session identification is another non-trivial step in Web data preparation. Be-
cause there are several possible session identification methods, the page frequencies
within sessions may differ accordingly. The most common method of session iden-
tification is called the time frame identification [37]. This method sets a threshold
for maximal page view time to form sessions. Therefore, TSP has an upper limit
in this threshold (in practice the threshold is around 30 minutes). Other methods,
e.g. session identification by cookie information, may lead to extreme values of
several days or weeks of page view time.
3.3.3 Distraction
The effect of distraction is quite obvious and one of the most important issues for
TSP. Chatting, answering a telephone call, having a coffee break, etc. all result in
a longer TSP although the user is not actively looking at the page. Distraction
has no clear influence on the frequency measure; however, interruption of a user
may result in revisits and, in the case of larger Web sites, may lead to the user
getting lost in the structure.
3.3.4 Page Type
In addition, the type (e.g. information page or contact form), quality (e.g. density,
layout, and complexity) and other parameters (e.g. length) of a Web page may
also influence the TSP measure. Nowadays, Web sites generate thousands of pages
dynamically. Identification of granularity strongly depends on the application and
on human labelling criteria.
Furthermore, two other issues may also influence TSP. The speed of reading
differs between individuals resulting in unequal TSP measurement. Network traffic
(bandwidth) and server load may also alter page view times considerably.
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3.4 TSP Data Preparation
In the previous section, we gave an overview of the most important factors that
influence the frequency and TSP measures. Here, we review the essential aspects
to consider when preparing Web data and, in particular, TSP information.
A natural way to calculate TSP (tj) for a given page (pj) of a session s is to
subtract the timestamp of the page from the timestamp of the following page:
tj = Tj+1 − Tj (j < m, m > 1),
where m is the number of pages in s. Note that Web access log data do not
contain enough information to calculate TSP for the last visited pages (tm). This
is due to the stateless status of the HTTP protocol. After the information of the
last click is registered, there is no further communication with the server and, as
a consequence of this, no information about when the user stopped the session.
However, TSP of the last page can be rather informative. Did the user find the
information he wanted or did he just leave the browser idle? Again, in the case of
special applications, client-side measurement may provide a solution. In the case
of internal Web sites (requiring login), we can also obtain this information, and
extending the Web pages by special scripts (which requires some modification of
the pages) would also provide a solution for publicly available sites.
An ideal page view time is the pure time spent on actively reading or interacting
(scrolling, filling in a form, etc.) with the given page. The above calculation
simplifies this ideal measure at several points, as described in the previous section.
To calculate the ideal TSP, we would have to consider the time spent on network
traffic, server-side page generation time and distraction, which is the most difficult
factor and impossible even to approximate based on pure server-side data. We can
summarise the (server-side) calculation of the ideal TSP (tˆj) using the following
formula:
tˆj = Tj+1 − Tj − TnetworkTraffic − TserverPageGeneration − Tdistraction
3.4.1 Network Traffic and Server-side Influence on TSP
The first issues to mention are network traffic and server load or server page
generation time (TnetworkTraffic and TserverPageGeneration). Both server- and client-
side solutions are possible to measure the overhead. On the server-side, the time
required to generate the requested page can be measured exactly and an estimation
can be calculated for the network relay based on request-response times. Client-
side measures (e.g. [143]) based on specialised browsers or scripts can measure
the page view time directly.
We believe that the largest problem with client-side measures is that they
are limited to special applications (for which it is possible to apply client-side
changes, and the data can be collected and merged). In contrast, server-side-
based approximations are suitable for most tasks. Furthermore, in practice, page
generation time is negligible in many cases and network traffic is also small
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compared with page view times. However, unexpected high volume traffic or a
sudden performance drop would lead to abrupt growth in the “interest” of users
in the form of misleading longer page view times.
3.4.2 Controlling the Distraction Factor
After normalising the technical factors, we must still identify user distraction
(Tdistraction) to obtain the real page view time. As we described in previous
sections, coffee breaks, parallel browsing activity, etc. all distract the users’
attention. It is impossible to identify such activities on the server-side. Client-side
measures (such as mouse movement, page scrolling, lost-focus attribute of the
current browser, and eye-tracking) can be used to approximate distraction. In
practice, however, researchers tend to rely on heuristics gained from observing the
real data. It is common to set a threshold for maximal (reasonable) page view
time and replace the extreme values by some standard view time calculated from
the observed data. There is no golden rule for this threshold in WUM. It depends
on the domain (e.g. a news portal has long articles, while a retail shop has images
and short descriptions) as well as the users’ reading capacity. Standard statistical
outlier detection algorithms do not work because they would identify most of the
important page view times, where users spent relatively more time, as outliers.
In the literature, several different criteria and thresholds are used to eliminate
TSP outliers. Claypool et al. [34] defined the maximal page view time at 20
minutes and removed outliers (general Web browsing). Rafter and Smyth [138], in
a job recruitment Web service environment, defined normal reading time using the
median of median reading time values per individual job access for both users and
jobs. The extreme values were then identified as the values larger than twice the
normal reading time and were replaced by this value. In their experiment these
definitions resulted in 48 seconds for normal view time and about 1.5 minutes for
outlier threshold. Farzan and Brusilovsky [49] used TSP to weight the number of
page visits. They drew the maximum TSP threshold at 10 minutes and, in the
case of an outlier, they left the frequency count intact.
Some of these papers also define a minimal threshold for page viewing time
outliers. The idea behind a minimal threshold, as [34] suggests, is that users
cannot accurately assess interest in a page in less than 1 second [34] (or 5 seconds
in [49]). As a guideline, we refer to an eye-tracking study stating that important
information is processed during the first few seconds of a visit [128]. Very small
TSP values can also be caused by incidental or “anxious” double clicks. However,
we believe that sometimes fast visual scanning of the page, that may take a fraction
of a second, is sufficient to decide whether to click further (e.g. viewing images of
clothes and clicking on the image itself to forward) or backtrack. In practice, a
huge volume of very small TSP values indicates robot transactions or re-direct
pages; however, these transactions should be identified and eliminated during
pre-processing. Table 3.1 summarises (absolute) thresholds to detect TSP outliers
in related work.
Another approach to detect TSP outliers is to apply adaptive thresholds, for
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Article Min. Max. Calc. Status Domain
[34] 1 sec 20 min E D General
[138] - 96 sec F R Job service
[49] 5 sec 10 min E D E-learning
Table 3.1: Thresholds for TSP outlier detection. Even in similar domains, thresholds
can vary widely in range. (Calculation: E = exact threshold, F = given by a formula;
Status: D = removal, R = replaced by “normal” view time)
example, to define extremes as values higher than three times the median.
3.4.3 Granularity of Pages
Nowadays, most Web sites provide dynamically generated pages, thus the concept
of a Web page is no longer well defined. In the case of a retail shop, there could
be tens of thousands of articles and other parameters that can define a single Web
page. We can set the granularity on the article level (e.g. a specific pair of shoes)
or on the level of article categories (e.g. shoes), etc. The selection of “interest”
entities indirectly influences TSP values.
Furthermore, TSP values can be normalised by some page parameters (e.g.
length, density, readability). In the paper by White et al. [164], for instance,
reading time was normalised by document length. In contrast to this, Morita and
Shinoda [118] concluded that message length or reading difficulty level are not
correlated with reading time. Additionally, the heterogeneity of the content of
most Web sites (text, images of different resolutions, etc.)—unlike the homogenous
collections of news digests, “uniform” documents, etc.—aggravate the normalisation
process.
3.4.4 Client-side Measures
As we described earlier, client-side measures may provide extra usage information
and more elaborate measurements. However, most of the applications do not allow
modifications on the client-side (e.g. use of special browsers). In their work Atterer
et al. [7] presented an approach to track client-side user activity transparently.
Since the method does not need client-side modifications it broadens the scope of
client-side measures.
3.5 Properties of TSP
For a better understanding we look at basic properties of TSP. We perform our
analysis on two retail shop data sets (Retail-1 and Retail-2) and clickstream
data of a bank’s online service (InvBank). We refer the reader to Section 2.7 for
more information about the data sets.
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Table 3.2 shows that standard statistical properties of TSP may vary widely
over different Web domains.
Table 3.2: TSP statistics of different
Web domains.
Domain Mean SD Median
InvBank 37.7 sec 44.4 27.7 sec
Retail-1 46.4 sec 136.5 13.0 sec
Retail-2 53.9 sec 186.3 12.4 sec
Figure 3.1 shows the TSP distributions over the three data sets. Surprisingly,
the InvBank and Retail-1 data show similar characteristics. In general, all three
distributions have the characteristics of a significant peak of around 5-10 seconds,
and a very long and tapering tail.
Figure 3.1: TSP distributions.
We made a histogram for each
data set based on rounded TSP
values (to seconds) of all visited
pages. The figures plot the cor-
responding frequencies (y axis)
for each duration (x axis) from 1
second up to 2 minutes.
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Yan et al. [171] found that the distribution of time spent on pages is roughly
Zipfian. We ranked our data sets in descending order by frequency values and
plotted them (Figure 3.2) using logarithmic scales on both axes for a graphical
analysis. None of the three distributions conformed to the shape of the classic
Zipf curve (a straight line on a log-log scale). Both the largest and smaller sizes
appear to differ from the simple power laws.
3.6 Clustering Using TSP
In this section we present the clustering of sessions based on a similarity measure
together with our experimental results. The goal was to group users based on
assumptions of their intentions. It is a rather ambitious goal given that Web access
log data not only lack explicit descriptive measures, but also are an incomplete
record of available implicit indicators.
As stated previously, TSP is considered by prior research in IR and HCI to
be a good indicator of user interest. In our approach, we combined TSP and the
frequency of page visits, since this latter measure is the most accepted indicator
of user interest within the WUM community.
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Figure 3.2: Rank size of the
TSP distributions.
Let us first define the notion of the composite session that forms the basis of
our clustering. We combined several aggregates of interest indicators to measure
the relevance of a page for a user within a session s.
Definition 1. The composite session of s is
CS = (cs1, ..., csl, ..., csL),
where the components are normalised and combined interest values for all page
IDs.
csl = w
K∏
k=1
measurek(l),
where measurek(l) is the kth measure calculated for the lth page ID, and w is a
normalisation factor for s.
In our experiments we used two measures (K = 2),
• measure1(l) =
∑m
j=1
{
1, if pj = pl
0, otherwise the frequency component,
• measure2(l) =
∑m
j=1
{
tj , if j < m and pj = pl
0, otherwise the time compo-
nent,
where m is the number of pages in s, s = (p1, . . . , pm), and tj is the time spent
on the jth page. We define the normalisation factor with
w =
1
maxl {measure1(l)} ·max l {measure2(l)} .
The idea behind this measure is that it biases toward pages that occurred frequently
and that more time was spent on. The assumption is that the intention of a user
is better reflected by popular pages where users also spend more time.
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When measuring the similarity of two sessions, we defined an ideal baseline
session based on the two composite sessions in a way that the components sum up
to exactly 1.
Definition 2. The baseline session is defined as the pairwise mean values of
the two composite sessions (sα, sβ) normalised by their sum:
BSαβ = (bsαβ1, ..., bsαβl, ..., bsαβL),
where
bsαβl =
csαl + csβl∑L
l=1 (csαl + csβl)
.
In addition, we introduced a penalty function that degrades the components of
the ideal baseline session.
Definition 3. The similarity measure SIM is defined by the sum of pairwise
differences between baseline session components and the minimum of the base-
line components and the standard deviation of the pairwise composite session
components:
SIM (α, β) =
L∑
l=1
(bsαβl −min {bsαβl, std(csαl, csβl)}) ,
where std(csαl, csβl) is the standard deviation of values csαl, csβl.
Note that this measure is defined to sum up to 1 in cases where the original
sessions were identical, and 0 if they were completely different. In other cases,
a value between 0 and 1 reflects the similarity of the two sessions. In addition,
note that, in practice, most sessions include only a few visits to distinct pages;
therefore, the composite sessions are very sparse and calculations can be simplified
accordingly.
3.7 Clustering Experiment
In our experiments we analysed Web usage data of a retail company’s Web site
(Retail-2). In addition to pre-processing the click data, we removed sessions
that contained fewer than 3 clicks, assuming that most of them were accidental
visits. From the remaining set, we randomly selected 5,000 sessions. We calculated
the pairwise similarity matrix (only the upper triangle) based on our similarity
measure and transformed the sessions into 2D space using multidimensional scaling
to gain better insight through visualising data. Finally, we used k-means clustering
with different k values (k = 1, . . . , 10).
We analysed the k-clusters and evaluated them based on analysis of the sessions
belonging to each cluster. We found that sessions within their clusters are similar
and that clusters reflect our assumptions of initial intentions. Figure 3.3 shows 5
clusters based on average histograms of the composite sessions.
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Figure 3.3: 5 clusters
from composite sessions
based on the similarity
measure.
To provide an empirical evaluation, we compared our results to the results of a
frequency-based clustering model (our implementation is based on [22]) (Figure 3.4).
In contrast to the frequency-based model, our results show two “focused” groups
with interests only in single categories (women’s fashion and sales of women’s
fashion). In the results using the other model, these categories were also dominant
within their clusters but they were also mixed together with other categories—
which probably had short page view times. Our model clustered men’s fashion
together with other categories, such as household appliances and televisions, while
the frequency-based model formed a focused, separate cluster for this category.
Further evaluation of our model would benefit from the justification of results by
a sales expert of the retail shop.
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Figure 3.4: 5 fre-
quency clusters based on
[22] for comparison.
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3.8 Conclusion
In this chapter we investigated possible reasons for the relative disregard of a
presumably relevant interest indicator in WUM, the time spent on pages. We
gave an extensive overview of the literature concerning TSP in different fields. We
outlined the most likely influential factors of the TSP measure in comparison with
the more widely applied frequency measure. We described the problems and gave
methods for TSP pre-processing. We gave an overview of the statistical properties
of page view time for several real-world data sets. Lastly, we defined a similarity
measure based on the combination of frequency and TSP measures and evaluated
it by clustering retail Web shop data.
Both frequency and TSP measures are influenced by several factors. While
frequency seems to be a more solid, “plug-and-play” measure, the strong influence
of distraction and hardware performance makes TSP more vulnerable. However,
we believe that after careful pre-processing of Web data, the TSP measure is of
great value in identifying user intention. Special attention should be paid to robot
filtering and session and page identification. The effects of network and server
overhead should be normalised. TSP values that possibly comprise distraction
factors should be identified and replaced by normalised values. Thresholds should
be chosen with special attention to the application domain. For many applications,
the combination of TSP and frequency measures can be the optimal choice.
Part II
Modelling and Detecting
Changing User Behaviour
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4
Online Mining of Web Usage Data: An
Overview
The shift from conventional to online services—and so the growing numbers
of online customers and the increasing traffic generated by them—brings new
challenges to Web usage mining. Highly demanding real-world e-commerce and
e-services applications, where the rapid and possibly changing, large volume
data streams do not allow oﬄine processing, motivate the development of new,
highly efficient real-time Web usage mining techniques. This chapter provides an
introduction to online Web usage mining and presents an overview of the latest
developments.
4.1 Introduction
In the case of conventional, “oﬄine” Web usage mining, usage and other user-
related data are analysed and modelled oﬄine. The mining process is not time-
limited, the entire process typically takes days or weeks, and the entire data
set is available upfront, prior to the analysis. Algorithms may perform several
iterations on the entire data set and thus data instances can be read more than
once. However, as the number of online users—and the traffic generated by them—
greatly increases, these techniques become inapplicable. Services with more than
a critical amount of user access traffic need to apply highly efficient, real-time
processing techniques that are constrained both computationally and in terms of
memory requirements. Real-time, or online, WUM techniques (as we refer to them
throughout this book) that provide solutions to these problems have received great
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attention recently, both from academics and the industry.
Figure 4.1 provides a schematic overview of the online WUM process. User
interactions with the Web server are presented as a continuous flow of usage data;
the data are pre-processed—including being filtered and sessionised—on the fly;
models are incrementally updated when new data instances arrive and refreshed
models are applied, e.g. to update (personalised) Web sites, to instantly alert on
detected changes in user behaviour, and to report on performance analysis or on
results of monitoring user behaviour to support online decision making.
Figure 4.1: An overview of the online Web usage mining process. User interactions
with a Web server are pre-processed continuously and fed into online WUM systems that
process the data and update the models in real-time. The outputs of these models are
used to, for example, monitor user behaviour in real-time, to support online decision
making, and to update personalised services on the fly.
This chapter is intended to be an introduction to online WUM and it aims to
provide an overview of the latest developments in the field and so, in this respect,
it is—to the best of our knowledge—the first survey on the topic.
4.2 Incremental Learning
In the case of conventional WUM, the complete training set is available prior to
the analysis. In many real-world scenarios, however, it is more appropriate to
assume that data instances arrive in a continuous fashion over time, and we need
to process information as it flows in and to update our models accordingly. We
can identify a task as an incremental learning task when the application does
not allow for waiting and gathering all data instances or when the data flow is
potentially infinite—and we gain information by processing more data points.
We say that a learning algorithm is incremental (see, for example, [59]), if at
each stage our current model depends only on the current data instance and the
previous model. More formally, given the first i training instances (x1, ..., xi) in a
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data flow, the incremental algorithm builds models M0,M1, ...,Mi such that each
Mj depends only on Mj−1 and xj , where M0 is an initial model and 1 ≤ j ≤ i.
We can generally allow a batch of the last n instances to be processed, where n
is relatively small compared with the size of the stream, instead of only the last
instance.
Alternatively, even if we have an incremental learning task at hand, we may
choose to execute the entire model building process again on the complete data
set (that is, complete at that given time), but in many cases our algorithm is
limited by calculation time and/or computational resources. Incremental learning
tasks include many real-world problems and they are best solved by incremental
algorithms. Continuous streams of mass or individual usage data from Web sites
require continuous processing, and so incremental learning algorithms are required
for online responses.
Note, however, that in the description above we assume that the underlying
data generation process is constant over time and that we gain information
by continuously updating our models with new data instances. However, this
assumption is not realistic in most real-world data streams. The underlying data
distribution is likely to change over time due to hidden or explicit influential factors.
In the following sections, first we describe data stream mining, an emergent new
field of data mining that deals with massive dynamic data flows and then we
outline the major influential factors in online WUM.
4.3 Data Stream Mining
Incremental mining tasks require single-pass algorithms. Data stream mining
(DSM) [1, 55, 8, 87, 149] tasks induce further harsh constraints on the methods
that solve them. The high volume flow of data streams allows only a single-time
process of data instances, or a maximum of a few times using a relatively small
buffer of recent data, and the mining process is limited both computationally and
in terms of memory requirements. In many real-world applications, the underlying
data distribution or the structure of the data stream changes over time. Such
applications require DSM algorithms to account for changes and provide solutions
to handle them. Temporal aspects of data mining are surveyed in Roddick and
Spiliopoulou [139], without the focus on efficiency and DSM constraints. The work
emphasises the necessity for many applications to incorporate temporal knowledge
into the data mining process, so that temporal correlations in patterns can be
explored. Such a temporal pattern may be, for example, that certain products are
more likely to be purchased together during winter.
Changed data characteristics1 deteriorate the model and, to recover it, we need
to get rid of outdated information and base our model only on the most recent
data instances that belong to the new concept. Applying a fixed-size moving
window on the data stream and considering only the latest instances is a simple
1In online supervised learning, changes in the context underlying the target, concept variable
is referred to as concept drift [165, 56, 157].
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and widely used solution to this problem. However, in practice, we cannot assume
that any fixed value, however carefully selected, of window size is able to capture
a sufficient amount of “good” instances. A dynamic window size, adjusted to the
changing context, is desirable but it requires sophisticated algorithms to detect the
points of change. An alternative to the sliding window approach is to exponentially
discount old data instances and update models accordingly.
4.3.1 Change Detection
Early work on change detection stems from the domain of statistics with the
development of sequential hypothesis testing [161] and the cumulative sum test
[127]. For an overview of abrupt change detection algorithms from a statistical
perspective, see Basseville and Nikiforov [17]. This reference covers the above
methods and methods such as Bayesian change detection, generalised likelihood
ratio test, etc. A possible disadvantage of these methods is the assumption of a
known underlying family of distributions. Another disadvantage is that not all
methods (e.g. the expectation-maximization algorithm [69]) are fully incremental,
and computational problems can arise when the data rate is very high.
Change detection is often used as a tool to adjust the current model to the
changing distribution. Bifet and Gavalda` [20] uses a variable size sliding window
to cope with change. The window size is increased when new data comes in
and decreased when the window can be split into two parts of which the means
are significantly different. The sliding window is approximated efficiently, which
results in a constant time per example algorithm. In Bifet and Gavalda` [19], the
approach is extended by combining it with a Kalman filter that improves detection
accuracy. The two-sample framework in Kifer et al. [97] uses non-parametric
two-sample tests to detect changes. The distance of a fixed reference sample and a
sliding window is monitored. Whenever the distance is larger than a prespecified
threshold, an alarm is signalled and the reference sample is refilled. The distance
is expressed by two-sample non-parametric tests, such as the Kolmogorov-Smirnov
two-sample test or the rank sum test. It is shown that these test statistics can be
maintained efficiently.
A problem related to change detection is the segmentation of time series data.
It is assumed that the data within the same segment are homogeneous and data
of successive segments are not. The main difference between change detection
and segmentation algorithms is that the later minimises the error dependent only
on the discovered segments, whereas change detection focuses on maximising
the detection rate and minimising the false alarm rate and the detection latency.
As a consequence segmentation algorithms are globally, while change detection
algorithms are locally oriented. See, for example, Puttagunta and Kalpakis [137]
and Yamanishi and Takeuchi [170]. For an overview of traditional and online
segmentation algorithms we refer to Keogh et al. [94].
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4.4 Changing Online Environment and User Be-
haviour
The Web and, therefore, Web content, structure and usage data are dynamic in
nature—as are most real-world data sets. Web sites are changed every day: pages
are removed, new pages are added, new links are created or removed, and the
contents of pages are also updated. At the same time, the behaviour of users may
change as well. Related work on Web dynamics is motivated mostly by search
engine design and maintenance, and investigates the evolution of the Web, tracking
structural and content evolution of Web sites over time [52, 126]. In the following,
we outline the most influential factors for the dynamic Web.
4.4.1 Web site Structural Changes
Most popular Web sites change rapidly. However, the type of probable changes may
differ over domains. In case of news portals and online retail shops, for instance,
the general news and product categories change infrequently. However, if we would
like to capture more detailed information, and we identify page granularity on
the very article or product level, we face daily emergence of new articles and
product pages and the likely disappearance of many others at the same time.
As a side-effect, new links are created and old ones are removed. Links may
be maintained independently as well. For example, in case of a Web site that
uses automated cross-product recommendations, or provides personalised pages.
Evolution of Web graphs is the subject of the article by Desikan and Srivastava
[43].
4.4.2 Changes in Page Content
In addition to structural changes of a Web site, which are due to maintenance,
content is also likely to change over time. For some Web pages this means minor
updates, but for others it means radical alteration. For instance, Wikipedia
articles evolve over time as more and more content is added and the information
is smoothed; however, their general subjects mostly remain the same. Other pages
may undergo drastic content modifications (e.g. the main page of a news portal)
or be merged with other pages, which both lead, most probably, to changes in
page categories. Evolving Web content has been the subject of numerous research
studies, see, for example, [113, 65, 96, 163].
The evolution of Web site structure and content over time raises many practical
problems. How do we maintain the semantic links between old pages and their
successors? We should still be able to identify a new home page with different
content, and most likely a different URI, as the same home page with the same
indices mapped to it, perhaps flagged as changed and the change quantified, if
necessary. How do we synchronise an evolving Web site with user access data?
Usage data always refer to the actual Web site and so an earlier snapshot of
the structure and its page mapping may be obsolete. Automatic maintenance of
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semantics and synchronising Web structure, content, and access data is an area
largely unexplored.
4.4.3 Changing User Behaviour
Changes in a dynamic Web site are, of course, reflected in user access patterns.
However, the interests and behaviours of individuals are likely to change inde-
pendently over time as well. An individual planning to buy a TV may browse
through the available selection of an online retail shop for several days or weeks
and abandon the topic completely for years after the purchase. In the case of an
investment bank, we can imagine a client who fills up his portfolio over several
days (“investing behaviour”) and then only seldom checks their account (“ac-
count checking behaviour”), to get an overview, for an extended period of time
before getting involved in transactions again. Additionally, behavioural patterns
of users may re-occur over time (e.g. alternating account checking and investing
behaviour), and seasonal effects (e.g. Christmas or birthday shopping) are also
likely to influence user behaviour. Detecting behavioural changes is essential in
triggering model updates; and identifying re-occurrence and seasonal patterns
helps to apply knowledge gained in the past.
4.5 Online Data Collection and Pre-processing
Incremental and stream mining algorithms need an online feed of pre-processed data.
Although we did not find related work on real-time pre-processing of clickstreams
and related data sources, we assume conventional pre-processing methods to have
straightforward extensions to perform all necessary steps, including filtering, user
identification, and sessionisation, described in Section 2.2.
To support online pre-processing, we further need to maintain look-up tables
including a user table with user identification and related user data, a page mapping
table, and a table with filtering criteria, which holds, for example, an up-to-date
list of robot patterns or pages to remove. The efficient implementations of look-up
tables (also known as dictionary or hash table data structures) are well described
in literature. We refer the interested reader to textbooks on the subject, such as
Cormen et al. [39]. The automatic maintenance of page mapping consistent with
both the Web site and the access data is a non-trivial task.
4.6 Online WUM Algorithms
This section provides an overview of online WUM algorithms grouped into four cat-
egories: frequent (top-k) items, itemsets and association rules mining, discovery of
sequential patterns and sequential prediction, clustering, and Web personalisation.
We have attempted to compile a comprehensive list of relevant papers; however,
the list may not be complete. Most of the work relates to online WUM, but we
4.6 Online WUM Algorithms 53
also included general DSM methods where the application allows the processing
of Web usage data.
4.6.1 Frequent (Top-k) Items, Itemsets and Association
Rules Mining
Among the most well-known and popular data mining techniques are the frequent
itemsets and association rules mining algorithms. The original algorithm was
proposed by Agrawal et al. [2] for market basket analysis. Extending conventional
frequent itemsets and association rules mining methods to DSM environments
has been widely studied recently, and it is one of the most popular fundamental
research areas in DSM. Just as in conventional itemsets mining, the exponential
number of candidate itemsets, and even the result set is typically huge—and so we
need to apply a minimal support threshold in DSM as well to rule out infrequent
candidates. The greatest challenge in finding frequent patterns, and therefore
frequent itemsets, in streaming data in an incremental fashion is that previously
infrequent patterns may become frequent after new instances flow in and, similarly,
previously frequent patterns may become infrequent. There is a vast amount of
research proposed to solve this problem. Here we introduce only a few of the
pioneer works and several more recent ones. Note, that most of these techniques
can be applied directly to any kind of MB type data sets, so we do not need to
differentiate between WUM and general DSM techniques. Most of the following
algorithms use some type of compact and efficient structure to maintain frequent
and pre-frequent patterns over time.
Two-pass and “semi-” incremental algorithms. The candidate generation-and-
test method of Apriori-like algorithms is efficient for searching among the otherwise
exponential amount of candidates, but it is not suitable for solving incremental
or stream mining tasks. A number of algorithms apply a more efficient, although
still not online, approach that scans the database once to find candidates, and
to identify the actual frequent sets, with respect to a specified minimum support
threshold, in a second scan. FP-Growth, proposed by Han et al. ([67]), requires
two scans over the entire database to find frequent itemsets. Its efficient tree
structure, FP-Tree, uses header links to connect the same items in the tree.
[32, 99] extended this work. Cheung and Zaiane [32] introduced CATS Tree,
an extension of FP-Tree with higher compression, with the FELINE algorithm.
FELINE allows adjustment to minimal support, to aid interactive mining (“built
once, mine many”). AFPIM, proposed by Koh and Shieh [99], stores both frequent
and pre-frequent items in an extended FP-Tree. The tree is adjusted according
to the inserted and deleted transactions; however, it needs a complete rescan over
the database in case a newly emerged frequent item is not yet in the tree.
One-pass algorithms. There are two methods, in related work, to limit the
frequent pattern structure size: some algorithms use double thresholds (e.g. [105]),
and some apply pruning (e.g. [33]). Lee and Lee [105] applied double thresholds
and an additional monitoring prefix-tree to maintain candidates. They evaluated
their method both on real and synthetic Web log data. Chi et al. [33] presented
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Moment, an algorithm to maintain all closed frequent itemsets in a sliding window.
A closed enumeration tree, CET, is used to record all actual and potential closed
frequent itemsets. estWin, by Chang and Lee [26], maintains a sliding window
over the itemsets and stores all the currently significant ones in a monitoring tree.
This tree is pruned over time to limit its size. Frequent itemsets are mined, upon
user request, from the monitoring tree. Calders et al. [24] pointed out that the
goodness of online mining methods for frequent itemsets depends highly on the
correct parameter settings, i.e. on the size of the sliding window or on the decay
factor if applied. They proposed a measure that refers to the maximal frequency
of an itemset over all possible windows on the stream. They show that, in practice,
it is sufficient to calculate maximal frequencies over some specific points, called
borders, and to maintain summary statistics over only these points in order to
determine frequent itemsets.
The above papers focus on frequent itemsets mining and do not present a
methodology to maintain association rules. Although rules can be calculated based
on the frequent itemsets, it is not straightforward to maintain them over time
given the evolving itemsets and a user-defined confidence threshold.
Yet another, slightly similar, problem is to find supported (top-k) items over a
data stream (e.g. the top 10 most-visited Web pages). Cormode and Muthukr-
ishnan [40] presented methods to maintain top-k items, and their approximate
frequency, based on statistics over random samples, referred to as “group testing”.
Jin et al. [90] proposed two hash-based approaches, hCount and hCount*,
to find a list of most frequent items over a data stream. Charikar et al. [27]
presented a one-pass algorithm applied on a novel data structure (count sketch)
to estimate the most frequent items using very limited storage space.
4.6.2 Discovery of Sequential Patterns and Sequential Pre-
diction
In the previous section we ignored the order information of user sessions. This
section, however, presents methods to discover frequent sequences and sequential
relationships. Essentially, the main problem in frequent sequential pattern mining
is the same as described in the previous section: how to deal with patterns
that become frequent or infrequent over time. Finding frequent sequences online
may help to adapt Web sites in real-time based on the analysis of popular page
traversals; and sequential page prediction models may form the basis of online
page recommendation systems or page caching mechanisms.
Wang [162] used a dynamic suffix tree structure for incremental pattern updat-
ing. Parthasarathy et al. [130] presented ISM, an incremental sequence mining
that maintains the frequent and potentially frequent sequences in a sequence
lattice. Massaeglia et al. [114] proposed IseWum to maintain sequential Web
usage patterns incrementally. However, no guidelines for efficient implementation
are provided, the algorithm, as described, needs multiple iterative scans over the
entire database. The necessary number of iterations is a multiple of the length of
the longest sequence.
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Cheng et al. [31] proposed IncSpan to maintain sequential patterns in dynam-
ically changing databases, solving the problem of inserting and appending records
to a database—deletion of records is not discussed. The algorithm maintains
a buffer of semi-frequent patterns as candidates and stores frequent ones in a
sequential pattern tree. The efficiency of the algorithm is optimised through
reverse pattern matching and shared projection. Chen et al. [30] argued that
IncSpan and its improved variant IncSpan+ [124] fail to detect some potentially
frequent sequences and thus, eventually, the method is prone to miss a portion of
all frequent sequences. They proposed PBIncSpan to overcome the problem.
El-Sayed et al. [46] presented a tree structure (FS-tree) for frequent sequences.
The tree is maintained incrementally, sequences are inserted or deleted based on
changes in the database. In Li et al. [108] StreamPath was presented to mine the
set of all frequent traversal patterns over a clickstream by one scan. The authors
extended this work in [109] to find the top-k traversal subsequence patterns.
Yen et al. [172] presented IncWTP to mine Web traversal patterns incre-
mentally using an extended lattice structure. The size of the structure is limited
by the Web site link structure: only connected pages are considered to be valid
traversals.
Gu¨ndu¨z-O¨gu¨du¨cu¨ and Tamer O¨zsu [63] presented an incremental Web page
recommendation model based on a compact tree structure (CST) and similarity
based clustering of user sessions. Li et al. [110] presented DSM-PLW, a projection-
based, single-pass algorithm for online incremental mining of path traversal patterns
over a continuous stream of maximal forward references using a Landmark Window.
Laxman et al. [104] presented space- and time-efficient algorithms for frequency
counting under the non-overlapped occurrences-based frequency for episodes.
Markov models are highly popular in oﬄine sequential prediction tasks. Al-
though we found no prior work, we can assume it is straightforward to extend
conventional Markov-model-based techniques to online versions. The state tran-
sition probability matrix can be updated incrementally and, to keep it compact,
state transitions can be represented using efficient tree or hash structures.
4.6.3 Clustering
Clustering partitions data instances into similarity groups, called clusters, such
that members of the same cluster are similar, and members of different clusters are
dissimilar. To determine the degree of similarity, clustering applies a similarity or
distance measure on pairs of instances. Applications of Web usage data clustering
in e-commerce environments include market segmentation and Web personalisation.
In a stream mining environment, in addition to the constraints described in Section
4.3, the major challenge in clustering is to handle evolving clusters. New clusters
may arise, old ones may disappear or merge, and instances, for example, in case
clustered instances are individual users, may change cluster membership over time.
Barbar [14] presents requirements for clustering data streams and overviews some
of the latest algorithms in the literature.
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Ester et al. [47] present an incremental density-based clustering, Incremen-
tal DBSCAN, one of the earliest incremental clustering methods. The relation
between objects is defined by assumptions about object density in a given neigh-
bourhood of the object. Effects of incremental updates, insertion and deletion of
objects, are considered through their effect in changing these relations. Evaluation
includes experiments on Web access log data of a computer science department
site.
Nasraoui et al. [123] presented TECNO-STREAMS, an immune system
inspired single pass method to cluster noisy data streams. The system continuously
learns and adapts to new incoming patterns. In [121] the authors extended this
work to track and validate evolving clusters and present a case study on the task of
mining real evolving Web clickstream data and on tracking evolving topic trends
in textual stream data.
Wu et al. [167] propose a clustering model, to generate and maintain clusters
mined from evolving clickstreams, based on dense regions discovery. However, the
authors do not enclose details about cluster maintenance issues and the evaluation,
on real-world Web usage data, do not cover the evolving aspects either.
In Suryavanshi et al. [152] the authors extend their previous work, Relational
Fuzzy Subtractive Clustering, and propose its incremental version, Incremental
RFSC, for adaptive Web usage profiling. They define a measure, impact factor,
which quantifies the necessity of reclustering. Their method thus updates clusters
incrementally until the model deteriorates and needs a complete re-clustering of
the data from scratch.
Patist et al. [131] introduced a local approach for maintaining a Gaussian
mixture model of a data stream under block evolution with restricted window.
The method constructs local models for each data block and iteratively merges
pairs of the closest components. The method is efficient both computationally and
in terms of memory requirements; it is 1-2 orders of magnitude more efficient than
the standard EM algorithm.
The following works, even though they present oﬄine methods, capture the
changing environment via incorporating temporal aspects. In Nasraoui et al.
[122] the authors present a framework based on a robust evolutionary clustering
approach, for mining, tracking, and validating evolving usage profiles on dynamic
Web sites. The session similarity measure for clustering is extended to incorporate
Web site ontology, weighting pages based on their distance in the site hierarchy.
MONIC, proposed by Spiliopoulou et al. [145], is a framework for monitoring
cluster transitions. In the framework an oﬄine clustering is applied periodically
on an accumulating data set. Cluster transitions, such as the emergence and
disappearance of clusters and migration of members from one cluster to the other,
are tracked between two consecutive cluster sets.
4.6.4 Web Personalisation
The aim of Web personalisation is to help users cope with the information load
and to automatically filter relevant, new information. An adaptive, personalised
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Web site automatically filters new content according to user preference and adjusts
its structure and presentation to improve usability. Personalisation is based on
individual user or aggregate group profiles that capture individual or common
interest and preference. For an overview of oﬄine personalisation, see [6, 45].
Most current personalisation systems consist of an oﬄine part, to discover user
profiles, and an online part, to apply the profiles in real-time. This approach is
not suitable in real-time dynamic environments with changing user preferences.
In this scenario, user profiles also need to be updated online. User profiles can be
based virtually on any of the online techniques presented in the previous sections
to extract user-specific patterns, e.g. to maintain a list of most popular pages
or page sets of an individual over time. In the case of group personalisation or
collaborative filtering, we may use online clustering to identify aggregate groups
and to calculate a centroid or base profile for each of these groups.
Chen [28] presented a self-organising HCMAC neural network that can incre-
mentally update user profiles based on explicit feedback on page relevance given
by users browsing a Web site. A network needs an initial training on an initial
data set to build a starting model that is updated incrementally later on.
Godoy and Amandi [60] proposed a user profiling technique, based on the Web
document conceptual clustering algorithm, that supports incremental learning
and profile adaptation. The personal agent, PersonalSearcher, adapts its
behaviour to interesting changes to assist users on the Web. Furthermore, profiles
can be presented in a readable description so that users can explore their profiles
and verify their correctness.
Based on the user profiles, we can build personalised services to provide
customised pages and adaptive Web sites. The notion of an adaptive Web site was
proposed by Perkowitz and Etzioni [133] for Web sites that automatically improve
their organisation and presentation based on user access patterns. Baraglia and
Silvestri [13] introduced SUGGEST, which performs online user profiling, model
updating, and recommendation building.
In an article by Nasraoui et al. [120], the authors presented two strategies,
based on K-Nearest-Neighbors and TECNO-STREAMS (see Section 4.6.3), for
collaborative filtering-based recommendations applied to dynamic, streaming Web
usage data. They described a methodology to test the adaptability of recommender
systems in streaming environments.
4.7 Online Web Usage Mining Systems
While related work in the previous sections focus mostly on single algorithms, here
we present works that describe complete frameworks for online change detection
and monitoring systems.
Baron and Spiliopoulou [16] presented PAM, a framework to monitor changes
of a rule base over time. Despite the oﬄine methods, i.e. pattern sets are identified
in batches of the data between two consecutive time slices, tracking changes of
usage patterns makes this work interesting to our survey. Patterns—association
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rules—are represented by a generic rule model that captures both statistics and
temporal information of rules. Thus each rule is stored together with its timestamp
and statistics, such as support, confidence and certainty factor. At each time slice
patterns are compared to the ones discovered in the previous batch: the same
rules in the two sets are checked for significant changes in their statistics using a
two-sided binomial test. In case a change is detected based on the current and
the previous batches it is labelled either as short or long-term change depending
on the results of change detection in the following step, i.e. whether the changed
value returns to its previous state in the next test or it remains the same for at
least one more period. Change detection in this form is local, it checks rules that
coexist in consecutive patterns sets. To track rules throughout the whole period
several heuristics were given that analyse changes in the time series—formed of
consecutive measurements for each rule on all data slices,—e.g. to check pattern
stability over time and label them as permanent, frequent, or temporary changes.
The set of rules with changed statistics may be large and to reduce its size the
notion of atomic change was introduced. A rule with an atomic change contains
no changed subpart itself. At each step only the set of rules with atomic changes
is presented to the user. Experimental evaluation of PAM included analysis of 8
months of server-side access log data of a non-commercial Web site. The total set
was sliced into monthly periods, which seems to be a reasonable setup, although no
evaluation was presented how the selection of window size affects the framework.
Furthermore, the authors gave no guidelines to field experts on which heuristics to
apply on a particular data set and how to interpret the results of the heuristics.
In their work Ganti et al. [57] assumed the data to be kept in a large data
warehouse and to be maintained by systematic block evolution, i.e. addition and
deletion of blocks of data. They presented DEMON, a framework for mining and
monitoring blocks of data in such dynamic environments. A new dimension, called
the data span dimension, was introduced on the database which allows to select
a window of the w most recent data blocks for analysis. They also specified a
selection constraint, the block selection predicate, which allows to limit the analysis
to data blocks that satisfy certain criteria, e.g. to select blocks of data added on
each Monday. They described three incremental algorithms, including two variants
of frequent itemset mining algorithms and a clustering algorithm, on varying
selections of data blocks. In addition, they proposed a generic algorithm that can
be instantiated by additional incremental algorithms to facilitate their framework.
Furthermore, to capture possible cyclic and seasonal effects, a similarity measure
between blocks of data was defined.
The topology of a Web site represents the view of its designer’s. The actual site
usage, that reflects how visitors actually use the site, can confirm the correctness of
the site topology or can indicate paths of improvements. It is in the best interest of
the site maintainer to match the topology and usage to facilitate efficient navigation
on the site. Wu et al. [166] proposed a system to monitor and improve Web site
connectivity online based on the site topology and usage data. They defined two
measures to quantify access efficiency on a Web site. They assumed that each
user session consists of a set of target pages that the particular user wants to visit.
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The measures define efficiency based on the extra clicks a user has to perform to
reach his target pages within a given Web graph. These measures are monitored
constantly over the incoming sessions and in case their values drop below a certain
threshold redesign of the Web site topology is initiated. The redesign phase is
facilitated by the access interest measure, which is designed to indicate whether an
access pattern is popular but not efficient. Although, the concept of target page
sets is the basis of their methods the authors simply assume that these targets
can be identified using page view times and the Web site topology. Unfortunately,
since it is a non-trivial task—and these pages can only be approximated to a
certain extent (e.g. [74]) but can never be completely identified,—no guidelines
are provided on how to identify these pages within user sessions.
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5
User Profiles and Usage Profiling
To support real-time clickstream mining, we need to employ flexible and adaptive
user or usage profiles to maintain Web usage data. These structures need to be
memory efficient and compact, and they need to support efficient self-maintenance.
We stress efficiency requirements especially for applications where individual
representation is needed. How should Web usage data be represented to meet
these requirements?
5.1 Introduction
According to Eirinaki and Vazirgiannis [45], a user profile (or a user model, as
referred in Pierrakos et al. [134]) may contain information about a user gathered
from various sources including registration forms, navigation behaviour, and user
preferences. They refer to profiling, as the process of summarising this information
into user profiles. Most related work on profiling and personalisation processes
user sessions without a distinction of individual origin, i.e. which session belongs
to which user, either due to lack of reliable user identification or because the
application does not require it. In our work, we refer to these profiles as general
usage profiles or simply usage profiles. For some applications, however, it is
beneficial to process sessions with their individual origin preserved. In case of
some online services users need to identify themselves and they often revisit the
service. In such cases it is possible to build individual user profiles (or simply user
profiles) that capture information on single individuals. These profiles then can
be used, for example, to provide a more accurate individual personalisation or
to support targeted marketing actions. In some cases individual Web usage data
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can be enriched with group categories, such as age groups, or groups formed by
the levels of tolerating financial risks. Based on such group information we can
construct common user profiles, or group profiles, for the individuals matching
the group criteria. Note, however, that creating general usage profiles is quite a
different task from building individual user or group profiles. In the latter cases,
we need to keep semantically coherent sessions, i.e. sessions that belong to an
individual or to groups of individuals, together while usage profiles comprehend
information from similar sessions regardless of their individual origin.
For applications where the data flow is in large volumes and data characteristics
are likely to change over time (Section 4.3 and 4.4) we need to maintain user
profiles in an online fashion. Model maintenance for each individual poses necessary
constraints on both the model sizes and on the efficiency of its operators, i.e.
insertion and deletion. Real-world applications with tens or hundreds of thousands
of individuals require compact models.
The structure of and the information contained in a user profile depend on
the task at hand. In general, a profile may include patterns extracted from
navigational behaviour, from demographic information and also from all kinds
of user-related information. In our work we choose to limit the scope of user
profiles to Web usage data, and mark possible extension points where applicable.
Our most important demands on a profile can be summarised: Store as much
relevant information on an individual as possible, in a compact way, and in some
standardised representation to facilitate comparison of profiles. Additionally, we
require capability for efficient incremental updates upon arrival of new information.
These demands were formulated to suit our goals in the later chapters. The role
of an individual user profile in our work is to capture the current behaviour of an
individual (see Chapter 6) and to serve as a reference model for detecting changes
in their behaviour (see Chapter 7). Furthermore, we need to be able to monitor
many individuals simultaneously and in an online fashion.
All of the aforementioned profile types can serve as a basis for profiling Web
usage. We refer to usage profiling as the process to identify typical behaviour types
on a Web site—or on more Web sites in case intersite usage data are available.
In fact, since usage data are distilled along some common properties of the data,
general Web usage profiles are often the results of usage profiling itself in case
no individual identification is present. Individual user profiles can be seen as
fine-grained usage profiling. However, since groups of users are likely to share
common properties, it is more valuable for decision makers to segment user profiles
as well. We present a case study for usage profiling along general usage profiles in
Section 5.3, while Section 6.4 demonstrates usage profiling through segmenting
individual user profiles.
Typical usage of a Web site is, of course, influenced by personal decisions of its
users on traversing it. However, as one may expect, the way the site is constructed
and the content or service it offers is also a major—or even the most—influential
factor. Unfortunately, there has been no evaluation dedicated to the influence of
domain types on the usage of Web sites. To provide some guidance on the topic,
we address a few issues later in this chapter. In addition, Chapter 10 presents
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results on comparing characteristics of five real-world data sets over three different
domains.
5.2 Profile Structures
In our work, we use the navigation patterns of individuals for profiling. A user
session is a sequence of pages traversed through a single visit of the user, ordered by
visitation time (Section 2.2.4). Naturally, we represent these sessions by sequences,
variable length vectors. However, this representation, mostly because of the large
variability, is not suitable for comprehending user profiles. But then, unlike
prediction or sequential pattern mining tasks, user profiling does not necessarily
require the order in which pages were visited. By omitting sequential information
and turning a session into a set of pages, or equally into MB type representation,
we can reduce the session space by large margins. In fact, with this transformation
we turn the potentially infinite session space into a finite space of page sets (which
is bounded by the size of the power set, 2|P|, of all pages, P). Note, that as we
propose in later chapters, cardinality of pages can be easily included in our profiles.
Thus, the usage data we capture about user navigation is the session data, the
set of pages visited during that session, regardless of their order, but maintaining
the semantic notion of sessions and the relationship of individuals and their sessions.
There are many ways to structure this type of information. We can choose to
represent individual sessions as an aggregate simply as binary vectors: 1 in the
vector would indicate that the page was viewed and 0 would mean it was not.
Additionally, we can store the cardinality of page visitation and represent the same
sessions as histograms. Mobasher et al. [116] describe usage profiles as weighted
collections of URIs (Web pages) where each weight represents the significance of
an item within the profile. These profiles can be viewed as ordered1 or unordered
collections based on whether we want to capture the navigation path or the
association among items. These profiles can then be represented by vectors, and
the similarity of profiles can be calculated by standard vector operations. These
representations are highly compact; however, we loose the notion of sessions.
We have some space-efficient solutions that preserve structural information.
We found related work in Web usage mining neither on individual profiles nor on
incremental or real-time profile maintenance. However, navigation or prefix-trees
have been applied in some works (e.g. WAP-tree [132]) to store general usage
profiles for oﬄine WUM. User sessions tend to have a low branching property
on the first few pages, i.e. the variation of pages in session prefixes is much
lower than in the suffixes. This property reflects the hierarchy of Web sites and
that most users in general visit only a small set of popular pages. In practice,
this property assures compactness in prefix-tree-like representations where the
same prefixes of sessions share the same branches in the tree. In this way, all
sessions can be restored without loss of information from the compact structure.
1However, ordered collections will have a variable size that makes them more difficult to
handle.
64 User Profiles and Usage Profiling
In addition, trees are inherently easy to maintain incrementally. A simple, generic
prefix-tree consists of a root node, which may contain some general information
about the tree (e.g. sum frequency) and references to its child nodes. Every other
node in the tree contains fields with local information about the node (e.g. page
identification or node label, a frequency counter) and reference to its parent and
children. An insertion operator, designed to assure that the same prefixes share
the same branches in the tree, turns this simple structure into a prefix-tree.
This structure can be used to store sequences and, by applying some canonical
(e.g. lexicographic or frequency-based) order on items prior to insertion, MB
type data as well. The majority of the following structures were indeed originally
proposed to maintain (frequent) itemsets but they can be used to store sessions,
preserving the ordering information. Whenever the application allows (e.g. user
profiling) or requires (e.g. frequent itemset mining) the transformation of sessions
to MB type, the loss of information results in highly compact trees, with the
size reduced by large margins. This section focuses only on the structures—their
original application is mostly ignored.
FP-Tree [66] was designed to facilitate frequent pattern mining. The structure
includes a header table to easily access similar items in the tree; nodes are ordered
by their frequency. It was designed for oﬄine mining, using two scans over the
whole data set, and therefore no operators for online maintenance are defined
in the paper. Cheung and Zaiane [32] introduced an FP-Tree variant, CATS
Tree, for incremental mining. In CATS Tree, sub-trees are optimised locally
to improve compression, and nodes are sorted in descending order according to
local frequencies. AFPIM [99] extends FP-Tree by enabling online mining
and providing the necessary maintenance operations on the tree. However, if we
apply a minimum threshold to the frequency, the algorithm would still need a
complete scan of the data set in case of the emergence of “prefrequent” items not
yet represented in the tree. FP-stream [58], another extension of FP-Tree, stores
frequent patterns over tilted-time windows in an FP-Tree structure with tree
nodes extended to embed information about the window.
CanTree [107] is a simple tree structure to store MB type data all ordered,
by the same criteria, prior to insertion. In this way, the order of insertion of
sequences will not have any effect on the final structure. It is designed to support
single-pass algorithms; however, it does not apply a minimum threshold either,
which would require multiple scans. The authors extended this work in [106] and
proposed DSTree to support frequent itemsets mining in data streams.
Xie et al. [91] proposed FIET (frequent itemset enumeration tree), a structure
for frequent itemset mining. Nodes represent frequent itemsets and have an active
or inactive status to deal with potentially frequent itemsets. Rojas and Nasraoui
[140] presented a prefix-tree with efficient single pass maintenance to summarise
evolving data streams of transactional data. Along with the tree structure, an
algorithm was provided to construct and maintain prefix-trees with dynamic
ranking; i.e. with ordering criterion that changes with time.
The structures mentioned so far were designed to store MB type data and
thus, if applied with the original intention, they spoil the sequential information
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of sessions. The following structures were inherently designed to store sequences.
CST [63] is a simple generic prefix-tree for compact session representation. Chen
et al. [30] used a simple prefix-tree for incremental sequential patterns mining.
El-Sayed et al. [46] proposed FS-Tree, a frequent sequences tree structure,
to store potentially frequent sequences. A simple tree structure is extended by
a header table that stores information about frequent and potentially frequent
sequences in the data with a chain of pointers to sequences in the tree. A
non-frequent links table stores information about non-frequent links to support
incremental mining. In Li et al. [109], TKP-forest, a top-k path forest, is
used to maintain essential information about the top-k path traversal patterns. A
TKP-forest consists of a set of traversal pattern trees, where a tree is assigned
to each character in the alphabet and contains sequences with their first element
equal to this character. All possible suffixes of each incoming session are added to
the appropriate tree. Each tree maintains general statistics over its sequences and
the same items are linked together within trees to support efficient mining.
One can notice that maintenance of data over a variable or fixed-size sliding
window can be implemented easily by, for instance, maintaining a list of references
for the last n sessions pointing to the last pages of the sessions in the tree. Sessions
can easily be eliminated by following these pointers. Figure 5.1 and 5.2 present an
example of tree evolution, based on the simple generic prefix-tree we described
above, both for ordered session data (Figure 5.1) and for its MB type data
representation (Figure 5.2) using the data in Table 5.1. The simple tree structure
is extended by a list of references pointing to the last pages of sessions in the tree.
Figure 5.1: Simple prefix-tree representation of the original sessions with a list of
references pointing to the last pages of sessions.
5.3 Usage Profiling: A Case Study
This section presents results of our Web usage analysis in the context of the 2005
ECML/PKDD Discovery Challenge [78] (see Section 2.6 for more details). Our
case study describes a possible approach to gain more insight into online user
behaviour. First, we clustered the user sessions using a finite mixture model
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Figure 5.2: Simple prefix-tree representation of sessions transformed into MB type
data in ascending order with a list of references pointing to the last pages of sessions.
ID Original Session MB type ID Original Session MB type
s1 1 1 2 5 5 5 1 2 5 s4 1 2 1 2
s2 1 2 2 9 1 2 9 s5 1 2 3 3 1 2 3
s3 5 1 4 9 1 4 5 9 s6 5 1 1 5
Table 5.1: Sample session data both in original and MB type format.
proposed by Cadez et al. [23]. We then identified general usage profiles based on
the resulting clusters and labelled sessions based on their cluster memberships.
Furthermore, we formed meta-sessions (see Repr.11. in Table 2.6) of profile labels
for each user over the whole period to get a better insight into how users behave
throughout their visits. We analysed typical profile transitions by both a transition
matrix and tree-like visualisations of the meta-sessions.
In their paper Cadez et al. presented both a global and an individual model for
predicting usage and user profiles and behaviours based on historical transaction
data. Here we apply the global mixture model because of the relatively small
number of sessions per users and because of the uncertainty of the IP addresses as
unique user identifiers. A mixture model is a way of representing a more complex
probability distribution in terms of simpler models. It uses a Bayesian framework
for parameter estimation and the mixture model addresses the heterogeneity of
page visits.
After the analysis of different setups for modelling we chose the four component
mixture model as the most suitable for the given data. Each cluster is characterised
by a vector of probabilities with which members of such a cluster visit specific
pages. These probabilities can be visualised in a bar chart (see Figure 5.3)—a
kind of a “group profile”. Additionally, the parameter α can be interpreted as the
size of the cluster.
To interpret the clusters it is necessary to look at the page ID–URL mapping
table (Table 5.2). We can identify four different usage profiles in Figure 5.3. Three
of these profiles cover some kind of product information acquisition while the
fourth describes behaviour of (potential) buyers. Profiles, in order of appearance,
are:
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Figure 5.3: Usage pro-
files of the visitors.
Page ID URL Description
1 / main page
2 /ct/ product category
3 /ls/ product sheet
4 /dt/ detail of product
5 /znacka/ brands
6 /akce/ actual offers
7 /df/ comparison
8 /findf/ fulltext search
9 /findp/ parameters based search
10 /setp/ setting displayed parameters
11 /poradna/ on-line advice
12 /kosik/ shopping cart
13 the rest the unknown URLs
Table 5.2: Mapping
of content categories—
Retail-1 data.
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• Profile 1. General overview of the products. Users within this category are
interested in a particular product category but they don’t have any specific
product or brand preferences or they would like to take an overview of all
the products in the category.
• Profile 2. Focused search. These users know exactly which products they
are looking for. They search for specific products and brands.
• Profile 3. Potential buyers. This profile describes potential customers that
already placed some products in their shopping cart. The profile also includes
customers that actually finalised their transactions, i.e. bought the selected
products.
• Profile 4. Parameter based search. Users within this category look for
products with specific expectations in mind. They use parameter based
search and compare different products.
It is interesting to look at (dynamic) relations between the identified profiles.
In particular, we are interested in the following questions:
• How do these profiles relate to each other over sessions from the same user?
• Do buyers have multiple sessions labelled as potential buyer in their history?
• Do buyers come back after a purchase? If so, how do they behave afterwards?
To answer these questions we assigned the appropriate profile identifier to each
session of the users and analysed the resulting profile sequences.
5.3.1 Profile Transitions
Given the sequences of profiles for each user we can create a transition matrix
of the profiles. We count the frequencies of all possible transitions given all the
consecutive profile pairs of the sequences. By normalising the resulting frequency
matrix we get the transition probabilities (Table 5.3). Each element xij of the table
represents the probability of the transition from profile i to profile j (i, j = 1, . . . , 4).
Table 5.3: Transition probabilities of
profiles.
P1 P2 P3 P4
P1 0.7208 0.1592 0.0621 0.0579
P2 0.5908 0.2828 0.0710 0.0553
P3 0.5022 0.1616 0.2873 0.0489
P4 0.6000 0.1702 0.0685 0.1613
The most significant transitions are transitions to Profile 1. The high propor-
tions of self-transitions show that many users do not change profile during their
visits.
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5.3.2 A Tree-like Visualisation of Profile Sequences
To get an insight into the most popular profile paths we analysed the profile
sequences with the help of navigation trees (see Chapter 11). Figure 5.4 shows
the frequent profile sequences of users. The tree model consists of nodes with
their profile labels in specific colours. The root of all sequences is a special virtual
node that contains additional information, such as the name of the tree and the
support rate. Nodes are connected with lines (edges) in different thickness marking
the frequencies of the given paths. Edges are labelled with the percentages of
(sub)sequences crossing the given nodes. The absolute numbers of sequences
finished at the given nodes are given in parentheses. The size of the tree is
controlled by the so-called support threshold. The tree contains only (sub)sessions
that are more frequent than this given threshold.
Figure 5.4: Tree-like visualisation of frequent profile sequences.
Figure 5.4 shows that most of the users (68.1%) started their visits exhibiting
the patterns of Profile 1 (general overview). Furthermore, most of these users did
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not change profile during their visits. The second most relevant profile is Profile 2
(focused search), 20.6% of the users started their visits according to the patterns
of this profile.
Figure 5.5 presents the frequent profile paths of users who had at least one
“Potential buyers” profile during their visits. We see again that the general overview
and focused search profiles are dominant in these sequences as well. Surprisingly,
most of these users (52.9%) started their visits according to the potential buyer
profile. This assumes that they bought products (or used the shopping cart)
immediately during their first visit. Moreover, most of the users turned into a
potential buyer after several visits of overviewing the products (Profile 1).
5.4 Domain Influence on Web Usage
The domain of a Web site, its size and complexity are highly influential to user
behaviour and, therefore, to Web usage data. Usage data of different Web sites
may also require different WUM techniques to analyse user behaviour and may
even limit the types of analysis it supports. A large online retail shop, for example,
would most certainly benefit from a product recommendation model based on
actual product views. In contrast, a small but highly popular portal of a local
municipality, where users can arrange a few important official matters online,
would rather profit from a simple site analysis on how do users actually use the
site and whether they appear to have difficulties. This section lists a few of such
factors and their presumed effects. However, a more elaborate study over possible
influences would be highly valuable for the Web usage mining community.
One way to approach this problem is to assess the strength of bonding between
a Web site and its users. We may roughly group users into three categories based
on this criterion: highly engaged, mildly engaged, and not engaged users. Highly
engaged relations include online banking services, public administration portals,
personal pages of telecommunication providers, and all other services where users
need to reveal their identity and/or connect to a service provider by financial or
legal agreements. Users are required to register and authenticate themselves to
use these services. They often have the Web site bookmarked and have specific
goals while visiting such Web sites. These services have clean usage data with
accurate user and session identification and historical usage data on an individual
level. The user relation is mildly engaged with, for example, online retail shops,
personalised news portals, or Web sites of airlines. In this case users mostly reveal
their true identity only if they make a purchase or make use of personalised services
via logging in, etc. Therefore many of the users cannot be accurately identified,
unless the service provider uses and the individual allows cookies. Web sites where
users are generally not engaged include mostly sites where users arrive through a
search engine. These users are mostly interested in some specific information and
most likely will not return. Registration is often omitted, in case required by the
service provider, users usually use a bogus identity. The usage data reflects this
heterogeneity. Depending on the size of the site users navigate through various
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Figure 5.5: Tree-like visualisation of frequent profile sequences—Buyers.
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paths, they cannot be truly identified, and have no usage history.
Yet another, in some respects overlapping, categorisation is based on the
content and structure of Web sites. One may create a division between Web
sites with emerging contents and well structured corporate Web pages. The main
distinction between these categories is that the former includes heterogeneous
content mostly edited by amateurs (e.g. blogs, Wikipedia entries, personal home
pages), the latter consists of content maintained and structured by professionals
to suit customers’ needs regarding a specific market segment (e.g. online retail
shops).
The application and the selection of Web usage mining techniques may also be
influenced by these factors. A large and complex Web site provides the possibility
to reach even the same content in various ways. WUM techniques can help both
the providers and users by, for example, site structure improvements and content
recommendations. However, a site where the maintainer is able to describe all
particular usage scenarios probably does not need sophisticated personalisation
techniques. Maintainers may still benefit from analytical feedback on whether the
actual usage matches their scenarios.
Chapter 10, provides results of an extensive analysis on five real-world Web
usage data sets. The data sets can be classified into three different domains. Their
characteristics provide further relevant information about the effect of domain
influence on usage data.
6
Support-based Segmentation of User
Profiles
Online personalised “my*” services are gaining popularity due to a growing
customer need for information filtering and customisation. However, current
systems mostly rely on some general usage and customer interaction in selecting
components from prespecified blocks of content. The demand is great for high-
quality unsupervised services on the customer side and for enabling techniques on
the vendor side. Furthermore, individual profiles and, thus, personalised content
should reflect changing individual behaviour.
Here we propose a method to facilitate the building of up-to-date personalised
services. Individual profiles are represented as space-efficient prefix-trees that are
inherently easy to update incrementally. To measure the similarity of profiles,
and also for the purpose of segmentation, we define a support-based measure that
exploits the advantages of the tree-based structure.
6.1 Introduction
As well as common internet services (e.g. retail shops, online banks), Web sites
that provide publicly available online information and services (e.g. maps, social
networks, online radios) have recently become extremely popular. These services
provide a vast amount of information and attract millions of users worldwide. As
customers are overwhelmed with information, they will choose the service with
which they can reach the most relevant information with the least amount of time
spent searching for it. An ideal scenario for a customer, and therefore for a service
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provider, is to get fully customised content, with the most relevant information,
without any explicit effort. This scenario also includes the ability of the system to
adapt to both changes in user behaviour and changes in the provided information
(type, structure, etc.).
The aim of Web personalisation is to provide customised content for individuals
based on their navigational behaviour as well as other, explicit or implicit, sources
of user information. Much work has been done on Web personalisation and user
profiling; for an introduction and overview we refer to Eirinaki and Vazirgiannis [45]
and Mobasher et al. [116]. Mostly, these works include personalisation based on
general usage profiles inferred from general navigation patterns—sessions without
distinction of individual origin. Online recommender systems use these general
profiles to match incoming individual page requests and to suggest the most likely
content to visit. Furthermore, we should be able to efficiently compare these
individual profiles to create segments of individuals with similar behaviour.
We propose a method that facilitates the building of up-to-date personalised
services by efficiently capturing individual behaviour and identification of individual
user segments over time. The components of our solution are as follows:
1. For individual profiles, we propose a form of prefix-tree to store user-specific
information in a compact representation. Our test data indicate that, in
practice, we reach high compression1.
2. We provide an incremental method to maintain the profiles efficiently as new
information flows in.
3. We define a support-based similarity measure among profiles that exploits
the advantages of the profile structure.
4. Individual profiles are then segmented using a well-known similarity-based
clustering method.
Our method can be applied in any domain where users revisit the Web site and
identify themselves reliably, e.g. by logging in or by accepting persistent cookies,
to track and model changing user behaviour over time. It forms a good basis to
build personalised services and to support diverse marketing decisions.
6.2 Individual User Profiles
In the previous chapter, we described our motives for designing profile structure.
As described earlier, in our current work the pieces of information we process about
an individual are the page visitation patterns—the session data. We assume this
input is in ordered “market basket” format—so that each page within a session
appears only once and these pages are represented as sequences in ascending order
1The compression rate is better than 22% with no support based elimination and around 8%
on just eliminating single views. See Section 6.4 for more information.
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by their page IDs (Repr.6. in Table 2.6)2. In the rest of this chapter we use
Notation 3 for individual user sessions, with sessions represented as sequences
(ordered page sets).
6.2.1 The Structure of the Individual Profile Tree
A single tree node (TN) stores the particular page ID (page, an integer) it was
assigned to and a frequency counter (frequency, an integer) of the number of times
it was traversed. It consists of a reference to its parent (parent, a reference) and a
vector of references to its children (childr, a vector/set of references). A profile
tree consists of a root node (root of type TN) and the root contains child nodes
(of type TN). We maintain a tree (Ti) for each individual i and insert a session sij
into Ti incrementally as the data arrive using the following method.
6.2.2 Incremental Tree Building
This recursive procedure (Algorithm 6.1) for building and incrementally updating
the profile tree simply tries to match the following item of sij to the children
of the current node and increase the frequency count if it succeeds or otherwise
create a new node. The next recursive step continues matching the following item
to the children of the matched or newly created node. The recursive method
addChild(n, s) has two arguments, a tree node n and a (sub)session s. The initial
call of the procedure is addChild(Ti.root, sij), where Ti.root is the root node
(TN) of the ith individual tree.
Algorithm 6.1 addChild(n, s)
1: if s 6=  then
2: actPage ← s1
3: s← first element of s removed
4: if actPage /∈ n.childr then
5: n.childr ← newTN(actPage, n)
6: end if
7: n.childr(actPage).frequency++
8: addChild(n.childr(actPage), s)
9: else
10: return
11: end if
The constructor newTN(p, n) of an object TN, with arguments p page ID and
n tree node, sets the page (this.page = p) and parent (this.parent = n) values and
2Note, that creating profiles over usage data of other domains with highly dynamically
changing Web sites and page mappings would probably benefit from using a representation where
page positions are preserved (e.g. Repr.8. in Table 2.6). In this way the prefix properties are
inherently preserved—on the cost of possibly larger profiles. Further experimenting with other
representations is future work.
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creates an initial empty reference to its children (this.childr = new empty set).
Additionally the frequency counter is set to 0 (this.frequency = 0 ).
6.2.3 Efficiency Considerations
Adding a new session to the tree consists of mij recursive steps, where mij is the
number of items in sij . In each step, we need to find the matching item among
the child nodes. In the worst case, when the item is not present, this means that
we need to check all children. So we need to perform approximately mij times the
average number of children operations. Fortunately, in practice, both numbers are
very small3.
The size of a tree depends on the number of nodes in it, and the memory
requirement of a tree node depends on the platform we use to implement and run
our program. As a guide, here we calculate a likely scenario. If we assume a 4-byte
representation both for integers and reference pointers we get (3 + c) ∗ 4 bytes,
where c is the number of child nodes the node is pointing to. That is, for a tree
with n nodes we need approximately n ∗ 4 ∗ 4 bytes, since in a tree the number of
child references is equal to the number of nodes. Additionally, we have to count 4
bytes for each leaf node, since they contain a null reference as a child node and
possibly some platform-dependent overhead. Taking an average number of 120
nodes per tree, it takes approximately 2 Kbytes. For 10,000 profiles, it is still only
20 Mbytes.
6.2.4 Tree Maintenance
The presented profile tree structure is conveniently easy to update incrementally.
However, in addition, depending on the applications, we may need to remove
outdated instances or to limit the size of the tree. To do so, we present three
possible scenarios here. If none of the above issues are a concern, we can choose
to keep the data incrementing. If the data do not change drastically, the size of
the tree will remain fairly small. We have to pay attention to normalising the
frequency counters to avoid possible overflow.
1. A simple but effective approach for limiting the size of the tree is to set a
maximal size constraint (memory size or number of nodes) on the tree and prune
it, starting from the lowest supported nodes until we meet the threshold, each
time it is necessary.
2. We can apply a minimum support threshold and insert only supported
sessions into the tree. In this case, we need to maintain an extra buffer to keep
potential sessions. This buffer may take even more memory, as though it were
inserted in the tree.
3. The sliding-window-based approach is a convenient solution both to regulate
the size of the tree and to remove outdated information from profiles. Implemen-
tation of a fixed window (buffer size n) is straightforward. We keep the last n
3mij is 4.9 on average and the mean number of children for internal nodes is 1.4 based on
our test data.
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sessions in the tree and we maintain a circular vector with pointers to leaf nodes
to each session added to the tree in a chronological order. Whenever a new data
point comes in, and our buffer is already full, we delete the oldest session and
rewrite its pointer to point to the newcomer. Deleting a session from the tree
in this way is done by simply following the pointer and decrement the frequency
counters or to remove nodes if the counter becomes 0.
Methods that detect change in the data and set the window size to adapt to the
extent of change are much more efficient in a changing environment. Determining
the correct window size, however, is not a trivial task and is not the objective of
this chapter.
6.2.5 Enrichment of the User Profiles
We choose to include only page traversal patterns of individuals in our individual
profiles. However, much more information is available about the online behaviour
of individuals. The profiles can easily be extended by adding an extra vector
to each node in the tree that would contain aggregate information, specific to
that node, about, for example, the average time spent on a page or the average
cardinality value.
6.3 Support-based Clustering
In this section, we define a measure to calculate similarity among individual
profile trees. Our proposed measure is support based, meaning that it calculates
the similarities based only on the supported nodes. The support threshold is a
user-given parameter and, by adjusting it, the user can set to ignore unimportant
details (e.g. sessions that appeared only once might only be noise). In addition,
increasing the threshold results in faster calculations (see Figure 6.3), because the
algorithm can then discard more nodes of the tree; the price of this is, of course,
accuracy—in this way we get approximations of similarity compared with the
similarities on full trees.
Let T be the set of all normalised4 profile trees. We define our similarity
measure sim for all x, y ∈ T to fulfil the following requirements:
1. sim(x, y) = 1 if x = y (the identity property)
2. sim(x, y) = sim(y, x) (the symmetry property)
3. sim(x, y) ∈ R in the [0, 1] interval
The first two properties ensure efficient calculation—less than half of all pairwise
similarities need to be calculated. The third property is required by the clustering
algorithm. Note that we interpret identity on normalised trees, so trees with
4We perform normalisation to overcome the problem of comparing trees with different number
of sessions. The specific normalisation methods are described in the following section.
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different frequency counts may still be identical based on our measure. Further,
we assign 0 similarity to trees that have no overlapping branches.
6.3.1 Similarity of Individual Profiles
As we have a tree structure, it is natural to define a similarity measure re-
cursively traversing the branches of the tree. A general recursive formula
sim(T1.root , T2.root) can be given for trees T1 and T2 as
sim(act1, act2) = act1 ⊕ act2 +
+
∑
c∈Cstact1,act2
sim(T1.childr(c), T2.childr(c)),
where act1 and act2 are the actual nodes, in T1 and T2 respectively, to be
compared, ⊕ represents an arbitrary comparison operator, that complies with our
requirements (see above), and Cstact1,act2 contains the supported, overlapping child
nodes of the two actual nodes by a given st support threshold. The recursive
process is invoked by the root nodes, T1.root and T2.root .
How do we compare trees with a different number of sessions added to them?
To overcome this problem, we chose to normalise the frequency of each node by
the total number of sessions added to the tree. In this way, we obtain relative
frequencies with values [0, 1] that sum up to 1. We can interpret each node’s
relative frequency as the weight of importance of that node to the profile. Based
on this notion, our similarity measure should rate two profiles similar if their
“important” nodes overlap.
As we described earlier, our similarity measure makes use of a support threshold
st. We apply this threshold both by the normalisation and by ignoring unsupported
branches via the recursive traversal. We further distinguish the normalisation step
by two different types of possible measurement: (1) complete session based, which
compares only complete sessions, and (2) subsession based, that takes all possible
overlapping session prefixes into account.
In the case of a complete-session-based measure, the normalisation factor is sim-
ply the frequency of the root node minus the frequencies of all its unsupported child
nodes (getRootNormC(root , st), where root is the root node of a tree). When
normalising the nodes, the “real” frequency of a node itself is its frequency minus
the frequencies of all its supported child nodes (getRFreqC(node, st), where
node is a tree node). Note that, in this way, we ignore branches of unsupported
nodes and we treat their supported prefix as supported sessions.
The norm of the subsession-based measure is the total number of subsessions
contained by the tree, practically the number of pages added to it, minus the
number of unsupported subsessions (getRootNormS(root , st)). Calculating this
norm is a slightly more difficult task—at least computationally. We can either
(1) recursively count the number of supported subsessions in a top-down manner,
or (2) introduce a header table that contains all the leaf nodes together with
their counts and perform the count bottom-up. The fastest solution would be to
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apply (1) for higher and (2) for lower support thresholds. When normalising the
nodes, the “real” frequency of a node itself (getRFreqS(node, st)) is its original
frequency, and so no further calculations required.
Figure 6.1 demonstrates the calculation of the complete and the subsession
based similarity measures on two simple session data sets, Data 1 and Data 2 in
Table 6.1, with a support threshold st = 2. Subfigure (a) and (e) are the visual
representations, without applying the support threshold, of the profile trees built
on Data 1 and Data 2 respectively. (b) and (d) show the normalised values for
the complete session (the first values on the edges) and for the subsession (the
numbers in parentheses) based measures5. The normaliser factors are 10 (10− 0)
and 17 (18− 1) for T1 and 8 (8− 0) and 12 (12− 0) for T2 for the complete and
for the subsession based methods respectively. Finally, if we sum up the similarity
values for each supported overlapping node, presented in (c), we get a similarity
of 0.5 for complete session and 0.74 for subsession based measures.
Data 1 Data 2
s1−6 1 2 s1−2 1
s7 1 2 4 s3−6 1 2
s8−10 3 s7−8 4
Table 6.1: Example session data
sets.
(a) Profile tree (b) Normalised (c) Similarity of T1-T2 (d) Normalised (e) Profile tree
Figure 6.1: Exemplification of complete and subsession based similarity calculation
(st = 2). Figures (a) and (e) are visualisations of the profile trees built on Data 1 and
Data 2 respectively. Edges of the trees denote absolute path frequencies. (b) and (d)
show the normalised values for the complete session (the first values on the edges) and for
the subsession (the numbers in parentheses) based measures. (c) contains the similarity
values for each supported overlapping node.
First, we shall summarise the calculation of our support-based similarity
measure and then we shall give the pseudo code of the algorithm (Algorithm 6.2
and 6.3). Let us consider two individual profile trees, T1 and T2.
1. Input: (1) Support threshold, (2) Method: complete session or subsession
based
5Note that the recursive algorithm ignores the non-overlapping or unsupported nodes, therefore
we did not calculate the normalised values for nodes 3 and 4 in (b) and for node 4 in (d).
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2. We determine the normaliser factor based on (1) and (2) as described above.
3. We traverse both trees recursively, but only along overlapping supported
nodes, i.e. branches with common, supported root nodes.
4. For each overlapping node pair, we calculate their similarity by taking the
minimum of the two nodes’ normalised values and calculate the similarity of
all their overlapping supported children.
Algorithm 6.2 sim(T1.root , T2.root , st)
1: rnT1 ← getRootNorm[C|S] (T1.root , st)6
2: rnT2 ← getRootNorm[C|S] (T2.root , st)6
3: C = T1.root .childr ∩T2.root .childr , C = {c1, ..., cl}, where all ci are supported
in both root nodes’ children.
4: sim = 0
5: for i = 0 to l do
6: sim += simRec(T1.childr(ci), T2.childr(ci))
7: end for
8: return(sim)
sim(T1.root , T2.root , st) has three arguments, the root nodes of the two trees
T1.root and T2.root , and a support threshold st ; the arguments of simRec(n1, n2)
are tree nodes n1 and n2. We assume that rnT1 , rnT2 and st are global variables
for simRec(. . .) and contain the same value as defined in sim(. . .).
Algorithm 6.3 simRec(n1, n2)
1: rf n1 ← getRFreq[C|S] (n1, st)
2: rf n2 ← getRFreq[C|S] (n2, st)
3: sim = min(
rf n1
rnT1
,
rf n2
rnT1
)6
4: C = n1.childr ∩ n2.childr , C = {c1, ..., cl}, where all ci are supported in both
nodes’ children.
5: for i = 0 to l do
6: sim += simRec(n1.childr(ci), n2.childr(ci))
7: end for
8: return(sim)
6.3.2 Clustering Based on Profile Similarities
At this point, we have all methods to build individual user profiles and to calculate
their similarities. Once we calculate all pairwise similarities, we can apply one
6The selection of the procedure depends on the type of similarity we choose to measure: use
getRootNormC + getRFreqC for complete sessions, and getRootNormS + getRFreqS for
subsessions.
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of the numerous clustering approaches. In our experiments, we use a similarity
graph partitioning method with min-cut and balancing constraints. The pairwise
similarities are represented as a weighted graph, where weighted edges indicate
pairwise similarity between points. Clustering can be viewed as partitioning the
weighted graph (a.k.a. similarity graph) and the partitioning objectives can be
expressed by different constraints on the edge cuts. For more details on the method
see, for example, [12].
How do we treat the profile of individuals with an insufficient amount of
sessions? During similarity calculations, we may compare an individual profile of
hundreds of sessions to a profile that contains a single session. In our experiments,
we deliberately chose a threshold at the minimal number of sessions required for a
profile tree. In practice, we can either discard profiles from the comparison until
the number of sessions in them exceeds a certain threshold or we can choose to
ignore this information and measure their similarities to other profiles. In the
latter case, these profiles will still be grouped to the others that are similar to
them.
6.3.3 Efficiency Considerations
Comparison of two profile trees includes a recursive traversal over the supported
overlapping nodes of the two trees simultaneously. Thus, the number of recursive
steps depends on the extent of overlap at the given support threshold between
the two trees. In the “best” case, if the two trees do not contain any overlapping
nodes by the given support, the algorithm will terminate after comparing the
supported children of the root nodes. In the “worst” case, all the nodes of the two
trees overlap and the algorithm has to traverse the entire tree comparing all child
nodes of each node recursively.
In practice, most of the trees differ at deeper levels, which makes the algorithm
relatively fast. Furthermore, we can also assume that the updating of clusters
happens relatively infrequently, and so it does not have to be a real-time process.
Note that, due to the identity and the symmetry properties, we only have to
calculate and store a single upper (or lower) triangle similarity matrix.
6.4 Experimental Results
The lack of publicly available Web access data sets that contain reliable individual
identification and individual sessions based on a periodic customer base sets back
the research on individual profiling.
Our experiment included results on server-side Web access log data of an
investment bank (a variant of the InvBank data set, see Section 2.7) collected
over a 1.5-year period. The data set consists of 10,000 randomly7 chosen customers
with 1,097,755 sessions in total. Both individuals and their sessions are identified
7We set a constraint on the minimal number of sessions per individual to 25.
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reliably, since clients had to identify themselves in order to reach the secured
internal pages.
Furthermore, we reduced the total number of Web pages by grouping pages
containing very specific information together, resulting in about hundred different
pages in our experiments. The most frequently visited pages, together with
their page IDs, are 1-homepage, 2 and 6-login pages, 3-personal homepage, 4-
transaction history, 5-portfolio overview, 14-contact information and 7 and 15-
contain information about the stock markets. Page ID 999 (marked as 9 in Figure
6.4) represents a “rest” category.
We built 10,000 unique profiles based on the 10,000 individual session sets. The
whole profile building process took less than a minute. Figure 6.2 shows the average
number of nodes in a user profile by increasing support threshold. Preserving all
the nodes results in an average 120 nodes per profile while eliminating sessions
with support equals one (st = 2) dramatically reduces the mean number of nodes
(33).
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Figure 6.3 shows the dropping calculation time of pairwise similarities by an
increasing support threshold. Since the codes are not optimised we would like to
focus the reader’s attention on the degree of reduction in runtime rather than on
the raw calculation times. In case of subsession-based measure we implemented
the rather slow recursive calculation of subsessions. Note that in case of st = 1 no
initial calculation is required for this measure which explains the better overall
runtime.
6.4.1 Profile Segments
We calculated the similarities of all unique profile pairs applying both the complete
session and the subsession based measures by varying support thresholds. We
built similarity graphs on the similarities and applied a graph based partitioning
method with a similarity threshold.
We chose the clusters resulting from complete session based similarities by
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Figure 6.3: The sum runtime for
pairwise similarity calculation by
increasing support threshold.
st = 2 and a similarity threshold of 0.738 to best describe the data. We identified
Cluster1 as a “general overview”, since it contains mostly visits to overview ones
portfolio, Cluster2 as “general overview” combined with reviewing stock market
information, as it additionally contains stock market pages and Cluster3 as “general
overview and contact request” as clients tend to look additionally for contact
information. Finally Cluster4 is a collective segment of individuals with generally
“deviating” behaviour from the majority of customers. Figure 6.4 shows the most
supported top branches of the profile trees aggregated over all sessions of all
individuals for each cluster. Nodes of the trees are visited page IDs while the
thickness of the edges represents their weights in the tree.
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Figure 6.4: Profile segments.
6.5 Conclusion
We have presented a methodology to efficiently maintain up-to-date individual user
profiles and to segment customers based on a support-based similarity of individual
profiles. The individual profile trees provide a space-efficient representation of user
profiles and efficient incremental updates. The support-based similarity measure
matches profiles effectively by exploiting the tree structure and greatly reducing
the traversed nodes by ignoring non-overlapping or unsupported nodes.
8We determined this threshold by visual inspection and interpretation of the resulting clusters.
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We have demonstrated the effectiveness of our approach through experiments
on a large real-world data set from an investment bank. We built individual user
profiles incrementally on navigation patterns of 10,000 customers. Our results show
that an individual user profile required on average only about 2 Kbytes of memory,
about 120 nodes, which is a compression to 22% of the market basket type input
data. We identified 4 segments of individual profiles that we labelled as Cluster1:
general overview of the customer’s profile, Cluster2: general overview combined
with reviewing stock market information, Cluster3 as general overview and contact
request and Cluster4: a collective segment of individuals with generally “deviating”
behaviour.
7
Detecting Changes in Individual
Navigation Patterns
Web personalisation techniques, such as the one presented in the previous chapter,
allow companies to customise their Web services according to their customer’s
needs. However, changing customer behaviour and frequent structural changes and
content updates of Web sites are likely to impair the underlying models. Current
personalisation techniques require periodic updates and human interaction to cope
with this problem and thus maintain up-to-date personalisation. To automate
this process, we provide real-time methods to identify points of change in user
behaviour automatically as the data flows in. These solutions can be applied in
any domain where individuals tend to revisit the Web site and can be identified
accurately.
7.1 Introduction
Large Web sites present the possibility for visitors to traverse them in unique
ways. Users can navigate different paths and possibly search for other information.
In addition, the purpose of their visits is likely to vary over time. For example,
a potential investor may merely visit pages and view information about stock
markets and special investment products over a certain period of time until he
suddenly starts investing actively in particular products. Identifying such changes—
whether they are seasonal or temporal, or a long-term behavioural trend shift—and
promptly taking appropriate action in response leverages business advantage.
The sources of change can be real variations in user behaviour, such as in our
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previous example, or they can be artificially induced effects—“virtual” changes—
caused by, for example, Web site restructuring or content updates. In addition,
system malfunctioning (e.g. failure in data collection) may also cause “virtual”
changes (see Section 4.4). Differentiating among types of change is important only
on the application level and is therefore not the subject of our work.
Based on our field studies and consultations with field experts, we identified
three main problems that are of key importance to online Web personalisation and
customer relationship management: 1) detecting changes in individual navigation
patterns, 2) reporting “interesting” sessions, and 3) detecting changes in individual
user activity. Solutions to these problems can greatly increase response time
and quality of service. In this chapter, we propose solutions to the first two
problems and experiment on real-world data from an investment bank collected
over 1.5 years of Web traffic as well as on synthetically generated data. The third
problem is discussed in Chapter 8 separately—here we included it only to show a
complete picture and to make a clear distinction. These solutions can be applied
to any domain where individuals tend to revisit the Web site and can be identified
accurately, such as online banks, retail shops and internal pages of popular news
portals. Applications include supporting marketing actions taken on changing user
behaviour, detection of system failure and generating alerts to trigger Web site
reorganization.
7.2 Problem Definition
During our analysis of numerous Web usage data sets, including data from online
retail shops and an online bank, we identified three main problems that are relevant
to online Web personalisation and online customer relationship management. We
summarise these problems in the following three goals.
Detecting changes in individual navigation patterns. The first, the
“core” problem, is to detect changes in individual navigation patterns over time.
As we mentioned earlier, we model user behaviour by their visited pages, i.e. the
session data in different formats. We represent this information in user profiles
and changes in navigation are measured by the extent of changes in profiles. A
solution to this problem should include incremental maintenance of a compact
user profile for each individual and the output of changes. Change signals can be
used to update personalised content and for various marketing actions (e.g. to
promote a different set of products) while the base profiles can help selecting the
proper personalised content.
Reporting “interesting” sessions. Just as in regular shops, most of the
time online users get along with the content provided to them without any active
assistance, but from time to time they need special care. They may not be able
to find some content or they may have technical difficulties. The idea behind the
second problem is to identify such points, “interesting” sessions, in a stream of
user actions. Based on such alerts, an assistant may offer instant online help (e.g.
chat or VoIP/voice call) or the system may take prompt automated action.
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Detecting changes in individual user activity . We form individual user
activity based on the amount of sessions in a given period (e.g. per day) for a
certain individual (see Repr.10. in Table 2.6). Detecting changes in an individual’s
activity patterns seems to relate to our first problem; however, it requires different
treatment both technically and in the types of output alert. For example, early
identification of a decrease in user activity may support actions for customer
retention; we may label the different types of changes as “runner up” or “slower
down” based on the increase or decrease in frequency. We provide a more detailed
description of this problem, and present our solution for it, in Chapter 8.
Because we aim to develop solutions incrementally and on an individual level,
our algorithms need to be incremental and computationally inexpensive and we
need to use compact and incrementally maintainable individual user profiles to
model current user behaviour.
7.3 Individual User Profiles
When can we say that the behaviours of online users have changed? In the previous
chapter we used ordered “market basket” type data about user behaviour and
we designed a profile structure to store this information efficiently. We can use
these profiles to detect changes in user behaviour. However we found through
experimenting that using page sets and a modified profile structure result in more
accurate and more responsive change detection. In this section, we design a tree
representation that stores multiple pages in its nodes to facilitate change detection.
We apply this structure on “market basket” type session data; that is, we keep
visited pages as sets, discarding order and cardinality information but keeping
together pages visited in a single session (Repr.5. in Table 2.6)1.
7.3.1 The Structure of the Individual Profile Tree
A single tree node (TN) may contain one or more page indices2 stored in a set
(pages, a set of integer page IDs) and a frequency counter (frequency, an integer)
of the number of times all included pages occurred in sessions. It consists of a
reference to its parent (parent, a reference) and a vector of references to its children
(childr, a vector/set of references). A profile tree consists of a root node (root of
type TN) and the root contains child nodes (of type TN). We maintain a tree
(Ti) for each individual i that is supervised by the change detection algorithm as
described later.
1We refer to user sessions as page sets throughout this chapter.
2Multiple indices allow an efficient implementation of nodes as sparse, binary vectors for fast
comparison. Furthermore, if visualising them, such profiles show most frequent pages clearly
grouped together.
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7.3.2 Incremental Tree Maintenance
We maintain the profile trees over addition of new sessions and removal of old
ones. We present the pseudocodes of these methods in the following subsections.
Adding a New Session
Adding a session to a profile tree can be broken down as a simpler recursive
procedure (Algorithm 7.1). The procedure is called, in each step, by a given tree
node n and the remaining pages P to be inserted. As a first step (line 2), we select
the child of n that has the highest overlap with P . If there are more nodes with
equal, non-zero overlap we select the first one. If P has no overlap with any of
the child nodes we insert P as a new node under n (lines 3 and 4). Otherwise, we
identify the type of overlap. In case the child node is equivalent to P or is fully
part of P , we increase the counter of the child node and invoke another recursive
step on the child node and the non-overlapping remainder of P (lines 5 to 10).
In the other two cases, we need to split the child node by subtracting and
raising the overlap directly above it as a new parent node, update the frequency
counters and insert the non-overlapping part, if there is any, as a new child node
under the newly created node of common pages (line 11).
The recursive method addChild(n, P ) has two arguments, a tree node n and
a page ID set P . The initial call of the procedure is addChild(Ti.root , sij), where
Ti.root is the root node of the ith individual tree and sij is treated as a set.
The constructor newTN(P, n) of an object TN has two arguments, a page
ID set P and a tree node n. It sets the page set (this.pages = p) and parent
(this.parent = n) values, and creates an initial empty reference to its children
(this.childr = new empty set).
Removing a Session
Removing a session from a tree is straightforward (Algorithm 7.2): we follow the
links over the parent nodes up from a specified leaf node recursively and we need
either to decrement the frequency counters or remove nodes completely in case
their frequency would become zero. In addition, we need to merge a parent node
with its only child if their frequency counters become equivalent. We call the
method with remSession(n), where n is a reference to a specific leaf node, the
end node of the session to be removed.
Maintaining Trees Over a Sliding Window
In our methods, we maintain the profiles over a sliding window. This can be easily
done by maintaining references to leaf nodes in the tree in a circular vector. Upon
insertion, we overwrite the oldest elements in the vector by a reference to the leaf
node of the newly inserted sessions, but before that we remove the old session from
the tree. We maintain the vector itself by means of simple indexing. The index of
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Algorithm 7.1 addChild(n, P )
1: if P 6= ∅ then
2: actNode ← the first element of {n.childr i : max{|n.childr i.pages
⋂
i P |} ∧
n.childr i.pages ∩ P 6= ∅} or NULL if the set is empty
3: if actNode is NULL then
4: n.childrnew ←newTN(P, n)
5: else if actNode.pages = P then
6: actNode.frequency++
7: else if actNode.pages ⊂ P then
8: actNode.frequency++
9: P ← P \ actNode.pages
10: addChild(actNode, P )
11: else
12: C = P ∩ actNode.pages
13: actNode.pages ← actNode.pages \ C
14: n.childrnew ←newTN(C, n)
15: n.childrnew .childr ← actNode
16: n.childrnew .frequency ← actNode.frequency + 1
17: actNode.parent ← n.childrnew
18: if C 6= P then
19: n.childrnew .childr ←newTN(P \ C,n.childrnew )
20: end if
21: end if
22: else
23: return
24: end if
a vector always points to the oldest element and this index can be incremented in
a way so that when it reaches the end of the vector it jumps to the beginning of it.
7.3.3 Efficiency Considerations
Adding a new session consists of a single step in the best case, when pages of
the new session are all part of a direct descendent of the root node, or maximum
the number of child nodes of the root. The worst case is when a session matches
partially with each node all the way to a leaf node in maximal depth. In this case
the algorithm traverses through all the nodes to select the best match at each
level.
In the best case, removing a session takes only a decrement on the frequency
counter of a single node. In the worst case a tree is traversed along parent nodes
towards the root from the deepest leaf node, decrementing frequency counters and
possibly merging nodes.
In practice, session lengths are short and profile trees over sliding windows
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Algorithm 7.2 remSession(n)
1: if n.frequency > 1 then
2: n.frequency--
3: if |n.childr | = 1 ∧ n.frequency = n.childr1.frequency then
4: n.childr ← ∅
5: n.pages ← n.pages ∪ n.childr1.pages
6: end if
7: else
8: n.parent .childr ← n.parent .childr \ n
9: end if
10: if n.parent 6= root then
11: remSession(n.parent)
12: end if
are fairly compact resulting in only a few recursive iterations for both algorithms.
Efficient hash-based or sparse binary representation of tree nodes further boosts
the efficiency of comparison, split and merge operations.
7.4 Change Detection
We shall start this section by defining a distance measure between a profile tree
and a single session. Further, it is divided into two main parts, each describing
our proposed method for one of the first two goals outlined earlier.
7.4.1 Distance Measure
Here we define a distance measure over a profile tree and an incoming session. In
fact, we define a similarity measure and we transform a distance by dist(n, P ) =
1−sim(n, P ), where n is a tree node and P is a page ID set. The similarity
measure basically selects a branch with the highest overlap to the input session
and calculates a score on it. Once again, we can define this measure recursively as
each node returns the number of its overlapping pages with the subset of pages it
received plus the total overlap on the remainder of pages returned from its child
nodes. Each recursive step also returns a subscore and, among identical overlaps,
we return the highest score as similarity. We calculate the scores at each node by
taking the minimum of the normalised node frequency (n.frequencynormT ) and the page
probability (normP ). Both norms are known upfront to the algorithm. normT is
simply the number of pages added to the tree and normP = 1/|P |. The method
is outlined in Algorithm 7.3.
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Algorithm 7.3 sim(n, P )
1: if P 6= ∅ then
2: overlap = n.pages ∩ P
3: score = min(n.frequencynormT ,normP ) · |overlap|
4: maxScore = 0, maxOverlap = 0
5: for all c ∈ n.childr do
6: [overlapC , scoreC ] = sim(c, P \ overlap)
7: if (overlapC > maxOverlap) ∨ ((overlapC = maxOverlap) ∧ (scoreC >
maxScore)) then
8: maxOverlap = overlapC
9: maxScore = scoreC
10: end if
11: end for
12: return (|overlap|+ maxOverlap, score + maxScore)
13: else
14: return (0, 0)
15: end if
7.4.2 Online Change Detection Algorithm
There are numerous techniques for change detection, as overviewed briefly in
Section 4.3.1, for different applications and for different kinds of data with vari-
ous characteristics—however, we are not aware of any related work on applying
(online) change detection in WUM. Properties of a candidate solution, based on
our specific goals and our data sources, must satisfy the following requirements:
it must be robust to outliers, it must not assume independent and identically
distributed data points, and it must be responsive to change—and so we require
fast detection of changes and low false alarm rates. Our method maintains a user
profile for each individual and compares it, as a base profile, with a window of
most recent sessions. To detect changes we apply a window-based method with a
non-parametric distance function (see, for example, [97]). We describe the specific
steps, for a single individual (i), as follows:
Input: an outlier threshold (TO), a change detection threshold (TC), and two
window size parameters (SW , Sinit) should be provided upfront and sessions sij
are fed to the system continuously as they flow in
Output: the estimated change point CP , alerted when a change is detected and
anytime base profile model Ti
Method: our method comprises the following main steps:
1. Initialisation: we initialise the profile Ti by adding the first session and set
score to 0.
2. Scoring: as a new session sij flows in, first we calculate its score as
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scoreij =dist(Ti.root , sij). We add the session to the profile if either
scoreij < TO, thus the session is considered to conform with the current
behaviour, or if the number of sessions in the profile is less than the minimum
window size (i.e. size(Ti) < Sinit). We maintain all the scores, excluding
those of the outliers, for the current tree and refer to them as ref. We also
maintain a window W of the most recent scores SW .
3. Change detection: first we need to check if the profile contains enough
sessions (i.e. size(Ti >= Sinit )). We do not detect change until the threshold
is reached. We define the “distance” between the sliding window W and ref
as d = 1|W |
∑
sW log ecdf ref (s), where ecdf ref is the empirical cumulative
distribution function of ref, and we signal change if d > TC . If change is
detected, we estimate the change point CP = tc − SW , where tc is the
current time index, and reinitialise (’Reinitialisation’ step) the user profile;
otherwise, we enter the ’Scoring’ step again.
4. Reinitialisation: we rebuild the profile tree by removing all its structure
and adding all the sessions from the point CP to current time.
Efficiency
For efficiency reasons we maintain ecdf ref using the AVL balanced tree algorithm
(see, for example, [98]). Maintaining the empirical cumulative distribution function
(ecdf) and searching for the rank, p(x > scores), is performed in O(log(|ref |)) time.
Thus the overall complexity is O(log(|ref |)) plus the maintenance of the base tree
(7.3.3).
7.4.3 Reporting “Interesting” Sessions
The problem of finding “interesting” sessions is rather subjective and cannot be
clearly formulated. As we described earlier, here we aim at identifying sessions
that potentially indicate that a user needs some extra information or active help
during his visit. In the followings we present our guidelines, a possible scenario to
solve this problem exploiting our solution given in the previous section.
To solve this problem simply, we could construct an “expert-defined” weight
vector over all pages (P), representing potential action points in the Web site, and
use these weights to score each session. Such a vector would, for example, contain
high weights for contact or help/FAQ pages and low weights for the home page.
Drawbacks of this solution are the “human” maintenance of the weight vector and
the lack of flexibility toward identification of unplanned action points.
Another way to measure how interesting a page is, is to rate pages as “highly
interesting” when they are popular for a specific individual but rarely visited by
others. Interesting sessions are those containing interesting pages. Our proposed
solution can be summarised as follows:
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1. It considers only outlier sessions as potential interesting sessions. In terms
of the score of the session (calculated in Section 7.4.2), it is higher than TI ,
a user-defined outlier threshold.
2. We calculate a new score over the outlier session based on an automatically
maintained popularity matrix. The components of this matrix are weights
calculated by TF-IDF weighting applied to our data.
TF-IDF weighting [141] is commonly used in information retrieval and text
mining, and it measures the importance of a word to a document in a corpus. TF
stands for term frequency, and it is simply the number of times a term occurs in a
given document normalised by the total number of terms in the document. IDF is
the inverse document frequency, and it is the logarithm of the quotient resulting
from the total number of documents divided by the number of documents the
term occurs in. The TF-IDF weight of the ith term in the jth document can be
formulated as TF-IDF i,j = TF i,j · IDF i,j , where
TF i,j =
ni,j∑
k nk,j
, IDF i,j = log
|D|
|{dj : ti ∈ dj}| ,
where ti ∈ T is the ith term, dj ∈ D is the jth document and ni,j is the number
of occurrences of term i in document j. We can easily apply this weight on
our domain, substituting Web pages as possible terms and individual sessions
as documents. In this way, we obtain a function to measure page popularity or
importance to an individual relative to all individuals. Finally, we take an outlier
session, an output of the method described in 7.4.2, and calculate the sum TF-IDF
weight score over its pages. We label a session as interesting if this score is higher
than a user-defined threshold.
While experimenting with the TF-IDF scoring, we found that the high pop-
ularity of a relatively few pages among all individuals resulted in extreme high
term frequency (TF i,j) components that overweighed the IDF i,j scores and, even
though popular pages were present in most profiles, their final TF-IDF i,j scores
were much higher for common pages than the much more interesting rare pages.
Therefore we decided to omit the TF i,j weight and used only the IDF i,j component
in final scoring.
Efficiency
We maintain (accumulate) the frequencies in a sparse matrix over time. At time
ti, we know the TF-IDF score matrix of sessions over ti−m, . . . , ti with a window
size m.
7.5 Experimental Results
Our methods are suitable for any Web access log data with accurately identified
users and some sort of (anonymised) indication of individual origin on sessions and
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with multiple sessions for individuals. However, since we are not aware of any such
publicly available Web access log data, we supplement our experiments, besides
results on a private real-world data set, with results on synthetically generated
data. We further provide a baseline algorithm for comparison. Note, that we
do not present results for solving the second problem (“Reporting “interesting”
sessions”) due to the lack of evaluation criteria.
7.5.1 Experimental Data
Real-world data . Our experiment included results on the same variant of the
InvBank data set as we used in the previous chapter (see Section 6.4). To
evaluate our change detection method, we randomly selected a set of 200 individu-
als with their sessions (RealUsage), and labelled them together with field experts.
Synthetic data . For repeatability we supplement our results with an artifi-
cially generated Web usage data set (SynthUsage). We generated synthetic Web
usage data (user sessions) based on small probabilistic prefix-tree structures for
individuals. The probability distributions in the trees changed over time providing
simulated change points as changes in user behaviour. The generation setup
included 500 Web pages and the final data set consisted a total number of 153,989
sessions for 1,000 “individuals”. We present the complete data set we used in our
experiments in [80].
7.5.2 Baseline Algorithm
To provide comparative results we implemented a baseline algorithm based on a
fixed-sized sliding window W (|W | = 20 throughout our experiments). The window
is halved and the two equal parts are referred to as “old” data, WL, and “new”
data, WR. Upon the arrival of a new data point, and the shift of the window, a
distance is calculated between the two parts. When the distance exceeds a certain
user defined threshold a change is signalled and the algorithm is reinitialised,
the window is refilled with new data. We set the distance function to the cosine
distance dcos(A,B) = A ∩B/
√|A| · |B|, where A = ∪iWLsi and B = ∪iWRsi.
7.5.3 Evaluation
The randomly selected 200 individuals (RealUsage) had a mean of 106.46 sessions,
with a minimum of 25 and a maximum of 8403; while the same statistics for the
1,000 “individuals” of SynthUsage were a mean of 153.99 sessions, a minimum
of 51, and a maximum of 249 respectively. The mean number of unique pages
per session was 5.09 for the real-world and 5.3 for the synthetic data. For each
individual, we looked at their sessions evolving over time and marked the points
of change. In total, we identified 457 changes in case of RealUsage and 2,615
changes for SynthUsage.
3Statistics on pre-processed, “market basket”-type session data.
7.6 Conclusion 95
To measure the accuracy of change detection, we define a measure that simply
counts whether there is a change detection point after a true label but within a
δ distance ahead. If there is such a point, it takes the closest point, labels the
change point as detected and measures the distance between the true and detected
change points. Any other detected points count as false alarms. We set δ = 20
in all evaluations. Table 7.1 shows results of both our proposed algorithm and
the baseline method. Note, that the latency is measured as the mean number of
sessions between the true and the detected point of change and that we used a
false alarm rate (FAR)—defined as the mean number of false alarms per user per
100 sessions—to facilitate comparison of results of the different sized data sets.
Our proposed solution Baseline algorithm
Data set Accuracy FAR Latency Accuracy FAR Latency
RealUsage 69.57% 0.3146 5.12 55.43% 0.8359 9.33
SynthUsage 72.32% 1.0714 4.61 66.75% 1.1922 10.14
Table 7.1: Results of change detection in individual navigation patterns.
Figure 7.1 shows an example of score evolution over the incoming sessions for
a randomly selected individual. Circles mark the actual point of change in the
labelled data, and crosses indicate a point of change detected by the algorithm.
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7.6 Conclusion
We identified three highly relevant problems of online individual Web personali-
sation. These problems are detecting changes in individual navigation patterns,
reporting “interesting” sessions, and detecting changes in individual user activity.
We presented our real-time, computationally efficient methods to solve the first
two problems, while the third problem is discussed in more depth in the following
chapter. We evaluated our solution for online change detection in individual
navigation patterns both on real-world Web usage data of an investment bank
collected over 1.5 years and on synthetically generated data. Our method reached
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69.57% and 72.32% accuracy for detecting changes in navigation patterns on the
real-world and on the synthetic data sets respectively, and achieved mean detection
latencies of 5.12 and 4.61 sessions. We provided baseline results for comparison.
Taken together, our methods can serve as a basis for an online personalisation
or marketing decision system or they can be applied as components to various
Web personalisation problems.
8
Detecting Changes in Individual User
Activity
Customer retention is crucial for any company relying on a regular client base.
One way to approach this problem is to analyse actual user behaviour and take
proper actions based on the outcome. Identifying increased or decreased customer
activity in time may help keeping customers active or retaining defecting customers.
Activity statistics can also be used to target and activate passive customers. Web
servers of online services track user interaction seamlessly. We use these data,
and provide methods, to detect changes real-time in online individual activity and
to give measures of conformity of current, changed activities to past behaviour.
We validate our approach by an extensive evaluation based both on synthetic
and real-world activity data. Our methods can be used, but are not limited to,
trigger actions for customer retention on any Web usage data with sound user
identification.
8.1 Introduction
Imagine a client of an online service (e.g. an online retail shop or an internet bank)
decreasing their activity—measured, for example, by the number of daily visits
to the site of the service—in a continuous or abrupt manner (Figure 8.1-c). This
drop in activity may be a sign of customer defection, thus early detection, that
may trigger proper marketing actions, is a requisite for retaining the client. Yet
another scenario is an increased activity (Figure 8.1-a) which may mark a rising
interest in certain services. Detected change and proper actions in this case may
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uphold interest. To sum up, our first goal is to detect changes incrementally, as
new data flow in, in individual user activity.
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(a) Increased activity (b) Constant activity (c) Decreased activity
Figure 8.1: Examples of changing user activity (horizontal axes represent days, while
vertical axes show activity frequencies). Subfigure (a) shows a clear increase in activity,
(c) depicts a dropping activity, while (b) represents a constant (infrequent) activity.
Let us assume that we are able to detect changes and estimate their change
points with certain accuracies. Can we take actions solely on this kind of infor-
mation? What if we take the decreasing activity of the previous example (Figure
8.1-c) and place it into context by including past activity? As we see in Figure 8.2
this particular user had highly fluctuating activity over time: up hills followed by
downhill activities. In this case, raising an alarm on client defection would most
likely be false. Both decreased and increased (thus changed) activities should be
put in context in order to interpret them. Our second goal is to provide a manner
to measure conformity of the current behaviour to the past—in other words, to
measure the likelihood of current activities based on the past. The combined
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Figure 8.2: Example of changing individual activity over time. Rectangles mark the
samples for Figure 8.1-a,b, and c consecutively: interpretation of changes requires context.
information about the change point, direction of the change, and the likelihood
together can be used to decide on taking certain marketing actions. However, the
discussion of alerts and concrete actions are out of the scope of this work.
The contribution this chapter makes is the identification and description of an
important problem, online change detection in individual user activity, and the
methods that provide its solution. We validate our methods on activity data of
5,000 customers of an online investment bank collected over more than 2 years as
well as on synthetically generated data.
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8.2 Problem Definition
Since our methods need highly reliable individual identification (e.g. in case of
login enforced Web sites), in the rest of this chapter we assume that this condition
is satisfied. We transform the sessionised data into activity frequencies, for each
individual, by counting the number of sessions in a given period of time (Repr.10.
in Table 2.6). We use Notation 4 throughout this chapter to denote the activity
data.
We gave motivation to change detection in individual user activity briefly in
the introduction. Here we decompose the task at hand to specific goals and provide
their descriptions. Figure 8.3 shows a schematic overview of our approach.
1. Change
detection
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Figure 8.3: Schematic overview of our change detection approach through an example
of individual user activity.
1. Change detection in individual user activity. The goal of this task
is to identify (estimate) a set of time points Ci for each individual (i), in
real time, such that the points split the user activity data into more or less
homogeneous segments.
2. Aggregate past behaviour. Here we maintain simple statistics, the mean
activity and the length of each segment, for each individual over the past
segments along with statistics over the current segment.
3. Measure conformity. We need a measure to compare aggregated past be-
haviour to the current behaviour to decide on whether the current behaviour
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is typical or a-typical to the actual user. Conformity should be expressed in
percentages.
4. Alerting. The estimated change points together with information about
the change conformity can be used to trigger automatic actions. However
the discussion of alerting is not part of our current work.
We provide efficient solutions to problems 1 to 3 in Section 8.3. In practice, these
solutions need to be both memory and computationally efficient, to support their
application on a large number of customers and to facilitate real-time processing.
8.3 Change Detection
8.3.1 Modelling the Individual Activity Data
We model the activity of a user, a sequence of positive integers, by a piecewise
constant distribution function. For that, we assume that the activity can be de-
composed to a sequence of segments filled with independent, identically distributed
(i.i.d.) data. The likelihood of an observed frequency (aji ) can be denoted as:
Pλ(k,l)(a
j
i ), where k ≤ j ≤ l,
and indices k and l define the segment and mark two change points. We
assume that the frequencies between two change points are distributed according
to a mixture of a Poisson distribution and an outlier distribution. We applied
Pearson’s chi-square test to test the fit of the Poisson distribution on the segments
of the InvBank data set (see Section 8.5 for details on the data set and on the
segmentation), and the distribution of the test statistic under the null-hypothesis
was determined by parametric bootstrap. 78.16% of all segments were not rejected
by the hypothesis testing given a confidence level of 0.1.
The Poisson distribution is defined as Pλ(k,l)(a
j
i , λ) =
λa
j
i e−λ
aji !
. Where λ is the
Poisson parameter and is estimated by
(1+
∑l
j=k a
j
i )
(1+l−k) . The outlier distribution is
equal to the uniform distribution.
8.3.2 Online Change Detection Algorithm
The online change detection algorithm successively applies the log likelihood ratio
test (see, for example, [17]). If the ratio exceeds a user defined threshold, an alarm
is signalled and the actual change point is estimated. The online algorithm is then
re-initialised from the point after the estimated change point in the data stream.
The log likelihood ratio is the log ratio of the likelihood of two hypotheses. The
zero hypothesis (H0) assumes that no change has occurred, whereas the alternative
hypothesis (H1) assumes a change at time t. Assuming i.i.d. segments, the log
likelihood ratio is defined by
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LLR = log
supt PH11(a
1
i , . . . , a
t
i)PH12(a
t+1
i , . . . , a
n
i )
PH0(a1i , . . . a
n
i )
+ γ.
γ is a penalty term to circumvent overfitting; it is set to compensate for the
gain obtained by splitting a sequence when no change occurred and its value is
set to log n. PH11 , PH12 , and PH0 are mixtures of a Poisson distribution and an
outlier distribution defined as follows.
P (a1i , . . . , a
m
i ) =
m∏
j=1
α · Poisson(aji , λ) + (1− α) · β,
where λ is estimated by
(1+
∑m
j=1 a
j
i )
(m+1) , and α and β are user given constants
defining a uniform distribution over the outlier values. The probability distribu-
tions PH11 and PH12 are estimated on a
1
i , . . . , a
t
i and a
t+1
i , . . . , a
m
i respectively by
splitting the sequence a1i , . . . , a
m
i at the maximum likelihood split t; and λ’s are
calculated on the corresponding segments.
To bound the time complexity of our algorithm we constrain the maximum
likelihood split t to lie within a smaller subset (S), instead of considering potentially
the whole data stream. We defined S to contain the n last points. Although, S
can be defined in other ways—e.g. to select elements with indices given by the
Fibonacci numbers or by an exponential sequence—and while in theory the choice
of definition affects the power and delay of change detection, in practice we did
not experience significant differences.
Due to the fixed size of S the time complexity of the algorithm is constant.
The algorithm can be efficiently implemented by maintaining a pair (F ji , SUM
j
i )
for each j point in S, where F ji is the frequency distribution up to the given j and
SUM ji is the sum of these frequencies. These statistics are updated incrementally.
In practice, the number of different values for aji is very small, and calculating
Pλ(a
j
i , λ) is an inexpensive operation. The log likelihood of a segment can be
efficiently calculated by the dot product of F · logPλ(ai, λ).
8.3.3 Measuring Change “Conformity”
The past activity of an individual is defined by a sequence of segments—identified
by the change detection algorithm—and summarised by their means (µ) and
lengths (n). The distance between the current and the summarised historical
activity can be decomposed by summing up the pairwise subdistances between the
current and each historical activity segments. The pairwise segment distances are
weighted by the length of the particular historical segment. The distance measure
can be defined as
d(H, sc) = d({si|si ∈ H}, sc) =
∑
si∈H
wsi · d(si, sc), wsi =
nsi∑|H|
i=1 nsi
,
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where sc is the current segment and H the set of historical, summarised
activities. The distance of two segments is equal to the squashed symmetric
Kullback-Leibler divergence [103]:
d(s1, s2) = d((µ1, n1), (µ2, n2)) = tanh(α · (KL(µ1, µ2) + KL(µ2, µ1))).
The symmetric divergence is squashed to bound the distance and resized by
a constant α. The Kullback-Leibler divergence is estimated using the estimated
Poisson distributions (Pµ1 and Pµ2) of the two segments. Pµ1 and Pµ2 are deter-
mined by the Poisson parameters, µ1 and µ2, which are estimated by the means
of the segments, s1 and s2. The Kullback-Leibler divergence is the expected log
likelihood ratio over N+:
KL(µ1, µ2) =
∞∑
i=1
Pµ1(a = i) log
Pµ1(a = i)
Pµ2(a = i)
8.4 Experimental Setup
In this section we describe our oﬄine activity data labelling and synthetic activity
data generation processes. We use the labelling process to provide “true” change
detection labels to evaluate our online algorithm; while the synthetic data generator
provides artificial user activity data for repeatability and to supplement our results.
8.4.1 Oﬄine Labelling of Activity Data
In this section we describe an oﬄine algorithm to automatically obtain homoge-
neous segments on activity data. The algorithm provides high quality segmentation
but, due to its complexity, it is not suitable for real-time data processing. We use
the segment boundaries, as change point labels, in our experiments (Section 8.5).
The oﬄine segmentation algorithm derives segments by optimising the log
likelihood of the piecewise constant distribution function. We define the log
likelihood, LL, of a segment sequence as:
LL(fi1, . . . , fik) =
k∑
j=1
logP(m,n)(fij)|m ≤ j < n,
where fij is the jth segment, m and n are its boundaries.
The above formula is maximal when the segments are of size 1, thus every
point is a segment. To circumvent overfitting a penalty is added and set to log n,
where n is the sequence length. In case the sequence is modelled by a k-piecewise
constant function the error is k log(n). Furthermore, it is assumed that segments
are of a minimum length and the least likely observation is not used for calculating
the likelihood.
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The optimal segmentation problem can be solved by dynamic programming.
Dynamic programming saves considerable amount of computation over a naive
brute force method by exploiting the optimality of the subproblems. The com-
plexity of finding the optimal model, with respect to the data, is O(kn2), where n
is the sequence length and k is the number of segments. Our experiments include
reasonably short sequences and a relatively small number of individuals thus allow
the application of this technique. However, as the length of the sequences and the
number of individuals grow, the complexity may go beyond control at a certain
point, rendering the procedure inapplicable even in an oﬄine setup.
To reduce the computational complexity of dynamic programming, we pre-
select a number of potential splitting points by sampling. To do so, first we
randomly select (relatively short) subsequences of the activity data and identify
their best splitting. Then for each point in the original activity data we count
the number of times it occurred as the best split on the subsequences. Finally,
the set of potential splitting points is identified by the most frequent k points
and then dynamic programming is used to find the m optimal (m < k) splitting
points within this set. The application of this methodology greatly simplifies the
problem (k << n) and thus highly improves efficiency without a considerable loss
of accuracy.
8.4.2 Synthetic Data Generation
We generate synthetic activity data based on piecewise constant functions, i.e.
the user activity history is a sequence of homogeneous segments. The number of
split points, thus the boundaries of the segments, follows a mixture of two Poisson
distributions. The position of the splitting points is sampled uniformly. The
segment distribution is a mixture of two components, the majority distribution,
with additive noise from an outlier distribution, and a zero mean distribution.
The mean of the outlier distribution is set by the user, the majority distribution
is sampled from a gamma distribution and the zero mean distribution is a Poisson
distribution with zero mean. The majority distribution is constrained to differ
sufficiently from neighbouring segments achieved by rejecting samples by the
Mann-Whitney (MW) two sample test of random samples from the segment
distributions.
8.5 Evaluation
Our experiments included results on a variant of the InvBank data set (see
Section 2.7) collected over more than 2 years (RealActivity) and on syntheti-
cally generated activity data (SynthActivity). The RealActivity data set
consists of 5,000 randomly chosen customers with 3,278,798 sessions in total. The
SynthActivity data set includes activity data of 5,000 artificial individuals
over a “3-years” period with 1,731,339 sessions in total. We applied the data
generator with the following settings (as referred to the description in Section
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8.4.2): we set the prior of the outlier distribution to 0.01, the distribution a Poisson
distribution with a mean twice as large as the segment mean, the prior of the
zero mean distribution to 0.01, the distribution of the mean of the segments to
Gamma(1, 0.5) and we set 0.5 detection probability for the MW test.
We applied our oﬄine labelling algorithm to the RealActivity data set. The
algorithm identified 2,647 change points in total. In case of SynthActivity, the
data generation process set a total number of 8,818 change points. We used these
change points (“true” change points) to evaluate the performance of the online
change detection algorithm on both data sets.
Evaluation criteria For each and every true change point we check whether
there is a detected change point in the following δ time periods. In case of a
match we calculate the distance between the true and detected change points, the
number of time periods elapsed, and mark the true change point detected. If there
is no detected change point within δ, the true change point goes undetected. Any
additional points detected within or outside the δ neighbourhood would count as
false alarms. We set δ to 30 in case of both data sets1. We set the parameters of
the online change detection algorithm to α = 0.95 and β = 160 . Furthermore, the
subset of potential change points (S) was set to the 20 most recent data points.
Figure 8.1 summarises the results. Given the aforementioned setup, the
accuracy2 of change detection on RealActivity was 71.63% with an average
detection latency of 7.03 days and the total number of false alarms was 9,931,
which translates to less than one (0.66) false alarm per client per year (FAR). We
achieved a slightly better accuracy, 76.45%, on SynthActivity, with an average
detection latency of 10.23 days and 13,386 false alarms in total (0.89 false alarms
per user per year).
Data set Accuracy FAR Latency
RealActivity 71.63% 0.66 7.03
SynthActivity 76.45% 0.89 10.23
Table 8.1: Results of change detection in individual user activity.
For each change we calculated its conformity based on our conformity measure.
Here we present two examples: Figure 8.4-a shows a change that highly conforms
with past activities (d = 22.59%), thus we most likely would not report it; while
Figure 8.4-b depicts a change that does not conform with past activities (d =
85.23%).
1Since majority of the clients are weekly or monthly visitors our method needed a larger time
window to detect most of the changes.
2Note, that we are not aware of any approach that would solve the problems described in
our paper and therefore could serve as a baseline for comparison. Furthermore, our goal was
to provide efficient, reasonable solutions to the aforementioned real-world problems and not to
improve an existing state-of-the-art method.
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Figure 8.4: Examples of (a) highly conform (top) and (b) highly non-conform (bottom)
changes, d = 22.59% and d = 85.23% consecutively. In the examples we compared the
last segments to the past activities. Axes depict frequencies (vertical) and time periods
in days (horizontal), thick vertical line show detected segment boundaries and thick
horizontal lines represent segment means.
8.6 Conclusion
We identified and described an important problem: online change detection in
individual user activity. We divided it into specific subtasks—real-time change
detection and measuring change conformity—and provided methods to solve them
efficiently. We justified our methods on activity data of 5,000 customers of an
online investment bank collected over more than 2 years, as well as on synthetically
generated data. Our online change detection method achieved 71.63% accuracy
with an average detection latency of 7.03 days on the real-world data set; and
76.45% accuracy on the synthetic data with an average detection latency of 10.23
days. The false alarm rate was 0.66 and 0.89 per user per year, consecutively, on
the real-world and on the synthetic data sets. Detected change points, together
with information on the directions of the changes and change conformities, can
be used in many real-world problems including decision support for marketing
actions to retain online customers.
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9
A Method to Evaluate Interest Indicators
We present the concept of a real-world testbed that provides an unbiased envi-
ronment based on representative, real-world data in specific Web domains. The
environment can be used to evaluate user interest indicators and importance
measures, and for various other validation problems. As a case study, we define a
testbed based on online retail shop data and evaluate, among others, the relevance
of the time spent on Web pages.
9.1 Introduction
The investigation of the relevance of an implicit interest indicator, such as the TSP,
would normally require a carefully designed field experiment. However, the design
and execution of an unbiased experiment that would provide a representative data
set is often difficult. Key contributions of this chapter include the concept of a
real-world testbed that provides an unbiased environment based on representative,
real-world data in specific Web domains. In addition, we introduce the concept of a
focus point to characterise user sessions. We pose and evaluate several hypotheses,
among others, the relevance of TSP. In this way, we provide both examples of the
utility of our testbed and results to contribute to WUM.
We assume that every user’s visit has a purpose. He may find the content,
the information that he sought, or perhaps the purpose was vague and he makes
adjustments and specifies it or he navigates away from the Web site. These latter
types of visits form mostly the 1-page sessions usually directed from search engines.
Since purpose is hidden and only partially registered while users browse a site,
researchers may devise a field experiment to check their hypotheses.
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9.2 Conventional Test Environments
The experiments in [118] were based on usage data of a popular Japanese newsgroup
service collected by a modified newsreader client. Eight users contributed to the
experiments by reading a total of 8,000 articles in 6 weeks. In addition, they were
required to rate all articles. Claypool et al. [34] built a specialised browser to record
user data for evaluation of implicit interest indicators. In total, 72 students used
the system during an 11-day evaluation period. Only 2 students had 2 sessions and
the rest had single visits. Most of the visited pages (80%) were rated during the
visits. In their study, Heer and Chi [70] asked 18 employees and interns to perform
a number of prespecified tasks on the company Web site. The users generated a
total of 105 sessions that were used to evaluate their clustering methods. Goecks
and Shavlik [61] designed an agent to learn user interest on the Web. In their
experiments, a single user browsed the Web using a modified browser that gathers
the amount of mouse and scrolling activity. Kellar et al. [92] investigated the
effect of task on TSP using traffic generated by 10 undergraduate students, each
performed within about 1 hour. White et al. [164] had 24 volunteers (experienced
and inexperienced searchers) perform several search tasks—the volunteers were 16
to 49 years old.
The design and the execution of such a study is circumstantial and time
consuming. Often, one or both of the most important conditions (i.e. an unbiased
environment, and a representative sample size) are violated. The results and
conclusions may be biased if users were limited in time, if only a limited number of
users performed the tests, if they had to perform in labs, or if they had to follow
specific orders and answer specific questions, etc. The fact that [34] found only
four TSP outliers (longer than 20 minutes) also suggests an artificial environment—
“real” WUM data are likely to have lots of TSP outliers. Providing explicit ratings
may also alter the normal browsing pattern of users. Furthermore, in artificial
test environments users are probably more focused on completing their tasks than
they would be otherwise. They would not go out for coffee or answer telephone
calls, etc. In contrast, users browsing from home act naturally. Even if test users
browsed from home, they would probably still be more focused and task-aware.
9.3 Our Proposed Test Environment
Some Web sites provide inherent indicators to approximate the ideal intention
labels of sessions. We can utilise usage data of such a site to provide an unbiased
real-world testbed for evaluating hypotheses. In the following, we outline the
requirements for such Web sites and the concept of our testbed.
Let us consider a Web site W . If W provides a set of items and/or services to
select from and it further provides functionality to the user to (implicitly) mark
the most interesting items, then the site is suitable to provide a testbed for data
collection and hypothesis evaluation. In this case:
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Notation 5. A testbed (TB) is a collection of sessions of Web site W each
extended by extra information about user goals in the form of some generic labelling.
TB = {sˆij} for all users i and their sessions j, where sˆij = (sij , Lij) and Lij is a
label set of LW , Lij ⊆ LW . LW is the set of all potential labels regarding W .
The prime examples of such Web domains are online retail services. An online
shop provides a set of items to sell and a user can select (place in the basket) the
ones he wants to buy. As a final action, he orders the items. The majority of users
visiting an online shop are interested in a set of items, those items represent their
purpose of visit providing, together with the purchase act, automatic labels of the
sessions. Note, that in this work we use these labels, i.e. purchased article IDs or
equivalently their related page IDs, as possible intention labels (LW ⊆ P). Other
domains would include online job recruitment services (applying for a subset of
jobs would indicate the interest), and Web sites of investment banks (selecting
stocks, funds out of a huge set). Unfortunately, we cannot establish such indicators
on most Web sites. Only Web domains with clearly defined purposes—or at least
a clearly separable part of the site—where goals can be measured would qualify.
However, we believe that for many tasks the evaluation results can be generalised to
other domains. Our proposed testbed is based on real-world usage data. Therefore
it is (1) unbiased: in contrast to the experiments described in Section 9.2 it does
not require a prepared, artificial environment nor does it influence user behaviour
in any way. It can provide (2) representative results through the analysis of large
data sets. Contrary to the aforementioned experiments the size of the data and
the heterogeneity of users is limited only by the examined period and site traffic.
Note that we must be careful in setting up the environment. We should take
into account possible domain dependencies and technicalities (e.g. adding an item
to the basket may result in an extra visit to the same article number), and we
should apply appropriate data pre-processing to filter out noisy data.
9.4 Hypotheses
In the following, we give an informal definition of users’ interest pages. In addition,
we pose and evaluate hypotheses using our test environment on retail shop data
(Retail-2, see Section 2.7).
9.4.1 Focus Point of Visit
In an ideal scenario, knowing the intention of the user, the Web service provider
could deliver the precise customised content required. In practice, users traverse a
number of irrelevant pages to get to the interesting content: their desired “focus
pages”. In the following we give an informal definition of the concept of a focus
point.
Notation 6. A focus point of a visit (FP) is a Web page (or distinct content)
that reflects the interest, within a given session of a given user—it is a goal of the
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visit. FP ij , for the jth session of the ith user, is the set of focus points for session
sij ∈ Di.
FP ij ⊆ {pijk |k = 1 . . .mij ∧ pijk is an FP}
Typically there are more focus points per session that together cover or ap-
proximate user intention. However, there can also be none, in case the user did
not find any interesting content.
9.4.2 The Retail Shop Test Environment
In our experiments we analysed Web usage data (Retail-2) of the Web site of
a retail company. The first steps of pre-processing are described in Section 2.7.
Our data set contains clear identification of successful transactions (buying) and
unique identifiers of the articles viewed or purchased. Approximately 3% (80,085
sessions) of the original sessions resulted in purchasing the selected items. We
filtered part of these sessions due to noisy Web data (e.g. in most of the deleted
entries, the traversed and purchased articles had no intersection probably due
to noise in session identification). In our experiments we call alternative item a
single article that was only viewed but not purchased. Our final test environment
contained 66,843 sessions of which 76% had at least one alternative item. This
subset forms the basis of our test environment.
For each session, we determined a set of distinct articles purchased (N ijP ) and
a set of distinct articles visited (N ijV ). Note that the alternative items of a session
are the articles in N ijV that are not in N
ij
P . We assume a strong correlation between
purchased articles and the purpose of visit. Therefore, we approximate the ideal
purpose labels of sessions (Lij) by the purchased articles (N
ij
P ). Even if users
adapted their purpose during a visit, the purchased articles as well as the actions
taken to reach their goals are also adapted.
Our primary focus in this section is to provide use case scenarios for our
testbed and to evaluate the relevance of TSP. We use the page frequency measure
independently from TSP to benchmark results. To evaluate our first two hypotheses
(H1 and H2), we only used visits to articles within each session—we discarded
all other pages. For each session, we calculated1 the total time spent STk (k =
1, . . . , |NV |) on each unique article and the total number of visits SV k (k =
1, . . . , |NV |) to it. In H1 and H2 we consecutively try to predict the purchased
articles and the focus points of sessions based on STk and SV k. Unfortunately we
encountered some practical problems while evaluating results due to the fact that
both STk and SV k may contain duplicates, i.e. different articles may have the same
number of visits or the same time spent on them within a session. To handle this
problem we measure not only the accuracy of predictions but also their coverage.
The coverage denotes the number of valid predictions, i.e. the number of cases
when a prediction can unambiguously be made. We measured accuracies only over
valid predictions and counted their numbers to indicate coverage. Furthermore, for
1For clarity, we mostly omit the use of user (i) and session (j) indices in the rest of this
section.
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fairness of comparison, we evaluated our hypotheses for all numbers of alternative
items.
It is necessary to consider possible domain influence on our results. In a retail
shop environment, users typically compare products resulting in many clicks on
the same product—especially on the selected ones. It is also common to spend
relatively long (or sometimes even the most amount of time) on similar articles,
and then within a short time decide to buy another article.
9.4.3 TSP vs. Frequency
Our first hypothesis concerns the relevance of TSP. We compare our results to the
widely used frequency measure.
• H1: TSP is a relevant indicator of user interest in WUM.
To evaluate H1 we performed two experiments for both TSP and frequency
measures. The first experiment (1) predicts the most likely article (∈ Lij), and the
second (2) predicts all articles purchased per sessions (Lij) based on the articles
visited by the users.
(1) Exact prediction. In this experiment we simply selected the article with the
maximum value in both ST and SV . We counted good predictions (the maximal
items that are also in the basket), considering only exact predictions (only one
maximum value is allowed), for both TSP and frequency measures. Figure 9.1
shows the results of this experiment. Prediction accuracies (solid lines with values
on the right y axis) measure the proportion of the number of good predictions
and the number of exact predictions for all numbers (from 1 to 15) of alternative
items. The total number of sessions and the number of exact predictions (coverage)
are represented by bars and dashed lines respectively, with values on the left y axis.
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Figure 9.1: Predicting the
most likely article (page) pur-
chased. The left y axis refers to
the total number of possible pre-
dictions (bars) and to the num-
ber of valid predictions (dashed
lines). The right y axis denotes
the mean prediction accuracies
(solid lines).
(2) Prediction of all items in a basket. The aim of our second experiment
was to predict all the items purchased (n) within each session. The predictions
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are based on the top-n article numbers selected iteratively by the maximal values
of TSP and frequency from ST and SV . In each round we selected the maximal
predictions (multiple in case there were more maxima) and considered predictions
valid until the number of predictions for a specific iteration was less than or equal
to the number of remaining items to predict (otherwise we cannot make precise
predictions). We calculated the mean accuracy for each number of alternative
items over all valid session predictions. The accuracy of a session prediction is the
accuracy over the n items (the proportion of the n items predicted correctly), and
it is valid if it had at least one single valid prediction. Figure 9.2 shows the results
of this experiment in the same layout as described in the previous experiment.
Figure 9.2: Predicting all arti-
cles (pages) purchased. The left y
axis refers to the total number of
possible predictions (bars) and to
the number of valid predictions
(dashed lines). The right y axis
denotes the mean prediction ac-
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In the first experiment the overall prediction accuracy based on the frequency
measure was considerably higher than that of the TSP, 65.41% versus 51.23%.
However, its overall coverage was only half (49.82%) of the coverage of TSP
(99.99%). Results of the second experiment show only a minor advantage for the
frequency measure in terms of accuracy (50.03% versus 47.85%), but here again,
its accuracy is calculated over a much lower coverage (59.07% versus 99.99%).
Our results indicate a moderate advantage for the frequency measure in terms of
accuracy, but the low coverage makes it unreliable for overall performance. With
almost 100% coverage and comparable accuracy to the frequency measure2 we
consider the TSP measure a relevant indicator of user interest in WUM.
9.4.4 Identification of FPs
In this section we propose a method to automatically identify focus points using
implicit measures of user interest. For the evaluation of H2 we presumed a strong
correlation between purchased items and focus points using the same assumptions
as for the previous experiment. Although, it is a simplification we can assume
that most of the pages of the purchased articles would qualify as focus points.
• H2: We can identify or approximate the focus points using available interest
measures (TSP, frequency).
2Page frequency is considered to be a relevant indicator of user interest in Web usage mining.
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In this experiment we compare page orderings based on the TSP and frequency
values to the optimal page orderings, that is pages ordered so that all FPs precedes
all other pages. This way, comparing page orderings for all sessions in our testbed,
we can test the performance of TSP and frequency measures to identifying FPs.
Practically we rank all visited articles (NV ) based on both their cumulative
TSP and frequency values in decreasing order. We then calculate a rank score
based on the ranked positions of the purchased articles (NP ). We assume an
optimal ranking in case the purchased articles were all ranked to the highest
positions.
Let FP be the set of ideal focus points in the testbed for a given session.
For this experiment, we define the ideal focus points by the purchased articles
(or equally their Web pages), FP ≈ NP . We sort both vectors ST and SV in
descending order. We then identify the ranked positions of all articles in NV based
on both of the sorted vectors. Finally, we assign a rank number R to each possible
page rank vectors based on the positions of the purchased articles relative to the
alternative items:
R =
|NP |∑
k=1
| {x ∈ ALT |x precedes NPk based on ST (or SV )} |,
where ALT = NV −NP is the set of alternative items. In case we only make a
distinction based on an item being alternative or purchased, i.e. we ignore the
unique article identifiers, there are
C
|NV |
|NP | =
(|NV |
|NP |
)
=
|NV |!
|NP |!(|NV | − |NP |)!
possible rank vectors. However, if we calculate R for each of these combinations
we notice that there are “equal positions” which result in the same R value (in case
|ALT | > 1). For example, if we denote purchased articles by P and alternative
items by A, the sequences of PAAP and APPA would generate the same R value
(R = 2).
For our rank score we need to calculate the number of possible combinations
with unique R values. If we experiment with various sets of NV and NP and their
possible rankings we can observe that the number of possible combinations with
unique R values can be expressed by
X = (|ALT |+ 1) + [|NV | − (|ALT |+ 1)] · |ALT |.
Finally, we calculated the following formula for both vectors independently3:
RankScore = 1− 1
X − 1 ·R
3Depending on whether we substitute ST or SV in R, our calculation is based either on the
TSP or the frequency measure.
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The formula measures the “accuracy” of the focus point estimations both by
the TSP and frequency predictors. It expresses a rank score, a difference between
the optimal and the actual ranks. Calculating RankScore for over all sessions
results in two distance values for each session and for both measures. The values
closer to 1 represent positions closer to the focus points. We calculated the final
rank scores for each number of alternative items by taking the mean value of all
valid rank scores. A rank score is valid if the number of preceding articles can be
unambiguously determined for each purchased item.
Figure 9.3: Mean rank scores.
The left y axis refers to the total
number of possible evaluations
(bars) and to the number of valid
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Figure 9.3 shows that we can get very close to the designated focus points using
both measures. The mean rank scores over all numbers of alternative items are 0.73
and 0.93 for the TSP and frequency measures respectively. The frequency-based
measure indicates a better performance but its coverage, the number of valid
sessions, is much lower (31.94%) than it is for the TSP measure (99.96%). Our
results show that we can approximate the (designated) focus points using TSP and
frequency. Although we need to add that in practice we cannot unambiguously
determine focus points—maybe even users would have to think carefully about
which pages to label focus points.
9.4.5 Page Classification
A part of the research in WUM, that uses TSP, applies it to classify visited pages
into link and content pages. The idea is that link pages are used only as traversal
paths in order to reach the content pages that are in the interest of the user.
The concept of page classification in general satisfies a common sense reasoning.
However, a single one-fits-all threshold, as suggested by the very few articles that
actually report on methodology, may overshoot the mark. [118] defined the interest
threshold at 20 seconds TSP, while [146] stated that a time of less than 10 seconds
clearly indicates that the page is not interesting. Are raw thresholds like these
suitable for such a discretisation? We investigate this issue in H3.
• H3: Using a (10- to 20-second) fixed TSP threshold for page classification
may result in high misclassification rate.
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Group No. of pages 10-second threshold 20-second threshold
(1) 112,686 10.33% 32.11%
(2) 175,328 18.51% 43.91%
(3) 481,693 19.81% 49.18%
(4) 2,458,213 32.53% 66.30%
Table 9.1: The proportion of pages eliminated using fixed 10- and 20-second thresholds
for page classification.
We selected TSP values for four groups of pages to evaluate H3:
• (1) Firstly, we selected a subset of pages within the sessions that we assumed
to be content pages. We can easily assume that purchased articles (N ijP )
have at least one visited page that would classify as a content page. If we
select the maximal TSP for each purchased article per session, we can draw
the empirical distribution of TSP on a minimal set of content pages.
• (2) In our second experiment, we selected all TSP values for all purchased
articles. Note that now we set a less strict condition; however, the majority
of pages are presumably still content pages.
• (3) Finally, we calculated the TSP distribution for all article pages,
• (4) and for all pages to present a complete picture. However, we cannot
validate these latter groups.
Table 9.1 shows the number of pages for all four groups (1)-(4) and the
percentage of pages eliminated by 10- and 20-second thresholds. Using a threshold
of 20 seconds would eliminate more than 30% of the most important pages (group
(1)); a 10-second threshold would result in 10% removal. Since group (1) was
presumably designed to include only the content pages, the results yielded lower
bounds in absolute misclassification values. Therefore we conclude that a fixed
TSP threshold for page classification may result in high misclassification rate—as it
did in case of our data set. Note that lowering the threshold resulted in eliminating
less content pages in our experiments. However, in practice it is likely to result in
increased link page misclassification at the same time.
9.5 Conclusion
We presented the concept of a real-world test environment as a partial alternative
for conventional field experiments. The advantage being an unbiased source of
test data that are drawn from their original environment and can be collected
automatically in large amounts. In contrast to conventional field experiments
setting up such an environment does not influence users in any way in their
browsing behaviour; the number of users, their heterogeneity, and the amount of
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data collected are dependent only on the site traffic and the observed period. Of
course, the application of this concept is limited to the evaluation of objective
measures revealed from Web access log data and possibly enriched with other data
sources. In case a particular test needs subjective measures (e.g. user description
about their purpose of visit) setting up a conventional test environment is still
required.
We introduced the concept of a focus point to characterise user sessions, and
to better understand the goals and information needs of the users. If we can
characterise focus points of a well-defined test group of users (e.g. buyers) we are
likely to be able to select a group of potential clients with the same characteristics.
In addition, as a case study, we defined a testbed on data from an online retail
shop and we evaluated our hypotheses using this environment. We found that TSP
indicates user interest and, considering all cases, it better predicted the most likely
articles that were bought than the frequency measure. We could accurately identify
the designated focus points based on TSP and frequency measures. Finally, we
showed that using rigid thresholds for page classification may result in eliminating
a large proportion of important pages.
10
Web Usage Data Generator
While the whole public Web is a potential source for Web content and Web
structure mining, the actual usage information, that is essential for Web usage
mining, is kept hidden by Web servers of hosted Web sites. Furthermore, there are
only a handful of poorly described Web access data sets publicly available. On the
one hand, the lack of public data sets hamper WUM research, while on the other
hand, online services demand for advanced techniques, for example, to profile their
customers and personalise their Web based services. In this chapter we propose
our method to build synthetic Web usage data generators based on the knowledge
established by an extensive analysis of five real-world Web usage data sets.
10.1 Introduction
The research area of Web mining generally consists of mining Web content, Web
structure, and Web usage. While the first two focus on data, i.e. the content and
structure of Web sites, that are presented to users and thus, in case of public
domains, are publicly available, Web usage mining works on the traces of user
interactions that are stored by Web servers and considered to be private and
sensitive information kept from public. The lack of publicly available Web usage
data sets sets back research in Web usage mining. Currently, research is limited to
a handful of public, mostly poorly described data sets that lack clear markers for
user identification and cover only short time periods. Therefore they are neither
suitable for research on individual modelling nor for change detection in user
behaviour. To support their methods researchers often perform evaluation on
private data sets which worsen transparency and repeatability.
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To overcome these problems a central database available for researchers with
a large collection of anonymised, carefully pre-processed, and well documented
Web usage data sets would provide, of course, an ideal solution. However, a
synthetic Web usage data generator—that is publicly available and based on
realistic assumptions and careful design—can also partially fill this gap. Besides
being practical compromises data generators, in contrast to real-world data, allow
for systematic testing through the problem parameter space and allow for rigorous
comparison of algorithms. Furthermore, a practical but very important advantage
of synthetically generated Web usage data is that they do not require pre-processing.
There are numerous Web workload generators (e.g. [15, 129]) that simulate overall
network traffic to assess various system performance tests, including benchmarking,
measuring Web server capacity and scalability and network failures. Since they do
not generate user sessions and do not focus on usage data specific correlations they
cannot be used for Web usage mining. There exist a few works (e.g. [37, 119]) that
described simplified Web usage data generators to supplement their experiments
with synthetic data. However, as data generation is not the objective of these
papers, descriptions are not detailed and background decisions are mostly not
disclosed. To the best of our knowledge, there is no related work on building Web
usage data generators with decisions backed up by properties of real-world data
sets and there is no publicly available Web usage data generator software.
Generally there are two approaches to Web usage data generation. The first
is to begin with modelling a Web site and then to define user agents to traverse
it through according to certain behavioural properties. The other approach is
to analyse real-world Web usage data sets, to extract and model their common
properties, and to generate data sets with similar characteristics. Although both
approaches seem reasonable, we decided to follow the second approach due to
the complexity of defining user agents with realistic behaviour. Based on our
insights in exploring numerous data sets we chose to model Web usage data by a
combination of a prefix-tree and a Markov model1. The prefix-tree captures the
prefix properties and the Markov model accounts for the inner and suffix patterns.
Both models are constructed based on a core pattern set simulated by frequent
itemsets.
In this chapter we investigate the most important properties of five real-world
Web usage data sets which we use to design our Web usage data generator. To
partially justify our choice of modelling and to identify model parameters we
perform various statistical tests on these data sets and extract patterns using
well-known statistical and data mining techniques. Experimental results help to
form and validate assumptions of the characteristics of Web usage data in general
and in relation to various Web domains (e.g. news portals and retail shops). An
important aspect of our method is the simulation of changing characteristics of
the data motivated by the growing number or research in data stream mining
and online Web usage mining. We report our relevant findings and provide an
1Markov models are very popular in modelling sequential data. For an introduction on the
topic see, for example, Zhou et al. [174].
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open source data generator as a separate downloadable. The data generator can
be used to supplement research experiments with synthetic data and to facilitate
transparency and repeatability. Potential applications include the evaluation
of frequent itemsets and association rules mining, sequential prediction, change
detection algorithms, and for Web personalisation and recommender systems.
10.2 Exploring Usage Properties
In this section we aim to explore and understand the underlying characteristics of
Web usage data through the analysis of five real-world Web usage data sets. The
data sets include usage data of two online retail shops (Retail-1 and Retail-
2), a news portal (MSNBC), a computer science Web site (CompSci), and an
investment bank (InvBank). More details on the data sets are given in Section
2.7.
InvBank contains a representative portion of all user sessions of the investment
bank sampled uniformly over approximately two years. In some experiments we
used equal sized samples of the original data sets to smooth the effect of possible
changes through the evolution of the data, to compensate for different data sizes,
and in some cases to ease computational stress of algorithms. We selected 5-5
blocks of data uniformly from each data set. Each block consisted of 15,000
sessions and was split to a training set of 10,000 and a test set of 5,000 sessions.
10.2.1 Relevant Features of Web Usage Data
In the following, we describe the statistics we performed to characterise the data
sets and we summarise the results.
Session length. Figure 10.1 (a) shows the session length distributions, from
a length of 1 to 25, calculated on equal sized (size of CompSci) random uniform
samples of the five data sets. Figure 10.1 (b) shows the cumulative session length
distributions.
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Figure 10.1: (a) Session length and (b) cumulative session length distributions.
122 Web Usage Data Generator
The plot of the cumulative session length distributions clearly show similar
characteristics for CompSci, MSNBC, Retail-1, and Retail-2. Their corre-
sponding Web sites are publicly available and a significant portion of users access
them through search engines, which result in a large amount of short visits. In
contrast, users need to login to access the Web site of InvBank and therefore each
session consists of minimum two pages. Once users logged in they tend to visit
more pages as well compared to the public domain counterparts. Due to these
differences the InvBank and the other four data sets need different treatment.
We chose to describe the session length distribution of InvBank by a discretised
log-normal distribution and a discretised Weibull in case of the other data sets.
Figure 10.2 shows the empirical session length distributions compared to the fitted
distributions for the five data sets. Although hypothesis testing rejected the fits
in overall, visual inspection of the cumulative distributions and Q-Q plots indicate
similarity between the empirical and the fitted distributions. Furthermore, fitting
the tail distributions did not result in rejection—where the tail is defined as session
lengths of 15 pages or longer in case of InvBank and lengths of 5 or longer in
case of the other data sets. The rejection of fits, in case of full distributions, was
caused by small deviations in probabilities of short lengths. In overall the fitted
distributions preserve the general properties of the session lengths and therefore
we apply them in our data generator.
Page popularities. To get an intuition of the diversity of pages over different
levels of session lengths we load each of the five training sample sets into a prefix-
tree where the same prefixes in sessions share the same branches of the tree (see
Section 5.2). To eliminate noise we consider only supported branches of the trees
with a support threshold equal to or higher than 1%. We count the number of
unique pages in each level for each supported tree. Figure 10.3 (a) shows the mean
number of unique pages over the training sample sets for the first 10 levels of each
data set. Figure 10.3 (b) draws the mean proportion of labels inherited from the
siblings of parents of all nodes in a given level.
Order of dependencies. In the following experiments we trained either or
both a prefix-tree model and a Markov model on the training sample sets and
measure different prediction accuracies on the test sample sets.
Prefix property In this experiment we check whether sessions have low variety
and high popularity in their prefixes. We build full prefix-trees and Markov models
of varying orders up to 10 orders and attempt to predict each page of all sessions
in the test sets. We allow fallbacks in case of a Markov model at a given order if
it does not have evidence to make a prediction or it is ambiguous. Figure 10.4
shows the prediction accuracies for both the prefix-trees (a) and Markov models
(b) for prefixes up to length 10, i.e. the accuracy of predicting the 1st, 2nd, . . . ,
10th pages of sessions, averaged over the results on sample sets.
As we see, prefix-trees outperform Markov models at the prefixes (of the first
2-3 pages). Markov models achieve the same accuracies in case of usage data
from domains where users tend to enter the site through dedicated pages, e.g.
home page, login page, and therefore these patterns “burn” into the transition
probabilities.
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Figure 10.2: Cumulative distributions (left column) and Q-Q plots (right column) of
the empirical and the fitted session length distributions for CompSci, MSNBC, Retail-1,
Retail-2, and InvBank respectively.
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Figure 10.3: (a) The number of unique pages per level—support 1% and (b) page
inheritance.
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Figure 10.4: Prediction accuracies based on (a) prefix-trees and (b) Markov models.
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Order of dependencies 1 In the previous experiment we saw that Markov
models are much better than prefix-trees in predicting the inner and suffix pages
of sessions. What should be the maximal order of a Markov model so to achieve a
high accuracy and to keep the model from being unnecessary complex? Figure 10.5
(a) shows the overall mean prediction accuracies of Markov models with increasing
orders (from order 0 to 10) trained and tested as in the previous experiment.
We can see that increasing the order higher than 2 or 3 does not increase the
accuracies.
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Figure 10.5: Prediction accuracy of Markov models dependent (a) on the order and
(b) on the n-gram length.
Order of dependencies 2 In this experiment we predict each sub-sequence
(n-gram) with a Markov model of matching order. For example, in case of a
sub-sequence of length 5 we try to predict the fifth page based on its first 4 pages
and we apply a 4th order Markov model trained on sessions only with 5 length. We
take all possible subsequences (up to length 10) on the test sample sets and predict
each of them with the matching order Markov model without fallbacks. Figure 10.5
(b) shows that prediction accuracy slowly decays starting from predicting 4-grams.
This is due to the sparsity of higher dimensions and the increasing “noise”.
Base tree size To identify a relatively small prefix-tree size which still allows
reasonable prediction accuracy, we predict the sessions of the test sample sets by
prefix-trees with increasing support thresholds. Figure 10.6 (a) shows the mean
overall accuracies over the test sample sets by absolute support thresholds of 1 to
50 (solid lines) and the total number of nodes in each tree (dashed lines). Figure
10.6 (b) depicts the maximal width (solid lines) and depth (dashed lines) in each
tree over the varying support thresholds.
Core patterns. To characterise “core” patterns we generated frequent item-
sets with a support threshold of 1%. We summarised the mean number of frequent
N -itemsets (N = 1, . . . , 6) over the training sample sets in Table 10.1.
User activity. We define user activity as the number of sessions per each day
for a single user (see Notation 4). In Web usage mining applications individual
activity data can be used, e.g. to detect increased or decreased user activities to
support marketing actions (see Chapter 8). We model activity data by the Poisson
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Figure 10.6: Prediction accuracies and properties of prefix-trees by increasing support
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Name #1-Sets #2-Sets #3-Sets #4-Sets #5-Sets #6-Sets
CompSci 14.2 19.6 3.4 1.0 0.2 -
MSNBC 15.6 48.2 10.8 - - -
Retail-1 17.0 63.0 79.0 43.4 8.8 -
Retail-2 27.8 91.8 68.0 15.0 0.8 -
InvBank 54.6 508.2 2,403.4 7,371.6 16,007.0 25,444.6
Table 10.1: Frequent itemsets statistics (st = 1%).
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distribution and use it in generating data for a given individual for a certain time
period. For the analysis of activity data we used InvBank, since this is the only
data set with clear user identification and sufficiently long time span. Since the
activity data are likely to change over time, and they do change in case of the
InvBank data set in particular, we use a segmentation algorithm2 to divide the
data into somewhat homogeneous segments. We applied Pearson’s chi-square test
to test the fit of the Poisson distribution, and the distribution of the test statistic
under the null-hypothesis was determined by parametric bootstrap. 78.16% of all
segments were not rejected by the hypothesis testing given a confidence level of
0.1. Figure 10.7 (a), (b), and (c) show the distribution of segment lengths, the
number of segments, and the Poisson means of segments respectively.
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Figure 10.7: The distributions of the (a) segment lengths, the (b) number of segments,
and the (c) Poisson means of segments.
Other features. We captured the most relevant features of usage data
throughout the previous sections that are important to design our data generator.
There are various others that we did not explicitly investigate, either because their
analysis is out of the scope of this work or because of more, or other types of
data would be required to do so. Some of their properties, however, we captured
implicitly, e.g. site hierarchy is reflected through session prefixes. Here we briefly
list some of these features with findings of related work disclosed if possible.
Web site structure. Since users navigate through the links in Web pages, the
structure of Web sites is an important influential factor in usage data. In their
work Cooley at al. [37] grouped Web pages into certain categories. “Head” pages,
i.e. pages in the root of the hierarchy, are assumed to be the entry points for Web
sites and thus to be the most popular. Indeed a common sense reasoning indicates
that pages in the top of the hierarchy are visited more often and by most users,
whereas a topical page in the bottom of the hierarchy is scarcely visited and by
only a few users. The structure of a Web site is most conveniently modelled by
a graph based representation model (see, for example, Zhou et al. [174]. The
popularity distribution of pages in Web sites are most commonly found to follow
Zipf‘s Law (see, for example, [15, 5]).
Document sizes. Modelling this property may be interesting for performance
monitoring and page caching algorithms. Nanopoulos et al. [119] chose to draw
document sizes from a log-normal distribution.
2The method is described in more depth in Section 8.4.1.
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Time spent on pages. This feature is an important factor and can be used, for
example, to indicate user interest in specific content within their sessions. Cooley
et al. [37] assumed the page view times to follow a normal distribution for pages
that users visit for their contents and a gamma distribution for link pages.
Individual behaviour. The analysis of individual behaviour, as opposed to the
analysis of mass session data generated by many users, is yet another important
aspect which should be examined. Four out of our five data sets has no clear
individual distinctions and therefore we must omit extracting individual properties—
except of user activity as described above. In Section 10.4 we make simple, intuitive
assumptions for the purpose of our data generator regarding individual data.
10.2.2 Usage Types
Based on the results of the previous sections we can divide the five data sets
into three groups with similar characteristics. The Web sites of CompSci and
MSNBC are public and have highly heterogeneous content that attracts various
types of users with various interests. A prefix-tree-like visualisation of these usage
data sets result in a “flat” tree in the top levels indicating that there were various
entry points used to enter these sites. Most likely this property is a result of
users entering generally through search engines, which serve as virtual home pages
to these sites. Thus the own home pages of the sites do not play a significant
role considering the whole traffic. The other extremes are Web sites with private,
authentication required content, like in case of the InvBank data set. Users of
such sites start mostly from the home page and go through a login procedure to
arrive to yet another, mostly personalised home page. The majority of users of
such sites also share a similar interest and they visit mostly a common set of pages.
Lastly, domains represented by Retail-1 and Retail-2 lay somewhere in between
the previous two types—obviously closer to CompSci and MSNBC—with content
that is public and attract a large variety of people but limit their users to some
extent by their specialised content and purpose.
10.3 Modelling Web Usage
Results presented in the previous section suggest that frequent patterns in session
data can be divided into characteristic prefix patterns and inner patterns. The
model we propose in this section—a combination of a prefix-tree and a Markov
model—captures this property. The tree imitates the session prefixes, the initial
few pages of sessions, and the sparse Markov model simulates the inner and suffix
session properties. Both models are constructed based on a core pattern set
reflecting the overall data structure. The core pattern set is simulated by maximal
frequent itemsets (see the following section).
As a choice of design, we denote the two extremes of Section 10.2.2 by DT 0
and DT 1 with values 0 and 1 respectively, and assign a particular domain type a
real number in between, DomainType (DT) ∈ [0, 1]. The complete set of pages
10.3 Modelling Web Usage 129
(P) is divided into a start page set (PS), a popular page set (PP ), and a rest page
set (PR), where P = PS ∪ PP ∪ PR, PS ∩ PP ∩ PR = . PS contains a small
number of pages that are typical start pages of user visits and appear mostly
among the first few initial page views. PP contains pages that are overall frequent
choices and PR consists of the rest of the pages. In the following we describe the
construction of the different model components.
10.3.1 Core Patterns: Maximal Frequent Itemsets
The core patterns are represented by a set of maximum frequent itemsets3 (MFI)
of different sizes. An itemset is a maximal frequent itemset if it is frequent and
no proper superset of it is frequent [111]. The set of MFIs is generated based on
DT and PP . DT determines the size of the longest maximum frequent itemset. In
case DT 0, the longest MFI is still relatively short (|MFI |max = 3), while in case
of DT 1 it is longer (|MFI |max = 10). A top-down approach is used to generate
the set of MFIs. First, we generate an MFI of size equal to |MFI |max using PP .
Given this MFI we generate potential n (e.g. 50) MFIs of length |MFI |max − 1 by
sampling with probabilities αp, q + (1− α)(1− q) and α(1− p− q) from the sets
(PP − PMFI ), PMFI , P − PP . PMFI is the set of pages contained by the MFIs at
the current step. The weight α is used as a regulator to increase the probability
of adding popular pages. It is set to |MFI |−1|MFI |max , where |MFI | is the length of the
current MFI to be generated. If (PP − PMFI ) is empty we sample from (P − PP ).
This process is repeated until we have generated potential MFIs of all lengths from
|MFI |max to 1. If PP − PMFI is not empty after generating MFIs of size 1 we add
the PP to the MFIs of size 1. The frequent itemsets, which are subsets of other
frequent itemsets, are removed. The probabilities p and q are set based on DT. In
case of DT 1, the probability 1− p is large and it is relatively small in case of DT 0.
10.3.2 Core Prefix Patterns: Base Tree Model
The properties of the base tree—i.e. the node branching, probability distributions
of child nodes, and node labelling—depend highly on the data domain. We
construct the tree iteratively in a breadth-first manner based on the DomainType
using the maximal frequent itemsets and the tree structure existing at the current
step.
Data characteristics, and visual inspection of tree-like session visualisations,
suggest that for DT 0 the first level should be wide consisting of the majority of
the page categories from PP . Nodes are extended, level by level, based on their
probabilities and the actual level. Nodes with higher probabilities and on levels
closer to the root have higher chance to be extended. Upon extension, child nodes
tend to imitate the siblings of their parents both in terms of their probability
distribution and labelling. In case of DT 1, the first level consists of only a few
3A popular synthetic transactional (a.k.a. market basket) data generator is provided by the
IBM QUEST group [3, 155]. Cooper and Zito [38] analysed the structural properties of the
databases generated by QUEST and proposed an alternative model for generating artificial data.
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popular pages, mostly from PS . Nodes are extended along permutations of the
longest patterns in MFIs. The base tree for DT in between 0 and 1 is generated as
a mixture of the previous two approaches with DT expressing their proportion in
generating the actual tree. We set the maximum depth of the base tree small (e.g.
3) in case of DT 0 and larger (e.g. 10) in case of DT 1, with smooth transition in
between.
We define a function (Branching(DT,PW,level)), that returns the branching
number of each node on a given level of the base tree. PW is a vector of path prob-
abilities calculated over the weights from the root node to all children on the level.
The branching factors are sampled either from a high or a low branching distribu-
tion represented by Poisson distributions with means µh = 10−DT∗5level and µl =
DT∗5
level .
The branching of two nodes—with the highest weights—are sampled from the
high, and the rest from the low branching distribution. Weight distributions are
calculated by the function Weights(level). Weightsi∈childNum(level) = αx
i
level ,
where x is sampled uniformly from the (0,1) interval, α = 5, and the weights are
normalised to sum up to one. Pattern(DT, level) returns a sequence generated
from the MFIs based on DT and the actual level. We assume an ordering on pages
in MFIs. In case of DT 0 the function chooses from 1-itemsets, while in case of DT 1
from the largest ones. The level number influences the ordering and the extension
of the itemsets: the probability of random swaps in the chosen pattern sequences
is higher in deeper levels, and the chance of inserting new pages increases as well.
The base tree generation is formulated as follows.
First level : we generate the number of nodes for the first level based on
Branching(DT,1,1) and choose the pages (node labels) from PP and PS pro-
portionally to 1-DT and DT consequently. Higher weights are assigned to pages
selected from PS and we choose an arbitrary assignment for the rest.
Level-N : We traverse the tree in a breadth-first order starting from the first level.
For each node we calculate its branching, using (B = Branching(DT,PW,level)),
and the weights of its children, by (Weights(level)). We iterate through all the
weights B in descending order and insert a new child for each of them. In case the
node (to be extended) has a child already, we assign the highest weight to it. For
the rest of the weights the label of the child is either “imitated” from the siblings
of the original node by 1−DT chance or a frequent sequence is generated using
Pattern(DT, level) by DT chance. In case of imitation, the label is chosen from
the siblings, among the ones which have not been selected yet, by the proportion of
their weights. Otherwise we label the new node with the first page of the sequence
returned by Pattern and insert the rest of the sequence under the new node as a
new branch in the tree.
10.3.3 Core “Inner” Patterns: Markov Model
As soon as the session generation process leaves the base tree, the rest of the session
is selected from a varying order—order 0 up to order 3—Markov model stored
using a sparse representation. We generate sequences based on the domain specific
MFIs, similarly to the sequence generation of the function Pattern. We train
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our model based on the possible subsequences, up to length 4, of the generated
sequences.
10.3.4 Change Generation
We induce three types of changes to our data generation process. Firstly, we
generate changes in the visitation activity, i.e. changes in the daily number of user
visits. Changes in user activity are modelled using the Poisson distribution and a
first order Markov model trained on the actual segments of the InvBank data
set. The Markov model define P (st+1|st, µt) and P (µt+1|st, µt), the probabilities
of the next segment length (st+1) and segment mean (µt+1) given the current
segment length (st) and mean (µt).
Secondly, we simulate changes in Web site content and structure and in user
behaviour by generating a new Web usage model and shift data generation from
the old one. As described in the previous sections a Web usage model consists of a
base tree model, a Markov model, and a core pattern set. We consider simulating
changes in behaviour and also in content and structure in case all three components
of the usage model are generated from scratch. Changes only in behaviour are
induced by re-using the core pattern set in generation of a new tree and a new
Markov model. Changes can set to develop in a smooth or abrupt manner by
adjusting the duration of transition between the old and the new model.
10.4 Synthetic Data Generator
In the previous section we described our model for data generation. This section
briefly outlines usage scenarios for our data generator software. Table 10.2 sum-
marises the most important parameters a user may set to influence the behaviour
of the generator. We set default values for each parameter to facilitate rapid
testing. The simplest scenario is to use the generator following the example file
provided by the software. The example simply builds a usage model based on the
default parameters and generates a number of sessions N . A user may continue to
generate more sessions as required using the same model.
Alternatively, sessions may be generated over a number of days. In this case,
the user needs to give only the number of days to generate data for (N) and to
set the parameter activity to true. The number of sessions is generated for each
day based on a user activity model described in Section 10.2. In this case the
generation process orders the generated sessions on a time scale and assigns each
of them a number indicative of a virtual generation date and relative to a start
date (e.g. day 1, day 4, ...).
By default, the data are generated based on the initial model without any
changes applied. Changes to the usage model can be enabled by setting the param-
eter changeNavigation = true. The parameter changeNavigationType represents
the chance that a change presents itself in an abrupt or smooth transition. A
value closer to 1 indicates a higher chance for a smooth change. Furthermore, the
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parameter changeNavigationType2 denotes the probability of the change being
only behavioural or include Web site content and structural changes as well. In a
similar fashion, a value closer to 1 indicates a higher chance for only behavioural
changes.
Note, that changes in the activity data are introduced as described in Section
10.3.4 and are not optional in the current implementation.
Symbol Name Meaning Range
DT domainType Domain type [0, 1]
|P| pageNo The total number of pages. Z+
|PS | startPageNo The number of start pages. Z+
|PP | popularPageNo The number of popular pages. Z+
- activity
A flag to turn activity data on (true) or off
(false).
true or
false
N N
N defines the number of sessions to be gen-
erated or the number of days to generate
session data for (depending on the activity
parameter).
Z+
- changeNavigation
A flag to turn change in navigation data
on (true) or off (false).
true or
false
- changeNavigationType
Denotes the probability of the change being
abrupt or smooth transition. 0 means an
abrupt change in navigation patterns and
1 denotes a smooth transition.
[0, 1]
- changeNavigationType2
Denotes the probability of the change being
only behavioural (value 1) or include Web
site content and structural changes as well
(value 0).
[0, 1]
Table 10.2: High level parameters of the data generator.
To ease usage, to present some guidelines, and to evaluate the data generator
we provide generator profiles, i.e. sets of parameters calibrated to simulate different
types of data. We name these profiles News, Retail, and Bank. Data sets
generated based on these profiles may serve as benchmark sets and can either
be generated using our data generator or downloaded from [81] separately. Even
though our current implementation does not contain inherent support for clustering,
users may generate a number of models and treat the data generated by these
models as data originating from different clusters.
More information about the actual usage, along with guidelines for parameter
settings and other technical details, can be found in the self-documentation
(in the script files or through the MATLAB function help). Our open source
implementation of the data generator can be downloaded from [81].
10.5 Evaluation
We evaluate our data generator through repeating the experiments of Section 10.2
on the benchmark data sets of the previous section. The data sets News, Retail,
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and Bank each contain 10,000 sessions generated based on the preset profiles4.
Since we aimed to design the profiles to generate data sets that are similar to
the three types of real-world data sets (see Section 10.2.2), we expect to observe
similar characteristics to the results of the real-world data sets in Section 10.2.1.
For the prediction tasks we split the data sets to training sets of the first 7,000
sessions and to test sets of the last 3,000. For more details on the experiments we
refer to Section 10.2. Note, that we did not perform goodness-of-fit tests regarding
the session length distributions and the activity data since their data generation
is clearly defined by the respective generator distributions.
The first experiments we performed are the page popularity statistics. Figure
10.8 (a) shows the number of unique pages for the first 10 levels of the trees built
on the complete data sets, while (b) draws the proportion of labels inherited from
the siblings of parents of all nodes in a given level. We then repeated the order
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Figure 10.8: (a) The number of unique pages per level—support 1% and (b) page
inheritance.
of dependencies tests. The results of the first tests, the prefix properties, are
summarised in Figure 10.9; the figure contains the prediction accuracies for both
the (a) prefix-trees and (b) Markov models for prefixes up to length 10. The results
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Figure 10.9: Prediction accuracies based on (a) prefix-trees and (b) Markov models.
4The exact same data sets are available from [81].
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of the order of dependencies tests 1 and 2 are shown in Figure 10.10. The (a)
figure depicts the prediction accuracies of Markov models with increasing orders
(from order 0 to 10); while (b) shows the results of predicting each sub-sequence
(n-gram) with a Markov model of matching order. The experiments on the base
1 2 3 4 5 6 7 8 9 10 115
10
15
20
25
30
35
40
45
ORDER
AC
CU
RA
CY
News
Retail
Bank
0 2 4 6 8 10 120
10
20
30
40
50
60
N−GRAM LENGTH
AC
CU
RA
CY
News
Retail
Bank
Figure 10.10: Prediction accuracy of Markov models dependent (a) on the order and
(b) on the n-gram length.
tree size are summarised in Figure 10.11. The (a) figure draws the accuracies
(solid lines) by absolute support thresholds of 1 to 50 and the total number of
nodes in each tree (dashed lines). The (b) part of the figure depicts the maximal
width (solid lines) and depth (dashed lines) in each tree over the varying support
thresholds. Finally, we summarised the mean number of frequent N -itemsets
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Figure 10.11: Prediction accuracies and properties of prefix-trees by increasing support
thresholds: (a) prediction accuracies (left y axis, solid lines) and the total number of
nodes (right y axis, dashed lines), and (b) the maximal tree widths (left y axis, solid
lines) and depths (right y axis, dashed lines).
(N = 1, . . . , 6) over the three data sets in Table 10.3.
Visual comparison of the results on the real-world data sets (Figures 10.3
to 10.6 and Table 10.1) and their synthetic counterparts (Figure 10.8 to 10.11
and Table 10.3) show similarity in general characteristics. At the same time,
unfortunately, there are obvious differences as well. Figures of the page popularity
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Name #1-Sets #2-Sets #3-Sets #4-Sets #5-Sets #6-Sets
News 15 11 1 - - -
Retail 21 201 1,066 1,182 72 -
Bank 25 295 2,171 11,103 42,208 125,000
Table 10.3: Frequent itemsets statistics—support 1%.
statistics show flat tails for the News and Retail synthetic data sets. These
differences are most likely due to a few types of long and popular sessions with
repetitive patterns, i.e. sessions that consists of a repeatedly visited single page or
two alternating pages. We did not try to model these patterns to minimise possible
overfit to our data sets. These patterns are probably the results of category level
page identification on these types of data sets. The results of frequent itemsets
comparison show that the generator induced more itemset patterns, while the lower
prediction accuracies indicate less sequential patterns in generated data. Some of
the observed differences may be dimmed by tuning the technical parameters of
the generator software. Others may require more properties of the real-world data
sets to be captured and modelled, or some of the incorporated intuitions to be
re-evaluated.
10.6 Discussion
This work reported on the comprehensive analysis of five real-world data sets
we performed to extract their relevant statistical properties. We provided our
method to build a data generator that can be used to generate Web usage data
with various characteristics. We implemented a data generator, as an open
source downloadable [81], to supplement our work and to facilitate transparent
and repeatable experiments in WUM research. The various types of changes
introduced in the data generation process aim to support change detection methods.
The data generator is intended to be used to evaluate and compare all kinds of
Web usage mining algorithms. Potential applications include the evaluation of
frequent itemsets and association rules mining, sequential prediction, and for Web
personalisation and recommender systems. The generator software is designed
to facilitate on demand data generation. This feature and the ability to induce
changes in data characteristics makes it especially suitable for testing online and
change detection algorithms.
Both the detailed method and the publicly available software are, to the best
of our knowledge, the first in the field of Web usage mining. We consider them as
working initiatives to supplement high quality synthetic data to the few publicly
available and to the private real-world Web usage data sets. Accordingly, they can
be extended and improved in several ways—most importantly by the analysis of
additional data sets to validate our intuitions and design, to refine the generation
process, and to avoid overfitting. Since the generator software is publicly available
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we encourage extensions and critical improvements on both the methodology and
the generator software.
11
Tree-like Web Usage Visualisation
In this chapter we describe ClickTree, our visualisation tool for session data. It
presents a tree-like view of navigation patterns that highlights relevant information
and can be interpreted easily. A tree is a graphical representation of typical
sessions and their statistical properties: nodes correspond to types of visited pages
and links to transitions from one page type to another. Weights that are assigned
to links reflect popularities of such transitions. Visualisation of session data can
be used for data exploration and to display aggregate usage data based on usage
or user profiles.
11.1 Introduction
ClickTree1 is a Java tool to visualise pre-processed, sessionised clickstream data in
a tree-like form. The tool takes session data as input and provides their tree-like
visualisation (see, for example, Figure 11.4). Although the idea is fairly simple,
we are not aware of any tool available for research (or for business) with similar
functionality. Despite its simplicity, such a tool provides great insight into session
data during exploratory data analysis. An analyst may instantly observe the most
popular paths users followed through their navigations, supported by visual aids
that highlight the most important patterns. Visualising segments of session data
may reveal their differences through visual inspection.
We model navigation patterns by a tree that represents sessions from a selected
segment of the session data (e.g. sessions of a specific user group). The root of the
tree is a special node that represents the (abstract) starting point of each session.
1The package can be downloaded from http://www.few.vu.nl/~hpi/ClickTree.
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The remaining nodes are labelled by categories (page IDs) of visited pages (one
category per node) together with their frequencies. Links correspond to transitions
from one page category to another. In other words, every session is embedded
in the tree: types of visited pages are mapped into nodes and every visited page
increments the count variable that is stored by the corresponding node. Thus,
if there are L possible categories the branching factor of the tree is at most L.
The height of the tree is the same as the length of the longest session. Figures
11.4-11.7 present examples of such a tree.
A complete navigation tree is usually very big and contains branches that
correspond to some isolated sessions. Therefore, to capture typical (frequent)
patterns the size of the tree should be controlled. This can be achieved by
restricting the visualisation to nodes with counts equal to or higher than a pre-
specified threshold. We designed and implemented several conventions to make
the visualisation more informative:
• nodes are labelled with page categories; additionally, different colours are
used to represent different categories;
• links represent transitions between categories; they are labelled with fre-
quency counters, denoting absolute popularity of paths;
• their thickness, reflecting also to path popularities, facilitate visual inspec-
tions on most popular paths.
The ClickTree package consists of three main parts:
1. session data can be visualised using the Visualiser (clicktree.TreeViewGUI
class),
2. the Page mapping editor (clicktree.CellPropertiesGUI class) provides a
GUI to create user defined look-and-feel for each node (page), and
3. the MATLAB helper class (clicktree.TreeViewMatlab class) facilitates
usage within MATLAB.
A visual output can be exported to raster based image formats (png, bmp,
jpg) as well as to a vector based format (svg). The ability to visualise data
directly from MATLAB and to export figures in a vector based format makes this
package a valuable tool for scientists in WUM or in fields involved in the analysis
of sequential data.
11.2 ClickTree Visualiser
Class name: clicktree.TreeViewGUI
Invocation: java -cp ClickTree.jar;jgraphlayout.jar clicktree.TreeViewGUI
〈session data file〉 [〈page mapping file〉 [support treshold [〈tree label〉]]]
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The ClickTree Visualiser can be invoked from command line and it takes one com-
pulsory parameter, the path of a session data file, and several optional parameters
as described in the following section.
11.2.1 Command Line Inputs
• 〈session data file〉 The session data file (required) is the path and name
of a session data file (e.g. “../session data.txt”). The file must be a plain
text file with each line describing a single session. A session is an ordered
sequence of page IDs, each ID separated by a single white space. An example
of three sessions:
1 2 5 7
2 5 13 3 3 8 19
1 3 45 6 6 6 7 8 10 10 10 4
• 〈page mapping file〉 The page mapping file (optional) is the path of a
page mapping properties XML file created by the Page mapping editor
(e.g. “../online bank.xml”). A page mapping provides a style guide for the
visualisation of each unique page ID. For more details see Section 11.3. If
the parameter is omitted, the default page style is used for visualising nodes
and no labels are substituted for page IDs.
• support treshold The support threshold (optional) is an absolute support
threshold, an integer number (s), that regulates the amount of nodes to be
visualised. A node—and so the (sub)session represented by it—needs to be
at least s frequent to be visualised. In this way both the size of the tree can
be controlled and infrequent branches can be left out.
• 〈tree label〉 The tree label (optional) is the name of the root node, thus
the “title” of the visualisation. If set, it overwrites the root label parameter
stored in the page mapping property file during visualisation.
Note, that in the current implementation if one optional parameter is set, it is
required to set all preceding optional parameters as well.
11.2.2 The Visualiser Window
The visualiser window simply shows the visualisation of the given data file. The
root node is a virtual root, the starting point of all sessions, and contains a user
set or default label. Each branch in the tree refers to one or more (sub)sessions
in the data file with nodes containing page IDs or short page names and edges
showing the absolute frequency of the given (sub)path. A snapshot is shown in
Figure 11.1.
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Figure 11.1: Snapshot of the Visualisation GUI.
Controls, features:
• Nodes and edges can be selected (hold CTRL for group selection) to
move them around the canvas and their labels can be edited by single clicking
on them. Press CTRL+A to select all nodes; hold SHIFT to move selected
nodes horizontally or vertically.
• The current canvas can be saved through the “File/Save as...” command.
Supported types are the png, jpg, bmp raster and the svg vector based image
formats.
11.3 Page Mapping Editor
Class name: clicktree.CellPropertiesGUI
Invocation: java -cp ClickTree.jar;jgraphlayout.jar; clicktree.CellPropertiesGUI
The page mapping editor GUI (Figure 11.2) can be invoked from command
line and it requires no input parameters. The GUI can be used to create and
save mappings for visualisations. Each mapping may contain individual styles for
selected pages and a general style for the rest. The GUI has two main parts: the
left panel contains the list of pages while right panel holds the page properties.
Components of the GUI:
• Page list panel By default the “Root” and “Default” pages are always
included in the page list. The “Root” item holds properties of the virtual
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Figure 11.2: Snapshot of the Page mapping editor GUI.
root node, while the “Default” item represents the default style of all
pages without explicit descriptions, i.e. items not included in the page list.
Furthermore, each item in the list has a unique identifier (an integer), which
refers to the actual page ID in the session data file and so it connects pages
to their properties.
The page list can be managed through the buttons below the list. A new list
item can be added to the end by the “Add” button. The “Delete” button
deletes all selected nodes. Individual items can be selected or deselected by
holding the CTRL button and meanwhile clicking on them. A continuous
group of items can be selected by selecting the first item and, while holding
the SHIFT button, selecting the last. Finally, the “Insert” button can be
used to insert an item to the first gap, i.e. a missing identifier, after the
current selection. If there is no missing item, insert appends a new item at
the end of the list.
• Page properties panel This panel displays and provides an interface to
set all properties of the selected page list item. The “Short page name”
is a string that is displayed in the visualisation for a given page (node). It
needs to be rather short (around 8 characters) to maintain an aesthetic tree
visualisation. The short name of the “Root” item will be displayed as the
main label of the tree. The short name of the “Default” item is arbitrary—
undefined pages are represented by their page IDs in visualisation.
The “Full page name” serves to resolve the short name2 of a page. The
2Full names can be displayed in a page ID legend under the visualised tree. However, the
current implementation does not include the legend and thus not use this feature.
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full page name of the “Root” page item is arbitrary.
The following controls can be used to adjust the style of each item. The
“Node background” sets the colour and type—solid or gradient—of the
node filling. The text colour and the autosize property of a node can be set via
the “Node text” control group. The autosize property determines whether
the bounding box of a node should span automatically to accommodate the
short name in its whole length or to cut the name if longer and maintain a
fixed size box. Finally the colour and thickness of a node border can be set
through the “Node border” controls.
A preview, representing the actual properties, of the selected page item is
shown in the “Preview actual node” box.
• Menu items The menu items can be used to reset the GUI content
(“New”), load a previously saved page mapping (“Open”), save the current
mapping (“Save”), and save the current mapping to a new file (“Save as”).
11.4 MATLAB Helper Class
Class name: clicktree.TreeViewMatlab
Invocation: – (MATLAB helper class, no main function)
In the followings we present the functionality of the MATLAB helper class step-
by-step, from instantiation to data visualisation. The following examples include
commands to issue in a MATLAB environment. First, we need to instantiate the
ClickTree MATLAB helper class and set an identifier (e.g. “tvm”) to it for further
referencing.
>> tvm = clicktree.TreeViewMatlab();
The next step is to load data3 into “tvm” by the addSession(session array)
method of clicktree.TreeViewMatlab, where session array is a MATLAB array of
numbers (page IDs). We add each session one-by-one repeating this step.
>> tvm.addSession([1 2 3]);
...
>> tvm.addSession([1 2 5 5 4]);
Alternatively, if the session data are stored in a MATLAB cell array, the
ClickTree MATLAB function addSessions(tvm, s) can be used to load all sessions
stored in the array. The function is available at [72]. In the following example we
create a cell array of two sessions and add the cell to “tvm”.
3Session data from a file in MATLAB can easily be loaded using the textread command.
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>> s = cell(2);
>> s{1} = [1 2 3];
>> s{2} = [1 2 5 5 4];
>> addSessions(tvm, s);
Once all sessions are added to the model, we can set a support threshold
(optional) for visualisation by the setSupportedNodesAbs(support threshold) or
the setSupportedNodesRel(support threshold) method. The setSupportedNodesAbs
method has an absolute threshold parameter, a positive integer, and sets the
minimum frequency count for visualisation at this threshold. The setSupport-
edNodesRel method takes a real number (∈ [0..100]) as a support percentage and
sets the minimum threshold. The threshold in this case is the percentage of the
total number of sessions added to the model.
>> tvm.setSuppThreshAbs(2); % minimum 2 occurances
or
>> tvm.setSuppThreshRel(6.74); % threshold is 6.74%
We can set the page mapping (see Section 11.3) used for visualisation by the
setMapping(mapping file) method and set a label for the root node by the setTree-
Label(label) method. In addition we can enable or disable to show information about
the support threshold in the tree label using the function showSupport(boolean)
(values are: false or 0; true or 1).
>> tvm.setMapping(’helloworld.xml’);
>> tvm.setTreeLabel(’Hello World!’);
>> tvm.showSupport(true);
Finally, we can create the tree visualisation by the function createView().
>> tvm.createView();
The tree visualisation GUI for MATLAB is the same as described in Section
11.2.
11.5 Usage Scenarios and Examples
11.5.1 Step 1: Create a Page Mapping
Creating a page mapping for visualisation is optional. If no mapping is provided,
visualisation will use default page styles.
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Let us create a hello world visualisation by setting the root node of the tree to
“Hello” and a selected page to “World!”. First, we start the GUI:
java -cp ClickTree.jar;jgraphlayout.jar;
clicktree.CellPropertiesGUI
By default, only mappings for the “Root” and “Default” nodes are set. First
we need to set the “Short page name” of the “Root” to “Hello”. We can also
adjust the style formatting parameters. As a second step we add a new mapping
to the list—since we cannot use the default node to display its short name—using
the “Add” button. It will add an item (“1 Unknown”) to the end of the page list.
We select this new node and set its “Short page name” to “World!”.
Once we are done, we save the mapping by clicking on the “Save” (or “Save
as”) button and select an arbitrary location and name (e.g. helloworld) for the
mapping.
11.5.2 Step 2: Visualise a Data Set
To visualise our “Hello World!” example, we create a simple session data file.
Note, that each visualisation has a virtual root node by default and so we do not
need to care about the “Hello” text anymore. Since we set the “World!” text as a
short name for the page ID “1”, the simplest data set for our example consists of
a single “1”. So let us create a plain text file (session-data1.txt) which contains a
single “1” without any spacing or new lines. Then we call our visualisation by
java -cp ClickTree.jar;jgraphlayout.jar
clicktree.TreeViewGUI session-data1.txt
helloworld.xml
Figure 11.3 shows the output.
Figure 11.3: The output of the “Hello World!” example.
More examples of different visualisation styles are given in Figure 11.4 - 11.7.
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11.5.3 Usage in MATLAB
MATLAB provides a Java Interface to access Java API class packages and third-
party Java classes (like the ClickTree package). One can easily construct Java
objects and call their methods using either Java or MATLAB syntax. For more
details see the official MATLAB help on “Calling Java from MATLAB”.
The simplest way to check whether the classpaths are set correctly (see Ap-
pendix B.2) and there are no compatibility issues (see Appendix B.3) is to issue
the following two commands:
>> tvm = clicktree.TreeViewMatlab();
>> tvm.createView();
The first line creates an instance of the ClickTree MATLAB helper class
(clicktree.TreeViewMatlab) and the createView method creates a visualisation of
our current model. At this stage, of course, the model contains no data and the
visualisation applies the default mapping style (Figure 11.8).
To build up our “Hello World!” example (Figure 11.3) in MATLAB we need
to execute the following commands.
>> tvm = clicktree.TreeViewMatlab();
>> tvm.addSession([1]);
>> tvm.setMapping(’helloworld.xml’);
>> tvm.showSupport(false);
>> tvm.createView();
For more options on using ClickTree under MATLAB (e.g. on changing the
tree label or on setting a support threshold) we refer the reader to Section 11.4.
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Figure 11.4: ClickTree view example—The default style.
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Figure 11.5: ClickTree view
example—“Empty” style, no
node colour or border.
Figure 11.6: ClickTree view example—
“Simple” style, only node border.
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Figure 11.7: ClickTree view
example—A style with various colour
and border settings.
Figure 11.8: ClickTree - no data.
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Summary and Conclusions
Recently the Web has become an important information source and marketplace
in our everyday lives. With the growing number of potential online customers,
companies move their conventional services partially, or even completely online, and
new online businesses emerge. This process in turn increases online competition
and attracts even more customers to the Web. Web usage mining techniques have
provided valuable customer insight for site and service improvements to increase
competitiveness based on actual customer behaviour. However, increased customer
activity results in continuous, large volume, and often changing clickstream data
that pose new challenges to analysis tools.
The main motivation of this thesis was to elaborate on these challenges and
to develop online, memory efficient, and individual based methods for customer
behaviour analysis in changing environments. In addition, during our research
towards the main goal, we identified and addressed related problems that are of
interest potentially to both conventional and online Web usage mining.
In the first part of the thesis we provided a background for conventional
(oﬄine) Web usage mining and discussed important steps in the pre-processing and
enrichment of Web access log data. In addition, we identified common anomalies
that worsen data quality and thus the soundness of results. We provided the most
likely influential factors along with methods for pre-processing the data regarding
the time spent on pages.
The second part of the thesis dealt with modelling and detecting changing
behaviour of individuals. First, we overviewed the literature related to online
mining of Web usage data and in particular the efficient structures to maintain user
profiles. We represented individual profiles by tree-like structures and provided
methods for their segmentation and for detecting their changes. Finally, we applied
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statistical and data stream mining techniques to detect changes in daily activities
of individuals.
In the last part of the thesis we presented the concept of a real-world testbed
that can be used to evaluate interest indicators for WUM. We analysed five real-
world data sets and designed a Web usage data generator based on our results.
Finally, we presented our tree-like Web usage visualisation tool.
12.1 Research Goals Revisited
We organise this section around the four main topics introduced by our specific
research goals.
Goal 1. Identify the data sources available for WUM, investigate and design
methods to extract relevant features from data, address data quality issues
and common anomalies, and design a Web usage data generator.
In Part I of the thesis we reviewed and summarised the related work in Web usage
data sources and pre-processing. The identification of suitable data features and
their proper pre-processing are critical steps in any data mining task. Due to the
heuristic methods applied on Web usage data, faulty data collection, the lack of
knowledge about the business logic behind a Web site, noise, and other factors,
Web usage data are likely to contain anomalies. These anomalies, if neglected,
are likely to distort results on the analysis of user behaviour. Furthermore, the
analysis of these anomalies may reveal certain security problems and can be a basis
for cyber crime detection. In a case study, for the 2005 ECML/PKDD Discovery
Challenge, we demonstrated some common anomalies in Web usage data (Section
2.6).
During our research on possible enrichments of Web usage data we found that
the time spent on pages data are largely ignored in WUM (Chapter 3). Through
an analysis of numerous real-world data sets we observed that the TSP data are
influenced by many factors. We identified the main factors and provided methods
for TSP pre-processing.
Research in WUM is limited to a handful of public, mostly poorly described
data sets that lack clear markers for user identification and cover only short
time periods. To support their methods researchers often perform evaluation
on private data sets which worsen transparency and repeatability. To provide
a partial solution we proposed our method to build synthetic Web usage data
generators based on the knowledge established by an extensive analysis of five
real-world Web usage data sets (Chapter 10). The data generator can be used to
supplement research experiments with synthetic data and to facilitate transparency
and repeatability.
Our main contributions are a summary of common anomalies in Web usage
data through a real-world case study; the identification of main factors influential
to TSP data and methods to pre-process TSP; the knowledge gained through the
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extensive analysis of five real-world Web usage data sets; our method to build Web
usage data generators; and the generator software itself.
Goal 2. Propose a method to evaluate the relevance of interest indicators.
The investigation of the relevance of an implicit interest indicator, such as the TSP,
would normally require a carefully designed field experiment. However, the design
and execution of an unbiased experiment that would provide a representative data
set is often difficult. Some Web sites provide inherent indicators to approximate
the ideal intention labels of sessions. We can utilise usage data of such a site to
provide an unbiased real-world testbed for evaluating hypotheses. In Chapter
9, we gave a general description and requirements for such a site and testbed.
In addition, as a case study, we defined a testbed on data from an online retail
shop and we evaluated several hypotheses using this environment. In this way, we
demonstrated the usefulness of our testbed on several examples producing new
results in WUM.
Our main contributions are the concept of a real-world testbed that provides
an unbiased environment based on representative, real-world data in specific Web
domains, and the evaluation of several hypotheses, among others, the relevance of
TSP.
Goal 3. Design methods to construct compact and efficient individual user
profiles that can be maintained incrementally over time, and methods to
support usage profiling.
The role of an individual user profile in our work was to capture the current
behaviour of an individual and to serve as a reference model for detecting changes
in their behaviour. To support real-time clickstream mining, we need to employ
flexible and adaptive structures to maintain Web usage data. These structures
need to be memory efficient and compact, and they need to support efficient self-
maintenance. In Chapter 5, we overviewed structures that met our requirements
for individual user profiles. We designed two methods to construct compact and
efficient individual user profiles based on tree-like representations. Profiles con-
structed by these methods contain similar information about individuals. However,
we designed the first method (Section 6.2) to maintain some ordering information,
e.g. the original page ordering information or a frequency based ordering, which
can be used, for example, to prioritise among content for individuals. While the
second method (Section 7.3) ignores the ordering information to support more
responsive change detection methods and to create more compact profiles.
We defined a support-based measure (Section 6.3) among profiles—built using
the first method—that exploits the advantages of the tree-based structure and can
be used to segment individual profiles. The measure applies a support threshold, a
user-given parameter that can be used to ignore unimportant details and to speed
up calculations. We defined another measure over a profile tree and an incoming
session (Section 7.4.1) for profiles built using the second method. We used this
measure to support our change detection methods.
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We presented our tool to visualise session data (Chapter 11). It can be used
for data exploration and to display aggregate usage data based on usage or user
segments.
Our main contributions are the two methods to construct compact and efficient
individual user profiles; their distance measures; and our tool to visualise session
data.
Goal 4. Explore existing methods in online WUM. In addition, identify the
main problems for change detection in individual user behaviour and
design methods to solve them.
Highly demanding real-world e-commerce and e-services applications, where the
rapid and possibly changing, large volume data streams do not allow oﬄine
processing, motivate the development of new, highly efficient real-time Web usage
mining techniques. In Chapter 4, we presented an introduction to online Web
usage mining. We described the problem and provided background information
followed by a comprehensive overview of the related work.
In Chapter 7 and 8, we identified three main problems that are of key importance
to online Web personalisation and customer relationship management: detecting
changes in individual navigation patterns, reporting on user actions that may need
special care, and detecting changes in individual user activity. We presented our
real-time, computationally efficient solutions, as application of data stream mining
techniques on these special domains.
Our main contributions are the overview of the latest developments in online
WUM, which is—to the best of our knowledge—the first survey on the topic; the
identification of three problems, that has not yet been addressed in online WUM,
and the application of DSM techniques to solve them.
12.2 Practical relevance
The value of a data mining technique is often measured by the relevance of the
real-world problem it solves and the importance and applicability of results to gain
business advantage. As a Ph.D. dissertation, the main objective of this thesis is, of
course, to contribute to the scientific community. We believe, however, that many
of our methods and findings can be applied for business advantage. In particular,
see the following possible applications for our main contributions.
• The common anomalies, we described in Section 2.6, may provide a basis for
a monitoring system. Web analytic tools would benefit from such a system
that constantly checks data quality through signatures of known anomalies
and for unknown ones, based on some statistical measures.
• The guidelines for the preparation of time spent on pages data, presented in
Chapter 3, can be used to achieve more realistic TSP values for the benefit
of, for example, measuring the success of advertisement campaigns, and to
get a better picture of clients spending time on specific content.
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• Section 5.3 provided a case study on usage profiling. The specific steps we
performed during our analysis can be repeated to segment customers and to
gain more insight into how returning customers behave on a specific site.
• Certain Web sites fulfil our requirements presented for our testbed in Chapter
9. Usage data of these sites can be used to, for example, automatically
characterise buyers. These characteristics can then be used to identify and
guide potential customers and turn them into buyers, and to stimulate the
rest of the users.
• Chapter 6 presented methods to maintain individual user profiles over time
and for on-demand user segmentation. Both profiles and their segments
can be used to build up-to-date personalised services. Updates of such a
personalised system can be initiated by, for example, our change detection
method (Chapter 7). In this way the whole process can potentially be
automated.
• Detecting changes in individual navigation patterns and reporting “inter-
esting” sessions (Chapter 7) are two important tasks for online customer
care. Change signals can be used, for example, to update personalised
content, for detection of system failure, generating alerts to trigger Web site
reorganisation, and to support various marketing actions taken on changing
user behaviour. Alerts on “interesting” sessions may be used to offer instant
online help (e.g. chat or VoIP/voice call) for customers or the system may
take prompt automated action.
• Customer retention is crucial for any company relying on a regular client
base. In Chapter 8, we provided our solution to detect changes in online user
activity of individuals, and to measure the conformity of a current change
to past user activity. Detected change points, together with information on
the directions of the changes and change conformities, can be used to decide
on taking certain marketing actions to retain customers.
• Our tree visualisation tool (Chapter 11) presents a simple but efficient way
to gain insight into the most popular paths users take on a Web site. Such a
visualisation highlights relevant information and can be interpreted easily.
12.3 Future Directions
Although we believe that the work in this thesis has contributed in many ways to
the research community, and potentially for business use, it necessarily leaves open
questions. In particular, the following directions of future research, and certainly
many more, can be further developed.
In our work we choose to limit the scope of user profiles to user sessions. An
obvious next step is to extend nodes in our tree-like structures to include other
information, such as the mean time spent on pages related to the nodes, or the
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mean page frequencies within sessions. Using multiple information sources would
further require extending and refining the similarity measures.
It would be beneficial for both of our change detection approaches—i.e. for
change detection in individual navigation patterns and in user activity—to de-
velop methods to identify trends and, in particular, to identify trend recurrences.
Behavioural patterns of users may re-occur over time (e.g. alternating account
checking and investing behaviour in case of an investment bank), and seasonal
effects (e.g. Christmas or birthday shopping) are also likely to influence user be-
haviour. Identifying re-occurrence and seasonal patterns helps to apply knowledge
gained in the past. Multiple changes in user activity may be identified together
as a “runner up” or “slower down” trends based on the increase or decrease in
frequency. Alerts on such trends may help on keeping customers active or on
retaining defecting customers.
All our methods would, in general, benefit from further evaluation on additional,
carefully pre-processed, and well documented Web usage data sets, that feature
clear markers for user identification and cover extended time periods. In particular,
by the analysis of additional data sets we could further validate our intuitions and
the design of the Web usage data generator, and include additional features. Data
sets that would additionally contain indicators to approximate the ideal intention
labels of sessions (Chapter 9) could be used to obtain more information to extend
our testbed environment.
Obvious ways to extend our visualisation tool include more features, such as a
legend of page names, enriched edge and node properties (e.g. more information
and visual elements), and an extended command line mode. Furthermore, an
extension towards real-time visualisation would be highly beneficial for streaming
usage data analysis.
12.4 Challenges in the Field
This section summarises major challenges in online Web usage mining to motivate
research in the field. There is only a handful of works devoted completely to online
Web usage mining and thus more research is much needed—to adapt and improve
conventional Web usage mining tools to meet the severe constraints of stream
mining applications and to develop novel online Web usage mining algorithms. In
particular, the most challenging and largely unexplored aspects are:
• Compact models. Many applications require a single model or a single profile
maintained for each individual (e.g. individual personalisation and direct
marketing). In case of most e-commerce applications this would lead to the
maintenance of (tens or hundreds of) thousands of individual models (see
Chapter 5) and therefore efficient, compact representations are required. We
presented our solutions for our specific problems, which, we believe, can be
generally used in wider applications. However, other applications are likely
to benefit from other structures.
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• Maintenance of page mapping. [10] shows that in commercial Web sites
over 40% of the content changes each day. How to maintain consistency
between page mapping and usage data (see Section 4.4)? How to interpret
previously discovered patterns that refer to outdated Web content, in a
changed environment? Automated solutions to maintain consistent mappings
are required.
• Rich Internet Applications. Numerous practical problems arise with the
growing number of AJAX and flash based applications. In case of flash,
the content is downloaded at once and user interaction is limited to the
client-side and thus not tracked by the server. AJAX based Web applications
refresh only parts of the content. How to collect the complete usage data
in these environments and how to identify Web pages? Ad hoc solutions
exist to tackle these problems but automated solutions, that capture the
intentions of Web site designers, would be highly desirable.
• Public data sets. The lack of publicly available Web usage data sets sets back
research on online Web usage mining. Publicly available data sets collected
over an extensive amount of time, possibly reflecting Web dynamics and user
behavioural changes, carefully processed and well documented, with clear
individual identification would highly facilitate research.
• Domain influence. Domains, sizes, and complexity of Web sites are highly
influential to user behaviour and, therefore, to Web usage data. In Section
5.4, we described our intuitions over possible influences and their effects. We
also performed an extensive analysis of five real-world Web usage data sets
in Chapter 10, which provided general characteristics of Web usage data
over three different domains. However, a more elaborate study over the
influential factors and their effects on site usage throughout a representative
collection of inter-domain data sets would be highly valuable for researchers
and Web usage mining practitioners. Such a study may also build taxonomy
on possible site types and create a mapping for possible algorithms and
typical applications.
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A
List of Main Symbols and Abbreviations
Main Symbols
D session data set
P set of all Web pages
pl Web page (pl ∈ P)
L number of all Web pages (L = |P|)
2P power set of P
sij jth session of the ith user
i individual user index
j index of sessions for a given user
mij number of pages in session sij
Tij timestamp of the jth session of the ith user
A activity data set
atri number of sessions for user i in the rth time period tr
tr rth time period or the time spent on the rth page
st support threshold
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Abbreviations
DM Data Mining
DSM Data Stream Mining
DT Domain Type
ELFF Extended Log File Format
FP Focus Point
HTML HyperText Markup Language
HTTP HyperText Transfer Protocol
ID IDentifier
IP Internet Protocol
ISP Internet Service Provider
LL Log Likelihood
MB Market Basket
MFI Maximum Frequent Itemsets
TB TestBed
TSP Time Spent on Web Pages
URI Uniform Resource Identifier
URL Uniform Resource Locator
Web World Wide Web
WUM Web Usage Mining
B
ClickTree Package
B.1 Downloads and Software Requirements
The ClickTree package uses an external library (JGraph Layout) to align nodes
and edges in a tree layout. This library is required by the package and it can be
requested from JGraph [89] as described below. Using ClickTree as a standalone
application further requires a Java Runtime Environment (version 1.5.0 09 or
higher) installed on the system. For using ClickTree solely under MATLAB—and
the version of the Java Virtual Machine (JVM) of MATLAB is equal to or higher
than 1.5.0 09,—the internal MATLAB JVM is sufficient; installing an external
JVM is not required. For more details on installation see Section B.2.
• Download 1: ClickTree package (required)
The latest ClickTree package can be downloaded from:
http://www.few.vu.nl/~hpi/ClickTree
• Download 2: Jgraph Layout package (required)
The Jgraph Layout Pro package—or the jgraphlayout.jar, as we also referred
to it throughout this thesis—can be requested via email (see [89]) or via
a contact form, http://www.jgraph.com/contact.html. The package is
free for non-commercial use under the terms of an academic-style license.
Note, that we used version 1.4.0.2 of the package for the implementation
and testing.
• Download 3: Java Runtime Environment (required for standalone
use or in case the JVM version of the MATLAB installation is older than
1.5.0 09)
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ClickTree requires a JDK or JRE version 1.5.0 09 or later. The latest version
can be obtained from http://java.sun.com
• Download 4: ’addSessions.m’ ClickTree MATLAB function (op-
tional)
Available at http://www.few.vu.nl/~hpi/ClickTree
B.2 Setting up the Environment
B.2.1 Using ClickTree as a Standalone Application
The ClickTree package is written in Java and so it requires an installed Java
Runtime Environment (version 1.5.0 09 or higher). For more details on installing
and downloading the latest Java Runtime Environment visit http://www.java.
com.
B.2.2 Using ClickTree from MATLAB
In an ideal case one only needs to add the path of the ClickTree package and the
JGraph Layout package to the Java class path of MATLAB—in order to allow
MATLAB to access these packages. MATLAB has both a dynamic and a static
classpath. To use ClickTree either one of the following methods can be used.1
• The MATLAB function javaaddpath can be used to add packages to the dy-
namic classpath. Note, that the dynamic classpath is cleared on MATLAB
restarts, thus the process must be repeated upon each restart. Example:
>> javaaddpath(’..\dist\ClickTree.jar’);
>> javaaddpath(’..\lib\jgraphlayout.jar’);
• MATLAB’s classpath.txt file can be used to include packages in the static
Java path permanently. The file can be located by the which MATLAB
command. Example:
>> which classpath.txt
C:\MATLAB7\toolbox\local\classpath.txt
The classpath.txt file can be edited by, for example, the function named edit
from within MATLAB. Example:
>> edit classpath.txt
1However, due to some problems around the dynamic class path in older MATLAB releases,
it is recommended to use the second (static class path) option.
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Once the full paths of both ClickTree and JGraph Layout packages have
been added to the path list, and the file has been saved, MATLAB must be
(re)started in order for the changes to take effect.
In case of the most recent MATLAB distributions one is most likely ready to
use ClickTree at this point. However, there are some issues one may encounter in
case of older MATLAB environments. The following list contains workarounds for
known issues.
1. MATLAB JVM version
ClickTree requires a JVM version 1.5.0 09 or higher. Note, that MATLAB
uses its own internal JVM installation, which is independent from any other
JVM installed on your system separately. The JVM version of MATLAB
can be checked by the function named version in MATLAB. Example:
>> version -java
ans =
Java 1.5.0_09 with Sun Microsystems Inc. Java
HotSpot(TM) Client VM (mixed mode, sharing)
If the output shows a JVM version older than 1.5.0 09, it is advisable to
upgrade the whole MATLAB system, as the latest distributions contain more
up-to-date JVMs. MATLAB can be also set to use another JVM installed
separately by setting the MATLAB JAVA system environmental variable to
the path of the external JVM. The solution is described in more details in
[156].
Note, that some MATLAB versions are incompatible with some JVM distri-
bution (e.g. there are incompatibility issues with Java 1.6 under MATLAB
R14). Thus, the best is to set an eligible JVM which has a release date as
close as possible to the release date of the MATLAB distribution.
2. Erroneous handling of the dynamic path
In certain MATLAB distributions (e.g. R14) the dynamic Java path is
discarded in runtime that may result in java.lang.ClassNotFoundException
exception. This problem can easily be solved by using the static class
path—as described above.
B.3 Practical Remarks and Troubleshooting
• Saving ClickTree views (setting canvas size)
Saving a ClickTree view exports the whole canvas—including the content
that does not fit in the current window size—regardless of the actual size
of the tree. In case the tree is much smaller than the current window it
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is advisable to adjust the window size to the content prior to saving. The
position of the tree can also be adjusted by selecting all nodes and edges at
once (CTRL + A) and drag the tree to the desired place.
• java.lang.OutOfMemoryError
In case of large session data files, and/or low support threshold, the de-
fault Java heap size may be insufficient and the program may terminate
with an out of memory exception message (Exception in thread “main”
java.lang.OutOfMemoryError: Java heap space). Should this exception
occur, one only needs to extend the maximal available heap size for the JVM
with the -Xmx<size> option of Java. In the example, we set the maximum
heap size to 200Mb:
> java -Xmx200M -cp ClickTree.jar;jgraphlayout.jar
clicktree.TreeViewGUI session-data1.txt
• java.lang.NoClassDefFoundError
Throughout (most of) the examples we assumed that the jar files (Click-
Tree.jar and jgraphlayout.jar) are in the “current” directory. If this is not
the case one must set the full absolute paths or relative paths with the -cp
parameter of java. If paths are set incorrectly, Java will give a
java.lang.NoClassDefFoundError error.
• Publish results in LATEX: SVG to EPS
The best way to publish visualised trees using LATEX, and other word proces-
sors, is to export the tree in SVG format and then convert it to EPS. In this
way the vector based format is preserved which result in the highest figure
quality and naturally supports resizing and other transformation on the tree
without quality loss.
One option to convert SVG to EPS is to use the free Inkscape [88] package.
Once the package is installed, the conversion can be performed using the
GUI or the command line interface of Inkscape. We give here an example of
command line conversion:
>inkscape.exe helloworld.svg --export-eps=
helloworld.eps --export-text-to-path
Of course, here again, the paths of the inkscape executable and of the input
and output files need to be set correctly.
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Samenvatting
Web usage mining (WUM) is gericht op het analyseren en modelleren van het
zoekgedrag van webgebruikers om relevante patronen en kennis over het webge-
bruik te ontdekken. Deze kennis kan vervolgens worden gebruikt om webmarketing
strategiee¨n te sturen, de gebruikerskwaliteit van websites te verbeteren en in het
algemeen om betere dienstverlening aan online klanten te leveren.
Door de brede verspreiding van breedband internet en de forse groei van on-
line dienstverlening in de afgelopen jaren, zijn het aantal online klanten en de
hoeveelheid zoekdata (ook wel clickstream genaamd) dat door hen gegenereerd
wordt, sterk toegenomen. Het verwerken en modelleren van een grote hoeveelheid
clickstream data stelt traditionele WUM technieken voor problemen. Efficie¨nte
online Web usage mining algoritmen, die de datastroom incrementeel en “on
the fly” verwerken en modelleren, zijn nodig om de uitdaging aan te gaan.
Ons voornaamste doel in dit proefschrift is het modelleren van het gedrag en
de verandering van het gedrag van webgebruikers waarbij de eerderge-
noemde strenge beperkingen in aanmerking genomen worden. Zowel het
ontwerp en het onderhoud van compacte en efficie¨nte individuele gebruikersprofie-
len als het zicht houden op de veranderingen, zijn grotendeels onverkende gebieden
in (online) Web usage mining. Dit vormt de belangrijkste uitdaging in ons werk.
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