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Computational analysisPre-mRNA splicing is a complex process involving combinatorial effects of cis- and trans-elements.
Here, we focused on histone modiﬁcations as typical trans-regulatory elements and performed sys-
tematic analyses of associations between splicing patterns and histone modiﬁcations by using pub-
licly available ChIP-Seq, mRNA-Seq, and exon-array data obtained in two human cell lines. We found
that several types of histone modiﬁcations including H3K36me3 were associated with the inclusion
or exclusion of alternative exons. Furthermore, we observed that the levels of H3K36me3 and
H3K79me1 in the cell lines were well correlated with the differences in alternative splicing patterns
between the cell lines.
 2013 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.1. Introduction matin structure, and variations in the type of histone modiﬁcationsAlternative splicing is often ﬁnely regulated in a speciﬁc man-
ner according to cell type, developmental stage or both, and dys-
function in alternative splicing is associated with several diseases
[1]. NGS analyses of the human whole transcriptome have revealed
that more than 90% of human genes undergo alternative splicing
[2]. However, the mechanisms by which the correct exons are se-
lected in cell type- or stage-speciﬁc manners remain unclear.
Traditionally, the regulation of alternative splicing has been
thought to have been achieved by splicing enhancers and silencers,
which are short RNA sequences located either in exons or introns. In
fact, the sum of all splicing-related features in pre-mRNA sequences
(i.e., splicing code) explains most of the differences in alternative
splicing among several tissues [3]. Conversely, recent studies have
reported that post-translational modiﬁcation of the histone protein
can regulate alternative splicing patterns in humans [4]. Histone is
the core protein of the nucleosome, which is the basic unit of chro-and the genomic position of histones inﬂuences genomic functions
[5]. Furthermore, genome-wide mapping of nucleosomes andmod-
iﬁed histones has revealed their non-random distribution around
exons, with exonic regions having high levels of nucleosome occu-
pancy and modiﬁed histones compared with intronic regions [6–
8]. For example, the level of H3K36me3 correlates with that of exon
expression, and theexpression level of eachexon (eitherhighor low)
can be classiﬁed according to the patterns of combinatorial histone
modiﬁcationswith amaximumaccuracy of78% [9,10]. These facts
strongly suggest a role for histonemodiﬁcations in the regulation of
pre-mRNA splicing, although the extent of the association remains
unclear. For instance, the following questions remain unanswered:
Which types of histonemodiﬁcations are enriched inwhich alterna-
tive splicing patterns? How often do changes in histone modiﬁca-
tions within a speciﬁc gene change its splicing pattern among
multiple cell types?
Here, we systematically analyzed the relationship between
alternative splicing and histone modiﬁcations. We demonstrated
not only global associations between exon inclusion/exclusion pat-
terns and histone modiﬁcations but also global changes of histone
modiﬁcation proﬁles corresponding to cell-speciﬁc exon usages.
2. Materials and methods
2.1. Annotation datasets
We downloaded the Illumina iGenomes package (GRCh37),
which is a collection of sequence and annotation ﬁles, from
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tone modiﬁcations in H1 IMR90, fetal brain cells, and fetal lung
cells were obtained from [11]. The histone ChIP-Seq data were pro-
cessed by using NPS [12] and positions emerging as signiﬁcant
peaks were determined (P < 1e-5; Table S1). We regarded the cen-
ter of the peak of ChIP-Seq data as the position of the correspond-
ing histone. Note that we excluded X and Y chromosome datasets
from the analyses because the gender origins of the cells were
different.
2.2. Characterization of transcripts by using mRNA-Seq
We downloaded the strand-speciﬁc shotgun sequencing reads
for mRNAs in H1 and IMR90 cells from [11]. Reads were aligned
to the human genome (GRCh37) and known splice junctions by
using TopHat [13]. To characterize exon-skipping events, we con-
sidered sets of three consecutive exons (exon trios) and possible
exon junctions generated by splicing of these exons, and focused
on whether the second exon in each set was excluded or not. To
avoid capturing chromatin features of the adjacent exonic regions,
only exon trios with intron lengths ofP500 bp were selected [14].
We also discarded exons whose length were <50 bp because of dif-
ﬁculties in aligning reads to short exons. For each exon trio, we
counted the number of reads that aligned to the junction of the
ﬁrst and third exons, which implies that the second exon was
spliced out (mature transcript X–Z, Fig. 1) and the number of
aligned reads to the junctions of ﬁrst and second exons, or second
and third exons, which implies that the second exon was included
in the mature transcript (mature transcript X–Y–Z, Fig. 1). We de-
ﬁned these counts as the ‘‘exclusion score’’ and the ‘‘inclusion
score’’, respectively; inclusion scores were divided by two because
the RNA-Seq can be mapped to two exon–intron junctions for the
mature transcript X–Y–Z. In the case where the sum of two scores
was 610, the corresponding exon trio was discarded from the anal-
ysis. We then calculated the exclusion rate as the ratio of exclusion
score/(exclusion score + inclusion score) and assumed that an
exon-skipping event had occurred only for cases where the exclu-
sion rate wasP0.95. With this criterion, we extracted 716 and 554
ﬁnal sets of exons in H1 and IMR90 cells, respectively. For the fol-
lowing analysis, we labeled the second exons within exon trios asFig. 1. Characterization of the exon skipping events by using mRNA-Seq. The
inclusion score and exclusion score were deﬁned based on the proﬁle of mapped
reads onto the exon–exon junction. The exclusion rate indicates how frequently
exon skipping events occur and was deﬁned as exclusion score/(exclusion
score + inclusion score).‘‘excluded’’ and the third exons as ‘‘included’’. We did not use the
ﬁrst exons because of the possibility that there were either anno-
tated or unannotated promoters near the ﬁrst exons, and histone
modiﬁcation marks might reﬂect features associated with tran-
scription initiation rather than splicing.
2.3. Comparison of the histone modiﬁcation proﬁles between included
exons and excluded exons within cell types
For each cell type and each type of histone modiﬁcation, we cal-
culated the fraction of exons that had at least one peak of modiﬁed
histones within ±200 bp from their intron–exon boundaries. We
performed the chi-squared test for independence followed by the
Bonferroni correction to evaluate the signiﬁcance of differences
in this fraction between excluded and included exons (P < 0.01).
For comparison, we randomly extracted 10000 sites (400 bp
length) from the gene bodies and intergenic regions respectively,
and calculated the fractions in the same fashion. We deﬁned the
relative frequency as (values of the fraction in the vicinity of in-
tron–exon boundaries)/(values of the fraction in randomly selected
regions from the gene body).
2.4. Calculation of SI values
Wedownloaded the exon array data pertaining to H1, IMR90, fe-
tal brain and fetal lung cells from NCBI GEO (accessions GSE14863
and GSE18927). To assess the cell-speciﬁc alternative splicing, we
adopted SI, which is a simple but efﬁcient method for detecting
alternative splicing events between samples [15]. SI is deﬁned as
the log fold changebetween twonormalized intensities (NIs),where
NI is deﬁned as the ratio of exon expression/gene expression. There
is a caveat that an SI value around0may imply either that the exon is
retained in both cell lines or is spliced out in both cell lines. Because
of this, we only included data with an absolute value of SI of >1 (i.e.,
at least two-fold change) in further analyses.3. Results
3.1. Characterization of exon-skipping events and histone positioning
To investigate the relationship between splicing and histone
modiﬁcation, we ﬁrst needed to characterize splicing events and
the distribution of various modiﬁed histones in a genome-wide
analysis. For splicing analysis, we focused on mRNA-Seq reads that
were mapped to exon–exon junctions because they strongly reﬂect
the structure of the mature transcript (Fig. 1). We assessed how of-
ten each exon in a set of three consecutive internal exons (exon trio)
was alternatively spliced out (exclusion rate). On the basis of our
deﬁnition of the exclusion rate, a value close to 0 indicates that the
corresponding exon is included in the mature transcript in the cell,
whereas a value close to 1 indicates that the exon is spliced out.
About 90% of exons showed a value close to 0, and most of the
rest (6%) showed a value close to 1 (Fig. S1). We regarded each
exon with an exclusion rate ofP0.95 as an ‘‘exon-skipping event’’
and deﬁned the second exon of the trio in the event (i.e., exon Y in
Fig. 1) as the ‘‘excluded exon’’ and the third exon (i.e., exon Z in
Fig. 1) as the ‘‘included exon’’ (Section 2).3.2. Associations between histone modiﬁcations and splicing patterns
Previous studies reported that several types of modiﬁcations
(e.g., H3K36me3 and H3K79me1) were considerably enriched in
exons compared with introns. These observations imply that a
relationship exists between histone modiﬁcations and splicing
patterns, although the extent of the association is still unclear.
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lated the fraction of exons harboring each particular modiﬁed
histone.
We found that H3K36me3 was signiﬁcantly enriched around in-
tron–exon boundaries of included exons compared with excluded
exons (P < 0.01; chi-squared test; Fig. 2). The observed trend was
similar in H1 and IMR90 cells. This ﬁnding is consistent with a pre-
vious report showing that the change of H3K36me3 level around
exons affects the pattern of alternative splicing, although only a
few genes were examined in the previous study [4]. We also found
that several types of histone modiﬁcations (e.g., H3K4me3,
H2BK12ac, H4K5ac) around the intron–exon boundary were signif-
icantly enriched in excluded exons compared with included exons
(Fig. 2). These results imply that histone modiﬁcations are associ-
ated not only with exon inclusion but also exon exclusion. Interest-
ingly, there were several types of histone modiﬁcations where
clear differences in frequencies were observed only in one of the
two cell lines (H1 or IMR90), which might suggest a cell-speciﬁc
function for these histone modiﬁcations (Fig. S2).
3.3. Relationship between histone modiﬁcations and alternative
splicing in different cell lines
The above analyses explored exon inclusion within each of the
two cell types. We next investigated the relationship between his-
tone modiﬁcations and alternative splicing patterns by comparing
different exon usage between the two cell types. We used publicly
available exon-array data instead of mRNA-Seq data because very
few exons that are alternatively spliced in H1 and IMR90 cells could
be identiﬁedbyusingmRNA-Seqdata.Weassessedwhether anexon
that is included in one cell line is excluded in the other cell line by
using the SI, which was deﬁned as SI = log2 (NIH1/NIIMR90), where
NI denotes normalized intensity of the exon in each cell line. In this
study, a small value of SI indicates that the exon is speciﬁcally in-
cluded in the IMR90 cell line and excluded in H1 cell line, whereas
a large value indicates the opposite. We binned the sets of exons
based on their SI value, with a bin interval of 0.25, and calculated
the frequency of the exons harboringmodiﬁed histones for each bin.Fig. 2. Associations between histone modiﬁcations and exon inclusion patterns. Exo
frequencies of exons harboring modiﬁed histones within ±200 bp from the intron–exon b
gene body and intergenic regions (green), respectively. The frequencies for each group
relative frequencies. Values represent means ± SD. ⁄P < 0.01.We found that the frequency of histone modiﬁcations around
exons and the SI values of the exons were strongly associated for
two types of histone modiﬁcations, H3K36me3 and H3K79me1
(Fig. 3). For example, exons having low SI values (i.e., those pre-
sumed to be included in IMR90 cells but excluded in H1 cells) har-
bored H3K36me3 more frequently in IMR90 than in H1.
Conversely, exons having high SI values (i.e., those presumed to
be included in H1 cells but excluded in IMR90 cells), harbored
more H3K36me3 in H1 cells than in IMR90 cells (r = 0.73, 0.76
in H1 and IMR90, respectively). A similar association was observed
for H3K79me1 (Fig. 3B, r = 0.59, 0.70 in H1 and IMR90, respec-
tively) although signiﬁcant differences were not observed between
completely included or excluded exons (Fig. S3). Then, we investi-
gated whether these trends could be observed under physiological
conditions, for example, in primary cells. Although the publicly
available datasets were limited and we used only H3K36me3
ChIP-Seq data, we successfully conﬁrmed that H3K36me3 levels
around exons were correlated with alternative splicing patterns
in fetal brain and lung cells (Fig. S4, r = 0.79, 0.52 in fetal brain
and fetal lung, respectively). These results further support the
hypothesis that genome-wide differences in histone modiﬁcations
are tightly associated with cell-speciﬁc alternative patterns.
Apart from H3K36me3 and H3K79me1, we did not ﬁnd any
clear correlations between frequency of modiﬁed histones and dif-
ferences in alternative splicing patterns between the two cell
types.
3.4. An example showing combinatorial histone modiﬁcations around
spliced exons
Many splicing events would not be determined solely by a sin-
gle type of histone modiﬁcation [16]. There may be multiple his-
tones having different modiﬁcations around an exon, and in such
a case, the effect of one type of modiﬁcation may be suppressed
by other types of modiﬁcation [9]. Fig. 4 shows histone modiﬁca-
tions and splicing patterns in IMR90 cells in the genomic region
of the BIN1 gene as an example. The second exon from the left side
was skipped, and H3K36me3 was speciﬁcally depleted around thisns were separated into ‘‘excluded’’ (red) and ‘‘included’’ (blue) groups, and the
oundary were calculated. As a control, we randomly selected 10000 regions from the
were normalized by the values for gene body regions in the same cell type to give
Fig. 3. Differences in the frequencies of modiﬁed histones around alternatively spliced exons between cell types. The x-axis indicates the SI and the y-axis represents the
relative frequency of exons having H3K36me3 (A) or H3K79me1 (B) around their intron–exon boundaries. Exons were binned based on the values of SI, with a bin interval of
0.25, and relative frequencies were calculated for each binned group. Relative frequencies observed for H1 and IMR90 cells are shown in magenta and green, respectively.
Values represent means ± SD.
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two excluded exons (sixth and seventh exons) around which a
number of peaks corresponding to H3K36me3 were observed.
Interestingly, in this region, H2BK12ac, H4K5ac, and H3K4me3
were also enriched, which might suggest competition between
modiﬁcations that enhance splicing and those that silence splicing.
Similar examples observed in H1 are shown in Fig. S5.
4. Discussion
In this study, we performed a comprehensive analysis of the
relationships between splicing and histone modiﬁcations. First,
we used mRNA-Seq data to estimate which exons were excluded
frommature mRNA. On the basis of this analysis, most of the exons
were predicted to be either completely included or completely ex-
cluded, which may seem counter-intuitive; exon inclusion rates
presumably span over a continuous range. This might be because
currently available NGS technology is not efﬁcient enough to quan-
titatively determine the precise amount of isoforms in the cell and
thus the calculated balance of inclusion/exclusion for each exon
based on NGS data may be biased. In fact, NGS data-based estima-
tion of differential exon usage among samples remains a challeng-
ing problem [17,18]. Therefore, we avoided using mRNA-Seq data
for our alternative splicing analysis. Nonetheless, mRNA-Seq is a
helpful method for identifying the exon structure of mature
transcripts on the basis of the junction reads [2]. Thus, although
the sensitivity of our method to detect exon structure, which is
dependent on exon junction reads, seemed to be limited, causing
the number of extracted exon structures to be relatively low, we
believe that at least the exon-skipping events extracted by our cri-
terion were reliable (for example, exons shown in Fig. 4).
H3K36me3 and H3K4me3 have been reported to interact with
the splicing machinery via adaptor protein MRG15 [4]. In addition,
this study reported that H3K36me3 and H3K4me3 had oppositeeffects on exon inclusion/exclusion, which is consistent with our
results (Fig. 2). In addition to these two types of histone modiﬁca-
tion, we also found other types of modiﬁed histones such as
H2BK12ac and H4K5ac although there is no evidence of how these
histone modiﬁcations are associated with splicing. There are sev-
eral possible scenarios, including interaction with unidentiﬁed
splicing-associated proteins or association with Pol II [19–21],
which require further experimental investigation.
We also found that exons that were alternatively spliced out in
a cell-speciﬁc manner tended to have less of the H3K36me3 and
H3K79me1 modiﬁed histones (Fig. 3 and S4). This is an exceptional
result in that it shows the genome-wide relationship between the
histone modiﬁcation landscape and alternative splicing patterns
among cell types. Similar results were also observed in two types
of primary cells. As mentioned previously, H3K36me3 is known
to interact with splicing machinery [4]. The other modiﬁcation
type, H3K79me1, was reported to interact with the Tudor domain
of TP53BP1 that interacts with snRNP [22]. These facts support the
hypothesis that both cell-speciﬁc gene expression and alternative
splicing patterns are globally regulated by epigenetics.
Several histone modiﬁcations showed signiﬁcant differences in
Fig. 2 but not in Fig. 3 and vice versa. In Fig. 2, we selected mRNA-
Seq data with relatively strict criteria to accurately extract tran-
scripts with skipped exons. As a result, the number of extracted
exons was low and we frequently found identical splicing patterns
between H1 and IMR90 (Fig. S6). Conversely, exons analyzed in
Fig. 3 were determined based on the criterion of whether the exon
was differentially spliced out between two cell types and we used
exon array data instead of mRNA-Seq data due to the current lim-
itation of quantifying exon expression levels by mRNA-Seq, as sta-
ted earlier. Therefore, the discrepancy between Figs. 2 and 3 could
have occurred because the characteristics of the two sets of exons
extracted based on these two distinct criteria were very different
even if the exons harbored the same types of histone modiﬁcation
Fig. 4. An example of a genomic region showing associations between histone modiﬁcations and alternative splicing events. Exons marked with the black arrow in the dotted
boxes were alternatively excluded from the mature transcript in IMR90 cells.
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for H3K79me1 could be interpreted as H3K79me1 not acting as an
accurate ‘‘switch’’ within a particular cell type, and somehow
changing the probability of exons being included among
different cell types. In the future, when NGS technology provides
sufﬁciently accurate quantitative exon expression levels, these
analyses should be repeated with the same datasets and using
the same criteria.
Finally, it is worth noting that recent studies showed that com-
binations of cis- and trans-elements are extremely important for
the regulation of splicing [16]. In other words, histone modiﬁca-
tions cannot explain the complete splicing patterns; in fact, a num-
ber of included exons showed low levels of H3K36me3 [6,9].
Moreover, bidirectional communication between the histone mod-
iﬁcation and splicing machinery has been reported recently. For
example, splicing can enhance the recruitment of H3K36 methyl-
transferase HYPB/Setd2, resulting in signiﬁcant differences in the
enrichment of H3K36me3 between intron-containing and intron-
less genes [23]. Thus, it is important to pay close attention to the
cause and effect. In addition, there is the situation where the chro-
matin state has little inﬂuence on the splicing event because the
regulation of splicing occurs both co- and post-transcriptionally;
the selection of the exon must be determined by a mixture of
cis- and trans-factors, although the whole picture has not yet been
unveiled. Nevertheless, our ﬁndings of non-random distribution of
modiﬁed histones across exons and global differences in histone
modiﬁcation proﬁles between cells corresponding to differences
in alternative splicing patterns (Fig. 3) suggest that at least some
part of the speciﬁc alternative splicing patterns are regulated in
an epigenetic manner, similar to the way that the cell type-
and stage-speciﬁc chromatin state around transcription start sites
drives the activation or repression of speciﬁc gene expression.
Taken together, it may be possible to estimate alternative
splicing patterns more precisely by combining splicing motifs
(i.e., genome-level information) and histone modiﬁcation proﬁles
(i.e., epigenome-level information), as the ‘‘extended splicing
code’’.
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