Abstract-One of the core issues across computer and computational science today is adapting to, managing, and learning from the influx of "Big Data". In the commercial space, this problem has led to a huge investment in new technologies and capabilities that are well adapted to dealing with the sorts of humangenerated logs, videos, texts, and other large-data artifacts that are processed and resulted in an explosion of useful platforms and languages (Hadoop, Spark, Pandas, etc.). However, translating this work from the enterprise space to the computational science and HPC community has proven somewhat difficult, in part because of some of the fundamental differences in type and scale of data and timescales surrounding its generation and use. We describe a forward-looking research and development plan which centers around the concept of making Input/Output (I/O) intelligent for users in the scientific community, whether they are accessing scalable storage or performing in situ workflow tasks. Much of our work is based on our experience with the Adaptable I/O System (ADIOS 1.X), and our next generation version of the software ADIOS 2.X [1].
I. INTRODUCTION
As the HPC community moves broadly towards exascale capabilities, and as new science facilities like the Square Kilometer Array (SKA) move towards larger data capture rates (and subsequently larger data transport, processing and storage demands), there is a renewed focus on what is needed to enable intelligent and scalable I/O -not merely as the transfer of large number of bytes, but as a vehicle for managing and expressing complex queries and data requirements in order to extract the most possible from large science data sets. When even a current run of a science code can generate 100's of Petabytes of data, the classic HPC approach of writing it all to disk and then inundating a postdoc to analyze it using processing scripts after the fact simply does not work.
The basic nature of the problem for HPC applications will surely be familiar to anyone who has paid attention to the commodity Big Data space. The key observation for scientific datasets, however, goes back to one of the original discussions of what constitutes Big Data [2] -the "3 V's" of Volume, Velocity, and Variety. Where most systems in the enterprise/internet space focus on large Volume, scientific data is complex (high Variety) and high rate (Velocity) in addition to being merely large. The design choices for how to manage such I/O therefore need to be able to respond to that difference.
Conversely, traditional HPC I/O solutions tend to fall short in their expectations that I/O is strictly a matter of moving bytes from one level to another. The enormous complexity of the current and next generation HPC hardware, where data must be retrieved and stored from layers of non-volatile memory, burst buffers, campaign storage, parallel file systems, object stores, and/or cold storage like tape, means that user code must either take explicit control of all of those placement and transfer options, or must blindly trust a 3rd party tool to do the optimizations for them. Adding to this is the software complexity generated by the rise of new simulation and analysis models that do not depend on single monolithic implementations. In situ processing and analysis of data, multiphysics code coupling where each piece is written by a different team, and ensemble-based execution models all add complexity to a traditional notion of I/O, causing a blurring between messaging, storage, and database lookup techniques.
In our work over the last decade, based on research and development going back even further than that, we have developed an approach for Intelligent I/O that we believe serves as a better vehicle for moving the community forward into the next generation of data-rich environments. At the core of this is a reorganization of I/O to recognize that our traditional usage closely mirrors a set of abstractions that have been developed in the streaming computing community for many years, the Publish/Subscribe (Pub/Sub) programming model. In a blind Pub/Sub system, publishers do not know who the subscribers are and vice versa; they coordinate through a common name space to describe what they want to share.
However, in order to support the emerging analytics, processing, and storage use cases, we believe that this by itself is a too restricted model. In this era, data cannot be considered to be passive, directly falling through a chute connecting publishers and subscribers. There must be a service-oriented architecture that connects them; actors must be involved to touch, manage, maintain, and abstract the data and to support in situ analysis, visualization, etc. These sets of actions must be managed and orchestrated across the wide array of resources in a way that enables not just imperative connections ("Output A must go to Input B") but also enable new models of learning and intelligence in the system ("Make this data persistent, but watch what I've been doing to other data sets and pre-process this data based on that").
Concretely, we have been developing an expanded definition of the Publish/Subscribe paradigm that we believe enables both high performance on current hardware, as well as a much richer future environment that can leverage developments in cloud data analytics, deep learning, Internet of Things, as well as high performance and computational science research. To the initial two roles of publisher and subscriber, we add new programmatic roles -manager, clerk, consultant, and resource manager. All of these are defined in ways that enable them to both scale up and scale out; for instance, the manager role could be implemented as a single global master process, or it could be implemented as a distributed, peer-to-peer control system. As we will detail further in the below sections, a critical distinction is a rigid separation between roles that take place in the data plane versus the control plane, and the nature of the communications that occur between them.
As we look towards future systems with extreme heterogeneity [3] , we describe here our model for intelligent I/O based on developments with the Adaptable I/O System (ADIOS) [1] and other related frameworks such as DataSpaces [4] and EVPath [5] . This work has been carried out in close collaboration with science teams across many areas and with data sources ranging from experimental and observational to simulations both large and small. 1) The I/O System must take into account that a simulation/workflow may consist of multiple coupled applications as well as monolithic applications. 2) The system must take into account heterogeneous systems, a complex memory hierarchy, and increasing data volumes. 3) It must provide an infrastructure for dynamic management of data and workflow in an intelligent way supported by learning. 4) It must provide a way to express user intent, along with an innovative way to represent constraints and policies.
In particular, leveraging the model for subscription of large cohorts of coordinated readers through ADIOS allows for us to address a well-known issue with scalability of general purpose publish/subscribe systems. The metadata model and service infrastructure required to scale well beyond 100k+ subscribers can be directly inherited from this previous experience.
As we will describe in the sections below, we believe that a suitable extension on the existing Publish/Subscribe messaging abstraction allows for a unification of high performance I/O with the sorts of advanced I/O services that are required to support intelligence across the HPC, cloud, and IoT scenarios we described above. In Figure 1 , we summarize our key requirements for this future system; in the following section we describe the motivation behind these requirements. In the subsequent sections, we describe the architecture design and its component elements. Through this extended abstraction for I/O, we believe that a wide array of implementations, from purely library-based to complex, distributed service frameworks, can be constructed to address the I/O needs of the data-intensive applications of the future.
II. MOTIVATION
In this section, we further explain our motivations toward reorienting the dominant I/O paradigm, exemplifying some of the types of issues that will need to be addressed in years to come. There are many piecemeal approaches to some of the challenges that we will describe here and in other sections to follow, but it would be preferable to establish a more comprehensive solution that offers a richer environment for application programmers, computer scientists, and data scientists alike. Technology changes, analysis and visualization support, as well as the science applications themselves all play roles in shaping the motivation.
A. Technology Motivations
Future supercomputers will have a highly heterogeneous architecture. One machine may have nodes with a combination of regular CPUs, GPUs, FPGAs, along with a more complex memory hierarchy, while the next machine will have a completely different mixture. Furthermore, systems will consist of on-node and/or off-node SSDs or non-volatile RAM, in addition to campaign storage as well as an underlying parallel file system. Data will move across a vast spectrum of components from the point of being produced to the point of arriving at persistent storage. Because the ratio of FLOPS to ultimate output bandwidth, it is also true that during this process data will have to undergo transformations and various analyses while it is in motion. The rise (or return) of in situ processing as a paradigm has been driven by this recognition.
Complex workflows running on complex systems gives rise to some fundamental challenges with regards to data management and user productivity. Modern day science applications are not only monolithic, single-author MPI applications, but they also may be workflows consisting of multiple application codes coupled with each other. Each of these codes produces data that is compressed and analyzed at runtime to derive information that drives the workflow. This data is visualized live with an emphasis on avoiding expensive post-processing. While it is possible to build systems that can be tuned dynamically by a human-in-the-loop, intelligent systems with the capability to automatically tune workflows and drive them according to data events observed at runtime will lead the way in the design of modern computing infrastructure.
B. Visualization and Analysis
In almost any scientific scenario, data products need to be visualized to check for problems and to gather insight. Analysis is also critical, as the raw data are never the final answer. In HPC environments, these analysis and visualization tasks tend to be data driven, and are subject to load imbalance, both on-node as well as off-node. In order to be effective, the tasks must be flexible enough to respond to these differing adaptations, and behave as good citizens in this complex landscape. These constraints of good citizenship can be categorized into three major categories: resource utilization, the timeliness of results, and the accuracy of results. (1) Visualization tasks must have the flexibility to operate under imposed resource limitations. Efforts like VTK-m [6] are providing abstractions of heterogeneous architectures that enable portable implementations of algorithms. (2) Operating under strict time constraints requires a fundamental performance of algorithms. In order to support this, good performance models, (e.g., [7] , [8] ) are needed that allow for scheduling of visualization tasks within the context of an entire scientific campaign. (3) An orthogonal axis to resource and time are the acceptable error bounds for analysis and visualization results [9] . The accuracy of results is related to the quality of the data (reduced data vs. non-reduced data), as well as the algorithms employed in the analysis and visualization tasks. Data accuracy is highest at the top of the storage hierarchy, and generally, will become lower (either temporally, spatially, or both) as it moves down the storage hierarchy. Acceptable error bounds will dictate when and where analysis and visualization tasks should be performed.
Because it is very unlikely that scientists will know exactly what they need before running their experiments, analysis of large-scale scientific datasets always requires post-processing of the data. Diagnostic quantities are saved at a given frequency, for use in subsequent (offline) analysis and/or visualization. Calculations to compute these diagnostics are actually in situ analysis, and ideally as much of the additional offline analysis/visualization would be pulled in online too. Overhead to do so consists of two factors: the I/O time and the time to perform the visualization/analysis processing. The latter should be sufficiently faster than the rest of the application during that interval, so it does not lag the application. Ideally, a scientist could declare the maximum tolerable overhead and the minimum required output frequency, then the I/O framework would choose the actual output rate based on the total overhead relative to the application. Memory requirements are dependent on the analysis context [10] or on the availability of streaming versions of the analysis algorithms. Further optimizations can be made if the framework can adjust resource balancing, e.g. dedicate more processors for a parallel analysis code. This requires a system that is capable of making reallocation decisions autonomously, and that is empowered to launch and reallocate applications based on those decisions. 
C. Science Application Examples
As concrete illustrations of the types of jobs that scientists run, we consider two specific HPC application examples that illustrate forthcoming challenges in several of the areas that we believe can be better addressed. They are composed of fairly sophisticated workflows, with components that are not currently as well-supported as would be ideal on future systems.
1) Computational Simulation -Global Earth Tomography Model:
Using seismic data generated by earthquakes as rays, one can create a detailed 3-D picture of Earth's interior. Currently, the team in [11] is working on imaging the entire globe from the surface to the core-mantle boundary -a depth of 1,800 miles. They use one thousand earthquake events, each recorded at thousands of seismic stations all over the globe, in an iterative process that takes years to get to a satisfactorily fine tomographic model.
An iteration in the adjoint tomography workflow (see Figure 2) consist mainly of two large computation steps (forward and adjoint simulations) and two tedious processing steps (preprocessing and post-processing) that involve many manual tasks, small jobs and ad-hoc operations. In the pre-processing step, the scientists are using scripting tools to clean up and prepare the data between the computational steps, while in post-processing, they smooth the data before creating an updated Earth model and then evaluate it to decide if a new iteration should be executed. Today, the computational steps take up less than two days, however, an iteration takes about a month because of the heavy human involvement.
If the workflow system could learn about manual steps that are regularly taken by the scientists and then execute those steps automatically, it could speed up the processing steps and future iterations. In general, the same approach would help any scientist when looking for clues for data of interest in their simulations' output. Everyone tends to settle on some practice that becomes used regularly when looking at new data at first. By producing results automatically, which are identified as results from steps regularly taken by the scientist, and which are not too costly, we could accelerate the knowledge discovery process.
This ability of learning user habits requires the ability to collect provenance, not just at workflow level, but at the complete activity level of the user on a system. We need to collect provenance all the time when something happens to any data item produced in the workflow. Provenance can be collected as part of the data in an I/O framework for selfdescribing data. At each reading and writing of data, the relationship between input and output can be recorded by the I/O framework automatically in any tool or script.
Given such a rich set of metadata that reflects the way that the user interacts with data over time, there becomes a need for an entity in the intelligent I/O system capable of extracting the user habits in a meaningful way, as well as an entity that can act on this understanding to improve the user's experience by, for instance, suggesting a workflow composition for a new simulation run, or performing additional visualization steps that have been useful in the past and can be done for negligible cost. Such autonomous features, though potentially quite useful, would have to be introduced gradually and carefully to avoid stigmatization.
2) Near-real time decision making of fusion experimental data: Another class of applications that impacts the design of future data management systems deals with the need to process high volumes of data at near-real-time (NRT). The whole device modeling project in the Exascale Computing Program of DOE targets the first ever high-fidelity fulltokamak simulation framework by self-consistently coupling two individually developed applications: Gyrokinetic Plasma Turbulence Code (GENE [12] , [13] , [14] ), a continuum code that has been designed for the core of the tokamak, and Xpoint Gyrokinetic Code (XGC1 [15] , [16] ), a particle-in-cell code that has been targeted to study the outer edge. Figure 3 shows the coupled XGC1/GENE workflow. GENE and XGC1 are run simultaneously, sharing multiple quantities (e.g. the plasma distribution function) back and forth in an overlap region between the core and the edge. Both applications generate data that must be stored, in addition to diagnostic outputs, grid quantities, and reduced representations that are used for scientific analysis, run quality assessment, and visualization. This data is written out with a higher frequency than checkpoint-restart files and will often need to persist for months after the simulation. The exchange between XGC and GENE is frequent, possibly needing to occur as often as every time step (approx. one second), and it must be fast enough not to significantly impact performance. When one code is waiting for data from the other before it can continue, NRT feedback would inform the application to pursue auxiliary computation, reduction, analysis, or visualization, instead of idling. Quality/performance monitoring and associated provenance information will form the crux of the NRT feedback layer. Additionally, NRT decisions become necessary when more codes are being coupled together to understand new physical phenomena which could never be done before.
In the future, fusion scientists will include many more codes which will be coupled together, adding boundary physics, magneto hydrodynamics, radio frequency heating, energetic particles, etc. As the understanding of the coupled physics progresses, a mechanism to steer and automatically manage the internal functioning of the simulations themselves will become important. A control system with a service oriented architecture that provides such NRT functionality using various aspects of data as the steering mechanism will form the basis for driving such research.
III. ARCHITECTURE FOR INTELLIGENT I/O MIDDLEWARE
As we noted previously, there is great synergy between our designs for high performance I/O systems and the publish/subscribe abstraction. Publish/subscribe has many implementations across a range of technical spaces, as the abstraction is useful for managing telecom updates, real-time business or government intelligence operations, and even something as ubiquitous as daily news updates. Implementations like System S from IBM [17] , Tibco's FTL [18] , or Amazon's Simple Notification Service [19] all offer key features for the commercial space, and open source tools like ZeroMQ [20] and Apache's Kafka [21] offer messaging services that can operate in pub/sub as well as queue-based modes. EVPath from Georgia Tech [22] , [5] and Meteor from Rutgers [23] are examples stemming from academic research.
Building from our experience with these tools (among others), we have developed an I/O abstraction for the ADIOS framework that appears very much like POSIX I/O for the user, but with enough of a tweak that it allows equally well for fully online or mixed at rest/in motion data retrieval. Here, we are building upon the model in a way which allows for expression of user intent with high performance I/O streams that opens opportunities for a variety of active management and data processing tools. These active management and data analysis/transformation requirements stretch the existing channelized and brokered models for publish/subscribe.
As depicted in Figure 4 , we propose extending the publish/subscribe metaphor even further to include several new actors or roles capable of providing functionality that covers both current and future needs for I/O systems. This future Intelligent I/O platform will help to address challenges posed by increases in scale and heterogeneity of future systems, while meeting requirements of key applications. Beyond the familiar Publisher and Subscriber actors, the pattern includes four others: Manager, Clerk, Consultant, and Resource Manager. Importantly, to preserve high performance there needs to be a separation between actions that occur in the control plane and those that occur in the data plane. However, this separation must also include the ability to delegate control decisions into the lowest level when you need short, high throughput control decisions. Thus data moves through the system abstraction from Publisher to Subscriber as before, but now a Clerk is able to act on the data to apply compression, reduction, data structure transformation, and/or to control the placement of that data in the storage hierarchy. In the control plane, a Manager directs the data management activities, deciding among different options for processing and directing data. The manager is guided by one or more Consultants that provide predictive information about the costs of various options, driven by direct observation and modeling of system and user behaviors. A Resource Manager is available to help bring new tasks online as needed to address dynamic requirements. For all of these it is important to remember that, because of our focus on high performance, we also consider all of these elements to be parallel themselves.
The decisions of the Manager are therefore tied both to specific subscription requests and the input of a complex set of costed decision trees provided by various types of Consultants. Interchanges between Consultants and Manager, Manager and Resource Manager, Manager and Clerks all must use their own protocol for specifying policy requests. Policies may be declared by users, set by system administrators, or determined by the Manager at runtime. These policies will express different requirements with different priorities, and it will be up to the Manager to weigh conflicting policies and send final marching orders to the Clerk to be carried out. For example, a Clerk may receive a specific threshold on data size above which the data must be compressed. The Clerk would then assume the delegated control to enforce this particular policy in a tight control loop. This threshold would be determined by the Manager by consulting cost models provided by one or more Consultants. Although many runtime systems have aspects of these types of functionality (e.g. frame management on streaming video), one to support intelligent I/O requires that the policy infrastructure be both flexible and extensible to allow for customization of new user-and facilityfacing policies as the system evolves.
To make this more concrete, we want to enable a user's subscription request to be able to provide a policy that includes cost function terms like the following, borrowing from the terminology in [24] :
This function would correspond to saying that a data resolution of 10 or greater is always good, but a resolution of value 9 (in whatever localized scale) would carry a 10% penalty.
Resolutions between 6 and 9 would carry a 20% penalty, and anything below that would be a 100% penalty. This policy choice, along with the request to minimize delivery time, gives the manager the information needed to calculate simplified decision trees that can be deployed into a Clerk for implementation. Note that there are explicit metadata references (resolution value) as well as implicit performance metadata (throughput and interconnect or storage retrieval times) in each of these policy components. Thus each of the system components is responsible for writing appropriate metadata when data is introduced, altered, or accessed. Metadata must be kept alongside related data in the data plane as it must be leveraged by the system to make appropriate decisions in the data plane. As we have seen, some portions of the metadata are critical in the control plane as well so that the system can make intelligent decisions and also can learn and adapt when encountering situations similar to those seen before. Since this more explicit component of policy exchange and metadata management are key to this broader abstraction, we will explore each of those components of our architecture in more depth in the remainder of this section. Section IV then describes each of the roles in turn, providing details of their specifications through examples of past and current work in the space as well as a view of how the abstraction enables a more intelligent high performance I/O capability in the future, as motivated in Section II.
A. Policies
Intelligent systems exhibit two main properties: 1) the ability to learn from available information, and 2) making decisions according to constraints set forth by users and by system requirements. A primary challenge that software makers face with both these aspects is to develop an effective means of communication between scientists and the underlying systems as well as between components of a system. Enabling selftuning of science workflows is a challenge as different science teams have different workflows and constraints that a system has to learn and incorporate. For example, decisions that a human might take by observing artifacts at runtime (i.e. whether a crack has occurred in the simulated material) need to be transformed into programmatic decision points by 1) describing the artifact, and 2) describing the decision. As programming languages and libraries natively offer limited support for such expressibility, novel methods need to be invented that can represent policy statements.
In this broad view, policies describe any control-plane workflows and events that leads to actions. They can be relatively simple, such as a halting the data workflow when a certain data type is encountered; or more complex such as using lossy compression methods to reduce output size while also dynamically spawning online analysis and testing to ensure that there is continuity of important data quality features (like streamers in fusion plasma simulations) in the reduced form.
A policy must be able to describe and include the following aspects of the workflow and data.
1) It must efficiently describe detailed cause-and-effect relationships between data and workflows. "Take this action when this event in the data is observed". 2) It must incorporate quality of service requirements for data and workflows. "Compress the data with lossy transformation techniques at level 7 if it takes less than 2ms, else set it to level 4". 3) It must build cost functions for different actions, that are a combination of accuracy, performance stats, and past workflow states. In a general form, for this abstraction the policy language used represents a way of making concrete the decision tree that must be followed in order to actively manage the I/O streams. The nature of those decision trees vary -the communications between consultants and a manager are more open (A, B, and C are all possible, but here are the costs), while those between manager and resource manager or manager and clerk are more constrained (use this threshold to decide between A and B -we'll never use C). This is key to our vision of the control plane, as it means that the focus is on controlling the distributed system by sending functions that allow for delegated, localized control decisions, rather than requiring constant feedback from a centralized service.
B. Metadata Management
Even in the absence of constant centralized feedback, it is clear that some control decisions cannot be made purely local. There must be a flow of metadata across the system that enables timely and correct processing of data. In addition, rich metadata should be stored and indexed for later use by (1) the I/O sub-system to learn user intentions and data processing patterns to improve its prediction and decision making accuracy during execution of workflows, (2) the system developers and administrators to study and understand performance problems and tune the system, and (3) scientists to inspect, interpret, and, if necessary, debug data results and organize datasets for future scientific use.
We will need to extend today's I/O subsystems in order to capture, organize and provide access to large volumes of complex metadata. This metadata not only describes a scientific analysis campaign and its data transformations but also includes performance metadata (e.g., how long it took to move and transform a data subset). We build upon concepts from the database and web communities such as property graph models and semantic graphs [25] and graph databases [26] to provide support for such linked metadata.
Efficient mechanisms of integrating such concepts in I/O sub-systems and structured, self-describing file formats are needed. As the complexity of data analysis workflows and the sizes of datasets continue to increase, support for linked metadata will need to deal with very high rates of metadata insertions and updates and very large volumes of metadata entries. NoSQL database technologies have been developed in commercial environments [27] , [28] to address big data management challenges, but these systems are generally designed to scale horizontally across relatively homogeneous sets of compute and storage nodes. Metadata management solutions on next-generation supercomputers will need to deal with extreme heterogeneity in order to scale vertically as well as horizontally. In addition, metadata will have to be managed at multiple scales and resolutions throughout the system to enable both queries for near-real-time decision making by the I/O subsystem during workflow execution and queries by scientists that explore and compare large subsets of data for inspection and debugging of analysis results.
IV. SYSTEM ACTORS
This section provides more detailed descriptions of each of the actors in the proposed system: the Publishers/Subscribers, Clerk, Consultant, Resource Manager, and Manager. In brief, we envision an extension to the publish/subscribe metaphor to include a Clerk that will sit between the Publisher and Subscriber and mediate or orchestrate data streams in a dynamic fashion. Data can be adaptively changed over time depending on objectives defined by the users or Manager. The Consultant adds system and performance feedback to help inform the Manager's decisions, and the Resource Manager enables complex workflow requirements to best utilize the platform's resources, given the many requirements.
A. Publisher/Subscriber
The reader is likely familiar with the roles of Publisher (Data Producer) and Subscriber (Data Consumer). In today's systems, these interactions are typically active, with names like read and write, or put and get. In our extended publish/subscribe pattern, these roles perform interactions that are passive. A Publisher would not write data directly, but would advertise availability of data, leaving the decision of whether and how to act on that data up to the Manager. A subscriber would register to receive data but might need to be flexible about the exact precision and resolution of that data, as the system could send reduced data in some situations. A more dramatic change is that a subscriber may not be executed until resources become available, so analysis codes would have to be provided in some standard way that would allow the system to control them, such as through containerization.
A concrete example beckoning passive publish/subscribe flexibility is simulation checkpoint/restart. Large scale applications must create checkpoints regularly, because system failures over time are expected. The failure rate depends on the given system, its current stability, and the scale of the application, with week-or even month-scale periods that are more error-prone. Nevertheless, the frequency of checkpointing is usually a manually-edited input parameter to the application code that the user is expected to fix. Accounting for worst case scenarios is a typical strategy, but targeting the worst case all the time can incur significant overhead; checkpoint outputs are usually large and expensive to write frequently. With some guidance provided by the I/O framework, applications could instead prolong creating new checkpoints as late as possible in an automated way. Perhaps the simplest approach would be to report the availability of new data at every iteration, as if a checkpoint was going to be written, but allowing the system to only save data as infrequently as possible given the expected failure rate for the current environment.
1) Current Research: ADIOS, based on the publish/subscribe model, has demonstrated excellent performance for traditional parallel I/O [1] . To further support publisher/subscriber enhancements, ADIOS has been moving toward a more passive approach. The ADIOS read API allows the user to register (or "schedule") read operations to be applied to an incoming data step, and then block until the data becomes available. On the write side, ADIOS allows individual write operations to be buffered, and the data may subsequently be written to file in a number of different ways using different write methods. For instance, the MPI_AGGREGATE method enhances performance for highly parallel writes by assigning each writing process to a group, and assigning one process from each group (the aggregator) to perform all of the filesystem writes for the group. In contrast, use of the POSIX method allows the same application to forego this aggregation, resulting in every process writing its data independently. The selection of a particular write method can have a significant effect on write performance, though currently the user must make these kinds of choices based on experience or trialand-error or guesswork. Control over this and other similar functionality will need to be extended to allow external control by the Clerk based on the Manager's decisions.
2) Future Vision: We envision the view of data for publishers and subscribers will be changed dramatically. The data will be no longer simple streams of bytes to be exchanged in a static manner. Instead, it will be viewed as dynamic streams managed by a set of complex policies at runtime. For example, precisions of data can be adaptively changed and refactored over time, in ways similar to [29] . The data's locality can then be determined at runtime, as we have begun studying in the Sirius project [30] . Correspondingly, publishers and subscribers should be able to express such dynamism and need to understand and process data at runtime. In that regard, developing generic algorithms or methods to find multi-level/multi-resolution data representation will be valuable. Advanced subsetting and aggregation of data will be needed to support more iterative and stream-oriented analysis.
B. Clerk
At increasing scale and complexity, HPC applications will need to become more flexible and autonomous in producing and consuming data. To help keep the focus of Publishers and Subscribers on their own computational goals, the Clerk will be responsible for any and all in situ data services required between the Publisher and Subscriber. This extends beyond predefined data conversion or static intermediate data storage, to include actively performing services such as indexing and querying, format conversion and translation, or even changing data or its associated precision level. Managing such in situ services at run time will necessitate dynamic routing of data streams. In all of this, the clerk must be transparent and trustworthy. This means that its impact on the veracity of the data delivered from the publisher to the subscriber must be disclosed (via metadata) to the subscriber. Preferably, the nature of any change to the data should have intuitive interpretation to the scientist or else the system will struggle with acceptance in the scientific community.
The Clerk will be autonomous within the constraints given to it by the Manager in order to provide services in heterogeneous computing environments with dynamic factors. For example, the Manager (with input from the Consultant and Resource Manager) may alter compression ratio decisions depending on data quality at runtime, system usage, or disk availability, then dispatch the Clerk to execute the reduction accordingly. A similar applicable example is the one from Section II-B, where we highlighted how analysis and visualization services need to be deployed in a manner that respects time and accuracy requirements given the system constraints.
1) Current Research:
We have been incorporating some aspects of the Clerk into ADIOS. For instance, ADIOS has a transformation layer that allows compression services to be applied to data being written to disk. We have used this to compress data in multi-scale physics coupling experiments where two concurrent applications exchange data while running, as we demonstrated at SC 2017. Another example is the Sirius project [30] . Based on ADIOS, the project aims at developing a transparent layer to adaptively decompose data on users' behalf and store them in different levels of deep storage hierarchy to achieve optimal data placement for reading and writing [29] . This transformation capability not only allows data to be modified by the I/O system, but also adjusts the accompanying self-descriptive metadata to reflect how the transformed data relates to the original data. This is necessary because these data transformations can result in data with byte organization and dimensionality that is different from the data written by the application, and the metadata is used by the Subscriber to make sense of the reduced data.
SENSEI [31] , a project to develop infrastructure for in situ analysis, is noteworthy. SENSEI enables users to write an in situ method and deploy any number of in situ infrastructures to perform on-line and ad hoc functions to provide interoperability between concurrent processes or applications.
2) Future Vision: The Clerk makes decisions that affect the speed of data delivery as well as the veracity of the delivered data within parameters given to it by the Manager. The speed is largely independent of the science being done with many opportunities to research alternatives and extract optimized solutions to drive an autonomous Clerk. The veracity is more dependent on the science being done and requiring transparency and intuitive interpretation.
Optimizing the agility of the Clerk is an intriguing research direction. Plugins are responsible for communicating their relative internal performance data thorough the shared metadata infrastructure. When sufficient data or understanding of a given parameter space is available, it becomes possible to specify and solve a local optimization problem, leading to performance improvement. This means that a given Clerk service needs to be exercised in a wide variety of possible states at runtime to collect sufficient data. This variety may mean different hardware configurations, different compression and transport mechanisms, and different levels of veracity, all guided by an experimental design to get necessary performance information with respect to the parameters and their interactions. A carefully designed plug-in mechanism will allow self-tuning of Clerk operations.
Generic, information-theoretic methods for generating multi-resolution forms of data to enable later time vs quality trade-offs, should be further explored for future data refactoring; some initial work on mathematically robust approaches is already on-going [32] . With well-understood mathematical properties, they are well suited for understanding the impacts of error-levels in different resolutions. Schemas can be extended to not only include multiple resolutions but also to enable seamless access through popular analysis packages such as Pandas.
C. Consultant
Efficient and intelligent scientific data management at extreme scale requires a deep understanding of not only computing and storage systems' performance characteristics, but also scientific applications' usage patterns [33] . Thus, functionalities such as performance predicting, provenance learning, etc., are critical for scientific data management systems attempting to make advanced performance-or usage-influenced optimizations. In current systems, these functionalities are either missing or implemented in some ad hoc manner. Our vision includes a novel component, called the Consultant, that assembles these functionalities and provides consultation services regarding data refactoring, placement, and movement. Namely, the Consultant's major responsibilities include: 1) modeling and predicting the performance of computing and storage systems; 2) analyzing and understanding the provenance of scientific workflows; 3) providing guidance which can potentially make scientific data management more efficient by leveraging the results of performance prediction and provenance learning. These responsibilities make the Consultant a unique component in scientific data management systems, which can also lead to several open research challenges and opportunities.
1) Current Research:
A variety of methodologies and models have been proposed to study and understand performance statistics collected from HPC systems [34] , [35] , [36] , [37] , [38] . Based on the observed properties of I/O traces collected on Titan, [39] built a hidden Markov model to characterize and predict the I/O performance of the Lustre file system. Machine learning techniques were leveraged in [40] to build a decision tree based I/O prediction model using long-term I/O traces collected at LLNL. Performance of other components in the data management system, such as main memory [41] , nonvolatile memory [42] , [43] , MPI communication layers [44] , etc., have also been widely studied.
The concept of leveraging provenance data has also been studied. For example, the Kepler scientific workflow system [45] allows users to record provenance information at runtime, which can be queried, analyzed, and visualized to gain a deeper understanding of how certain results were obtained as the workflow was executed. In [46] , Deelman, et al. propose an approach to remove redundant workflow activities based on the availability of intermediate provenance data produced by previous execution. Heuristics for detecting task execution failure and re-executing failed tasks based on real-time provenance data is introduced in [47] . The potential of applying data mining techniques to provenance data to predict future workflow execution performance and optimize the computing resource allocation is discussed in [48] .
2) Future Vision: Though the references cited in the previous section have made significant progress, we see several opportunities for innovations related to the Consultant. Due to limited computing resources, the system might not be able to collect as much performance and provenance data as needed when the overhead of collection is too high. The Consultant should still be able to provide reasonable-quality services even in these scenarios. It is possible to leverage a priori understandings about systems and applications to reduce the amount of performance and provenance data required by the Consultant. An ideal Consultant needs to be fast enough to satisfy the timing requirements of scientific applications, which can be quite stringent. For example, near real-time decisions need to be made when processing and analyzing experimental data collected by some scientific instruments. This means the Consultant must be able to provide guidance within a very short amount of time. Moreover, since the performance and provenance data could change rapidly during runtime, the Consultant also needs to quickly adapt to these changes. Furthermore, in order to provide guidance that can potentially make scientific data management more efficient, the Consultant must have the capabilities to automatically find patterns and learn features from the performance and provenance data that has been collected. There are opportunities to leverage state-of-the-art analysis, modeling, and learning algorithm techniques to enhance the Consultant's predicting capabilities.
D. Resource Manager
A core requirement of our proposed framework will be the ability to dynamically tune workflows through intelligent resource management. Although this is closely related to the manager role, we distinguish the two because the resource manager is responsible for the actuation of control-plane decisions as opposed to the manager that determines the choices to be made. The resource manager is also most tightly coupled to the many existing technologies for resource management, including compute resources (CPUs and GPUs availability through batch schedulers and libraries like CUDA), memory and I/O pipeline components (system memory, HighBandwidth Memory, Burst Buffers), and information about the parallel file system and system status (through RAS and performance measurement tools). Depending on SLAs and runtime decisions, the Resource Manager allocates the appropriate resources to each part of the specified workflow, both for data-plane and control-plane components.
Intelligent resource management is especially critical in scenarios subject to load imbalance. Section II-B highlights how HPC analysis and visualization often fall under this category, whether it is on-node or off-node. The resources made available to perform these tasks can have a dramatic effect on the time required to complete.
Based on runtime feedback through its interface with the Manager, the Resource Manager may utilize GPUs to run an application, or it may co-locate simulation and analysis processes on compute nodes to reduce communication or I/O overhead on a congested system. The Consultant maintains information about different optimization techniques pertinent to system and workflow characteristics. The Resource Manager utilizes this information to tune a workflow dynamically.
1) Current Research:
Resource management when multiple components share a node, such as when computationally expensive Clerks must share space with a simulation, becomes very complex. In work such as Goldrush [49] , we investigate ways to exploit slack cycles in highly scalable HPC systems to complete complex in situ workflows. Landrush [50] similarly looks at how to time share slack cycles from GPUs, while GPU Share [51] looks at how to partition the streaming processors in the GPU for concurrent execution of components.
Network-focused task mapping has been an active research area in parallel and distributed computing [52] , [53] , [54] . The goal is to find an optimal layout of the processes of an application onto a given network topology. As part of our exploration of this resource manager space, we have tested using a graph theoretic task mapping approach called Task Graph Embedding (TGE) [55] for large-scale mapping of simulation and in situ workflow components.
2) Future Vision: The Resource Manager will play an important role in providing an abstraction to expose advanced HPC system capabilities (accelerators, memory hierarchies), as well as to leverage resources across multiple sites, including locations in the cloud, as a means for analyzing data as it is being generated. The Resource Manager will have sophisticated scheduling capabilities to efficiently schedule available resources amongst components of a workflow. Since a primary task of the Resource Manager is to manage resources to meet user constraints, this will involve developing smart algorithms that leverage historical information to schedule resources amongst codes and anticipated workflow components.
E. Manager
Given the potential complexity of the new roles and capabilities of this new approach, we also include a Manager that is responsible for balancing, correcting, provisioning, and generally orchestrating the complex and sometimes contradictory constraints imposed by users and the hardware. For a manager to be effective, it will need to be able to generate low-level policy directives for the clerk to carry out that satisfy the hard constraints (i.e. "Produce visualizations A, B, and C for some published simulation steps so that the latest visualization is no more than 10 seconds behind") imposed by incoming highlevel policies. At the same time, it will have to consider which soft constraints (i.e. "If possible, produce visualization D using currently allocated resources") can be met. This means that the management role, be it distributed or centralized, will need to have timely information about capabilities and constraints of the resources as well as the requested data access policies of the publishers and subscribers.
1) Current Research: Many of today's scientific workflows are static, which allow suitably crafted batch submission scripts to serve as a one-time-only management implementation. Optimizations, when performed, are mostly accomplished through iterative hand-tuning of these static workflows. Even for those that are more dynamic, the way that Manager and Resource Manager roles have been intertwined makes it difficult to separately discuss them. However, there have been some successful experiments at providing more flexible management orchestrators that fit our model.
Building on work with the ADIOS infrastructure, the previously mentioned Goldrush and Landrush had components of online management in addition to the resource management complexities. Digging into more of the issues of policy languages and automated enforcement of dynamic controls, the SODA project [56] built a reference shared control plane information bus and policy protocol. Elsewhere, in the ActiveSpaces project [57] , we explore the movement of code to data as well as data to code when using DataSpaces as an in-memory HPC staging service.
As part of the ECP CODAR project [58] , we are developing a set of tools to dynamically tune workflows. The Savanna library enables composing complex workflows consisting of multiple simulation and analysis components, and provides an interface to co-locate simulation and analysis processes to study the effects of such node-partitioning on I/O and system performance.
2) Future Vision: The great potential for intelligent I/O, with the ability to both apply learning techniques for automated improvements and higher-level user specification of intent, all comes together in the future innovations in the Manager role. There are a host of technical innovations that can be expected in policy expression and domain-specific languages, in distributed and parallel management processes, and in supervised and unsupervised learning for I/O performance tuning. The core of Manager's role should be built upon the research from the fields of logics and artificial intelligences, concerning computer aided planning, decision theory, automated theorem provers, optimization with constraints, etc.
V. PUTTING IT ALL TOGETHER: EARTH TOMOGRAPHY
Let us revisit the Earth tomography workflow that was described in Section II-C1 and envision how the new model's roles enable advanced application opportunities in the exascale (or post-exascale) era. Figure 5 describes the chronological set of events that occur in the system in terms of the communication between the various actors in the system. 1) First, the main application components (simulation, visualization) establish Service Level Agreements (SLAs) with the system. 2) As the forward modeling phase begins, the Consultant and the Manager communicate to prefetch the model file into a fast memory module such as the SSD storage on the system. At the same time, the Consultant collects live performance information and tunes the workflow to ensure SLAs are met. For example, it might consult a database of techniques for different optimization strategies and also looks up historical information from previous simulations. 3) Next, post-processing of the forward modeling phase is launched automatically as an in situ analysis application. Based on historical information, the Consultant provides information to the Manager about suitable ways to run the post-processing analysis component, and the Manager directs the Resource Manager to spawn the component application. 4) During the forward modeling phase, the Consultant mines live performance information to tune the workflow. To meet the SLA, it may advise that the data stream be compressed with a lossless compression technique. Data is stored in a self-describing file format such as ADIOS which contains information about the transform applied to the data. 5) When the forward modeling phase concludes, postprocessing is done automatically in a similar fashion, by consulting information obtained from previous runs. 6) The backward modeling phase begins. The Consultant advises the Manager to prefetch forward wavefields into a fast storage module (SSD). 7) Depending on the runtime I/O performance, the Consultant advises the Manager to optimize I/O. The Manager launches a staging routine through the Resource Manager to write image output asynchronously. 8) After the backward modeling completes, the postprocessing workflow is launched , again with parameters determined suitable from historical information.
VI. CONCLUSIONS
Increasing hardware complexity and new application requirements are driving the need for Intelligent I/O capabilities at the intersection of HPC and Big Data. Through current work, we have developed an extended abstraction for the publish/subscribe approach that enables both messaging and mass storage I/O as well as future innovation through modeling and learning. These extensions are organized around distinct roles in either the data-or control-plane that interact through policies that describe intentions and constraints and through metadata that describes what has been or should be done. This extended Publish/Subscribe abstraction, with its Clerks, Consultants, Managers, and Resource Managers, forms the basis for an Intelligent I/O System capable of managing the data needs of the next generation of scientific applications.
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