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Abstract
This paper describes an algorithm to determine the
performance of real-time systems with tasks using
stochastic processing times. Such an algorithm can
be used for guaranteeing Quality of Service of periodic
tasks with soft real-time constraints. We use a discrete
distribution model of processing times instead of worst
case times like in hard real-time systems. Such
a model gives a more realistic view on the actual
requirements of the system. The presented algorithm
works for all deterministic scheduling systems, which
makes it more general than existing algorithms and
allows us to compare performance between these
systems. To demonstrate our method, we make a
comparison between the performance of the well known
scheduling algorithms Earliest Deadline First and Rate
Monotonic. We show that the complexity of our
method can compete with other algorithms that work
for a wide range of schedulers.
Keywords: Scheduling, Soft-Real-Time, Stochastic,
Dynamic Programming.
AMS classification: 68M20
1 Introduction
Many modern devices have to be able to process
streams of data. These streams often consist of tasks
arriving at regular intervals, where each task has to be
processed within a fixed real time interval (RT). With
the increasing use of RT systems, the techniques for
building these systems have been described in many
papers. In particular, scheduling techniques for single
processor systems have been studied extensively for
optimality [7] [14] [13] [9], for feasibility conditions [3]
[2] [13] [9], and for worst case response [15]. In this
paper we focus on single processor systems, but it is
likely that the underlying ideas of these techniques can
also be applied in a distributed RT environment [14]
[11].
If several streams have to be processed on a single
processor, there is a risk that some tasks may not
complete before their deadlines. In hard real-time
systems, this is not acceptable. However, with the
increase of all kinds of multimedia devices, where
occasionally missing a deadline can be tolerated, soft
deadlines become more acceptable. In this context it is
of importance to know how many deadlines are missed.
Finding the number of missed deadlines is easy when
dealing with deterministic processing times, but we run
into problems when processing times are stochastic.
Tasks might for example have a certain amount of
jitter on their processing times. We still might use
the deterministic methods to check just the worst case
scenarios. However, using the worst cases, may lead to
an oversized system that, in reality, is idle most of the
time. Therefore, if missing a deadline occasionally is
acceptable, it becomes an important question how we
can scale our system to achieve the performance level
that we tolerate, in terms of missed deadlines.
There exist several scheduling methods that can deal
with periodic tasks and try to prevent deadlines being
missed (see e.g. [13]). Although fast algorithms
exist to check if a given scheduling method will result
in a deadline being missed, there are few efficient
algorithms [10] to calculate the expected number
of missed deadlines. This paper describes such an
algorithm with three important features:
1. It can take into account the effect of variation in
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processing times.
2. It can compare hard vs. soft-real-time.
3. It can compare different scheduling techniques.
Using this algorithm, we can evaluate and compare
many different scenarios. We can use most priority
driven scheduling methods like EDF (Earliest Dead-
line First), FIFO (first in first out), DM [13] (Deadline
Monotonic), RM (Rate Monotonic), and timeline pri-
ority driven scheduling. We can also either enable or
disable preemption at will. In the following sections we
demonstrate how these features are realized and how
they can be used.
The remainder of this paper has the following struc-
ture. We start with introducing related work in Sec-
tion 2. Section 3 deals with the model we use and the
assumptions we make. In Section 4 we explain an al-
gorithm that checks schedulability. The complexity of
this algorithm is discussed in Section 5. Some simula-
tions have been run with this algorithm and the results
are detailed in Section 6. The paper ends with some
concluding remarks.
2 Related Work
Many computer systems have to deal with periodic
tasks. Tasks like this can consist of things like
audio or video streams, sensor data, control signals or
radio signals. Usually periodic tasks have deadlines
associated with them, specifying the time a task
should be ready. This introduces the so-called
deadline driven scheduling methods, like EDF, other
scheduling methods work with static priorities, like
RM. Distinctions between real-time paradigms can be
made based on the desired behavior of the system. The
most common is hard real-time, where all deadlines
have to be met. Systems in which occasionally missing
a deadline is acceptable are classified as soft real-time.
Unfortunately this classification is not very specific.
It does not mention how many deadlines can be
missed, or what happens if a task misses its deadline.
Alternative classifications are described in [4], [5] and
[1] where we encounter terms like weakly-hard real-
time, probabilistic hard real-time and firm real-time.
Some papers also use alternative definitions for ”soft
real-time”. Most of these definitions allow for some
deadlines to be missed, but want to maintain a certain
service level. This is exactly the area where our
algorithm can be used to calculate performance.
Many studies in this area look at approximations of
the performance in some way, by using (worst-case)
estimates. This includes for example Probabilistic
Time Demand Analysis (PTDA) [16] and Stochastic
Time Demand Analysis (STDA) [8]. STDA only works
with fixed priority schedulers, however, and focusses
on finding a lower bound on the number of missed
deadlines, while PDTA is even more limited.
In [10] a method for obtaining an exact performance
measure of a periodic real-time system is introduced.
It allows for all priority-driven scheduling methods and
assumes a discrete distribution of processing times,
similar to our method. The main difference is in the
complexity of the algorithms, as we will explained
in more detail in Section 5. An advantage of our
algorithm is that it is able to handle non preemptive
scheduling and tasks with dynamic priorities.
3 Problem Definition
We consider a task set Ω with n different periodic tasks.
Each task τi ∈ Ω has a period Ti, a phase φi and a
deadline interval Di. The period Ti denotes the time
distance between two consecutive occurrences of task
τi. We assume each task will be released at the start
of its period and has to be finished within Di ≤ Ti
time units. Furthermore, the processing time Ci of
task τi is a stochastic variable with distribution Fi.
The release times and deadlines of the occurrences of
the periodic tasks are determined by the first release
of the task and, thus, can be calculated in advance.
The processing time Cki of the kth occurrence of τi is a
realization of the of the distribution Fi and is assumed
to be independent of other occurrences of this task.
Let rki (d
k
i ) be the release time (deadline) of the kth
occurrence of task τi. For reasons of simplicity we often
use ri (di) to denote the release time (deadline) of the
current occurrence of τi. In this paper we assume that
if a task still needs processing time when it reaches its
deadline, that load will be discarded. This is, however,
not a hard restriction on our algorithm, but it does help
to reduce processing times by reducing the number of
states.
The approach presented in this paper assumes the
number of possible realizations for Fi to be finite.
Although this a restriction, in practice this assumption
can be made most of the time. One reason is that
time often is discretized, but, furthermore , in many
applications a given process can be characterized in
sufficient detail by only a few different processing times.
The phase φi of a task determines how the release
moments of two different tasks are related to each
other. If all tasks have φ = 0, then all tasks are released
at t = 0. For every k and i we have the property
rki mod Ti = φi. In this paper we are mainly concerned
with the case where all phases are zero, since this is
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usually (close to) the worst case.
The task set Ω now has to be performed by a single
processor. For this we assume a scheduling method
SM to be given. This scheduling method SM may be
any priority driven scheduling approach (e.g. EDF [13]
scheduling, a widely accepted form of deadline driven
scheduling) but more complex methods are possible
as well. Furthermore, SM can include the use of
preemption if necessary.
The problem now is to develop an algorithm which is
able to evaluate the performance of SM on a given task
set Ω.The performance is measured as the estimated
number of missed deadlines.
4 A performance analyzer
This section describes the proposed algorithm for
solving the problem stated in the previous section.
First we give some examples of technical problems
faced and then we present the ideas of the proposed
algorithm.
When looking at stochastic processing times, there are
some hurdles when calculating the probability that a
deadline will be missed. For example, suppose we
have two tasks, τ1 and τ2, that are both released at
time 0 and τ1 has a smaller deadline (d1 < d2). The
probability that τ2 will meet its deadline is not simply
P (C1+C2 ≤ d2). The problem is that τ1 might already
have missed its deadline. Since it would stop processing
at its deadline, τ1 would not take C1 but d1 time.
Hence the formula should be P (C1 ≤ d1)∗P (C1+C2 ≤
d2) + P (C1 ≥ d1) ∗ P (d1 + C2 ≤ d2).
The situation is even more complicated if τ2 arrives
in the system (at r2) later than τ1 but before d1, i.e.
r1 < r2 < d1; see Figure 1. In this figure, arrows
pointing up represent releases, whereas the arrows
pointing down are deadlines and the grey areas depict
the processing times of a task. We assume that r1 = 0.
τ1
τ2
Figure 1: Example
In this case we have a certain probability that C1 < r2,
leaving the processor idle for some time. Thus, adding
C1 and C2 does not correctly describe the completion
time of τ2. Instead, we get the following more complex
equation for this probability:
P (C1 < r2) ∗ P (r2 + C2 ≤ d2)
+P (r2 ≤ C1 < d1) ∗ P (C1 + C2 ≤ d2)
+P (C1 ≥ d1) ∗ P (d1 + C2 ≤ d2)
The equation is split up into three conditions. Now
this is only a small model with two tasks. The
equation may keep splitting with each deadline or
arrival event. Although a few of these conditions
might at some point be joined, the rate at which the
number of conditions expands will generally grow very
fast, making this type equations unmanageable.
If we use a discrete distribution, with a limited number
of possible realizations for the processing times of
the tasks, we can avoid some of the problems that
burden the continuous case. This can be done by using
dynamic programming to join the ”split ups”. In the
given model, the system is at each time in some state
with a certain probability. Let St = {st1, st2, . . . stnt}
be the set of all possible states at time t. Each state
s ∈ St contains a list Qs and the probability ps of
being in this state. The list Qs consists of tasks that
still need to be processed, paired with their remaining
processing time. If we do not allow preemption, then
the state needs two extra variables, containing the task
currently being scheduled and its remaining processing
time.
To be able to evaluate how a scheduling method SM
processes a task set Ω in a certain time period, we
have to adjust every state, to reflect how the system
in that state would have evolved when scheduled by
SM . For adjusting the states, the relevant times to
be considered are when a new task enters the system
or when a task reaches its deadline. In between two
consecutive event times, ti and ti−1, no new states
emerge. Only the values of the remaining processing
times within the states change, according to the
scheduler SM . Thus, the relevant times are given
by the multiset T = {t1, t2, t3, . . .} of all deadline
and release times. This multiset has the property
that t1 ≤ t2 ≤ t3 ≤ . . . and if times are equal, the
deadline events occur before the release events. We
define a function FSM (stij , ti, ti+1)s
ti
j → sti+1j , that
describes the change of the state stij ∈ Sti within the
time interval [ti, ti+1] due to SM . The resulting state
FSM (stij , ti, ti+1) belongs to Sti+1 . Note, that the used
function F depends on the scheduler used. If the set
St = {st1, st2, . . . stk} consists of all states at time t,
we obtain Sti+1 by applying FSM to all sj ’s from Sti .
The first thing FSM does is to calculate ti+1 − ti and,
if this is not zero, it updates the state according to
SM . This means that some tasks in the new state
have less load than they had in sti−1j . If the event at
3
ti is a deadline of a task τj , FSM checks if τj has any
load left. If this is the case, task τj has missed its
deadline, thus, the task is removed from Qs and ps
is added to the expected number of errors. If FSM
has been applied to all states in Sti , we check if there
are any identical states in the resulting set Sti+1 . If
this is the case, we merge them, i.e. if the states s1
and s2 have Qs1 = Qs2 , we set ps1 to ps1 + ps2 and
then delete s2 from S. Two different states can end
up being identical for several reasons. For example,
during [ti, ti+1] both states end up being idle. How
they reached this point is no longer important now.
If the event at ti is a release event of τj , then
the output of FSM is not one state, but several
states. Each output state corresponds to a different
realization of the processing time Cj of τj and the sum
of the probabilities corresponding to these new states
is equal to the probability of the original state. What
FSM does in this case is basically a convolution of the
original states with the possible processing times of
the released task.
Example: Consider a system with tasks τ1 and τ2
with r1 = 0, r2 = 1 and d1 = 3. Let both C1 and C2
be either 1 or 2 with probability 0.5. The list of states
S starts with one state that does not contain any load.
At r1 this state splits up into two new states. Qs1 has
processing time of 1 left for τ1, while in Qs2 it has
residual processing time 2. Both p1 and p2 are 0.5.
The next event is at r2. We note that one unit of time
has passed and adjust the states accordingly. This
results in Qs1 being empty and Qs2 having processing
time 1 for τ1. At this point we release the new task,
splitting off the existing states. Now we will have
four different states each with probability 0.25. Now
the next event is d1. We now have some states with
residual processing time for more than one task. In
this case it depends on which scheduling algorithm we
use which task gets priority. Supposing we use EDF,
we obtain 3 states with no load left and one state with
processing time 1 left for τ2. We process the deadline
of τ1, but since none of the states have any load left for
τ1 we conclude no deadlines have been missed. Now
we check for identical states and see we can reduce the
number of states to two. One state has a 0.75 proba-
bility and has no load left. The other state has a 0.25
probability and has to run τ2 for one more time unit.
The process we just described can be reviewed in Table 1
Using the afore described process, we can evaluate
the schedulability of the tasks by moving along the
time-axis and at each deadline or release of a task
adjusting all states and their probabilities. What
event time probability time left t1 time left t2
r1 0 0.5 1 0
0.5 2 0
r2 1 0.5 0 0
0.5 1 0
r2 1 0.25 0 1
0.25 0 2
0.25 1 2
0.25 1 1
0.25 1 2
d1 3 0.25 0 0
0.25 0 0
0.25 0 0
0.25 0 1
d1 3 0.75 0 0
0.25 0 1
Table 1: States
remains, is to determine a suitable time interval over
which the system is evaluated. If we consider hard
real-time, the highest probability for an error to occur
is if all tasks arrive at the same time, resulting in
the maximum amount of load at one time. If we
start by releasing all tasks at the same time and this
always results in an idle system after some time with
the expected numbers of missed deadlines being zero,
we can stop our checking and conclude that we can
schedule the task set without missing any deadlines. In
all other cases, the task set cannot be scheduled safely.
In the case of SRT, the situation is quite different. If
we start again with a state where the load is maximal,
we cannot stop the evaluation if the system is idle and
take the estimated number of missed deadlines as final,
unless this number is zero. The reason for this is that
it is still possible to miss deadlines later on, although
the probability is lower since we won’t have a period
with as much load as at the start. As a consequence of
the above considerations, the algorithm should check a
time interval equal to the least common multiple of the
periods of all the tasks. At this point, the system is in
the same state as it was at the start. There should not
be any tasks left in our system at this point, since all
our tasks have deadlines shorter than their periods.
Another problem is that if more than one deadline can
be missed, the scenario where all tasks arrive at time 0
is not necessarily the worst case. This means we have to
check all possible phase shifts. The maximum number
of unique phase shifts depends on the greatest common
divisors of the tasks. If t0 has the longest period and
n is the number of tasks then
∏i=n
i=1 GCD(T0, Ti) is
the total number of unique phase shifts. Checking
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every possible phase shift is not always necessary since
introducing phase shifts does not dramatically increase
the number of deadline misses most of the time. Only
if all phases are possible and absolute certainty about
the number of missed deadlines is required. This last
condition, however, is usually contrary to the nature of
soft real-time.
5 Complexity
In this section we derive the worst case time complexity
of the method we introduced and compare it with the
complexity of the method in [10].
Since feasibility analysis of an arbitrary periodic task
system is shown to be co-NP-hard in the strong sense
[12], it is not likely that there is a way to get an exact
performance measure in polynomial time, even more so
when we are dealing with stochastic processing times.
If we’d introduce different phase shifts for tasks, the
problem would be even harder, but we are ignoring
those. We show in this section that our algorithm has
a total complexity of O(qnmn). In this formula n is the
number of tasks, m is the maximum processing time of
any one task, while q represents the total number of
deadline and release events in one hyperperiod.
At each of these events our algorithm performs a
number of operations, but unfortunately, the number
of events in one hyperperiod can grow exponentially.
Given a set of n tasks Ω = {τ1 . . . τn} we can calculate
the hyperperiod TH as the l.c.m. of {T1 . . . Tn}. In
the worst case, where all periods are distinct prime
numbers, we have TH =
∏n
i=0 Ti. The number of
events in TH , q, is equal to two times the total
number of jobs, N . If Nj denotes the number of
jobs of τj during TH ; i.e. Nj = TH/Tj ; we have
N = TH
∑n
j=0 1/Tj . Since T
H can grow exponentially
in n, the number of events we have to process, q, can
also grow at this rate.
At each event, at most two actions take place. The
first action that can take place if time has passed since
the last event, is using the scheduling algorithm on all
states to determine how they should be changed. We
denote the effort of the scheduling algorithm for one
state by Cnsched. We assume that the time this takes
is near linear in n. Another important influence on
the on the complexity of our approach is the maximum
number of states, |St|. This number is determined by
the maximum processing time for every task. If m is
the maximum processing time for all tasks τi, then we
can derive that for any time t, |St| ≤
∏n
i=0m ≤ mn. If
we are not using preemption, |St| is much smaller, since
per state only one task can be in the middle of being
processed. All other tasks are ready or have their full
processing time still left. This would lead to a number
of states smaller or equal to m ∗ (h+1)n−1, where h is
the maximum number of different realizations for any
task.
The second action depends on the type of event. In
the case of a deadline event we have to merge identical
events. This is possible in constant time assuming we
already assigned memory for all possible states. In the
case of a release event we add new states. If cnumj is
the number of possible realizations of a released task
τj at time ti, then St ≤ Sti−1cnumj , making this action
linear in the number of states.
The above argumentation gives an approximation of
the total complexity of our algorithm of O(qnmn). If
we compare this to the O(q3m2) complexity of the
methods in [10], we see that if the number of events, q,
is high, our performance can be much better. This is
because although that paper claims a polynomial time
performance, it fails to take the exponential nature of
q into account. In situations where m or n is high, our
algorithm might start to perform worse.
This difference in complexity of our algorithm and the
algorithm of [10], is explained by the fact that the
latter has a smaller state space. In their algorithm,
the processing times of separate tasks can be added
because the algorithm has to do a separate calculation
for each deadline, while in our algorithm, the results
are calculated in one run.
6 Testing and Comparing
Scheduling Methods
In this section we first evaluate the performance of
the introduced algorithm by applying it to uncompli-
cated examples from the well known EDF and RM
scheduling methods using different parameters. After
this evaluation, we demonstrate the abilities of our
algorithm to deal with stochastic processing times. We
show the difference between achieved load estimations
by taking into account the stochastisity and by using
worst case considerations. To show the versatility of
our algorithm, we introduce versions of EDF and RM
that are modified for overload situations, and compare
their performance to their unmodified form.
For our tests we use instances with different parame-
ters. The most important parameters are the system
workload W , the number of tasks n, and for every task
τithe length of periods Ti, the variation in periods,
and the variation in the processing times, ji. The
workload determines how much time is necessary
to process all the tasks in the system over a longer
period of time, and we measure it as a percentage of
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the maximum utilization. The periods of the tasks
influence the length of the hyper period and thus
the number of events. Randomly picking periods
from a small interval (in our case from 2 to 10) and
then multiplying all periods with a fixed number
gives the opportunity to introduce variation in the
processing times, without increasing the length of the
hyperperiod too much, thus keeping the number of
events q limited. To generate the processing times,
we first randomly generate fractions fi for each task
τi (
∑
fi = 1). Using these fractions and a given
total load, we can calculate individual loads for each
task resulting in a given average processing time
pi = W · Ti · fi for each task τi. For generating a
distribution on the processing times, we use for these
examples two processing times pi + ji and pi − ji for
task τi both with probability 0.5. In our tests, j is
equal to 2 for all tasks, unless otherwise indicated. If
pi − ji < 1 we take a processing time of one instead.
This construction of the processing times models jitter
j of the processing times. All our tests were performed
on a standard desktop computer with a Pentium IV
type processor.
In our first test, we show how the run time of our
algorithm correlates with an increasing number of
tasks. We use four different scheduling methods (EDF
and RM, with and without preemption) to show
their effects on the run time. We use random periods
between 2 and 10 and scale them by a factor of 10. The
total load of the system is set to 110%. In Figure 2 we
see an increase in the processing time if the number of
tasks increases. This increase is the most extreme for
the combination of EDF and preemption. In the cases
where we use RM, our algorithm uses less computation
time. The average number of states that our algorithm
needs tends to be much smaller for RM, especially
when preemption is used. We attribute this behavior
to the high predictability of tasks with small periods,
due to RM’s static priorities. This predictability is
increased by preemption.
We also investigated the effects of longer periods on
the run time of our algorithm. For this goal, we
created instances using the same basic values for the
periods (i.e. leading to the same number of events,
q), but scaling them by different scaling factors. The
jitter has also been scaled by the same factor. With
this kind of scaling, while still using integers, we
obtain a finer granularity of results, leading to more
precision. Scaling leads to longer processing times
for larger scaling factors, because it increases the
maximum processing time m (see previous section).
The processing times were chosen such that we always
achieved the same load (110%). In Figure 3 we see an
increase in processing time for bigger scaling factors.
Like in the pervious test, EDF is performing worse
than RM, but to a lesser extent. Using preemption did
not lead to a big increase in the number of states (and
thus the running time) that could be expected from
the complexity results from the previous section. It
seems scaling has less effect on our algorithms running
time than the number of tasks. Since scaling allows
for a better granularity in approximations, this is good
news.
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Figure 2: The effects of the number of tasks on
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Figure 3: The effects of scaling on processing time.
In the following test we show how using worst case
approximations for processing times can easily lead to
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overestimating the necessary system resources. This
test uses EDF with preemption, but other scheduling
methods show similar behavior. In Figure 4 we give
the results for a test with jitter j = 2 for all tasks.
The top line represents the worst case scenario with
processing times p + j, the other two lines represent
the average case (processing time p) and the stochastic
approximation (p ± j). We can clearly see a large
difference between these two lines, and the worst
case scenario. It is obvious that using the worst
case scenario leads to a bad performance prediction.
A system designed to handle a certain load based
on the worst case scenario will in reality be able
to handle a load of more than 20 percent higher.
As a surprising side result, we see that using the
average case processing is a good approximation for
estimating the number of missed deadlines. However,
this might be different if processing times have a
different distribution, where the the realizations of one
task can be more diverse than in the setting chosen in
this test.
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Figure 4: Stochastic processing times vs worstcase
One disadvantage of the tested scheduling methods
in high load situations is that they may spend a lot of
time working on tasks that will most likely not meet
their deadline. Therefore in such high load situations
it might be useful to look ahead. More precisely, we
have modified RM and EDF such that at the time a
job is about to be scheduled the scheduler checks if
the avarage processing time of this task is longer than
the time till its deadline. If this is the case, the job
is dropped. We show this method for non-preemptive
scheduling only, since a preemptive algorithm would
require a much more complicated structure.
Leaving out late tasks has advantages in high load
situations as can be read from Figure 5. At lower
loads the advantage turns into a disadvantage, since
we are dealing with averages and there might be a
chance the task would not be late if it was lucky and
has a short processing time. This scheduling method
works well if the scheduler has information about the
average processing time. For example, in an advanced
system, the scheduler would be able to keep track
of processing times and calculate an average after
gathering sufficient data.
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Figure 5: The effects of removing late tasks (LD).
7 Conclusion
Using methods derived from dynamic programming,
allows to check effectively how many missed dead-
lines we may expect in a periodic system with soft
real-time constraints. Although running times are still
exponential in the worst case, this algorithm generally
offers a significant boost in speed. Our algorithm
can be modified to work with both hard and soft
deadlines or deal with almost any kind of scheduling
method. We have assumed discrete distributions
of the processing times with a limited number of
realizations. We believe these assumptions allows us
to closely approach reality. Future research needs to
be done, to see what kind of distributions are good
approximations for the run times of different tasks.
Based upon our findings in testing several schedul-
ing algorithms, it we believe advantageous to use
specialized algorithms to schedule tasks with soft
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deadlines under overload conditions more efficiently.
Such algorithms would need a mechanism to pre-
vent too much time being spent on tasks that will,
with high probability, not meet their deadlines anyway.
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