Dynamical braces and dynamical Yang–Baxter maps  by Matsumoto, Diogo Kendy
Journal of Pure and Applied Algebra 217 (2013) 195–206
Contents lists available at SciVerse ScienceDirect
Journal of Pure and Applied Algebra
journal homepage: www.elsevier.com/locate/jpaa
Dynamical braces and dynamical Yang–Baxter maps
Diogo Kendy Matsumoto ∗
Department of Mathematics, Fundamental Science and Engineering, Waseda University, 3-4-1 Okubo, Shinjuku-ku, Tokyo 169-8555, Japan
a r t i c l e i n f o
Article history:
Received 14 October 2011
Received in revised form 26 April 2012
Available online 15 June 2012
Communicated by C. Kassel
MSC:
Primary: 81R50; 17D99
a b s t r a c t
In this article, we propose the concept of a dynamical brace, which is an algebraic system
that corresponds to a certain class of dynamical Yang–Baxter maps. Moreover, we study
combinatorial aspects of the dynamical brace.
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1. Introduction
A dynamical Yang–Baxter (DYB) map is a set-theoretical solution of the dynamical Yang–Baxter equation. The DYB map
was proposed by Shibukawa [9] as a generalization of the Yang–Baxter (YB) map. The YB map is a set-theoretical solution
of the Yang–Baxter equation that plays an important role in many contexts such as bijective 1-cocycles [3], semigroups of
I-type [4], and many other objects [5,7,8].
Let X,H be non-empty sets and φ amap from H×X to H . The DYBmap associated with X,H, φ is a map R(λ) from X×X
to X × X , that satisfies the following relation for all λ ∈ H:
R23(λ)R13(φ(λ, X (2)))R12(λ) = R12(φ(λ, X (3)))R13(λ)R23(φ(λ, X (1))), (1)
(see Definition 2.1), where X = H and X is a left quasigroup. Shibukawa [10] described a certain class of the DYB map by
using a ternary system.
In this paper, we study the structure of DYB maps from algebraic and combinatorial viewpoints. First, we propose an
algebraic system called a dynamical brace (d-brace). This is a generalization of the brace that was proposed by Rump [8]
to construct YB maps. DYB maps corresponding to a d-brace are right non-degenerate and satisfy the unitary condition.
Second, we show that a d-brace can be expressed as a certain family of subsets of a semidirect product of an abelian group
and its automorphism group. Through this combinatorial expression, we show that a directed graph is determined from a
given d-brace and we prove the properties of the d-brace.
This article is organized as follows. In Section 2, we present the definition of the DYB map and some basic notions. In
Section 3, we state the relation between braces and YB maps as proved by Rump in [8]. We also introduce the d-brace and
prove the relation between the d-brace and the DYB map. Moreover, we present the relation between the d-brace and a
brace in a special case. In Sections 4 and 5, we study the combinatorial aspects of the d-brace and introduce graphs of the
d-brace, and finally, we present several examples of d-braces.
∗ Tel.: +81 3 5286 3000; fax: +81 3 5286 3500.
E-mail address: diogo-swm@akane.waseda.jp.
0022-4049/$ – see front matter© 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpaa.2012.06.012
196 D.K. Matsumoto / Journal of Pure and Applied Algebra 217 (2013) 195–206
2. Dynamical Yang–Baxter maps
Let X,H be non-empty sets and φ a map from H × X to H . We call elements of H dynamical parameters.
Definition 2.1. A map R(λ) : X × X → X × X (λ ∈ H) is a dynamical Yang–Baxter (DYB) map associated with X,H, φ if
R(λ) satisfies the following equation on X × X × X for all λ ∈ H:
R23(λ)R13(φ(λ, X (2)))R12(λ) = R12(φ(λ, X (3)))R13(λ)R23(φ(λ, X (1))). (2)
Here R12(λ), R12(φ(λ, X (3))), . . . are maps from X × X × X to X × X × X defined by
R12(λ)(a, b, c) = (R(λ)(a, b), c),
R12(φ(λ, X (3)))(a, b, c) = (R(φ(λ, c))(a, b), c) (a, b, c ∈ X).
As a special case of DYB maps, we can define YB maps as follows.
Definition 2.2. A map R : X × X → X × X is a Yang–Baxter (YB) map if R satisfies the following equation on X × X × X:
R23R13R12 = R12R13R23. (3)
Here Rij are defined in a manner similar to that in the definition above.
As can be seen from the above definitions, a YBmap is simply a DYBmap that is independent of the dynamical parameter.
We represent a map R(λ) : X × X → X × X (λ ∈ H) by
R(λ)(a, b) = (Rλb(a),Lλa(b)) (λ, a, b) ∈ H × X × X . (4)
For (a, λ) ∈ X × H , we define maps Lλa : X → X,Rλa : X → X by
Lλa : b → Lλa(b),Rλa : b → Rλa(b). (5)
For λ ∈ H , we set Lλ : X × X → X,Rλ : X × X → X by
Lλ : (a, b) → Lλa(b),Rλ : (a, b) → Rλb(a). (6)
Let L be a map λ → Lλ andR a map λ → Rλ. We obtain the next lemma by rewriting the definition of the DYB map.
Lemma 2.1. A map R(λ) : X × X → X × X (λ ∈ H) associated with X,H, φ is a DYB map if and only if L,R satisfy the next
three relations for all (λ, a, b, c) ∈ H × X × X × X:
Lλa · Lφ(λ,a)b = LλLλa (b) · L
φ(λ,Lλa (b))
Rλb (a)
, (7)
Rλ
(L
φ(λ,Lλa (b))
Rλb (a)
(c))
· Lλa(b) = Lφ(λ,L
λ
aL
φ(λ,a)
b (c))
(Rλ
L
φ(λ,a)
b (c)
(a))
·Rφ(λ,a)c (b), (8)
R
φ(λ,Lλa (b))
c ·Rλb(a) = Rφ(λ,L
λ
aL
φ(λ,a)
b (c))
(R
φ(λ,a)
c (b))
·Rλ
L
φ(λ,a)
b (c)
(a). (9)
Proof. The proof is straightforward. 
Definition 2.3. Let R(λ) be a DYB map associated with X,H, φ.
1. We say that R(λ) is left non-degenerate if the map Rλa is a bijection, and we say that R(λ) is right non-degenerate if
the map Lλb is a bijection for all (λ, a, b) ∈ H × X × X . When R(λ) is left and right non-degenerate, we simply call it
non-degenerate.
2. Let P be a map from X × X to X × X defined by P(a, b) = (b, a). We say that R(λ) satisfies the unitary condition if R(λ)
satisfies PR(λ)PR(λ) = idX×X for all λ ∈ H . When the DYB map satisfies the unitary condition, we simply call it a unitary
DYB map.
3. The next condition about a map φ : H × X → H is called the weight-zero condition:
φ(φ(λ, a), b) = φ(φ(λ,Lλa(b)),Rλb(a)),
for all (λ, a, b) ∈ H × X × X .
Lemma 2.2. A DYB map R(λ) : X × X → X × X(λ ∈ H) associated with X,H, φ satisfies the unitary condition if and only if
L,R satisfy the next two relations for all (λ, a, b) ∈ H × X × X:
Lλ
Lλa (b)
·Rλb(a) = a, (10)
Rλ
Rλb (a)
· Lλa(b) = b. (11)
Proof. The proof is straightforward. 
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Example 2.1. 1. Let X be a non-empty set and idX×X the identity map. Then, (X, idX×X ) is a unitary YB map. We call this YB
map the trivial solution.
2. (Lyubashenko, see [3]) Let X be a non-empty set, and r : X × X → X × X, (a, b) → (R(a),L(b)). Here, L and R are
maps from X to X . Suppose that L andR are bijections. Then, (X, r) is a YBmap if and only if LR = RL. Moreover, (X, r)
satisfies the unitary condition if and only ifR = L−1. We call this solution (X, r) the permutation solution.
The following proposition gives relations between two DYB maps associated with distinct spaces.
Proposition 2.1 (Y. Shibukawa [9]).
1. Let H be a non-empty set and R′(λ) a DYB map associated with X,H ′, φ. If there exist maps ψ : H → H ′ρ : H ′ → H(ψρ =
idH ′), then the map R(λ) : X × X → X × X (λ ∈ H), R(λ) = R′(ψ(λ)) is a DYB map associated with X,H, ρφ(ψ × idX ).
2. Let X be a non-empty set and R′(λ) a DYB map associated with X ′,H, φ. If there exist maps ρ : X ′ → Xψ : X → X ′ such that
(ψρ = idX ′), then the map R(λ) : X × X → X × X (λ ∈ H), R(λ) = (ρ × ρ)R′(λ)(ψ × ψ) is a DYB map associated with
X,H, φ(idX × ψ).
Definition 2.4. Let R(λ) be a DYB map associated with X,H, φ and R′(λ′) a DYB map associated with X ′ ,H ′ , φ ′ . R(λ) is
equivalent to R
′
(λ
′
) if and only if there exist two bijections F : X → X ′ , p : H → H ′ such that
1. pφ = φ ′(p× F),
2. (F × F)R(λ) = R′(p(λ))(F × F),
for all λ ∈ H .
The next theorem shows that the right non-degeneracy condition and the unitary condition are suitable conditions for
simplifying DYB maps. In [7], Rump showed this for YB maps.
Theorem 2.1. Let Lλa : X → X be bijections for all (a, λ) ∈ X × H, andRλb(a) := (LλLλa (b))
−1(a). Suppose that the maps Lλa ,Rλb
satisfy the relation (7) of Lemma 2.1. Then a map R(λ) : X × X → X × X defined by
R(λ)(a, b) := (Rλb(a),Lλa(b)) = ((LλLλa (b))
−1(a),Lλa(b))
is a right non-degenerate unitary DYB map associated with X,H, φ.
Proof. First, we show that the relation (8) follows from the relation (7). Put A = Lφ(λ,Lλa (b))
Rλb (a)
(c), B = LλaLφ(λ,a)b (c). Then,
LHS of (8) = RλALλa(b)
= (Lλ
Lλ
Lλa (b)
(A)
)−1Lλa(b)
= (LλB)−1Lλa(b),
RHS of (8) = Lφ(λ,B)
(Rλ
L
φ(λ,a)
b (c)
(a))
Rφ(λ,a)c (b)
= Lφ(λ,B)
(LλB )
−1(a)(L
φ(λ,a)
L
φ(λ,a)
b (c)
)−1(b).
Therefore, we must prove (LλB)
−1Lλa(b) = Lφ(λ,B)(LλB )−1(a)(L
φ(λ,a)
L
φ(λ,a)
b (c)
)−1(b).We have
(Lλa)
−1LλBL
φ(λ,B)
(LλB )
−1(a)(L
φ(λ,a)
L
φ(λ,a)
b (c)
)−1(b) = (Lλa)−1(LλaLφ(λ,a)Rλ
(LλB )
−1(a)(B)
)(L
φ(λ,a)
L
φ(λ,a)
b (c)
)−1(b)
= Lφ(λ,a)
Rλ
(LλB )
−1(a)(B)
(L
φ(λ,a)
L
φ(λ,a)
b (c)
)−1(b)
= b.
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Next, we show that the relation (9) follows from the relation (7).
Put X = Lλa(b), Y = Lφ(λ,L
λ
a (b))
Rλb (a)
(c), Z = LλX (Y ). Then,RλY (X) =LHS of (8) and
LHS of (9) = (Lφ(λ,Lλa (b))
L
φ(λ,Lλa (b))
Rλb (a)
(c)
)−1(Lλ
Lλa (b)
)−1(a)
= (LλXLφ(λ,X)Y )−1(a)
= (LλZLφ(λ,Z)RλY (X) )
−1(a)
= (Lφ(λ,Z)
RλY (X)
)−1(LλZ )
−1(a)
= (Lφ(λ,Z)
L
φ(λ,Z)
Rλ
L
φ(λ,a)
b (c)
(a)
R
φ(λ,a)
c (b)
)−1(LλZ )
−1(a)
= Rφ(λ,Z)
R
φ(λ,a)
c (b)
Rλ
L
φ(λ,a)
b (c)
(a)
= RHS of (9). 
Next, we consider a non-empty set X with a commutative binary operator + : X × X → X, (x, y) → x + y. (The
associativity of+ is not assumed here.)
Corollary 2.1.1. Let X = (X,+) be a non-empty set with a commutative binary operator+ and bijectionsLλa : X → X satisfying
Lλa · Lφ(λ,a)b = LλLλa (b)+a, (12)
for all (λ, a, b) ∈ H × X × X. Then a map R(λ) : X × X → X × X
R(λ)(a, b) = (Rλb(a),Lλa(b)) := ((LλLλa (b))
−1(a),Lλa(b)),
gives a right non-degenerate unitary DYB map associated with X,H, φ.
Proof. We show that the relation (7) follows from the relation (12).
RHS of (7) = Lλ
Lλ
Lλa (b)
(Rλb (a))+Lλa (b)
= Lλ
a+Lλa (b) = LHS of (7). 
3. Braces and dynamical braces
In this section, we begin with a review of the relation between a brace and a YB map. This relation was proved by Rump
[8].
Definition 3.1 (W. Rump [8]). Let A = (A,+) be an abelian group with a multiplication · : A × A → A. We call (A,+, ·) a
brace if the following conditions are satisfied for all a, b, c ∈ A:
1. (a+ b) · c = a · c + b · c (right distributive law),
2. a · (b · c + b+ c) = (a · b) · c + a · b+ a · c ,
3. the map γ (b) : a → a · b+ a is bijective.
Proposition 3.1 (W. Rump [8]). An abelian group A = (A,+) with a right distributive multiplication is a brace if and only if A
is a group with respect to the operation a ∗ b := a · b+ a+ b, (a, b ∈ A).
Proposition 3.2. Let (A,+, ·) be a brace and 0 the unit of the abelian group (A,+). Then, (A,+, ·) satisfies the next relation for
all a ∈ A,
0 · a = a · 0 = 0.
Proof. 1. 0 · a = 0 is trivial.
2. a · 0 = a · (0 · 0+ 0+ 0) = (a · 0) · 0+ a · 0+ a · 0; hence, γ (0)(a · 0) = (a · 0) · 0+ a · 0 = 0 = 0 · 0+ 0 = γ (0)(0).
Therefore, we obtain a · 0 = 0 by using the bijectivity of γ (0). 
Example 3.1 (W. Rump [7]). 1. An abelian group (A,+)with amultiplication a ·b = 0 is a brace (a, b ∈ A). We call (A,+, ·)
a trivial brace.
2. Let R = (R,+, ·) be a ring and Jac(R) a Jacobson radical of R. Then, Jac(R) has a group structure with respect to the
operation a ∗ b = a · b+ a+ b (a, b ∈ Jac(R)). Therefore, (Jac(R),+, ·) is a brace. In general, a ring R = (R,+, ·) having a
group structure with a multiplication a ∗ b = a · b+ a+ b is called a radical ring. Therefore, the brace is a generalization
of the radical ring.
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Theorem 3.1 (W. Rump [8]). Let (A,+, ·) be a brace. Then, a map R : A× A → A× A defined by
R(a, b) := (γ (γ (a)(b))−1(a), γ (a)(b)) (a, b ∈ A),
is a non-degenerate unitary YB map.
Next, we introduce the dynamical brace as a generalization of the brace.
Definition 3.2. LetH be anon-empty set,A = (A,+) an abelian groupwith the family ofmultiplications {·λ : A×A → A}λ∈H ,
andφ amap fromH×A toH .We call (A,H, φ;+, {·λ}λ∈H) a dynamical brace (d-brace) if the following conditions are satisfied
for all (λ, a, b, c) ∈ H × A× A× A:
1. (a+ b) ·λ c = a ·λ c + b ·λ c (right distributive law),
2. a ·λ (b ·λ c + b+ c) = (a ·φ(λ,c) b) ·λ c + a ·φ(λ,c) b+ a ·λ c ,
3. the map γλ(b) : a → a ·λ b+ a is bijective.
Definition 3.3. (Q , ·) is a right quasigroup if and only ifQ is a non-empty setwith a binary operation (·)having the following
property:
R(a) : Q → Q , b → b · a is bijective for all a ∈ Q .
A left quasigroup is similarly defined, and a non-empty setQ with a left and right quasigroup structure is called a quasigroup
[6].
We can extend Proposition 3.1 to the d-brace as follows.
Proposition 3.3. Let H be a non-empty set, A = (A,+) an abelian group with a family of right distributive multiplications
{·λ : A× A → A}λ∈H , and φ a map from H × A to H. Then, (A,H, φ;+, {·λ}λ∈H) is a d-brace if and only if A is a right quasigroup
with respect to operations
a ∗λ b := a ·λ b+ a+ b, (13)
and it satisfies the next relation for all (λ, a, b, c) ∈ H × A× A× A,
(a ∗φ(λ,c) b) ∗λ c = a ∗λ (b ∗λ c). (14)
Proof. 1. Let (A,H, φ;+, {·λ}λ∈H) be a d-brace. Consider maps R∗λ(b) : a → a ∗λ b = a ·λ b+ a+ b = γλ(b)(a)+ b (b ∈ A).
Because of the bijectivity of γλ(b), R∗λ(b) is a bijection. Therefore, (A, ∗λ) is a right quasigroup. The relation (14) follows
from the conditions 1 and 2 of the d-brace.
2. Suppose that A satisfies the conditions of the proposition. Then, the relation (14) implies the condition 2 of Definition 3.2,
and the bijectivity of γλ(b) follows from the right quasigroup structure of (A, ∗λ). 
Note that
a ∗λ b = a ∗µ b ⇐⇒ a ·λ b = a ·µ b, (15)
for all (λ, µ, a, b) ∈ H × H × A× A.
Proposition 3.4. Let (A,H, φ;+, {·λ}λ∈H) be a d-brace. Then,
·φ(φ(λ,a),b) = ·φ(λ,b∗λa), (16)
as a map from A× A to A for all (λ, a, b) ∈ H × A× A.
Proof. It follows from the next calculation:
(d ∗φ(φ(λ,a),b) c) ∗λ (b ∗λ a) = {(d ∗φ(φ(λ,a),b) c) ∗φ(λ,a) b} ∗λ a
= {d ∗φ(λ,a) (c ∗φ(λ,a) b)} ∗λ a
= d ∗λ {c ∗λ (b ∗λ a)}
= (d ∗φ(λ,b∗λa) c) ∗λ (b∗λa).
Therefore, we obtain d ∗φ(φ(λ,a),b) c = d ∗φ(λ,b∗λa) c for all c, d ∈ A. 
Proposition 3.5. Let (A,H, φ;+, {·λ}λ∈H) be a d-brace and 0 the unit of the abelian group (A,+). Then,
1. 0 ·λ a = 0,
2. a ·φ(λ,0) 0 = 0,
for all (λ, a) ∈ H × A.
Proof. 1. 0 ·λ a = 0 is trivial.
2. a ·λ 0 = a ·λ (0 ·λ 0+0+0) = (a ·φ(λ,0) 0) ·λ 0+a ·φ(λ,0) 0+a ·λ 0; hence, γλ(0)(a ·φ(λ,0) 0) = (a ·φ(λ,0) 0) ·λ 0+a ·φ(λ,0) 0 =
0 = 0 ·λ 0+ 0 = γλ(0)(0). Therefore, we obtain a ·φ(λ,0) 0 = 0 by using the bijectivity of γλ(0). 
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Definition 3.4. 1. Let (A,H, φ;+, {·λ}λ∈H) be a d-brace. If a multiplication ·λ satisfies a ·λ 0 = 0 ·λ a = 0 for all a ∈ A, we
say that the multiplication ·λ is zero-symmetric. We say that the d-brace is zero-symmetric if all multiplications of the
d-brace are zero-symmetric.
2. Let (A,H, φ;+, {·λ}λ∈H) be a d-brace and K a subset of H .
If (A, K , φ|K×A;+, {·λ}λ∈K ) is again a d-brace, we call it a restricted d-brace.
3. Two d-braces (A,H, φ;+, {·λ}λ∈H) and (A′ ,H ′ , φ ′;+′ , {∗λ′ }λ′∈H ′ ) are isomorphic if and only if there exist bijections
F : A → A′ , p : H → H ′ such that
(a) F(a+ b) = F(a)+′ F(b),
(b) F(a ·λ b) = F(a) ∗p(λ) F(b),
(c) pφ = φ ′(p× F),
for all (λ, a, b) ∈ H × A× A.
In general, the d-brace is not zero-symmetric (see Example 5.2).
Let us reconsider Corollary 2.1.1 stated in Section 2. Suppose that A = (A,+) is an abelian group, H a non-empty set and
φ a map from H × A to H . To obtain a DYB map associated with A,H, φ, we need to construct maps Lλa : A → A that satisfy
Lλa ·Lφ(λ,a)b = LλLλa (b)+a for all (λ, a, b) ∈ H × A× A. The next theorem gives a relation between d-braces and DYBmaps. This
theorem is a generalization of Theorem 3.1 to the case of DYB maps.
Theorem 3.2. Let A = (A,+) be an abelian group, H a non-empty set, and φ a map from H × A to H.
1. Let (A,H, φ;+, {·λ}λ∈H) be a d-brace. Then, {Lλa := γλ(a) : A → A}(λ,a)∈H×A is a family of automorphisms of the abelian
group (A,+) that satisfies Lλa · Lφ(λ,a)b = LλLλa (b)+a for all (λ, a, b) ∈ H × A× A.
2. Let {Lλa : A → A}(λ,a)∈H×A be a family of automorphisms of the abelian group (A,+) that satisfies Lλa · Lφ(λ,a)b = LλLλa (b)+a.
Define multiplications on A by a ·λ b := Lλb(a)− a for all (λ, a, b) ∈ H × A× A. Then, (A,H, φ;+, {·λ}λ∈H) is a d-brace.
3. The correspondences in 1 and 2 are the inverse of the other, vice versa.
Proof. 1. We prove that {Lλa := γλ(a) : A → A}(λ,a)∈H×A is a family of automorphisms of the abelian group A and that it
satisfies Lλa · Lφ(λ,a)b = LλLλa (b)+a for all (λ, a, b) ∈ H × A× A.
(i) From the definition of a d-brace, Lλa is an automorphism.
(ii) The relation Lλa · Lφ(λ,a)b = LλLλa (b)+a is proved as follows.
LHS = γλ(a)γφ(λ,a)(b)(c)
= (c ·φ(λ,a) b+ c) ·λ a+ c ·φ(λ,a) b+ c
= (c ·φ(λ,a) b) ·λ a+ c ·λ a+ c ·φ(λ,a) b+ c
= c ·λ (b ·λ a+ b+ a)+ c
= c ·λ (γλ(a)(b)+ a)+ c
= γλ(γλ(a)(b)+ a)(c)
= RHS.
2. We prove that (A,H, φ;+, {·λ}λ∈H) is a d-brace.
(i) From the definition of Lλb , the multiplication ·λ satisfies the right distributive law.
(ii) As a consequence of γλ(b)(a) = a ·λ b+ a = Lλb(a), γλ(b) is a bijection.
(iii) The relation a ·λ (b ·λ c + b+ c) = (a ·φ(λ,c) b) ·λ c + a ·φ(λ,c) b+ a ·λ c is proved as follows.
LHS = a ·λ (Lλc (b)+ c)
= Lλ
Lλc (b)+c(a)− a
= LλcLφ(λ,c)b (a)− a
= Lλc (a ·φ(λ,c) b+ a)− a
= Lλc (a ·φ(λ,c) b)+ Lλc (a)− a
= RHS.
3. It is clear from the above proofs. 
Corollary 3.2.1. Let (A,H, φ;+, {·λ}λ∈H) be a d-brace. Then, a map R(λ) : A× A → A× A (λ ∈ H) defined by
R(λ)(a, b) = (Rλb(a),Lλa(b)) := (γλ(γλ(a)(b))−1(a), γλ(a)(b)), (17)
is a right non-degenerate unitary DYB map associated with A,H, φ.
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Proposition 3.6. Let {Lλa : A → A}(λ,a)∈H×A be a family of automorphisms of the abelian group A that satisfies
Lλa · Lφ(λ,a)b = LλLλa (b)+a (for all (λ, a, b) ∈ H × A× A).
Then, {Lλa : A → A}(λ,a)∈H×A satisfies
Lφ(φ(λ,a),b)c = Lφ(λ,L
λ
a (b)+a)
c ,
for all (λ, a, b, c) ∈ H × A× A× A.
Proof.
Lλa(L
φ(λ,a)
b L
φ(φ(λ,a),b)
c ) = LλaLφ(λ,a)
L
φ(λ,a)
b (c)+b
= Lλ
Lλa (L
φ(λ,a)
b (c)+b)+a
= Lλ
LλaL
φ(λ,a)
b (c)+Lλa (b)+a
= Lλ
Lλ
Lλa (b)+a
(c)+Lλa (b)+a
= Lλ
Lλa (b)+aL
φ(λ,Lλa (b)+a)
c
= Lλa(Lφ(λ,a)b Lφ(λ,L
λ
a (b)+a)
c ). 
As a consequence of this corollary, if themapL : H → Map(A×A, A) is an injection,φ satisfies theweight-zero condition.
Remark 3.1. The map L : H → Map(A × A, A) is an injection if the d-brace (A,H, φ;+, {·λ}λ∈H) satisfies the condition
·λ = ·µ ⇐⇒ λ = µ, (λ, µ ∈ H).
The next theorem gives a relation between the brace structures and the d-brace structures over modules (i.e., a relation
between some YB maps and DYB maps).
Theorem 3.3. Let G be a group, A = (A,+) a G-module and (A,+, ·) a brace. We denote an action of λ ∈ G by fλ. Suppose that
φ is a map from G× A to G; and define multiplications ·λ (λ ∈ G) over A by
a ·λ b := f −1λ (fφ(λ,b)(a) · fλ(b)+ fφ(λ,b)(a))− a, (18)
for all a, b ∈ A. Then, (A,G, φ;+, {·λ}λ∈G) is a d-brace if and only if the map φ : G× A → G satisfies
fφ(λ,b∗λa) = fφ(φ(λ,a),b),
for all (λ, a, b) ∈ G× A× A. Here, the multiplication ∗λ is defined by a ∗λ b := a ·λ b+ a+ b.
Proof. Using a ·λ b = f −1λ (fφ(λ,b)(a) · fλ(b)+ fφ(λ,b)(a))− a, we can express the operations ∗λ as follows:
a ∗λ b = f −1λ (fφ(λ,b)(a) ∗ fλ(b));
this multiplication satisfies the right distributivity, and (A, ∗λ) is a right quasigroup for all λ ∈ H . To obtain the theorem, we
need to see (a ∗φ(λ,c) b) ∗λ c = a ∗λ (b ∗λ c).
LHS = f −1λ (fφ(λ,c)(a ∗φ(λ,c) b) ∗ fλ(c))
= f −1λ ((fφ(φ(λ,c),b)(a) ∗ fφ(λ,c)(b)) ∗ fλ(c)),
and
RHS = f −1λ (fφ(λ,b∗λc)(a) ∗ fλ(b ∗λ c))
= f −1λ (fφ(λ,b∗λc)(a) ∗ (fφ(λ,c)(b) ∗ fλ(c)));
hence, we obtain the theorem by comparing the LHS and RHS. 
Remark 3.2. If an action of group G is faithful, a map φ satisfies
φ(λ, b ∗λ a) = φ(φ(λ, a), b) ((λ, a, b) ∈ G× A× A). (19)
This relation corresponds to the weight-zero condition in the DYB map.
Example 3.2. Let (F ,+,×) be any field with a trivial brace structure ·. Define an action of a ∈ F by fa(b) := a2b and define
φ : F × F → F by φ(a, b) := fa(b)+ a = a(ab+ 1). From Theorem 3.3, we obtain a ·b c = {(bc+ 1)2− 1}a. Then, φ satisfies
φ(a, b ∗a c) = φ(φ(a, c), b) (i.e., weight-zero condition). Therefore, (F , F , φ;+, {·a}a∈F ) is a d-brace.
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The DYB map R(a) (a ∈ F) associated with F , F , φ that corresponds to this d-brace is given as
R(a)(b, c) = ({a(ab+ 1)2c + 1}−1b, (ab+ 1)2c),
for all a, b, c ∈ F .
4. Combinatorial aspects of dynamical braces
In this section, we describe the combinatorial aspects of the d-brace.
Theorem 4.1. Let (A,+) be an abelian group and H a non-empty set.
1. Let (A,H, φ;+, {·λ}λ∈H) be a d-brace. We set a family of subsets {Sλ}λ∈H as follows: Sλ := {Rλ(a) : A → A, b → b ∗λ a|a ∈
A} ⊂ A o Aut(A). Then, {Sλ}λ∈H satisfy the following conditions:
(a) ∀a ∈ A , ∃!f ∈ Aut(A) s.t., (a, f ) ∈ Sλ,
(b) ∀(a, f ) ∈ Sλ , ∃!µ ∈ H s.t., (a, f )−1Sλ = {(a, f )−1(b, g)|(b, g) ∈ Sλ} = Sµ.
We denote f ∈ Aut(A) in the condition (a) by fλ(a).
2. Let {Sλ}λ∈H be a family of subsets of A o Aut(A), and suppose that {Sλ}λ∈H satisfy the above conditions (a) and (b). Define
multiplications {·λ}λ∈H on A by a ·λ b := fλ(b)(a)− a, and set a map φ from H × A to H by φ(λ, a) = µ, which is determined
uniquely in the condition (b). Then (A,H, φ;+, {·λ}λ∈H) is a d-brace.
3. The correspondences in 1 and 2 are the inverse of the other, vice versa.
Proof. 1. Because of Rλ(a)(b) = b∗λ a = b ·λ a+ b+ a = γλ(a)(b)+ a and γλ(a) ∈ Aut(A), we can regard Rλ(a) as an action
of (a, γλ(a)). Therefore, Sλ ≃ {(a, γλ(a))|a ∈ A} ⊂ A o Aut(A). Next, we prove that {Sλ}λ∈H satisfies the conditions (a) and
(b).
(i) Condition (a) follows from the definition of Sλ.
(ii) For Rφ(λ,a)(b) ∈ Sφ(λ,a), we obtain Rλ(a)Rφ(λ,a)(b)(c) = (c ∗φ(λ.a) b) ∗λ a = c ∗λ (b ∗λ a) = Rλ(Rλ(a)(b))(c) for all b ∈ A.
Because Rλ(a) is a bijection, we obtain the following equality:
Rλ(a)Sφ(λ,a) = {Rλ(a)Rφ(λ,a)(b)|b ∈ A}
= {Rλ(Rλ(a)(b))|b ∈ A}
= Sλ.
2. We prove that (A, ∗λ) is a right quasigroup and satisfies (a∗φ(λ,c) b)∗λ c = a∗λ (b∗λ c) for all (λ, a, b, c) ∈ H×A×A×A.
(i) By the definition of multiplications, we obtain a ∗λ b = fλ(b)(a) + b; therefore, ∗λ is an action of (b, fλ(b)). Therefore,
(A, ∗λ) is a right quasigroup.
(ii) We prove that (A, ∗λ) satisfies the relation (14). Take (b, fφ(λ,c)(b)) ∈ Sφ(λ,c), (c, fλ(c)) ∈ Sλ, by the definition of φ:
(c, fλ(c))(b, fφ(λ,c)(b)) = (c + fλ(c)(b), fλ(c)fφ(λ,c)(b)) ∈ Sλ.
Therefore, (c + fλ(c)(b), fλ(c)fφ(λ,c)(b)) = (c + fλ(c)(b), fλ(c + fλ(c)(b))) by condition (a). From this we obtain the relation
(14) as follows:
(a ∗φ(λ,c) b) ∗λ c = fλ(c)fφ(λ,c)(b)(a)+ fλ(c)(b)+ c
= fλ(fλ(c)(b)+ c)(a)+ fλ(c)(b)+ c
= a ∗λ (b ∗λ c).
3. It is clear from the above proofs. 
A subgroup S of A o Aut(A) is said to be regular if, given any a ∈ A, for each b ∈ A, there exists a unique x ∈ S such that
x.a = b. Here, . denotes an action of S. From this, we express a regular subgroup as S = {(a, f (a))|a ∈ A}.
Corollary 4.1.1. Let A = (A,+) be an abelian group.
1. Let (A,+, ·) be a brace. Then, {R(a) : A → A, b → b ∗ a|a ∈ A} is a regular subgroup of A o Aut(A).
2. Let S be a regular subgroup of A o Aut(A). Define a multiplication on A by a · b := f (b)(a)− a. Then, (A,+, ·) is a brace.
3. The correspondences in 1 and 2 are the inverse of the other, vice versa.
Proof. This corollary is a special case of Theorem 4.1 for #(H) = 1. 
Remark 4.1. Catina and Frizz [1,2] have presented ideas similar to this corollary. In [2], an algebra with a brace structure
was called as a radical circle algebra.
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The next proposition corresponds to Propositions 3.4 and 3.6.
Proposition 4.1. Let {Sλ}λ∈H be a family of subsets of AoAut(A), and suppose that {Sλ}λ∈H satisfy the conditions of Theorem 4.1.
Then, {Sλ}λ∈H satisfy
Sφ(φ(λ,a),b) = Sφ(λ,fλ(a)(b)+a),
for all (λ, a, b) ∈ H × A× A.
Proof. Because of the condition (b) of Theorem 4.1, we obtain
(a, fλ(a))−1Sλ = Sφ(λ,a). Therefore,
Sφ(φ(λ,a),b) = (b, fφ(λ,a)(b))−1Sφ(λ,a)
= (b, fφ(λ,a)(b))−1{(a, fλ(a))−1Sλ}
= {(b, fφ(λ,a)(b))−1(a, fλ(a))−1}Sλ
= (fλ(a)(b)+ a, fλ(a)fφ(λ,a)(b))−1Sλ
= Sφ(λ,fλ(a)(b)+a). 
5. Graphs of dynamical braces and their properties
Let (A,+) be an abelian group,H a non-empty set and {Sλ}λ∈H a family of subsets of AoAut(A). Set Sλ = {(a, fλ(a))|a ∈ A}
and suppose that {Sλ}λ∈H satisfies the conditions (a) and (b) of Theorem 4.1. Then, from condition (b), we obtain a directed
graph G(A) that consists of
V (A) = {Sλ|λ ∈ H} (vertex set),
E(A) = {(Sλ, Sφ(λ,a))|λ ∈ H, a ∈ A} (edge set).
We call this graph G(A) associated with (A,+, {Sλ}λ∈H) a graph of a d-brace.
As a result, the vertex Sλ corresponds to the multiplication ·λ (i.e., dynamical parameters correspond to the vertices of
the graph); the map φ represents a connection of edges; and #(A) is the degree of the graph. This graph has the following
properties.
Proposition 5.1. 1. Each vertex Sφ(λ,a) has a loop. Namely, (Sφ(λ,a), Sφ(λ,a)) ∈ E(A) for all (λ, a) ∈ H × A.
2. The edge (Sφ(λ,a), Sφ(φ(λ,a),b)) ∈ E(A) has an inverse edge. Namely, (Sφ(φ(λ,a),b), Sφ(λ,a)) ∈ E(A) for all (λ, a, b) ∈ H × A× A.
3. For the edge (Sφ(λ,a), Sφ(λ,a)) ∈ E(A), the corresponding multiplication ·φ(λ,a) is zero-symmetric. Therefore, all d-braces include
a zero-symmetric restricted d-brace.
4. Two isomorphic d-braces give the same underlying graph.
Proof. 1. By Proposition 4.1, we have
(Sφ(λ,a), Sφ(λ,a)) = (Sφ(λ,a), Sφ(φ(λ,a),0))) ∈ E(A).
2. By definition (Sφ(φ(λ,a),b), Sφ(φ(φ(λ,a),b),fφ(λ,a)(b)−1(−b)) ∈ E(A), and by Proposition 4.1, we obtain
Sφ(φ(φ(λ,a),b),fφ(λ,a)(b)−1(−b)) = Sφ(φ(λ,a),0) = Sφ(λ,a).
Therefore (Sφ(φ(λ,a),b), Sφ(λ,a)) ∈ E(A).
3. The former part follows from the definition of ·λ and Proposition 3.5. For the latter part, restrict a set of dynamical
parameters to Im φ. Elements of Im φ correspond to vertices with a loop.
4. Let (A,H, φ;+A, {·λ}λ∈H) and (B, I, ψ;+B, {·µ}µ∈I) be two isomorphic d-braces. By the definition of isomorphisms,
there exist maps F : A → A′ , p : H → H ′ such that F , p satisfies the conditions of Definition 3.4. If (Sλ, Sφ(λ,a)) ∈ E(A), then
(Sp(λ), Spφ(λ,a)) = (Sp(λ), Sψ(p(λ),F(a))) ∈ E(B). Therefore, we obtain a bijection between two graphs. 
Finally, we give some examples of graphs and correspondence multiplication tables of d-braces. In the following graphs,
we ignore the degree of loops; i.e., we denote a loop by a single edge.
Example 5.1. Let A be an abelian group. Then, A itself is a regular subgroup of AoAut(A). This regular subgroup corresponds
to the trivial brace structure on A (see Example 3.1).
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Example 5.2. Set A = {0, 1, 2} = Z3, Aut(A) = {idA, τ }, τ : (0, 1, 2) → (0, 2, 1), and
A o Aut(A) = {I = (0, idA), (0, τ ), (1, idA), (1, τ ), (2, idA), (2, τ )}.
Then, the next families of subsets of A o Aut(A) satisfy the conditions (a) and (b). (Sλ1 , Sλ2 , Sλ3 , Sλ4), (Sλ1 , Sλ2 , Sλ3 , Sλ5),
(Sλ1 , Sλ2 , Sλ3 , Sλ6). Here,
Sλ1 := {I, (1, τ ), (2, τ )}, Sλ2 := {I, (1, idA), (2, τ )},
Sλ3 := {I, (1, τ ), (2, idA)}, Sλ4 := {(0, τ ), (1, idA), (2, idA)},
Sλ5 := {(0, τ ), (1, τ ), (2, idA)}, Sλ6 := {(0, τ ), (1, idA), (2, τ )}.
In this case, the set of dynamical parameters is H = {λ1, λ2, λ3, λi} (i = 4, 5, 6).
The graphs of (Sλ1 , Sλ2 , Sλ3 , Sλi) and correspondence multiplication tables of Sλ1 , Sλ2 , Sλ3 , Sλ4 , Sλ5 , Sλ6 are as follows
(these three graphs are the same):
Sλi

/
 @
@@
@@
@@
@@
@@
@@
@@
@
Sλ1

Sλ2
(
~~~~~~~~~~~~~~~~
Sλ3
v
·λ1 0 1 2 ·λ2 0 1 2 ·λ3 0 1 2
0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 1 1 0 0 1 1 0 1 0
2 0 2 2 2 0 0 2 2 0 2 0
·λ4 0 1 2 ·λ5 0 1 2 ·λ6 0 1 2
0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 1 1 1 0 1 1 0 1
2 2 0 0 2 2 2 0 2 2 0 2
Therefore, d-braces corresponding to (Sλ1 , Sλ2 , Sλ3 , Sλ4), (Sλ1 , Sλ2 , Sλ3 , Sλ5), and (Sλ1 , Sλ2 , Sλ3 , Sλ6) are not isomorphic.
Therefore, the inverse of Proposition 5.1(4) is not true.
Moreover, in this example, the triplet (Sλ1 , Sλ2 , Sλ3) again satisfies the conditions (a) and (b). From this, we obtain a
subgraph of the above graph as follows.
Sλ1

Sλ2
(

Sλ3
2222222222222
v
This means that the d-brace of (Sλ1 , Sλ2 , Sλ3) is a restricted d-brace of d-braces of (Sλ1 , Sλ2 , Sλ3 , Sλi), i = 4, 5, 6.
Example 5.3. We give three examples over A = {(0, 0), (0, 1), (1, 0), (1, 1)} = Z2×Z2. Let τ , π , and σ be automorphisms
of A defined by
τ : ((0, 1), (1, 0), (1, 1)) → ((0, 1), (1, 1), (1, 0)),
π : ((0, 1), (1, 0), (1, 1)) → ((1, 0), (0, 1), (1, 1)),
σ : ((0, 1), (1, 0), (1, 1)) → ((1, 0), (1, 1), (0, 1)).
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Then, the pairs (Sλ0), (Sλ1 , Sλ2), (Sµ1 , Sµ2 , Sµ3 , Sµ4)
Sλ0 = {I = ((0, 0), idA), ((0, 1), π), ((1, 0), π), ((1, 1), idA)},
Sλ1 = {I, ((0, 1), τ ), ((1, 0), τ ), ((1, 1), idA)},
Sλ2 = {I, ((0, 1), τ ), ((1, 0), idA), ((1, 1), τ )},
Sµ1 = {I, ((0, 1), τ ), ((1, 0), σ ), ((1, 1), idA)},
Sµ2 = {I, ((0, 1), τ ), ((1, 0), τσ ), ((1, 1), τ )},
Sµ3 = {I, ((0, 1), σ−1), ((1, 0), τσ ), ((1, 1), σ−1)},
Sµ4 = {I, ((0, 1), σ ), ((1, 0), τ ), ((1, 1), idA)},
satisfy the conditions (a) and (b). The graphs of (Sλ0), (Sλ1 , Sλ2), and (Sµ1 , Sµ2 , Sµ3 , Sµ4) are as follows. Because of Sλ0 ≄ A,
Sλ0 corresponds to a non-trivial brace.
Sλ0

Sλ1
(
Sλ2
v
Sµ1

AA
AA
AA
AA
AA
AA
AA
AA
Sµ2

Sµ3L
~~~~~~~~~~~~~~~~
Sµ4R
The multiplication tables of ·λi , ·µj that correspond to Sλi , Sµj are as follows: i = 0, 1, 2 and j = 1, 2, 3, 4.
·λ0 (0, 0) (0, 1) (1, 0) (1, 1)
(0, 0) (0, 0) (0, 0) (0, 0) (0, 0)
(0, 1) (0, 0) (1, 1) (1, 1) (0, 0)
(1, 0) (0, 0) (1, 1) (1, 1) (0, 0)
(1, 1) (0, 0) (0, 0) (0, 0) (0, 0)
·λ1 (0, 0) (0, 1) (1, 0) (1, 1) ·λ2 (0, 0) (0, 1) (1, 0) (1, 1)
(0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0)
(0, 1) (0, 0) (0, 0) (0, 0) (0, 0) (0, 1) (0, 0) (0, 0) (0, 0) (0, 0)
(1, 0) (0, 0) (0, 1) (0, 1) (0, 0) (1, 0) (0, 0) (0, 1) (0, 0) (0, 1)
(1, 1) (0, 0) (0, 1) (0, 1) (0, 0) (1, 1) (0, 0) (0, 1) (0, 0) (0, 1)
·µ1 (0, 0) (0, 1) (1, 0) (1, 1) ·µ2 (0, 0) (0, 1) (1, 0) (1, 1)
(0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0)
(0, 1) (0, 0) (0, 0) (1, 1) (0, 0) (0, 1) (0, 0) (0, 0) (1, 0) (0, 0)
(1, 0) (0, 0) (0, 1) (0, 1) (0, 0) (1, 0) (0, 0) (0, 1) (0, 0) (0, 1)
(1, 1) (0, 0) (0, 1) (1, 0) (0, 0) (1, 1) (0, 0) (0, 1) (1, 0) (0, 1)
·µ3 (0, 0) (0, 1) (1, 0) (1, 1) ·µ4 (0, 0) (0, 1) (1, 0) (1, 1)
(0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0)
(0, 1) (0, 0) (1, 0) (1, 0) (1, 0) (0, 1) (0, 0) (1, 1) (0, 0) (0, 0)
(1, 0) (0, 0) (1, 1) (0, 0) (1, 1) (1, 0) (0, 0) (0, 1) (0, 1) (0, 0)
(1, 1) (0, 0) (0, 1) (1, 0) (0, 1) (1, 1) (0, 0) (1, 0) (1, 0) (0, 0)
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