The seafloor observatory network (SFON) covers an extensive area and consists of many network devices functioning in the abyssal environment, which make patrolling inapplicable to fault location in the marine setting. Moreover, finding faults like degradation of precision or zero drift would be rather difficult if such faults are only located by the warning message from a single sensor. To solve this problem and as per the features of SFON, we propose a fault location algorithm based on the convolutional neural network (CNN) for the data transmission system. This algorithm which takes a holistic perspective and considers the features of network device can monitor all the sensors in a unified and centralized way. The algorithm sets the CNN parameters according to the features of the research object, and normalizes the data of sensors to images. It first qualitatively judges a fault, and then recognizes its source and type. The new algorithm has higher precision on fault recognition than the support vector machine.
carriers capable of data exchange, the sensor has the largest quantity but its fault information cannot be extracted from the network devices connected to the sensor. Therefore, to study the fault location of the data transmission system of SFON, it is necessary to investigate the fault location of sensors. Moreover, SFON is a typical "private network" with distinctive structure and network load, and network devices may well be interconnected. The information of physical quantity represented by sensors may imply the faults occurring in them. For example, the temperature measured by the temperature sensor is evidently inconsistent with the actual temperature of its location, and such faults are normally undetectable by sensors alone. It is therefore necessary to develop a fault location algorithm that is more appropriate for SFON, so as to more intelligently and sensitively detect various faults in data transmission systems of SFON and improve the quality of network operation. The convolutional neural network (CNN) is a widely-used deep learning algorithm and a feed forward neural network. In this study, all data of sensors were regarded as image data by the CNN algorithm, which was used into deep learning through training, and to verify the learning effectiveness of the algorithm through the test data. Since the formal proposal of their concepts, deep network and deep learning have quickly became research hotspots and made many achievements in speech recognition, image recognition and artificial intelligence by virtue of their powerful learning performance [8] [9] [10] . Typical deep learning models include CNNs, deep belief nets and stacked auto encoders.
II. TYPES AND DESCRIPTION OF DATA TRANSMISSION SYSTEM OF SFON

A. Network device fault
The devices of SFON are networking devices that mainly include interchangers and routers. Nowadays, the intelligence level of network devices is gradually improved and their working status can interact with the monitoring center in certain forms in real time, which facilitates fault finding and location. Thus, we will not develop this type of faults.
B. Transmission channel fault
The fault of physical line is mainly referred to as the damage of the data-transmitting fiber channel. The location algorithms for this type of faults include optical fiber detection algorithm and optical fiber sensing algorithm, which are generally based on optical technologies. Thus, this type of faults will not be discussed in this study either.
C. Sensor fault
Statistics shows the occurrence rate of sensor faults is the highest in data transmission systems. SFON can be deemed to serve sensors, and its ultimate goal is to obtain the information of sensors under water. The biggest fault location problem for sensors is that what a mission belongs to is unclear. This is because marine sensors are independent and do not have or can only detect their own faults within a limited range; network devices take data stream instead of the data content as the detection object of warning information. For example, the temperature of deep-sea water rarely exceeds 10 ºC, but a network device will not consider it a fault if the detection result of a sensor reaches 20 ºC; no algorithm considers the fault location of the sensors as a whole. Due to the above facts, a great amount of maintenance and repair work is needed for separate management of sensors by different units, which implies the absence of a unified management method.
In this study, the CNN algorithm was used by viewing all the data of sensors as image data, which can be trained for deep learning. According to the output range of sensors, the signal values were normalized as row vectors of images, and results can be obtained after processing the convolutional layer and the pooling layer. Finally, the learning effect of the algorithm was verified by test data.
III. IDEA AND FLOW OF ALGORITHM
CNN normally starts with a convolutional layer followed by a pooling layer, and this pattern is repeated until the pixels input to each feature map become small enough. After that, the previous results will be completely connected and converted into a one-dimensional vector, which will then be input to a fully-connected layer, and finally, this layer will output the result of classification. The fully-connected layer is a general neural network, and the neurons in its adjacent layers are fully connected. The feature maps in the convolutional layer will generate convolutional input. The specific number of feature maps is decided by the number of convolutional kernels. The pooling layer plays a role of down sampling to greatly reduce the size of the input feature maps. The flow chart of the algorithm is shown in Figure 1 . The structure of a CNN is mainly featured by local receptive fields, weight sharing and local connections. These three features ensure the high robustness of CNN in scaling, displacement and distortion of the input images. CNNs have been extensively used in fields such as video analysis, natural language processing, and object classification.
The CNN algorithm treats all the data as image data, which will be trained for deep learning and finally used to verify the learning effect of algorithm through test data.
IV. IMPLEMENTATION OF ALGORITHM
The dataset used to train and test CNN contains 11250 samples, including 3750 samples without fault and 7500 samples with fault. These samples mainly splice the signals of 12 sensors in order. The 12 sensors monitor the detection value of input current of MJB, working current of cradle head of SJB, 24 V voltage of SJB, temperature of e-cabin of MJB, working current of water quality monitor of SJB, working current of acoustic device of SJB, detection value of output current of MJB, detection value of output voltage of MJB, insulation value of e-cabin of SJB, temperature of e-cabin of SJB, insulation value of MJB for 375 V output voltage, and detection value of input voltage of MJB, respectively (MJB: major junction box; SJB: subordinate junction box). Since the ranges of output values differ among the sensors, the data need to be preprocessed (e.g. normalization) before entering the CNN as an image. Signals were restricted to the range [0, 1] as per the output ranges of sensors. The values of the 12 sensors were normalized as each row vector of image, hence 12 lines of eigenvectors. Since the input image of CNN was a square matrix, 12 signals in 12 seconds were sampled as column vectors to make up a complete image; that is, the occurrence of fault was judged every 12 seconds. The processed signals without fault and with fault are shown in Figures 2 and 3 , respectively. The left and right images in Figure 3 show the sensor "subordinate box working current of acoustic device" and the sensor "major box temperature of e-cabin" fail, respectively. Figure 4 .
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Totally, 3750 samples with faults and 3750 samples without fault were selected for training and testing, in which, 90% or 6750 samples were randomly selected as a training set, and 10% or 750 samples as a testing set. The iteration number of CNN was set as 10, and the results of convolution and pooling of a certain image are shown in Figure 4 . The final result is shown in Figure 4 (upper part), which contained 63 faults, with an accuracy rate of 91.6%, and the training took 22.54 sec, with the test taking 0.0129 sec (the training and test were run on Inter(R) Core(TM) i7-3770 CPU @3.40GHz 3.40 GHz, a RAM of 8.00GB, an OS of Windows 10 and Matlab 2015a). In order to enhance the precision of calculation, we increased the iteration number of the network, and the results at the number of 20 are shown in Figure 4 The results after 100 times of cross-test are shown in Figure  8 . Clearly, the result of each test is above 94%, indicating this algorithm can effectively diagnose fault time. Totally 7500 samples with a sensor fault (2500 samples from each of the three fault sources) were selected for training and test. Among them, 90% or 6750 samples were selected randomly as the training dataset, and 10% or 750 samples as the test dataset. The iteration number of CNN was set as 20 ( Figure 10) , which contained 78 faults, with the accuracy rate of 89.6%, and the training took 44.47 sec, with 0.0147 sec for the test . The test results after 100 times of cross-test are shown in Figure 11 . Clearly, the result of each test is above 90%, indicating this algorithm can effectively diagnose whether a sensor fault is from the major or subordinate junction box. Specifically, 1500 samples were selected for each of the five fault types. Among these samples, 90% or 6750 samples were selected randomly to form the training dataset, and 10% or 750 samples as the test dataset. The iteration number of CNN was set as 20 ( Figure 13 ), which contained 112 faults, with the accuracy rate of 85.07%, and the training took 46.17 sec, with 0.0128 sec for the test. The results after 100 times of cross-test are shown in Figure  14 . Clearly, the result of each test is above 84%, indicating this algorithm can effectively diagnose sensor faults of different types. 
D. Comparison with a traditional algorithm
Traditional sensor fault judgment often depends on mechanism modeling or data-driven methods. To better verify its effectiveness in fault location of the data transmission system, the new algorithm was compared with support vector machine (SVM) fault location algorithm. The radial basis kernel function was selected as the kernel function type of SVM and is commonly used these days. Its eigenspace is infinite, which enables the definitely linear separation of limited data samples. After the determination of the kernel function, the selection of its parameters should be considered.
The SVM parameter optimization adopts the grid search method. As shown in Table 1 , the new CNN algorithm has higher accuracy rate and lower missing rate than SVM.
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VI. CONSLUSIONS
A CNN-based fault localization algorithm was proposed to solve the problem of sensor fault detection and location in SFON. The algorithm monitored all the sensors in SFON in a centralized way. The test of actual data from SFON proves the algorithm can locate fault sources and detect fault types.
Comparison with support vector machine shows the superiority of the new algorithm.
