We study the problem of maximizing a monotone submodular function subject to a matroid constraint and present a deterministic algorithm that achieves ( 1 /2 + ε)-approximation for the problem. This algorithm is the first deterministic algorithm known to improve over the 1 /2-approximation ratio of the classical greedy algorithm proved by Nemhauser, Wolsely and Fisher in 1978.
Introduction
We study the problem of maximizing a monotone submodular function subject to a matroid constraint in the standard value oracle model. In this problem we are given a matroid M = (N , I) and oracle access to a non-negative monotone submodular function f : 2 N → R ≥0 . The goal is to find an independent set I ∈ I that maximizes f (see Section 2 for definitions). This problem generalizes several extensively studied problems such as submodular welfare maximization, generalized assignment, Max-k-Cover and maximum weight independent set in matroid intersection [9] .
In a classical paper from 1978, Fisher, Nemhauser and Wolsey [12] showed that a natural greedy algorithm achieves a 1 /2-approximation for the problem. Nemhauser and Wolsely [19] also showed that no polynomial-time algorithm can yield an approximation ratio better than 1 − 1 /e (in the value oracle model). Three decades later, in a breakthrough result, Cȃlinescu, Chekuri, Pál and Vondrák presented an optimal randomized (1 − 1 /e)-approximation algorithm [9] . Their algorithm is intrinsically randomized, and they explicitly asked "whether a (1 − 1 /e)-approximation can be obtained using a deterministic algorithm". Such a result is known for a few special cases of the problem (e.g., Max-k-Coverage). However, prior to this work, for the general problem no deterministic algorithm with an approximation ratio strictly better than 1 /2 was known.
Our Result
In this work we present the first deterministic algorithm achieving a ( 1 /2 + ε)-approximation for the problem of maximizing a monotone submodular function subject to a matroid constraint. Specifically, we prove the following theorem. Theorem 1. There exists a deterministic polynomial time algorithm achieving 0.5008-approximation for the problem of maximizing a non-negative monotone submodular function subject to a matroid constraint.
It is worth mentioning that our algorithm is quite efficient as it makes O(nk 2 ) queries to the value and independence oracles, where n is the size of the ground set and k is the rank of the matroid. Moreover, excluding the time required for these oracles queries, the time complexity of the algorithm isÕ(nk 2 + kT ), where T is the time required for computing a maximum weight perfect matching in a bipartite graph with 2k vertices.
Our Technique
Before discussing the new ideas we developed, we first briefly explain why existing techniques fail to produce our result. A natural approach for obtaining deterministic algorithms is to apply derandomization methods to known randomized algorithms. While this approach has been extremely successful in the field of approximation algorithms, it encounters two obstacles when applied to submodular maximization problems. First, the (black box) value oracle makes it difficult to apply known derandomization techniques such as the conditional expectations method. Second, many of the known algorithms in this area (including the above mentioned randomized (1− 1 /e)-approximation algorithm of Cȃlinescu et al. [9] ) are based on optimizing a relaxation whose objective function is an extension of f known as the multilinear extension. Unfortunately, the only known way to evaluate this powerful extension is by randomly sampling the function f , which makes any algorithm based on it intrinsically randomized.
In an attempt to avoid the above mentioned relaxation, Filmus and Ward [11] designed a nonoblivious local search algorithm achieving a randomized (1 − 1 /e)-approximation for the problem we consider. As their algorithm is based on local search, it only needs to consider integral solutions. However, the auxiliary potential function that it optimizes is, again, estimated by randomly sampling f .
Motivated by the difficulty to derandomize the above algorithms, we base our algorithm on two very simple components that are either already deterministic or are simple (and combinatorial) enough for derandomization. The first of these components is a simple deterministic greedy-like split algorithm. Given a matroid M, the split algorithm returns two disjoint sets A and B whose union is a base of M and obey two additional properties. The more interesting of which is that the weighted average β · f (A) + (1 − β) · f (B) is large for any given value of β ∈ [ 1 /5, 4 /5]-the value is determined by a parameter of the algorithm. As this is a very natural property, we believe our split algorithm might be of independent interest. The second component we use is the (randomized) Residual Random Greedy (RRGreedy) algorithm that was originally described in [7] . This is, again, a very simple greedy-like algorithm for submodular maximization subject to a matroid constraint. We prove that, like the classical greedy algorithm, RRGreedy achieves 1 /2-approximation, but, more importantly, it also has additional useful properties that the classical greedy algorithm does not have.
Our main algorithm combines the two above mentioned components in a very natural way. Specifically, it uses the split algorithm to get two disjoint sets A 1 and B 1 whose union is a base, and it then completes each one of these sets into a full base by running RRGreedy on appropriate contracted matroids. The algorithm then outputs the better among these two bases, and we show that for a certain choice of the parameters its approximation ratio is strictly better than 1 /2. Moreover, the only random part of our algorithm is RRGreedy, which can be derandomized, making our algorithm fully deterministic.
Additional Related Results
The best known deterministic algorithms for most submodular maximization problems are not as good as their randomized counterparts. One exception is the problem of unconstrained maximization of a non-monotone submodular function. For this problem [4] obtained a deterministic 1 /2-approximation, which exactly matches the approximation ratio of the best randomized algorithm [6] and the information theoretic upper bound [10] . In other problems there is usually a gap between the performance guarantees of the best known deterministic and randomized algorithms. For example, for the problem of maximizing a non-monotone submodular function subject to a matroid constraint the best deterministic algorithm has an approximation ratio of 1 /4 [16] , while the best randomized algorithm known achieves 0.385-approximation [3] (the best hardness result known for this problem is 0.478 due to [13] ). Another example is the problem of maximizing a monotone submodular function subject to a constant number of packing and covering constraints. Recently, Mizrachi et al. [18] developed a randomized 1 − 1/e − ε approximation algorithm for this problem (this is optimal up to the ε term [19] ). In the same work Mizrachi et al. also present two deterministic algorithms, but these algoritms only apply to special cases of the problem and achieve much worse approximation ratios (the better of which is 1 /e). Nevertheless, despite these examples, we are not aware of any result showing a provable gap, for any submodular maximization problem, between the approximation ratios that can be achieved by deterministic and randomized algorithms.
The submodular welfare problem is an important special case of the problem of maximizing a monotone submodular function over a matroid. For this problem the Random Residual Greedy algorithm (RRGreedy) is especially interesting because it is equivalent to applying the greedy algorithm to a natural online version of this problem under a random arrival model. Korula et al. [15] were interested in this online version and proved that RRGreedy achieves 0.5052-approximation for it. Recently, we were able to further improve the bound on the performance of RRGreedy to 0.5096 in the more general setting of partition matroids [5] (this setting also allows one to interpret RRGreedy as applying the greedy algorithm to a random order online variant of the problem).
Recall that the algorithm of Cȃlinescu et al. [9] for maximizing a monotone submodular function subject to a matroid constraint achieves an optimal randomized approximation ratio of 1 − 1 /e. Despite this optimality, many works have aimed to improve over this algorithm in various aspects. The current work can be viewed as a first step towards a possible deterministic algorithm achieving the same approximation ratio, and the work of Filmus and Ward [11] mentioned earlier aimed to achieve the same randomized approximation ratio with a more combinatorial algorithm. Another line of work was dedicated to improving over the algorithm of [9] in terms of the time and oracle complexity [1, 8, 17] .
Preliminaries
We begin this section by formally defining the terms used in Section 1 and the notation that we use in the next sections.
For every two sets S, T ⊆ N , we denote the marginal contribution of adding T to S, with respect to a set function f :
For an element u ∈ N we use f (u | S), S + u and S − u as shorthands for f ({u} | S), S ∪ {u} and S \ {u}, respectively. We say that the set function f is monotone if f (S) ≤ f (T ) for every two sets S ⊆ T ⊆ N and submodular if f (u | S) ≥ f (u | T ) for every two such sets and an element u ∈ N \ T . Since the description of a submodular function might be exponential in the size of the ground set, it is customary in the field of submodular maximization to assume that algorithms have access to the objective function f only through a value oracle, i.e., an oracle that given a set S ⊆ N returns f (S).
A matroid M over a ground set N is defined as a pair (N , I), where I ⊆ 2 N obeys three properties: (i) I = ∅, (ii) if S ⊆ T ⊆ N and T ∈ I, then S ∈ I and (iii) if S, T ∈ I and |S| < |T | then there is an element u ∈ T \ S such that S + u ∈ I. The sets in I are called the independent sets of M, and they are the feasible sets according to the constraint corresponding to this matroid. A base of a matroid is an inclusion-wise maximal independent set. It is not difficult to argue that all bases of a matroid have the same size. This size is known as the rank of the matroid, and we denote it by k throughout this paper. Additionally, given an independent set A of M, we denote by M/A the matroid obtained from M by contracting A. We refer the reader to [20] for more information about matroid theory, as we assume basic knowledge of this theory. Like in the case of submodular functions, the size of the description of a matroid can be exponential in the size of its ground set. Thus, it is customary to assume that algorithms have access to matroids only through an independence oracle that given a set S ⊆ N answers whether S is independent or not. Now, using the definitions given above, we formally state the problem that we consider in this paper. We are interested in the problem of maximizing a non-negative monotone submodular function f : 2 N → R ≥0 subject to a matroid M = (N , I) constraint. For simplicity, we assume in the remaining parts of the paper that the rank k of M is at least 2. Note that for k = 1 the above problem can be optimally solved by exhaustive search in linear time.
Next, we present a few technical lemmata that we use. We begin with (a rephrased version of) a useful lemma about submodular functions that was first proved in [10] .
Lemma 2.1 (Lemma 2.2 of [10] ). Let f : 2 N → R be a submodular function, and let T be an arbitrary set T ⊆ N . For every random set T p ⊆ T which contains every element of T with probability p (not necessarily independently),
Next, we present (rephrased versions of) two known structural lemmata about matroids. [14, 21] ). Given two bases B 1 and B 2 of a matroid M, and a partition
Lemma 2.2 (Proved by
Lemma 2.3 (Proved by [2] and can also be found as Corollary 39.12a in [20] ). Let A and B be two bases of a matroid M = (N , I). Then, there exists a bijection h : A \ B → B \ A such that for every u ∈ A \ B, (B − h(u)) + u ∈ I.
Finally, we prove in Appendix A the following additional lemma about matroids, which generalizes the last lemma. 
w(u) ≥ w(h(u)).
Paper Organization. In Section 3, we present the two simple algorithms that are used as building blocks for our main algorithm. In Section 4, we present the main algorithm itself, and finally, in Section 5, we explain how to derandomize one of the two algorithms presented in Section 3 (the other one is deterministic to begin with).
Basic Algorithms

Split Algorithm
The first of the above mentioned simple algorithms that are used as building blocks for our main algorithm is given as Algorithm 1. We note that this algorithm takes a parameter p ∈ [0, 1] as input.
The rest of this section is devoted to analyzing Algorithm 1. We begin with the following immediate observation. 
Proof. By construction of the algorithm, we get for every α ∈ [0, 1]
For i = 0, we define T 0 = T , and for 0 < i ≤ k the set T i is defined recursively based on the behavior of Algorithm 1 as follows. Assume that T i−1 is already constructed, and let u i denote the single element of (
e., the element that was added by Algorithm 1 in its i-th iteration. Since
is a base of M, v i is a candidate for both u A i and u B i . Together with the fact that u A i and u B i are maximizers with respect to f (· | A i−1 ) and f (· | B i−1 ), we get that the rightmost expression of (1) is at least
where the first inequality follows by submodularity, and the final inequality follows by monotonicity. Combining the last two inequalities and rearranging, we get that the expression
is an increasing function of i for 0 ≤ i ≤ k. In particular, since A 0 = B 0 = T k = ∅ and T 0 = T , we get
where the second inequality follows from the non-negativity of f .
We now set p = β β+
(for β = 1 /2, this expression for α is not defined, so we set α = 1 /2). Note that for 
. The lemma now follows by plugging these expressions into the previous inequality and multiplying by (1 + 2 (1 − β)β)/3.
The final property of Algorithm 1 that we need to prove is that for every base T of M there is a good way to split T with respect to the output sets of the algorithm.
Lemma 3.3. For every base T of M, there exists a partition of T into two disjoint sets T
Proof. By Lemma 2.2, since A k · ∪ B k is a base of M, there must be a partition of T into two disjoint subsets T A and T B such that A k · ∪T A and B k · ∪T B are both bases. In the remaining part of the proof we show that
also holds can be done in a symmetric way.
We prove by induction that for every 0 ≤ i ≤ k, there must exist a set
. For i = 0 we define T 0 = T B , which makes the claim that we would like to prove by induction trivial since f is non-negative and A 0 = ∅. Assume now that this claim holds for 0 ≤ i − 1 < k, and let us prove it for i. There are two cases to consider. If A i = A i−1 , then we are done due to the induction hypothesis by setting T i = T i−1 . Thus, it remains to consider the case in which
where the first inequality follows from the choice of u A i since the fact that
is independent implies that v i is a candidate for u A i , the second inequality follows from the submodularity of f and the last inequality follows from its monotonicity. Combining the last inequality with the induction hypothesis, we now get
which completes the proof by induction. Plugging i = k into the claim proved above, and observing that the fact that
Residual Random Greedy Algorithm
The second simple algorithm that we need is a procedure known as the Residual Random Greedy algorithm (RRGreedy) that was originally described by [7] and is given here as Algorithm 2. For the analysis of Algorithm 2, we use the following construction. Let T be an arbitrary base of M. Then, we construct for every 0 ≤ i ≤ k a set T i which is a base of M/A i as follows. We define T 0 = T , and for 0 < i ≤ k we define T i recursively based on the behavior of Algorithm 2. Assume T i−1 is already constructed, and let h i : M i → T i−1 be a bijection mapping every element u ∈ M i to an element of T i−1 in such a way that (T i−1 − h i (u)) + u i is a base of M/A i−1 . The existence of such a function follows immediately from Lemma 2.3 since T i−1 and M i are both bases of M/A i−1 (h i maps elements of T i−1 ∩ M i to themselves). We now set T i = T i−1 − h i (u i ), and one
Proof. We prove that the lemma holds when conditioned on any fixed choice for the random decisions made by Algorithm 2 in its first i − 1 iterations, which implies that the lemma holds also unconditionally by the law of total expectation. Given such a conditioning, the sets A i−1 and M i become deterministic, and thus, when implicitly assuming such a conditioning, we get
where the first inequality follows from the definition of M i , the second inequality holds due to the monotonicity and submodularity of f , and the final inequality follows again from the monotonicity of f .
Corollary 3.6. For every 1 ≤ i ≤ k and a (possibly random) set S ⊆ N ,
Proof. Lemma 3.5 shows that the expectation of
The corollary now follows by recalling that A 0 = ∅ and T 0 = T by definition, observing that f (A 0 ) ≥ 0 since f is non-negative and observing that T k = ∅ since A k and A k · ∪ T k are both bases of M.
Setting S = ∅, the last corollary implies that the expected value of f (A k ) is at least half of f (T ). The next lemma gives a lower bound on E[f (A i )] that applies for other values of i as well. Let g(x) x − x 2 /2.
Proof. Since g(1) = 1/2, the above discussion implies that in the special case of i = k the lemma follows from Corollary 3.6. We prove the lemma for the other cases by induction. For i = 0 the lemma holds, even without the expectation, due to the non-negativity of f since g(0) = 0. The rest of the proof is devoted to showing that the lemma holds for 1 ≤ i < k given that it holds for i − 1.
Let E be an arbitrary event fixing the random choices made by Algorithm 2 in its first i − 1 iterations. Observe that conditioned on this event the sets A i−1 , M i and T i−1 become deterministic. Thus, conditioned on E,
where the first inequality follows from the definition of M i , the second inequality follows from the submodularity of f and the last inequality follows from the second inequality of Corollary 3.6 by choosing S = ∅.
Taking expectation now over all the possible choices of E, we get
where the second inequality follows from the induction hypothesis (since i ≤ k − 1). Using the observation that the derivative g ′ (x) of g(x) obeys g ′ (x) = (1 − 2g(x))/(1 − x), the last inequality yields
The following lemma generalizes the previous one to non-integer values (at the cost of a small loss in the guarantee).
Lemma 3.8. For every 0 ≤ x < 1, let α = ⌊kx + 1⌋ − kx and i = ⌊xk⌋, then
Proof. If xk is an integer, then the lemma follows directly from Lemma 3.7 (note that α = 1 in this case). Otherwise, we have α · i + (1 − α)(i + 1) = kx. Since we assume that k ≥ 2, at least one of the values i = ⌊xk⌋ or i + 1 = ⌈kx⌉ must belong to {1, . . . , k − 1}. Thus, by Lemma 3.7,
where the final inequality follows since αi + (1 − α)(i + 1) = kx and min{α, 1 − α} ≥ α(1 − α).
The next lemma uses the previous lemma to derive an additional lower bound on the value of the output set of Algorithm 2.
Lemma 3.9. For every 0 ≤ x ≤ 1 and base T ′ of M,
Proof. We begin the proof by showing a lower bound on the gain of Algorithm 2 during its last iterations. Observe that for every i ∈ {0, . . . , k} it holds that
where the first inequality follows from the first inequality of Corollary 3.6 by plugging S = A k ∪ T ′ and the second inequality follows from monotonicity. To see why the last inequality holds, observe that T and T ′ are both arbitrary bases of M, and thus Corollary 3.6 is still true even if we replace T in its guarantee by T ′ . Setting now S = A k in this modified Corollary 3.6 implies the above last inequality. Now, recall that T i is a random set that contains every element of T with probability 1 − i /k. Thus, we can use Lemma 2.1 to get
For x = 1 the lemma follows directly by Corollary 3.6 (for S = ∅). For x < 1, choosing i = ⌊kx⌋ and α = ⌊kx + 1⌋ − kx we get from the previous two inequalities
The lemma now follows by adding to the last inequality the inequality
, which holds by Lemma 3.8, and rearranging.
For convenience, the following proposition summarizes the properties of Algorithm 2 that we use in the analysis of our main algorithm. Proposition 3.10. Given bases T 1 and T 2 of M, the output set A of Algorithm 2 obeys
Proof. The first part of the proposition follows from Lemma 3.7 by setting T = T 1 since g(1) = 1/2, and the second part follows from Corollary 3.9 by setting T = T 2 and T ′ = T 1 .
Main Algorithm
In this section we present our main algorithm, which is given as Algorithm 3. This algorithm invokes the basic algorithms presented in Section 3. Note that the invocation of the algorithm Split requires a value for the parameter p ∈ [0, 1] which is left unspecified by the pseudocode of Algorithm 3, but is determined later in this section.
Algorithm 3: Matroid Split and Grow(f, M)
. 4 Return the better solution out of A = (A 1 · ∪ A 2 ) and B = (B 1 · ∪ B 2 ).
Algorithm 3 constructs two solutions (A and B) using a two steps process. In the first step it constructs two disjoint sets A 1 and B 1 whose union is a base of M, and in the second step it grows each one of these sets into a base. A central observation used in the analysis of the algorithm is that one way to grow A 1 into a base is to add B 1 to it and vice versa. A (potentially) different way to grow A 1 and B 1 into bases is by adding to them appropriate subsets OP T A and OP T B of OP T . Specifically, we use the partition of OP T into two sets OP T A = T A and OP T B = T B whose existence is guaranteed by Lemma 3.3 when we set T = OP T .
The following lemma shows that the two sets that can complement A 1 into a base according to the above discussion (i.e., B 1 and OP T A ) have significant value together-unless the algorithm does very well in its attempt to grow B 1 into a base.
Proof. Observe that
where the first inequality follows by the submodularity of f , the second inequality follows by the monotonicity of f and the last inequality follows by invoking the first part of Proposition 3.10 for the second execution of RRGreedy with T 1 = OP T B (note that OP T B is indeed a base of the matroid M/B 1 passed to this execution).
We can now get a lower bound on a linear combination of the values of the two solutions produced by Algorithm 3.
Proof. Consider the first execution of RRGreedy invoked by Algorithm 3. Since OP T A and B 1 are two bases of the matroid passed to this execution, using the second part of Proposition 3.10 with
Let us now present lower bounds for two of the terms on the right hand side of the last inequality. The term f (OP T A ∪ A 1 ) is at least f (OP T ) − f (A 1 ) by Lemma 3.3 and the definition of OP T A . Additionally, by the monotonicity of f , the term f (A 1 ∪ B 1 ∪ OP T A ) is at least f (B 1 ∪ OP T A ), and this last expression can be lower bounded by Lemma 4.1. Plugging these lower bounds into the last inequality, we get
Rearranging the terms, we get the desired.
To get a lower bound on the competitive ratio of Algorithm 3 we need to plug into the guarantee of Lemma 4.2 a value for x and to lower bound the terms that include f (A 1 ) and f (B 1 ) in this guarantee. This is done in the proof of the next proposition. 
Proof. Let
Plugging this value of β into the guarantee of Lemma 3.2 for T = OP T , and choosing the value of p accordingly, we get
where w(β) 
Setting x = 0.9, the coefficient of f (OP T ) in the last inequality becomes larger than 0.5008. Moreover, it can be verified that for this value of x, β ≈ 0.35 which is in the range [ 
Derandomizing Algorithm 2
In this section, we describe a deterministic algorithm (given as Algorithm 4) whose output obeys (roughly) the same properties guaranteed by Proposition 3.10 for Algorithm 2, and thus, using it in Algorithm 3 instead of Algorithm 2 does not affect the approximation guarantee of the former algorithm. Note that Algorithm 4 gets a parameter B that Algorithm 2 does not get. We assume that this parameter is a base of M.
We begin the analysis of Algorithm 4 with the following lemma which guarantees, in particular, that the algorithm can always find a perfect matching in G i . 
4
Construct a weighted bipartite (multi-)graph G i = (V L , V R , E, w) as follows.
• V L B and V R {1, . . . , k}.
•
Find a maximum weight perfect matching R i in G i .
6
for every j = 1 to k do 9 return the best set out of
• For every i = 0, . . . , k and j = 1, . . . , k, A
i is a base of M and every element u ∈ B appears in exactly k − i out of the sets
• For every i = 1, . . . , k, G i has a perfect matching of weight at least
Proof. We prove the lemma by induction on i. For i = 0 the lemma is trivial since, for every 1 ≤ j ≤ k, A 
, let e(j, u, h j (u)) be the edge between j and v = h j (u) that corresponds to u in G i -since f (u) ≥ f (h j (u)), this edge exists. Observe that one possible fractional matching for G i is to assign a fraction of 1/(k − i + 1) for every edge of the set
Since M j i is a set of size k − i + 1, R contains k − i + 1 edges hitting the right side vertex j of G for every 1 ≤ j ≤ k. Moreover, since every element of B appears in exactly k − i + 1 of the sets B 1 i−1 , B 2 i−1 , . . . , B k i−1 by the induction hypothesis, the number of R edges hitting every left side vertex u ∈ B of G i is also k − i + 1. Thus, we get that R is a perfect fractional matching of G i . Since the matching polytope is integral, there must be an integral perfect matching R i in G i whose weight is at least the weight of R, i.e.,
To complete the proof of the lemma, it remains to observe two things. First, note that since R i is a perfect matching, exactly one edge of R i hits every left side vertex v ∈ B of G i , and thus the number of appearances of v in B 
The following lemma is analogous to Lemma 3.5 , and it implies Corollary 5.3, which is analogous to Corollary 3.6.
where the first inequality holds due to the definition of h j i , the second follows from the monotonicity and submoduarlity of f and the last from f 's monotonicity. Similarly,
where the first inequality holds since for every edge e = (v, j) of G i the element u ∈ M j i corresponding to this edge obeys f (u | A
and
Proof. The first part of Lemma 5.2 shows that f (A
is a non-decreasing function of i, and thus ). An alternative lower bound on this quantity is given by the next lemma, which is analogous to Lemma 3.7.
, where δ = 1/(2k 2 ) for 0 < i < k and 0 otherwise.
Proof. Since g(1) = 1/2, the above discussion implies that the lemma follows from Corollary 3.6 in the case i = k. We prove the lemma for the other cases by induction. For i = 0 the lemma holds due to the non-negativity of f since g(0) = 0. The rest of the proof is devoted to showing that the lemma holds for 1 ≤ i < k given that it holds for i − 1.
Observe that the expression
)] is equal to the weight of the matching R i , which is at least (
where the second inequality follows from the definition of M j i , the second inequality follows from the submodularity of f and the last inequality follows from the right inequality of (2) by choosing S = ∅.
Rearranging this inequality, we get
where the second inequality follows from the induction hypothesis (since i < k). Using the observation that the derivative g ′ (x) of g(x) obeys 1 − x = g ′ (x) = (1 − 2g(x))/(1 − x), the last inequality yields
We now need a method to lower bound the gain of Algorithm 4 in its last iterations. The next lemma proves such a lower bound, and Corollary 5.6 combines this bound with the previous lemma to get a powerful lower bound on the quality of the output of Algorithm 4.
Proof. Observe that, for every 1 ≤ j ≤ k,
where the first inequality follows from the left side of (3) by plugging S = A j k ∪ T , the second inequality follows from monotonicity and the last follows from Inequality (2) by setting S = A j k . Let B i be a uniformly random set picked out of
Recall that every element of B appears in exactly k − i out of these sets by Lemma 5.1, and thus B i contains every such element with probability 1 − i /k. Together with Lemma 2.1, this yields
Combining the two inequalities that we have proved, we get
Proof. Let i 1 = ⌊xk⌋ and i 2 = ⌈xk⌉. Clearly, there must be a value α
Additionally, since we assume that k ≥ 2, at least one of the values i 1 or i 2 belongs to (0, k). Thus, by Lemma 5.4 ,
Observe now that (i 1 − i 2 ) 2 ∈ {0, 1} and min{α, 1 − α} ≥ α(1 − α). Thus, the last term on the rightmost expression in the last inequality is at least as large as the term before it, which gives us
By Lemma 5.5, we also get
The corollary now follows by adding this inequality to the previous one and rearranging.
The following proposition summarizes some of the properties we have proved for Algorithm 4. for every x ∈ [0, 1].
Proof. The proposition follows by combining Lemma 5.4 (for i = k) and Corollary 5.6 with the observation that the value of A is at least the average value of A 1 k , A 2 k , . . . , A k k since Algorithm 4 picks the best among these sets as A.
We are now ready to prove Theorem 1.
Proof of Theorem 1. Consider a modified version of Algorithm 3 in which the invocations of Algorithm 2 have been replaced with invocations of Algorithm 4 (with the parameter B set to B 1 in the first invocation and to A 1 in the other). The (fully deterministic) algorithm thus obtained is given as Algorithm 5. Observe that Proposition 5.7 is identical to Proposition 3.10 except for two differences. First, the inequalities now hold deterministically rather than in expectation. Second, the sets T 1 and T 2 have been replaced with T and B, respectively. Thus, the the analysis of Algorithm 3 can be applied to Algorithm 5 by simply replacing every use of Proposition 3.10 with a use of Proposition 5.7, which shows that Algorithm 5 is also a 0.5008-approximation algorithm. Lemma A.3. A − u A is a maximum weight base of M/u B according to the weight function w.
Proof. Since A is a maximum weight base of M and u A is a minimum weight element of it, for an appropriately chosen tie breaking rule the greedy algorithm has the following two properties: it outputs A, and u A is the last element added by the greedy algorithm to its solution. One can verify that when the greedy algorithm is applied to the matroid M/u B with the same tie breaking rule, it will output the set A − u A (because it will make the same decisions when executed on either M or M/u B up to the point where its solution is equal to the base A − u A of M/u B ). This implies the lemma since the greedy algorithm always outputs a maximum weight base.
Combining the last lemma with the induction hypothesis, we get that there must exist a bijective function h ′ : (A − u A ) → (B − u B ) such that, for every u ∈ A − u A , (B − u B − h ′ (u)) + u is a base of M/u B and w(u) ≥ w(h ′ (u)). We can now construct the function h : A → B as follows. For every element u ∈ A,
The guarantee of h ′ and the fact that w(u A ) ≥ w(u B ) by Observation A.2 imply together that w(u) ≥ w(h(u)) for every u ∈ A as promised. Also, h is clearly a bijective function since h ′ is a bijective function and h(u A ) = u B is not in the range of h ′ . Finally, we observe the following. 
