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Abstract 
Monte Carlo Simulation Studies of D N A 
Hybridization and DNA-Directed Nanoparticle 
Assembly 
by 
Juan Carlos Araque 
A coarse-grained lattice model of DNA oligonucleotides is proposed to investigate how 
fundamental thermodynamic processes are encoded by the nucleobase sequence at the 
microscopic level, and to elucidate the general mechanisms by which single-stranded 
oligonucleotides hybridize to their complements either in solution or when tethered 
to nanoparticles. 
Molecular simulations based on a high-coordination cubic lattice are performed 
using the Monte Carlo method. The dependence of the model's thermal stability on 
sequence complementarity is shown to be qualitatively consistent with experiment and 
statistical mechanical models. From the analysis of the statistical distribution of base-
paired states and of the associated free-energy landscapes, two general hybridization 
scenarios are found. For sequences that do not follow a two-state process, hybridiza-
iii 
tion is weakly cooperative and proceeds in multiple sequential steps involving stable 
intermediates with increasing number of paired bases. In contrast, sequences that 
conform to two-state thermodynamics exhibit moderately rough landscapes, in which 
multiple metastable intermediates appear over broad free-energy barriers. These in-
termediates correspond to duplex species that bridge the configurational and ener-
getic gaps between duplex and denatured states with minimal loss of conformational 
entropy, and lead to a strongly cooperative hybridization. Remarkably, two-state 
thermodynamic signatures are generally observed in both scenarios. 
The role of cooperativity in the assembly of nanoparticles tethered with model 
DNA oligonucleotides is similarly addressed with the Monte Carlo method, where 
nanoparticles are represented as finely discretized hard-core spheres on a cubic lat-
tice. The energetic and structural mechanisms of self-assembling are investigated by 
simulating the aggregation of small "satellite" particles from the bulk onto a large 
"core" particle. A remarkable enhancement of the system's thermal stability is at-
tained by increasing the number of strands per satellite particle available to hybridize 
with those on the core particle. This cooperative process is driven by the formation 
of multiple bridging duplexes under favorable conditions of reduced translational en-
tropy and the resultant energetic compensation; this behavior rapidly weakens above 
a certain threshold of linker strands per satellite particle. Cooperativity also enhances 
the structural organization of the assemblies by systematically narrowing the radial 
distribution of the satellite particles bound the core. 
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Chapter 1 
Introduction 
In recent years, there has been a renewed interest in nucleic acids, e.g., deoxyri-
bonucleic acid (DNA), for building nanostructures and nanodevices. This type of 
biomolecules offers remarkable versatility and robustness for directing the assembling 
of molecular building blocks as well as for assembling themselves into complex struc-
tures. These properties, coupled to the unrestricted and low-cost accessibility of 
nucleic acids by chemical synthesis, make them the "holy grail" of the nanotechnol-
ogy toolbox, capable of stimulating not only the development of new applications but 
also the improvement of current and earlier ones. 
Indeed, the molecular recognition properties of DNA in particular, which originate 
from noncovalent forces between nucleobases in complementary strands, are currently 
being exploited for various technological applications including genetics [1, 2, 3], drug 
delivery [4, 5], biological and electrochemical sensors [6, 7], catalysis [8, 9], nanos-
tructured materials [10, 11], nanoscale printing [12], nanomachines (see the review 
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by Bath and Turberfield [13]), photonics [14, 15], and computers (see the reviews by 
Adleman [16], and Shapiro and Benenson [17]). 
Harvesting the molecular self-assembling properties of DNA has become common-
place in applications requiring high specificity, programmability and control. This 
enables one, for instance, to construct computers based on DNA's algorithmic self-
assembly, where different strands and motifs are treated as logic gates with infor-
mation codified biochemically at the sub-nanometer length scale [16, 18, 19]. It also 
allows one to develop DNA-based switches, machines and enzymes, where a network 
of reactions with complicated kinetic pathways can be programmed and executed 
based on the predictable thermodynamic behavior of DNA [20, 21, 22, 23]. Similarly, 
an emerging class of nanostructured materials is being developed in which the self-
assembly is guided by DNA strands grafted to either non-spherical [24] or spherical 
colloids [25] and nanometer-size [26] particles, quantum dots [27], carbon nanotubes 
[28], vesicles [29], etc. In this way, short- and medium-range interactions can be 
tailored to yield functional assemblies precisely designed at the molecular scale. 
Another approach of interest in the field of bottom-up self-assembly, known as 
structural DNA nanotechnology (reviewed by Seeman [30], and Seeman and Lukeman 
[31]), is that in which a mixture of DNA motifs self-regulate their own folding into 
highly structured complexes such as three-dimensional polyhedra [32, 33, 34, 35], 
dendrimers and hydrogels [36, 37], nanotubes [38, 39, 40], and two-dimensional arrays 
of patterns and shapes [41, 42, 43, 44, 45]. 
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1.1 DNA Hybridization Thermodynamics 
Nucleic acid polymers such as DNA, RNA (ribonucleic acid) and PNA (peptide nucleic 
acid) have a common basic double-stranded motif in which two segments, either in 
the same chain or in different ones, intertwine, forming a double-helical structure 
[46]. The stability of this structure is provided mainly by inter- and intra-strand 
pairing and stacking interactions between nucleobases (cytosine, guanine, adenine 
and thymine, or C, G, A and T, respectively). In principle, although any pair of 
nucleobases can form hydrogen bonds in various coplanar patterns, the geometric 
constraints of the double helical structure favors the Watson-Crick pairs in which 
A preferentially associates with T, and C with G [47]. The number of hydrogen 
bonds formed by each type of base pair, three for CG and two for AT, as well as the 
fraction of stacking between neighboring nucleobases, encode the primary recognition 
fingerprint in the sequence of subunits (nucleotides) that make up single strands of 
DNA (either oligo- or poly-nucleotides). 
In aqueous media, environmental perturbations such as temperature, salt concen-
tration, pH, and chemical agents, play a fundamental role in regulating the association 
(also known as hybridization) and dissociation (also known as melting) transitions 
between single-stranded and double-stranded conformations [48]. The middle point 
of this transition, the so-called melting temperature, at which half of the strands are 
hybridized, is commonly used as the principal indicator of conformational stability 
[49]. • 
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The melting transition of a single pair of DNA strands has been the object of 
numerous theoretical studies for nearly 50 years (see, for example, [50, 51, 52, 53, 54, 
55, 56]), and more recently of direct computer simulations [57, 58, 59, 60, 61, 62]. 
Single-molecule folding, as in the case of DNA or RNA hairpins [63, 64, 65, 66, 67], 
has also been investigated. Unfortunately, little contact has been made between 
theory or modeling and the experimental conditions at which an ensemble of DNA 
oligonucleotides hybridize in aqueous media. 
Theoretically, the problem of accounting for the contribution of all possible base-
paired species to the configurational partition function, as illustrated in Fig. 1.1, has 
proven intractable without major simplifying assumptions [68]. In contrast, in experi-
ment, the macroscopic thermodynamic behavior of DNA hybridization in solution has 
been thoroughly characterized [69, 70, 71, 72, 73]. While there are many algorithms to 
predict bulk hybridization thermodynamics (see, for example [74, 75, 76, 77, 78, 79]) 
which yield melting temperatures within 2 to 3°C of experimental values [72, 80], 
these approaches rely on empirical and questionable assumptions and lack the accu-
racy required for applications such as the design of polymerase chain reaction primers 
and DNA microarray probes [81]. 
For short DNA molecules (oligonucleotides), the apparently simple bulk thermo-
dynamic behavior appears to be more complicated than traditionally assumed, in view 
of the myriad of microscopic mechanisms by which oligomers hybridize (see Fig. 1.1). 
Such level of complexity arises in aqueous solutions because, in order to find their 
complements in the correct conformation to form a native duplex, denatured oligonu-
5 
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Figure 1.1: Schematic description of base-paired states included in different models 
of duplex formation in solution (adapted from Cantor and Schimmel [48]). 
cleotides must confront not only a restricted and highly anisotropic energy space 
imposed by the sequence and base pairing constraints, but also entropic and diffusive 
barriers. 
These complex aspects of collective behavior are also of special importance in 
several technological applications. For example, during the assembly of complex 
DNA motifs [82, 22], or the function of autonomous DNA-devices [83], the wealth 
of competing molecular pathways involved complicate the design of sequences that 
provide the highest stability and yield [84]. It is therefore important to shed light on 
the mechanisms of simple duplex DNA-motifs before understanding the little explored 
non-equilibrium behavior of DNA complexes and their structural interconversions 
[85][86]. 
Similarly, in the case of DNA microarray assays, the problem of attaining reliable 
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predictions of thermodynamic stability using solution-based parameters is of great 
concern for the proper design of experiments [87]. This latter aspect has only recently 
begun to be deciphered by computer simulations [88, 89]. 
1.2 DNA-based Self-Assembling Nanotechnology 
The basic idea of rearranging atoms, molecules or larger particles into mesoscopic, or 
even macroscopic, structures from a bottom-up approach, instead of the conventional 
top-down one, has been present since the early '60s [90]. Self-organization through soft 
matter is a key concept to create a variety of nanostructures in a bottom-up fashion 
[91]. Biomolecules are one of the preeminent soft materials, having unique recognition 
properties that make them suitable for controlling self-assembly of nanometer-size 
particles in solution or on substrates, with potential applications in nanotechnology. 
The conjugation of biomolecules and inorganic nanoparticles has led to the estab-
lishment of a new research field: biomolecular nanotechnology or nanobiotechnology 
[92]. The association of biomolecular units with inorganic nanoparticles introduces 
chemical and physical functionalities which drive an organized and controlled ag-
gregation process through specific and strong recognition interactions. Assembly of 
such building blocks into extended, well-defined structures can provide a variety of 
functional materials with applications including ultrasmall electronic devices, spectro-
scopic enhancers, high-density information storage media, and highly sensitive and se-
lective chemical and biological detectors [93]. These type of biomaterial-nanoparticle 
7 
hybrid systems seem to have a broad potential for their use in the design of advanced 
materials and devices. 
Among the number of biomaterials being used with self-assembling purposes, nu-
cleic acids, specifically DNA, play an important role as building blocks for program-
ming the precise assembling of a wide range of extended meso- and macroscopic net-
works. Strands of DNA linked to nanoparticles can be programmed to self-assemble 
into complex arrangements by introducing the strands with the appropriate com-
binations of complementary sequences, which preferentially bond together to form 
stretches of double helices [94]. In recent years, the potential of DNA as a molecular 
assembly tool has been enhanced by the ability to synthesize virtually any sequence 
by automated methods. Another attractive feature of DNA is the large mechanical 
rigidity of short double helices, which behave effectively as a rigid rod spacer be-
tween two tethered functional components on both ends. Moreover, DNA displays a 
relatively high physicochemical stability [95]. 
On the other hand, nanoparticles that consist of metallic elements (e.g. Au, 
Ag, Pt, and Cu) or semiconducting components (e.g. PbS, Ag2S, CdS, CdSe, and 
Ti02) seem to be attractive inorganic units for the engineering of clustered structures. 
They possess interesting optical, electronic, and catalytic properties, which are dif-
ferent from those of the corresponding bulk materials [96]. Moreover, new collective 
properties arising from DNA-mediated assemblies of nanoparticle aggregates, such as 
coupled-plasmon absorbance, interparticle energy transfer, and electron transfer or 
conductivity, may be observed in the clustered assemblies [92]. 
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Mirkin and co-workers proposed a method to reversibly assemble nanoparticles 
functionalized with single strands of DNA in solution by adding single-stranded linkers 
with the complementary sequences of the particle-bound DNA [10]. The formation 
of non-covalent bonds (hydrogen bonding) between two single strands of DNA is a 
temperature-dependent process. Therefore, when nanoparticles are linked with DNA, 
a thermoreversible process leads to the formation of an amorphous aggregate that 
phase separates at low temperatures, whereas a homogeneous solution is obtained at 
high temperatures. This is a highly cooperative transition since the nanoparticles are 
often linked by multiple double-stranded DNA molecules. Significant experimental 
research has been conducted to understand the nature of this phenomenon [97, 98, 99, 
100], suggesting that the system exhibits a complicated interplay between a network-
forming percolation transition and a macroscopic phase separation that is not yet 
fully understood. 
Despite the significant experimental advances that have been accomplished, funda-
mental questions such as the phase behavior and structure of DNA-based nanoparticle 
assemblies remain unclear. Within the context of fundamental studies on networks 
of nanoparticles linked by DNA, a number of theoretical approaches have attempted 
to address some of the issues related to the thermodynamically reversible transi-
tion observed experimentally [98, 101, 102, 103, 104]. However, these approaches are 
based on simplifying assumptions which may not reflect the complexity of the sys-
tem interactions. Moreover, the difficulty to systematically control the experimental 
conditions restricts the capacity of experimental studies to investigate in detail the 
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phase diagram of bulk three-dimensional DNA-linked nanoparticle systems. 
Computer simulation methods can provide physical insight into phenomena that 
are difficult to investigate experimentally, and are too complicated to allow for ex-
act solutions from theory. A novel molecular simulation approach proposed herein 
aims to deal with fundamental aspects that lead to phase transitions in assemblies of 
nanoparticles mediated through DNA. This approach couples a simple but still real-
istic lattice model in three dimension with advanced computer simulation techniques 
based on the grand canonical Monte Carlo method. This model will allow to study 
how the thermodynamic parameters and architectural features of the DNA building 
blocks control aspects of local and global ordering of the nanoparticles, as well as to 
investigate the relationship between structure and phase behavior. 
1.3 Outline of the Thesis 
This thesis is organized as follows. In Chapter 2 a brief background on the computer 
simulation methods used is presented, emphasizing the description of the theoretical 
aspects of these methods as well as practical details of their application. A general 
overview of coarse-grained models is also presented in this Chapter, where a number 
of relevant approaches for reducing degrees of freedom is highlighted. Chapter 3 is 
devoted to the development, implementation and study of a coarse-grained model of 
DNA oligonucleotides capable of capturing the complex equilibrium conditions and 
the thermodynamic properties of complementary DNA strands hybridizing in solu-
10 
tion. The assumptions of the model are first tested, and then its thermodynamic 
behavior and conformational cooperativity effects are studied in detail. The molec-
ular hybridization mechanisms and scenarios are studied in Chapter 4 by exploring 
the features of the energy landscapes of fully and partially complementary sequences 
hybridizing in solution. In Chapter 5, the model for DNA oligonucleotides is further 
extended to perform Monte Carlo simulations on model nanoparticles tethered with 
complementary single stranded DNA. The objective is to to understand the funda-
mental self-assembling mechanisms and the causes of enhanced cooperativity in this 
system. Finally, in Chapter 6, suggestions for future work are presented, giving spe-
cial emphasis to extensions of the models developed in the present thesis and possible 
improvements. 
Chapter 2 
Computer Simulation and Monte 
Carlo Methods 
In this chapter a general and comprehensive review of computer simulation method-
ologies for molecular and particle systems is presented. Those methods which are 
implemented in the present thesis to accomplish the results outlined in section 1.3, 
are given especial emphasis in this Chapter. These specific methodologies were se-
lected in this thesis based on their capacity to access the complicated conformational 
and configurational phase space of the systems under study. Additional techniques 
for data collection and analysis that complement the simulation methodologies are 
also reviewed here, whereas a more detailed account of specific methodological varia-
tions and developments required for each system are provided in their corresponding 
chapters (3-5). 
11 
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2.1 Coarse-Grained Models of Molecular Systems 
The use of coarse-grained models has been a common feature in molecular simulation 
of classical systems since its origins in the early and late 1950's [105, 106, 107]. The 
finer resolution which is possible for classical mechanical systems, i.e., at the atom-
istic level, is indeed a coarse-grained representation of the corresponding quantum 
mechanical description, where the degrees of freedom of the electrons are coarse-
grained into an average inter- and intra-molecular potential with distances defined in 
terms of the nuclear positions. In systems represented by higher-order coarse grain-
ing may be grouped two or more atoms into a pseudo-atom according to an arbitrary 
assignment or by a systematic procedure. The former is defined by the computational 
convenience of choosing a simplified intramolecular potential, neglecting most or all 
intramolecular degrees of freedom with very fast dynamics, whereas the latter con-
siders the iterative fit of the structural properties (e.g., radial distribution function 
g(r)) of a fully atomistic system to a coarse-grained interaction potential. 
The purpose of both types of coarse-graining approaches is the same, namely to 
describe the system of interest over a broad range of time and length scales which 
are not computationally accessible at finer resolutions. The arbitrary assignment, on 
the one hand, may be only qualitative in nature, or both qualitative and quantitative 
if the arbitrary potential is fitted to appropriate thermodynamics functions (e.g., 
heat of vaporization AHvap). Classical examples of this approach are the Gay-Berne 
model for liquid-crystal molecules [108], the statistical Kuhn segment representation 
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of polymers or freely joined chains [109], the hydrophobic-hydrophilic chain models 
of surfactant molecules [110], and the polar-nonpolar chain model of proteins and 
polypeptides [111]. 
Systematic coarse graining , on the other hand, is always both qualitative and 
quantitative, because it is the result of a numerical mapping of finer resolution mod-
els onto a prescribed system of reduced complexity. Typically, computationally ex-
pensive atomistic simulations of small molecular fragments are performed for short 
times to obtain structural statistics of their equilibrium behavior. This information 
is iteratively fitted to an interaction potential of the corresponding coarser resolution, 
until reasonable agreement is obtained; the intrinsic nature of this procedure never-
theless leads to non-unique solutions. There are several schemes of systematic coarse 
graining, among which the force matching [112], the hierarchical approach [113, 114], 
and the multiscale coarse-graining [115], are of particular relevance. 
Increased computational efficiency can be obtained when combining the coarse-
grained approaches with a simplified representation of the space, although at the 
expense of quantitative accuracy. In particular, the use of discretized positions for 
the center-of-mass of pseudo-particles, e.g., using a cubic lattice, is used extensively 
for modeling polymers [116], surfactant chains [117], proteins [118], and hard-sphere 
[119], Lennard-Jones [120] and Ionic fluids [121]. In some instances, discretized mod-
els may imitate the equilibrium behavior of their analogs in the continuum [122]. The 
simulation of conformational equilibrium for chain-like molecules may also approach 
that of their continuum analog by using specially defined lattices with large coor-
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dination number z, e.g., those of proteins [123] and polymeric systems [124]. The 
models developed in the present thesis take advantage of both the computational 
efficiency provided by the fine-lattice discretization method to represent the nanopar-
ticles as rigid spheres on the lattice, and the explicit modeling of DNA strands with 
a coarse-grained one-site representation on a high-coordination cubic lattice. 
2.2 Statistical Mechanics and Molecular Simula-
tion Theory 
The inherent configurational and dynamical complexity that characterizes the sys-
tem under study requires the use of advanced molecular simulation methodologies. 
Furthermore, the study of the phase behavior of such a complex fluid poses great 
challenges to be overcome. In this context, molecular simulations based on Monte 
Carlo methods are preferred over the molecular dynamics approach, as a result of 
the restricted access of the latter to the time and length scales associated to phase 
transitions. Indeed, better relaxation is achieved with Monte Carlo simulation tech-
niques because they rely on the freedom to perform an unphysical exploration of the 
configurational space. However, the naive random displacements of the conventional 
Monte Carlo scheme offers only limited advantages with respect to its molecular 
dynamics counterpart. It is necessary therefore to use a number of advanced and 
well-established Monte Carlo techniques, to be described below. This not only allows 
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the attainment of reliable results for long-time relaxation phenomena, but also to 
accomplish this task within a reasonable amount of computer time. Nonetheless, it 
is important to note that the rather complex interactions of the simulation model 
considered in the present thesis may require the development of new and more clever 
Monte Carlo methods. 
A complete thermodynamic description of any many-particle system is completely 
defined with the statistical mechanical formulation of the partition function Q, which 
is classically defined as follows: 
Qd««cai = J^NJ^J dpNdrNexpl -
N 
J2p'/2mi+U(rN) /kBT\, (2.1) 
where h is Plank's constant, N the number of particles, d the dimension of the system, 
T the temperature, kg Boltzmann's constant, p the momenta, m the mass, and U{rN) 
the potential energy as a function of the coordinates r of the N particles. 
Although the N-dimensional integral of the momenta in Qciassicai can trivially be 
solved exactly, the configurational part Qcon/j5 depending on U(rN) cannot. Instead 
of solving explicitly Qcon/j3, the underlying idea behind the Monte Carlo method is to 
generate a trajectory in phase space which samples from the probability distribution 
of a chosen statistical mechanics ensemble [125]. However, since only a finite number 
of steps can be generated, "importance sampling" techniques are applied in order 
to concentrate the phase space exploration to regions which make important con-
tributions to the configurational integral. Then, ensemble averages can be obtained 
by building the stochastic transition matrix of a Markov chain such that its limit 
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distribution is equal to the ensemble distribution. For example, the thermodynamic 
property A of an iV-particle system is obtained as the ratio of the integrals 
• _ fdr"A(r«)e*p [-U(rN)/kBT] • 
V / :
 fdrNexp[-U(rN//kBT] ' ^ ' ' 
The conventional Metropolis algorithm constructs the Markov chain by using a sym-
metric underlying matrix a, which means that the probability a(i'—* j) to propose 
the move of a randomly chosen particle from state i to state j has the same reverse 
probability, i.e., a(i —> j) = a(j'—* i)- The construction of such transition prob-
abilities is aided by the use of "microscopic reversibility", i.e., the detailed balance 
condition. Although only the weaker balance condition is sufficient and necessary, as 
shown by Manousiouthakis and Deem [126], the stronger detailed balance is simple 
enough as to be enforced at all times; this is particularly useful for advanced moves 
to be proposed below. This condition applied to the transition from state i (old) and 
j (new) implies that 
• Poidn(old—>'new)= pnew7r(new—> old), (2.3) 
where p is the limiting ensemble distribution (e.g., canonical or grand canonical), 
and IT = a(i —* j)Pacc is the transition probability expressed as the product of the 
probability a(i —* j) to propose the move from i to j and the probability Pacc to 
accept the move. 
This equation is precisely the basis of the general prescription developed by 
Metropolis et al. [105]. It was the first Monte Carlo algorithm ever developed to 
study many-particle systems, and was initially proposed to investigate the equation 
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of state of hard disks in the canonical ensemble. In this procedure, after a particle in 
state i is selected randomly with position r^  and energy C/(rj), a new trial state j (e.g., 
arbitrary displacement) is selected randomly with probability a(i —> j) = a(j —* i). 
This trial state with position Tj and energy U(rj) is accepted with probability 
acc(i^j)=mm{l,exp(-P[U(rj)-U(ri)})], (2-4) 
where /3 = 1/ksT. If the new trial state is rejected, the old configuration is recounted 
as the new state of the Markov chain. This basic procedure follows directly from 
Eq. 2.3 and, with appropriate changes in the underlying matrix a, an acceptance 
criteria can be constructed to be applied in any proposed Monte Carlo move, e.g., 
the configurational biased moves to be discussed below. 
2.2.1 Canonical and Grand Canonical Monte Carlo 
The statistical mechanical equilibrium of a closed system canonically distributed is 
defined by the continuum-limit canonical partition function given in Eq. 2.1. This 
particular ensemble is characterized by the assembly of all energy microstates with 
fixed number of particles N and volume space V, where the equilibrium is maintained 
by contacting the system with an infinite heat bath at fixed temperature T; the energy 
of the system E is therefore allowed to fluctuate, but the total energy (system+bath) 
is held constant [127]. This is the natural ensemble for Monte Carlo simulations, 
where any thermodynamic property average is calculated through Eq. 2.2 and the 
Metropolis construction is that described in the previous section. Any Monte Carlo 
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move is "this ensemble is governed by the acceptance probability denned by Eq. 2.4. 
The use of open ensembles in Monte Carlo simulations, e.g., the grand canonical 
ensemble and the Gibbs ensemble, has become a frequent choice for several appli-
cations. In particular, the grand canonical Monte Carlo method is specially suited 
for simulations of phase transitions, because it allows the fluctuation in the number 
of particles between the various phases of a system [128]. Furthermore, removing 
particles and inserting them back into a system provides a fairly efficient algorithm, 
because diffusional limitations are eliminated altogether. It is important to also note 
that the major drawback of this method, i.e., low efficiency for high densities or com-
plex fluids, can be alleviated by combining it with appropriate "biased" techniques. 
In the grand canonical ensemble, the chemical potential /x, volume V and temper-
ature T are fixed, while the number of particles N is allowed to fluctuate [125]. The 
average of any property A in the grand canonical ensemble can be obtained from 
<^W = ^ :
 n : , (2.5) 
where A = y/h2/(2irmkBT) is the de Broglie thermal wavelength, Q^VT is the grand 
canonical partition function. 
A number of methods have been proposed to generate an adequate Markov chain 
in the grand canonical ensemble that satisfies the detailed balance condition in Eq.2.3. 
The most widely used method is the one due to Norman and Filinov [129] subsequently 
extended by Adams [130]. In this scheme, three different trial moves are used: par-
ticle displacements, insertions and removals. Particle displacements are performed 
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following the same Metropolis [105] procedure and acceptance criteria (Eq. 2.4) used 
for the canonical ensemble. In addition, the insertion of a trial particle from selected 
from infinite reservoir (ideal gas) in thermal equilibrium with the system considered, 
is proposed and accepted with probability 
acc
ms(old —* new) = min 
^j^hTfM^-puins\ (2.6) 
and a trial particle removal (transferred to the reservoir) is accepted with probability 
acc
rem(old —• new) = min ' A
3N 
1, — e x p ( # * - PUrem) (2.7) 
where Ul and Ur are the energy changes for the insertion and removal steps, respec-
tively. This acceptance probabilities are derived from Eq. 2.3, considering the grand 
canonical limiting distribution p^vr-
It should be noted that it is possible to perform insertion/deletion moves in closed 
systems, e.g., canonical ensemble. This is indeed an intrinsic advantage of the Monte 
Carlo procedure itself, because any unphysical or artificial move is possible in any 
ensemble as long as the detailed balance condition is met. The restriction of constant 
number of particles N in a closed ensemble forces any deletion move to be accompa-
nied by a reinsertion step in the same move, as if the molecule were to disappear from 
its actual position and reappear at a completely uncorrected position in the simu-
lation box. This type of move in low and medium density systems has appropriate 
acceptance probability and relaxes the system rapidly towards equilibrium. 
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2.2.2 Configurational Bias 
In practice, the use of the original Metropolis Monte Carlo scheme [105] is restricted 
to simple particles. However, in some cases, it is more efficient to perform moves 
that update the coordinates of many particles. A particular example is the case of 
sampling interacting polymer conformations. The conventional Metropolis is ill-suited 
for polymer simulations, because the natural dynamics of polymers is dominated by 
topological constraints [131]. Hence, any algorithm that mimics the real motion of 
macromolecules will suffer from the same problem. For that reason, many schemes, 
to be described below, have been proposed to speed up the Monte Carlo sampling of 
complex molecules by "biasing" the way in which conformations are generated. 
The original formulation of the " Configurational Bias Monte Carlo" method was 
proposed by Siepmann and Frenkel [132] to simulate efficiently systems consisting of 
flexible lattice chains, in particular at very high densities. It was later extended to 
continuously deformable chain molecules by Frenkel et al. [133]. These methods were 
invented to calculate the chemical potential for dense polymer systems. In this case, 
the Widom test particle insertion method [134] fails when an unbiased insertion of 
a large macromolecule is attempted. However, configurational bias applicability has 
been extended to deal with different problems (such as phase transitions), for systems 
ranging from simple atoms to rather complex molecules. 
The general formulation of biased trials derived from "Configurational Bias Monte 
Carlo" can modify not only the local conformation of a molecule but also the global 
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configuration of the system and even both at the same time; always taking special 
care to preserve the detailed balance condition given in'Eq. 2.3. In this case, the 
underlaying Markov chain probability matrix a is non-symmetric because the values 
of the forward steps a0id->new are constructed to preferentially select favorable con-
ditions in the new state. Therefore, a simple solution is to transform both a0id-*new 
and a0id-+new into functions of the potential of interaction in both states U{v0id) 
and U(rnew). In this way, the basic Metropolis Monte Carlo acceptance probability 
(Eq. 2.4) will simply change to the following general form 
acc(old —> new) = min 
To achieve the desired improved efficiency increase in the case of polymer-type 
molecules, Siepmann and Frenkel [132] developed a procedure to bias the underlying 
Markov chain probability a of the Metropolis Monte Carlo scheme in order to generate 
more probable configurations at a higher frequency. The insertion method follows the 
growing algorithm proposed by Rosenbluth and Rosenbluth [135] for self-avoiding 
random walks. In the Rosenbluth scheme, any particular conformation of a chain 
molecule is constructed segment by segment, starting from one end and growing the 
chain in the volume regions that are empty ("athermal" version) instead of doing 
it in a random fashion. At each step i, this individual probability is sequentially 
accumulated to the "Rosenbluth weight" of the generated chain configuration 
*- i • 
Wnew = WiY[wj, (2.9) 
3=1 
*' §T7^eM-m(rnew) - U(rM)]) i[U{Tnew)\ (2.8) 
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where Wi = nempty counts the number of unoccupied sites for monomer placement 
(in the lattice space). However, the pure Rosenbluth sampling based only on weights 
generates an unrepresentative sample of all polymer configurations, i.e., is not pro-
portional to the Boltzmann distribution [136]. The configurational bias scheme of 
Siepmann and Frenkel corrects this problem by using the Rosenbluth weight W to 
bias the acceptance of trial conformations generated with the Rosenbluth scheme 
[132, 133]. Then, when the chain is fully regrown, the total Wnew is used in the ac-
ceptance probability to correct the bias introduced, so that all possible configurations 
are counted equally. The acceptance probability of this basic "athermal" form of the 
move is 
acc(old —*• new) = min ' Wnevj 1, —7^exp(-^[[/(rne iy) - U(TM)]) 
Wold 
(2.10) 
where W0u is a reverse Rosenbluth weight which accounts for the regrowth of the 
chain in its old configuration. 
In addition, the "athermal" growing can be substituted by biasing the stepwise 
insertion towards the directions with larger Boltzmann weights ("thermal" version), 
such that the total Rosenbluth weight is a function of the configurational interaction 
potential Wnew^id = i[U(rneWi0i,i)]). In this case, the function f[t/(rj)] is the Boltzmann 
factor exp[—pU(ti)], the individual probabilities wt = Ylvoiume e xP[—^( r»)]> a n d the 
total Rosenbluth weight the product Wnew = Hi^i9* wi- The acceptance probability 
in Eq. 2.10 can then be expressed as 
acc(old —> new) = min 'l ''new 
w, old 
(2.11) 
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2.2.3 Parallel Tempering Method 
Complex fluids such as electrolyte solutions, polymer solutions, and biological macro-
molecules (proteins, DNA, etc.) pose significant obstacles to molecular simulation, 
particulary at low temperatures and elevated densities [137]. At these conditions, the 
various competing interactions lead to frustration and a rough free-energy landscape 
[138]. Hence, simulations based on conventional Metropolis Monte Carlo [105] or 
molecular dynamics techniques will frequently get trapped in one of the multitude lo-
cal free-energy minima generally surrounded by large barriers. When this occurs, only 
small parts of the conformational space are sampled appropriately and statistical av-
erages cannot be calculated accurately ("quasi-ergodic problem"). Several techniques 
have been developed over the years to overcome this problem, such as multicanonical 
sampling [139], 1/k sampling [140], simulated tempering [141], expanded ensembles 
[142], J-walking [143], and parallel tempering[144, 145]. 
In particular, the method of parallel tempering is a Monte Carlo scheme that 
provides excellent sampling of systems that have an energy landscape with many 
local minima [136]. It was first suggested by Tesi et al. [144] for the study of in-
teracting self-avoiding walks in three dimensions, and independently at the same 
time by Hukushima and Nemoto [145] for spin glass simulations. The basic idea is 
to simultaneously perform simulations of many noninteracting replicas with different 
temperatures, and then to introduce a replica exchange move to exchange periodically 
the configurations of these replicas. 
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In order to elaborate these ideas, consider for concreteness a canonical ensemble, 
and consider each replica of the system to be at a different temperature [128]. The 
partition function for the overall system is then given by 
Q = l[Qi(N,V,Ti), (2.12) 
i 
where r denotes the number of replicas and % is the temperature of replica i (Ti < 
T2 < • • • <Tr). Systems at sufficiently high temperatures explore freely the configu-
rational space, whereas low-temperature systems mainly sample the local free-energy 
minima. Therefore, in addition to conventional Monte Carlo moves for thermal equi-
libration within each replica, the identities of any two replicas are allowed to be ex-
changed. Proposing a move that exchanges configurations of replicas i and j can be 
also constructed using the detailed balance condition in Eq. 2.3, and such a exchange 
is accepted with probability 
ac<?\i -+ j ) = min[l,exp(A/%AC4,-)], (2.13) 
where AUij is the difference in energy between replicas i and j , and A/% is the differ-
ence between their inverse temperatures. As can be inferred from Eq. 2.13, however, 
the acceptance rate for exchanges moves will be sufficiently high only when the en-
ergy distribution functions for distinct states overlap significantly. It is important 
to note also that the exchange moves are very inexpensive (except for large complex 
systems), since the energy of each replica is already known, and no disturbance in 
the individual Boltzmann distributions is expected due to the replica exchange. 
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Parallel tempering is not limited to the canonical ensemble or other closed en-
sembles. The use of open ensembles (e.g., grand canonical ensemble) is in fact a 
common practice in the study complex fluids in order to overcome slow-relaxation 
problems. For that reason, the extension of parallel tempering to open ensembles 
helps not only to circumvent the diffusional bottlenecks, but also the rough energy 
landscapes that plague most complex fluids. Yan and de Pablo [146, 147] developed 
a simulation method called hyper-parallel tempering that combines both techniques. 
However, this formulation also involves the use of expanded ensemble to study phase 
transitions. Therefore, a simple version of hyper-parallel tempering will be described 
here, since the intent of using this method at this point is not related to the study of 
phase transitions. 
In the grand canonical ensemble, for a system with two replicas i and j , the 
probability of finding a configuration with temperatures (Ti, 7}), chemical potentials 
(//j, Hj), energy (Ui, Uj) and number of particles (iVj, Nj), is defined as 
P(a) oc exp(papaNa - PaUa); (2.14) 
hence, the replicas may exchange configurations in a similar fashion to the canonical 
ensemble version, but the new acceptance probability is defined by 
acc
hpt(i - j) = min(l, e x p [ ( / ^ - A ^ ) ^ - Nj) - (J3j - &)(£/* - Uj)]). (2.15) 
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2.2.4 Feedback-Optimized Parallel Tempering 
Molecular systems with complex inter- and intra-molecular interaction potentials, 
with rough energy landscapes, or those forming structurally complicated phases, such 
as polymers, proteins, associating fluids, surfactants, or glassy materials, exhibit a re-
markable slowdown in the sampling of their configurational or conformational phase 
space when in the proximity of first and higher-order transitions. Under this par-
ticular conditions, parallel tempering [148] or multicanonical [149] trial moves that 
exchange configurations of neighboring replicas, are very likely to be rejected. This is 
a typical behavior encountered in systems with a diverging specific heat (Cv), where 
the temperature replica exchange acceptance probability Pacc is proportional to Cv as 
Pace ~ (T0/Ti)NCv/k^, with To < 7i [150]. It is necessary therefore to propose optimal 
conditions for the exchange parameter distribution, which controls the probability of 
attempting replica exchanges close to large energy and correlation length fluctuations. 
Trebst et al. [149] proposed the first version of an optimization algorithm for gen-
eralized broad-histogram Monte Carlo simulations based on this idea. This method 
and its subsequent extensions allows to reduce the "bottleneck" or slowdown near 
transition points by systematically maximizing the rate of round trips of every replica 
between the lowest and highest values of the exchange parameter (e.g., temperature 
in parallel tempering, and non-Boltzmann weights in multicanonical ensemble). An 
optimal ensemble of replicas is obtained in this way with improved convergence prop-
erties, exhibiting faster equilibration and shorter autocorrelation times [151].. 
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This optimization algorithm is implemented as an iteratively feedback procedure 
using special statistics collected during a complete Monte Carlo run [148]. The key 
feature of this method is that by choosing an appropriate distribution of the replica 
exchange parameter (i.e., temperature or weights), it is possible to perform exchange 
moves that have an higher acceptance probability, and therefore produce large config-
urational changes. Successful applications of this method include those to problems 
such as protein folding [152] and RNA secondary structures [153], and systems such as 
dense Lennard-Jones fluids [154] and diblock copolymer melts [155], as well as the im-
provement of simulation methodologies such as expanded ensemble [156], forward-flux 
sampling [157]. 
The generalized approach for parallel tempering simulations, proposed by Katz-
graber et al. [148], is presented briefly below, following their derivation. The tem-
perature set of M replicas {Tj}, with discrete distribution r](Ti), is the optimization 
objective with the condition of maximum rate of round-trips for each replica between 
the extreme values of temperature Tmin = Tx and Tmax = TM- The diffusivity of 
replicas is calculated indirectly through a visited states histogram that accounts for 
the number of visits to Tmin as nup(Ti) and to Tmax as ndown(Ti). Using these two 
histograms, the fraction of visits of each replica /(Tj) to Tmiri can be calculated as 
m
 = n (T^tf (TV {Z16) 
'
b
up\J-i) • i 'bdown\1 i) 
which defines the measure of local replica diffusivity 
D
™ ~ UWJtr' (217) 
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where AT" = Ti+i —%. It has been shown [149], that this replica diffusivity allows the 
calculation of an optimized temperature distribution rf^^Ti) given its proportionality 
to the inverse square root of D(Tj) 
^
m
«wm- (2-18) 
The feedback procedure then runs iteratively, measuring the local diffusivity D(Ti) 
on each simulation to produce a new and optimized temperature distribution rj'(Ti), 
which is used as the input of a new parallel tempering simulation. Practically, rj(TJ) 
is calculated directly with the following approximation 
where the proportionality constant follows from the normalization of the new tem-
perature distribution 
j T r,\Ti)&T = C JT £ y = l. •• (2-20) 
The final assignment of the new optimized temperature T'k for any replica k is indi-
vidually determined for every temperature from k = 2 to k = M— 1, and according 
to the optimized distribution T/(TJ) via the equation 
This procedure is iterated until the set % has converged, where the number of Monte 
Carlo cycles is increased with every new iteration to progressively improve the round-
trip statistics. This procedure usually requires in the order of three to five iterations. 
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2.3 Free Energy Landscapes from Monte Carlo Sim-
ulations 
Monte Carlo methods are widely used to simulate the equilibrium phase behavior of 
fluids. However, the calculation of the system's free-energy is also of great interest for 
several applications. This type of calculations poses a great challenge to molecular 
simulations because in order to calculate the total free-energy, the total partition 
function has to be determined accurately first. For example, in the canonical ensemble 
[127], the Helmholtz free energy F is defined in terms of Eq. 2.1 as 
N\h3N 
F(N, V,T) = -kBTkiQ = kBT\n fdp»dr»exp { - [ E f tf/2m, +W(r*)] /kBT) 
(2.22) 
which implies that regions of phase-space with high energy make a significant con-
tributions to the integral on the right-hand side. But this is in fact contrary to the 
"importance sampling" principle of Metropolis Monte Carlo simulations, where lower 
energy states are preferentially sampled; neglecting those states which contribute the 
most to the free energy as defined by Eq. 2.22. Therefore this procedure results 
in high inaccuracy due to its statistically poor convergence [15.8]. Nevertheless, the 
calculation of free-energy differences between two states of interest, or between a ref-
erence state and the state of interest, is possible through the Monte Carlo approach, 
because it involve the calculation of the ratio of the partition functions 
AF = FB(N,V,T)-FA(N,V,T) = -kBT\n^: (2.23) 
HA 
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Although this is still a difficult problem, there are several approaches (mentioned 
below) that can produce reliable estimates of AF if the probability distributions of 
both states overlap significantly; if the states have no possible overlap, alternative 
staging formulations are needed [159]. 
Another closely related property of interest is the potential of mean force (PMF) 
[160], which describes the change of the free energy along one or several prescribed 
reaction coordinates (inter- or intra-molecular coordinates). This pathway is however 
different to that of free-energy difference calculations, because it follows the system 
along a physically relevant trajectory, where conformational and configurational tran-
sitions occur and free-energy barriers correspond to the transition states. Among the 
most relevant free-energy methods it is worth mention: thermodynamic perturbation 
[161], thermodynamic integration [160], umbrella sampling [162], flat-histogram or 
density of states [163], expanded ensembles [156], and histogram-reweighting [164, 
165]. Although, in principle, these and other free-energy methods share one or more 
common principles, they all have different methodological implementations and their 
accuracy depend strongly on the system size and characteristics. The histogram-
reweighting method and its multiple histogram extension, the weighted histogram 
analysis method (WHAM) [166], will be described and explained in further detail 
because it is the method of choice in the present thesis to calculate free-energy land-
scapes (2-dimensional PMFs). 
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2.3.1 Histogram Reweighting 
The use of data collected during a Monte Carlo simulation run is not limited to calcu-
lating averages of thermophysical properties of interest [128]. For example, during a 
grand canonical simulation of a one-component system, a two-dimensional histogram 
f(N, E) can be constructed by sampling the frequency of occurrence of N particles in 
the simulation cell with total configurational energy in the vicinity of E [122]. There-
fore, using the equilibrium probability distribution obtained for one state point, it is 
possible to determine the probability distribution at another state point. However, 
the applicability of this concept was originally limited to single histograms. Ferren-
berg and Swendsen [164, 165] extended this idea to optimize the analysis of data by 
the combination of an arbitrary number of histograms. 
In the example described previously, the grand canonical Monte Carlo distribution 
function f(N, E), collected in histogram form in the production period of a simulation, 
is defined as 
tt(N V E)e^N~E^> 
**•*>-"(%E)V:T) . ( m 
where Q.(N, V, E) is the microcanonical partition function (density of states) and 
H(/i, V, T) is the grand partition function. Neither tt nor E are known at this stage, 
but H is constant for a run at given conditions [122]. From a simulation at a different 
value of the chemical potential / / and temperature T', a new distribution f'(N, E) is 
obtained. Then, from Eq. 2.24 it follows that 
f(N, E) \N(0'u'-0„)-(i3'-0)E] / 2 2 c N 
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which implies that the extent of overlapping between the histograms is statistically 
limited to a finite range of number of particles and energy. An extended range of 
validity is obtained from several simulations at chemical potentials that generate 
reasonable overlapping among the distribution functions. Thus, from Eq. 2.24, the 
ratio of microcanonical partition functions for two different values of N and E, can 
be obtained directly as 
n ( ^ , v;-£?i), _ fjN^Ej)
 0Mm_N2)_(E^_E^ , . 
n(N2,V,E2) f(N2:E2f • K^0) 
The microcanonical partition function over the range of densities covered in each 
individual run, with index n, can be obtained from 
\ntin{N,V,E) = i(N,E)-Npn + pE + Cn, (2.27) 
where Cn is a run-specific constant equal to the logarithm of the grand partition 
function for the chemical potential and temperature of run n, lnH(/in, V, Tn) [167]. 
Ferrenberg and Swendsen's method provides a route to extend the range of validity 
of Eq. 2.27, by calculating Cn for each run in a self-consistent fashion that combines 
the histograms of several overlapping runs R. 
The composite probability, V(N, E; /U, /?), of observing AT particles and energy E, 
if one takes into account all runs and assumes that they have the same statistical 
efficiency, is 
R 
J2fn(N,E)exp[(3(»N-E)} 
V(N,E;»:P)= Rn^ — : , (2.28) 
5 3 Kmexp[pmfimN - (3mE - Cm] 
7 7 1 = 1 
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where Km is the total number of observations (Km = Y^NEf™.{N,E)) for run i. 
The constants Cm (also known as "weights") are obtained by iteration from the 
relationship 
N E 
Given an initial guess for the set of weights Cm, Eqs. 2.28 and 2.29 can be 
iterated until convergence is achieved. The Ferrenberg and Swedsen method ensures 
that there is minimal deviation between the observed and predicted histograms from 
the combined runs [165]. 
The reweighting formulas derived in the above for the Grand Canonical ensemble 
can be generalized for any ensemble (e.g., canonical). Indeed, for canonical ensem-
ble replicas in a parallel tempering Monte Carlo simulation, phase-space sampling 
should overlap between nearest-neighbors on either side, resulting in multiple over-
lapped temperature-dependent histograms. Thus, the WHAM prescription of Kumar 
et al. [166] will be used to calculate the PMF from composite probability V(N, E; /?). 
As long as there is a continuous path linking all states of interest, the PMF can 
be calculated correctly from histogram reweighting. For strongly fluctuating condi-
tions, when overlapping frequency distributions are difficult to obtain due to large 
free-energy barriers, parallel tempering with feedback optimization should be able to 
improve the statistical efficiency of histogram-reweighting and the accuracy of the 
estimated PMF. 
34 
2.4 Structural Quantities from Monte Carlo Sim-
ulations 
At the microscopic scale, a key objective is to characterize the static local structure 
of fluids, i.e., the statistical spatial organization of the basic constituents (molecules, 
macromolecules, or supramolecular aggregates). The spatial arrangement may be de-
scribed by a set of correlation functions, derived in detail below, of which the pair 
radial distribution function is the simplest and the most studied [168]. The spatial 
Fourier transform of the radial distribution function, the structure factor, is directly 
accessible to light diffraction experiments from which the radial distribution func-
tion can be determined by Fourier inversion. Indeed, the key length-scales in liquid 
and aggregated systems (with short-range order) are more apparent from the struc-
ture factor than from the radial distribution function [169]. Moreover, if the system 
is composed of polymer-type molecules with internal degrees of freedom, statistical 
characterization of their structural properties can be obtained by analyzing the intra-
molecular spatial correlation of the constituent monomers. In particular the average 
mean-squared end-to-end distance an the average mean-squared radius of gyration 
will used in the present work to interpret the structural changes of DNA oligomer 
strands. A brief description about the structural quantities mentioned above and 
how they are calculated from Monte Carlo simulations is presented in the following 
sections. 
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2.4.1 Radial Distribution Function and Structure Factor 
The n-particle density p^n\r) and the closely related equilibrium n-particle distribu-
tion function g(n\(r) provide a complete and compact description of the structure of a 
fluid [170]. However, the knowledge of the low-order particle distribution functions (n 
small) is often sufficient to characterize the structure, and to calculate the equation 
of state and other thermodynamic properties of the system. The particle distribution 
functions measure the extent to which the structure of the fluid deviates from pure 
randomness. If the system is isotropic and homogeneous, the pair distribution func-
tion g^(ri,r2) is a function only of the separation ri2 = |r2 — ri | ; it is then usually 
called the radial distribution function, and written simply g{r). 
The pair (radial) distribution function g(r) is defined as g(r) = p(r)/p, where 
p(r) —• p^> (r) is the radial density with respect to a fixed particle, and p = N/V 
is the bulk density. A physical understanding of the meaning of g(r) can be gained 
by considering Fig. 2.1a, which represents a snapshot of a collection of spherical 
molecules, with an arbitrary particle i picked as a fixed reference. At a distance r 
from that reference particle, the density of other particles, p(r), will be on average a 
quantity dependent only upon distance r. Several qualitative features can be recog-
nized from Fig. 2.1b. First, g(r) tends toward zero as r goes to zero, since additional 
particles cannot occupy the same location as the reference particle. Second, at large 
r, the influence of the reference particle is zero, and g(r) must approach 1, because 
p(r) approaches the bulk density. Third, at intermediate separations, g(r) may be 
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less than, or exceed p, depending on whether the distance r corresponds to distances 
of small or large density distribution. This means that, physically, g(r) is expected 
to account for the probability distribution of particles around i. Therefore, the radial 
distribution functions for a particular system must exhibit the characteristics shown 
in Fig. 2.1b, i.e., lack of structure, short-range order and long-range order for the 
gas, liquid and solid phases, respectively. 
In order to define g(r), the configurational distribution function has to be in-
tegrated over the position of all atoms except two, incorporating the appropriate 
normalization factors [172]. Then, in the canonical ensemble, g(r) — g(-2\ri,r2) is 
defined as 
g(2\r1,r2) = ^ - ^ - [dr3dvA...drNeM-PU(r1,r2...rN)), (2.30) 
Figure 2.1: (a) Illustration of the radial distribution function about particle i; (b) 
representative radial distribution functions for gas, liquid and solid phases (taken 
from [171]). 
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where QNVT is the canonical partition function. An equivalent definition in a system 
of identical particles, suitable to be used in computer simulations [125], takes an 
ensemble average over pairs 
0 ( O = W E E % O * ( r i - ^ (2.31) 
where the delta function must be replaced by a function which is non-zero in a small 
range of separations, and a histogram is compiled for all pair separations falling within 
each such range. 
To obtain the radial distribution function from Monte Carlo simulations of the 
model DNA-linked nanoparticles (Chapter 5), a simple and efficient sampling method 
derived by Theodorou and Suter [173] will be used. For systems with cubic boundaries 
such as the one used in our model, artifacts of the minimum image convention [125] 
distort the radial distribution function for r > L/2. However, this algorithm permits 
to extend the calculation of the radial distribution function for distances up to the 
semi-diagonal of the minimum image locus rmaX = L\/3/2 (approximately an 70% 
increase). 
The method described by Theodorou and Suter requires the space r to be divided 
into small intervals, Ar = Ti — rj_i, where r0 = 0. Then, all a(3 pairs of nanoparticles 
in the system are classified in the appropriate interval according to pair distances. If 
NH is the number of af3 pairs at a distance lying in the interval (rj_i,rj), Nap the 
total number of afl pairs, and V is the total volume of the simulation box, then the 
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value of g^L within the above interval is estimated by 
,W - V N. 
(0 
a/3 (2.32) 9*0. V ^ j - V ^ - i ) : ^ ' 
where V(r) is the volume accessible to a second nanoparticle such that its distance 
from a first nanoparticle is less than or equal to r. The functional form of V(r) 
derived by Theodorou and Suter is: 
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The use of Eqs. 2.32 and 2.33, in conjunction with an appropriate algorithm to 
determine minimum image distances, allow one to evaluate ga/3(r) from any Monte 
Carlo simulation of the DNA-linked nanoparticle system. 
The static structure factor S'(k) is a quantity that depends upon wavevector rather 
than on position [125]. It is directly related to g(r) by Fourier transformation, which 
in the case of homogeneous fluids, can be written as 
S(k) = 1 + p / exp(—ik • r)g(r)dr, (2.34) 
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for which the wavevector is defined as k = (27r/L)(kx,ky,kz) where L is the box 
length and kx,kyikz are the components of the wavevector (integers). Clearly, if 
the structure factor is calculated from Eq. 2.34, the accuracy of S(k) depends on 
that of g(r). This is a longstanding problem in molecular simulation, since g(r) is 
frequently distorted due to the explicit size effects that result from the limited number 
of particles simulated and from the implicit size effect imposed by the use of periodic 
boundary conditions [174]. For the system of DNA-linked nanoparticles in the grand 
canonical ensemble, a direct route to 5(k) is preferred. During a particular Monte 
Carlo simulation, the fast Fourier transform of the number density can be computed 
directly as 
N 
p(k) = ^ e x p H k - r j ) , (2.35) 
from which S(k) can be calculated as the autocorrelation function of p(k) and its 
complex conjugate p(—k) 
5(k) = N'1 (p(k)p(-k)), (2.36) 
where the term (p(k)p(—k)} is the mean square of the density fluctuation with 
wavevector k. In the transform, a sufficiently large number of points in the direction 
of k has to be used to suppress aliasing effects due to the discrete sampling. To 
improve the statistics in the high coordination lattice (coordination number z = 26) 
used in the present thesis, the fast Fourier transform of p(k) can be computed in the 
26 directions resulting from the symmetric operations on the vectors (1,0,0), (1,1,0) 
and (1,1,1). 
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2.4.2 Conformational Properties of Oligomer Chains 
Static or equilibrium structural properties of polymer and oligomer chains can be 
reliably estimated, in general, as ensemble averages (e.g., (. ..)NVT) during a Monte 
Carlo simulation [175]; this is always true only if uncorrelated conformations are 
representatively sampled and if large populations of these conformations are sampled. 
The description of static structural properties of chain molecules can be expressed in 
terms of both intramolecular correlations (e.g., segment-segment radial distribution 
functions) and statistical conformation descriptors (e.g., radius of gyration). In a 
Monte Carlo simulation, the former are calculated using procedures analogous to 
those of the previous section, whereas the latter are estimated with the procedures 
described below. 
The characteristic length and conformational stiffness of any lattice oligomer chain 
can be described by the root mean-squared end-to-end distance {R2)1^2 = Re- This 
property is calculated for representative dilute configurations as an ensemble average 
of the end-to-end vector distribution (assumed to be Gaussian) from a population of 
N chains in the following way 
Te = {Rl)V2 = jjjr((XM-Xl)Z + (yM-yrf (2.37) 
where M the total number of monomers (oligomer length), and (x, y, Z)I,M = TI,M 
the lattice coordinates of the first and last monomer, respectively. 
The average radius of gyration of polymer chains Rg = (.R2.)1/2, on the other 
hand, measures the characteristic size by considering the root mean-squared distance 
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of the monomers with respect to the polymer center of mass. It is can be determined 
experimentally from the small k region of the structure factor S(k) [176]. The radius 
of gyration is also computed during Monte Carlo simulation runs, and is given by the 
relation 
_ AT / M \ V 2 
^
 =
 «
1/2
 = ^ E M^"*"1™1 ' (2>38) 
where rcm is the coordinates of the center of mass 
1 ^ 
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Chapter 3 
Thermodynamics of Model DNA 
Oligonucleotides Hybridization in 
Solution 
3.1 Introduction 
Several important aspects related to the behavior of the hybridization transition in 
solution are attributable to the intrinsic physicochemical properties of the deoxyri-
bonucleic acid (DNA) molecule. Therefore, this Chapter will describe some relevant 
principles of the behavior of DNA molecules hybridizing in solution. A rather brief 
description of some of the fundamental concepts of the chemistry, structure and ther-
modynamics of DNA will be presented in this introduction. 
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3.1.1 Structure and Properties of DNA 
Nucleic acid molecules comprise a diverse variety of compounds and structures [74]. 
The polymer backbone of nucleic acids consist of a phosphate-sugar repeating unit. 
Since the backbone group is ionized at all but the lowest pH's, the backbone is a 
polyelectrolyte. The sugar group (pentose) may be either D-ribose, like in ribonucleic 
acid, i.e., RNA, or 2-deoxy-D-ribose, like in deoxyribonucleic acid, i.e., DNA; the 
two differ by the presence and absence, respectively, of a hydroxyl group, which 
influences the stability of the equilibrium conformations of these polymers. A purine 
or pyrimidine base is attached to each pentose group. The bases that are responsible 
for coding the genetic information are adenine (A), cytosine (C), guanine (G) and 
thymine (T) for DNA, and adenine, cytosine, guanine and uracil (U) for RNA [49]. 
In 1953, Watson and Crick [46] completed their famous molecular model of the 
double-stranded helix DNA structure, which was based on previous discoveries by 
Pauling and Franklin, among others. They postulated that the novel feature of the 
structure is the manner in which the two chains are held together by hydrogen bond-
ing between the purine and pyrimidine bases. The specific pairing proposed implies 
that adenine (purine) always bonds with thymine (pyrimidine), and guanine (purine) 
always bonds with cytosine (pyrimidine) [46]. 
For this structure to be realizable, the base sequence on one chain must be the 
reverse complement of the other (see Fig. 3.1), i.e., the two backbones run in opposite 
directions from the 3'- to the 5'-positions on the pentose and are twisted around each 
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other right-handedly [74]. In the original Watson-Crick structure, the pairing of the 
bases is perfect, i.e., each base in one strand can bond with only one base in the 
other strand, this being the only way that the two chains can intertwine in register. 
However, many other hydrogen-bonded base pairs are possible if a continuous helix of 
arbitrary sequence is not required, i.e., Watson-Crick constraints are not unique [49]. 
Nevertheless, Watson-Crick pairs are the ones that exhibit the strongest association 
in solution [177]. 
Base pairing can be used to assemble new strands of DNA, allowing to transfer 
information to offspring, and to assemble strands of ribonucleic acid (RNA), let-
ting the DNA control which proteins are manufactured at what times [178]. These 
functions are realized, as well as controlled, by gene regulatory proteins and other 
Thymine -o-p=o 5'~end 
?H3
 HLJH 
Adenine V H ^ V ^ N 
•J^Xt^t
 H A 
\ < 'TJ! J Cytoslne 
H>—-TA Guanine 
5'-end o=P-0-
Figure 3.1: DNA dimer showing the hydrogen-bonded structures of the AT and GC 
base pairs and the reverse orientation complementarity (adapted from [59]). 
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DNA-associating proteins through their interactions with DNA, which often result in 
DNA twisting, stretching, and bending. 
Another important feature of nucleic acids structure, the base stacking interac-
tions, was discovered soon after the Watson-Crick model was proposed [179]. In fact, 
it constitutes the major contribution to the 3D structure, being even more important 
than hydrogen-bonded base pairing. This stacking aggregation of neighboring bases is 
the result of geometric and electronic planar overlapping of the aromatic bases. This 
is obviously more than just a simple hydrophobic effect, even when water is released 
from around the bases upon stacking. The favorable interaction towards base stack-
ing also depends on the specific sequence, which is consistent with the overlapping 
of IT electrons of the bases. Some other parameters contribute to the helix stability 
in nucleic acids to a lesser degree, but it is worthy to mention some of them, i.e., 
conformational entropy, counterion condensation and solvent effects. 
3.1.2 Conformational Behavior of DNA in Solution 
To be functional, nucleic acids adopt particular three-dimensional conformations. At 
the macromolecular level, some heteropolymer structural models can be employed in 
order to account for the shape and overall size [49]. These models can be grouped 
in three different categories: rigid, flexible and wormlike chains. The rigid models 
oversimplify the real molecule by assuming approximate geometrical shapes such as 
spheres, ellipsoids or cylindrical rods. The flexible models are coarse-grained repre-
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sentations where the oligonucleotide ranges from a fully flexible polymer or random 
coil (Gaussian chain), to a more realistic model with bonded interactions (stretching, 
bending and torsion). Excluded volume is also taken into account in the flexible mod-
els. The wormlike model is ideally suited for local stiffness and long-range flexibility 
in the case of very long double-stranded DNA molecules, which are known to have a 
finite persistence length (100-150 base pairs). 
At the molecular level, when DNA is placed in dilute solution under physiological 
solvent conditions, its average secondary structure is a double-stranded helix. In 
simple terms, one can describe a DNA molecule in solution as a meandering worm-like 
entity comprised of two tightly intertwined strands. Nevertheless, biological processes 
involving DNA, such as the duplication of DNA or the transcription of DNA into 
single stranded RNA, suggest that in the cell, localized unwinding must occur for 
every DNA region [76]. 
The helical structure observed for nucleic acids in solution, arises from the min-
imization of the total free energy, involving contributions from non-bonded interac-
tions, solvent effects, potentials of internal rotation, hydrogen bonds and electrostatic 
effects [74]. However, this equilibrium conformation in dilute solutions can be per-
turbed by specific changes in the solvent environment (e.g., temperature, salt con-
centration, hydrogen bonding agents), which may lead to new equilibrium structures 
by a kind of helix-coil transition like that observed for polymers in solution. 
For nucleic acids such as DNA, one expects this helix-coil transition to be a re-
versible transformation between the rigid and structured double helix dominated by 
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intramolecular energy interactions, to a more random and flexible uncoiled conforma-
tion largely dominated by entropic effects. The process of DNA unwinding is known 
as denaturation (or "melting1"), whereas the reverse process of DNA association by 
hydrogen bonding is refefeed to as hybridization. It was already recognized in the 50's 
that if a dilute solution of double-stranded DNA is heated above a certain tempera-
ture, known as the melting temperature (Tm), a cooperative phenomenon will untie 
the intertwined strands to single strands. When the temperature is reduced, the two 
strands will eventually come together by diffusion, and rehybridize or renature to 
form the double-stranded structure. 
The denaturation of double-stranded DNA is readily followed spectroscopically. 
The UV absorbance by nucleotide bases around 260 nm is well known to result from 
the IT — IT* electronic transition in purine and pyrimidine bases [180]. When DNA 
is denatured, these interactions are disrupted and an increase of about 40% in ab-
sorbance is observed with respect to the double-stranded DNA absorption, which is 
lower due to base-stacking interactions. This net change is called the hyper chromic 
effect. A typical absorbance curve and melting profile are shown in Fig. 3.2. 
xThe term melting will be used here since it has been widely adopted in the literature, but it is 
important to note that its use in this context is inadequate because it refers to a different type of 
transition than ordinary melting. 
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Figure 3.2: Typical absorbance spectra for denatured and native DNA (left); denat-
uration profile for DNA as function of the relative absorbance at 260 nm, where Tm 
represents the melting temperature (right) (adapted from [181]). 
3.1.3 Theoretical and Computational Models for DNA De-
naturation 
Due to the complexity of the denaturation phenomenon, the accurate prediction of 
the DNA melting temperature (Tm) is of tremendous importance in the experimental 
performance and the outcome of several molecular biology techniques. Therefore, this 
has been an field of intense research since the late 50's and early 60's. Some of the 
earlier quantitative models were based on the association-disassociation equilibrium 
through the matrix treatment of the system partition function of a one-dimensional 
Ising-like model [50, 182, 183]. 
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Later, Poland and Scheraga (PS), using a one-dimensional model based on Lif-
son's sequence generating functions, were able to account for the entropic weights of 
denaturated bubbles (internal single-stranded regions) as well as the nearest-neighbor 
interactions of base pairs, but ignoring excluded volume effects [51, 184]. They found 
,9~iTm-T)P:, (3.1) 
with (3=1, where 6 is the net fraction of base pairs (natural order parameter). Fisher 
[52] used partially self-avoiding loops for the same model, finding that the transition 
is sharper with P = \. These models were also the first ones to deal explicitly with the 
order of the phase transition for the thermodynamic limit of infinite chains, showing 
then that it is a second-order transition in both cases. 
More recently, Peyrard and Bishop [55] proposed a lattice model with nonlinear 
interactions, where the hydrogen bonding is approximated by a Morse potential and 
base stacking by a harmonic coupling. This model was solved with approximate 
analytical methods and transfer-integral calculations. Contrastingly, they concluded 
that a first-order transition is most likely to occur due to the strong stiffness of double-
stranded DNA with respect to the single-stranded conformation. This later result was 
confirmed by Kafri et at. [56], with a further extension of PS-type model in which 
self-avoidance is fully taken into account. Through this approach, it was found not 
only that the transition is first order, but that it is so at and above 2 dimensions. 
Monte Carlo simulations have also been used in recent years to study the denat-
uration transition. Interacting self-avoiding random walks were used by Causo"e£.aZ. 
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on a three-dimensional simple cubic lattice [185]. By making use of the highly efficient 
Pruned-Enriched Rosenbluth Method developed by Grassberger [186] for interacting 
polymers, they were able to simulate long DNA strands of up to 3,000 base pairs. 
Even in the absence of stiffness, they claim that the phase transition is first order. A 
similar Monte Carlo simulation on a cubic lattice, but for shorter and stiffer chains, 
also concluded that the transition is first order [1.87].. Therefore, it is clear that the 
numerical results agree with the the most recent theories. Nevertheless, this is still 
a controversial topic of debate, even though there is a greater consensus that the 
transition is first order. 
A completely different approach is that by Zhang and Collins [57], using a more 
detailed molecular dynamics simulation model with united-atom approximation and 
force-field parameters. They were able to simulate the thermal denaturation for 
DNA oligomer sequences of up to 100 base pairs, while preserving the structural 
conformation of the double-helix and its denaturated state. The main drawback 
of this study was the drastic reduction of degrees of freedom imposed by limiting 
the motion of the DNA base pairs to a two-dimensional plane; yet, they obtained a 
fairly sharp melting transition with rather slow dynamics (around 10 nanoseconds to 
completely denature a 100 base pair sequence), although the melting temperature is 
overestimated by hundreds of degrees. 
A fully three-dimensional molecular dynamics model was proposed by Drukker et 
al. [59], as an extension of Zhang and Collins' model. It is significantly simpler than 
an all-atom model, but detailed enough to describe changes in the helical structure 
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and to allow long-time large-scale dynamics simulations (as long as microseconds). 
Short double-stranded sequences (10 base pairs) of different compositions were studied 
using a simple Langevin-equation approach to describe solvent effects. The numerical 
results obtained were in good agreement with experimental data as well as with the 
qualitative conformational changes observed from the denaturation dynamics. As 
shown in Fig. 3.3, representative configurations are generated with this model at 
given temperatures and the gradual denaturation profile shown follows the qualitative 
behavior expected for such short oligonucleotides. 
More recently, other simulation models have been considered, both at the coarse-
grained [61] and atomistic [62] levels; excluding those dealing with RNA/DNA hairpin 
denaturation (e.g., [64, 65, 66]). The model by Knotts et al. [61] is a further extension 
Figure 3.3: (left) Long axis and top views of DNA decamer conformation at vari-
ous temperatures, (right) Melting curves for different DNA decamers and a 15-mer 
(adapted from [59]). 
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of that by Drukker et al. [59], as it considers three coarse-graining sites instead of 
two. Those three sites, corresponding to the phosphate, sugar and nucleobase groups, 
are placed at the center of mass of the phosphate and sugar moieties, and at the Nl 
and N3 positions for purines (A,G) and pyrimidines (T,C), respectively; the geomet-
rical force-field parameters are obtained from those of a B-DNA helix, whereas the 
energy parameters are fitted to melting experiments. The use of an extra site al-
lows this model to capture more naturally the structural parameters of the helical 
conformation without resorting to artificial constraints. Another improvement is the 
explicit account of electrostatic forces, under the Debye-Hiickel approximation, which 
allows to consider the salt dependence of the transition. This model yields a better 
thermodynamic description of the melting transition than its predecessors, but is also 
limited to the study of two complementary strands; simulations of multiple hybridiz-
ing strands in equilibrium would be beyond current computational capabilities even 
for this reduced model. 
The simulation by Piana [62] also considers the melting two complementary DNA 
oligomers simulated with a fully atomistic biomolecular force-field (revised AMBER99 
[188]), and explicit water and counterions. This is a computationally expensive ex-
ploratory attempt which, in spite of using advanced molecular dynamics method-
ologies, fails in describing the conformational changes or thermodynamical stability 
of the short oligonucleotides studied. Indeed, it may be an indication that current 
force-fields developed to characterize short time- and length-scale dynamics, are not 
appropriate for processes occurring over longer scales, e.g., oligomer melting; they 
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will be obviously much less adequate for collective hybridization in solution. 
Other quantitative methods have been developed based on the great amount of 
experimental data available. These methods integrate concepts of thermodynam-
ics and statistical mechanics with parameters fitted from experimental data (e.g., 
[189, 190, 191] and those references previously discussed in Section 1.1). This type 
of macroscopic thermodynamic approaches are widely used because they have been 
carefully tuned and designed to accurately predict melting curves of synthetic and 
naturally occurring DNA sequences, particularly under experimentally relevant con-
ditions (i.e., sequences, salt and buffer concentrations, etc.). However, this approach 
lacks the molecular detailed information which is of relevance in order to also describe 
the microscopic mechanistic details of every possible pairing between complementary 
or partially complementary sequences. 
3.2 Molecular Model and Simulation Methods 
3.2.1 Coarse-Grained Lattice Model of Oligonucleotides 
Single strands of DNA are considered as self- and mutually-avoiding walks on a cubic 
lattice of coordination number z = 26 [110, 167]. In this representation, schemati-
cally shown in Fig. 3.4A, successive beads of a chain (with positions r^) are joined 
by a vector from the set (0,0,1), (0,1,1) and (1,1,1), and by equivalent vectors re-
sulting from reflection operations on the cubic lattice. Nucleotides units, consisting 
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of the sugar-phosphate backbone and any one type of nucleobase (A, T, C, or G), 
are coarse-grained into the monomeric units of the model chains, as illustrated in 
the three-dimensional rendering of Fig. 3.5. In this way, the heterogeneity in the in-
teractions and in the sequence distribution along the single strands are incorporated 
explicitly, i.e., model oligonucleotides can be homo- or hetero-oligomers according to 
the imposed sequence. This also implies that joining segments in the lattice mapping, 
instead of replacing a statistical Kuhn segment, substitutes the backbone bonds that 
interconnect the nucleotides. 
The coarse-grained monomers, however, are not structureless, but contain an in-
ternal degree of freedom that accounts for the orientation of the nucleobase (unit 
vector Uj) with respect to the backbone (represented by the black pins protruding 
from the monomers in Fig. 3.4^4-5, and colored pins in Fig. 3.5). This explicit inter-
action directionality is also constrained to the basis vectors of the lattice and accounts 
for the orientation dependence of base-stacking and base-pairing interactions. Both 
potentials are taken as square-well functions with angular component (see Fig. 3.45-
C). On the lattice, this angular constraint implies that two inter- or intra-strand 
neighboring nucleotides (in the range of 1 — -y/3 lattice units) can pair if they point 
directly to each other, or in the case of intra-strand stacking, when they point in 
the same direction. The use of square-well potentials, in addition to being a natu-
ral choice on a lattice, has been shown to be sufficiently reliable to study static and 
dynamic properties of protein folding [192, 193] and aggregation [194], as well as of 
RNA folding [195]; in such cases, directional constraints for hydrogen-bonding have 
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also been imposed on the square-well potentials. 
Considering a solution with N oligomer strands of M monomers in length, the 
complete Hamiltonian of the model can be represented by the following general ex-
presion 
N M-\ N M-2 N M-3 
i= l j = l i= l j = l i = l j=\ 
N N M N N M 
+
 S E J2 Wff.B(ri4,rv,uii,.Ufc4l) + 5 3 5 I 5Z KsTir^Tk^u^Uk.,), (3.2) 
2=1 j'=l ji,hi,=\ i= l i'=\ ji,ki/=l 
where I is the bond length, 9 the angle between two consecutive bonds, 0 the dihedral 
angle formed by three consecutive bonds, r the monomer coordinates, and u the 
corresponding unit vector of the nucleobase orientation. The first three potentials 
correspond to the intra-molecular potentials of bond stretching, bending angle, and 
dihedral angle, respectively. These potentials are defined by 
nl(lj) = kl(lj-l0)2, (3.3) 
He(0j) = k6(l + cos9), (3.4) 
H^j) = k^coscf)j + cos (f)0)2, (3.5) 
where ki = k<j> = 0 and ke = ap£hb,AT) with the value of ap defined by an iterative 
procedure presented below in Section 3.3.2.2. The bond stretching potential is omitted 
because only three possible bond length are possible on a z = 26 cubic lattice, i.e., 
1, y/2 and y/3, and imposing such a constraint will lead to an unphysical preferential 
chain orientation in space. On the other hand, the use of a dihedral angle potential 
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Figure 3.4: Schematic description of the lattice-based oligonucleotide model. (A) 
One-site lattice model: Oligomer on a high-coordination cubic lattice (2=26) with 
virtual nucleobase orientations represented by black pins (also constrained to the 
lattice). (B) Two-dimensional representation of the directional square-well pairing 
and stacking interaction potentials. (C) Interaction matrices of the pairing Shb,ij and 
stacking eatlij energy parameters, rescaled with respect to £hb,AT-
Figure 3.5: Three-dimensional rendering of two complementary one-site coarse-
grained 10-mers on a z = 26 cubic lattice: (top, from left to right) TAGCTTGCTA; 
(bottom, from left to right) ATCGAACGAT. The identity of the nucleotides is defined 
by the color of their respective directional vectors: purple (A), green (T), blue (C) 
and yellow (G). The atomistic chemical structure of the coarse-grained nucleotides is 
shown in the left for pyrimidines and on the right for purines (corresponding direc-
tional vectors are superimposed). 
is also canceled due to the reduced angular freedom of this lattice with respect to 
continuum coordinates. 
The base-pairing and base-stacking interactions involve pairs of monomers with 
identities j and A; in chains i and i', having coordinates (r^ ,!•&.,) and unit vectors 
(u^, Ufc.,), and are defined by 
T-CHB (rjt, rfe.,, u^, ufc.,) = 2 ^ z J £hb'***Si*k* + 2 E X/ £hb•**<' * W ' (3•6) 
i ji,ki>ji+l i^i' ji,kit 
7-LsT{rji,rki,uji,uki) = ^2 ^2 ^ t , ^ ^ , (3-7) 
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£hb,jife,v 
A . 
T 
C 
G 
A 
0.0 
-1.0 
0.0 
0.0 
T 
-1.0 
0.0 
0.0 
0.0 
c 
0.0 
0.0 
0.0 
-1.9 
G 
0.0 
0.0 
-1.9 
0.0 
St,Ji/Ci 
A 
T 
C 
G 
A 
-1.1 
-1.0 
-1.2 
-1.4 
T 
-1.1 
-0.8 
-1.1 
-1.3 
C 
-1.2 
-1.1 
-1.1 
-1.2 
G 
-1.4 
-1.3 
-1.2 
-1.4 
Table 3.1: Energy parameter matrices for: (left) base-pairing e^j^,; (right) base-
stacking estjife^ • All values rescaled with respect to the base-pairing energy of the AT 
base-pair E^AT-
with the base-pairing conditional term Sjik., = 1 if 1 < |r^ — rfc., | < y/3 and u^ = 
—Ufc.,, otherwise Sjik., = 0. The base-stacking conditional term is cr,-.^  = 1 if Uj. = uki, 
otherwise <7j-.fe. = 0 . 
The elements of the energy parameter matrices of pairing ehbj^ fc/ and stacking 
£st,jik-, (shown in Fig. 3AD-E and Table 3.1), where the pair jiki' represent the inter-
acting nucleotides, with values from quantum chemical estimates in vacuum [196], and 
are all rescaled with respect to the pairing energy of the AT base-pair Shb,AT (main en-
ergy scale). The reduced temperature is therefore denned as T* = ksT/e^AT, where 
kB is Boltzmann's constant. Additional corrections to the energy parameters are in-
troduced to include solvation effects implicitly [197]; the solvent molecules can then 
be thought of as to fill all vacancy sites and to have an explicit energy of interaction 
equal to zero. 
Electrostatic effects are omitted, in order to increase the computational efficiency 
and because in the regime where salt concentration ranges from 10 - 3 to 10_1 M, their 
contribution to the total hybridization free-energy change can be considered uncou-
pled to the non-electrostatic effects in that the melting temperature scales linearly 
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with the logarithm of the ionic strength [198]; it is as if the screening of the phos-
phate backbone charges merely rescales the pairing energy. This latter assumption 
also implies that the electrostatic free-energy change of hybridization is determined 
primarily by the interaction of phosphates groups on opposite backbones, and that 
the contribution from interactions between charges on the same strand are negligible 
[199]. Such an assumption will be tested below. 
Although single-stranded oligonucleotides are assumed to be in a ^-solvent, which 
is a reasonable assumption for DNA in aqueous solutions [200], the bending potential 
in Eq. 3.4 is imposed on the chains to account instead for the change in persistence 
length in going from the single-stranded to the double-stranded state. The strength 
of this bending potential is controlled by the elastic constant a (chain stiffness) which 
will be determined below. The details of the secondary structure, e.g., helical twisting, 
are not accounted for in this model due to the structural restrictions of the simplified 
lattice representation and, thus, equilibrium double-stranded configurations are prone 
to form rather stiff ladders. This structural limitation also prevents the model from 
capturing the antiparallel directionality of association (5'- end aligns with 3'- end, and 
viceversa) described in Section 3.1.1 and shown schematically in Fig. 3.1. Neglecting 
the antiparallel preference is not as drastic as it may appear, since parallel stranded 
DNA hybridization is known to be possible [201, 202, 203], although it carries a much 
reduced stability and produces non-canonical helical structures. In the present work, 
sequence complementarity will be the only constraint driving the pairing between 
single-stranded oligonucleotides. 
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3.2.2 Monte Carlo Simulations 
A solution with N oligomer strands of length M on a cubic lattice of volume V = L3 
is considered, where L is the length of the simulation box, having periodic boundary 
conditions in all three dimensions. The length of the box L is chosen sufficiently 
large to avoid self-interaction between identical chains in the periodic images, and is 
set such that L > 2{R2e)1/2 + 57 in each case, with (R2) the mean squared end-to-
end distance, and I the average non-interacting bond length (/ = 1.416 for a cubic 
lattice with z = 26). The system is composed of an equimolar binary mixture whose 
species have full or partial complementarity, but for self-complementary sequences it 
reduces to a single-component system. Monte Carlo simulations of dilute solutions 
are performed in the canonical ensemble where the total number of strands, volume, 
and temperature (NVT), are held constant. In the initial configuration, strands have 
randomly selected positions, configurations, and nucleoside orientations. Enhanced 
configurational and conformational sampling is attained by biased trials and parallel 
tempering moves, as explained below. Typically, every Monte Carlo step comprises 
a complete realization of any of these two types of moves, and the number of steps 
used per run ranges between 108 and 1Q9. 
The range of chain lengths that can be simulated with the "sampling-enhanced 
methods" proposed in the present work, is nevertheless limited to M < 16 because 
of the complicated dependence on the strong short-ranged directional interactions 
(base-pairing and base-stacking) and on the chain conformation and nucleobase se-
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quence. Beyond this limit, a drastic reduction of the statistical efficiency of the moves 
is observed, and the required equilibration CPU time becomes computationally costly. 
The oligomer size-range accessible to the proposed Monte Carlo simulations is never-
theless relevant for thermodynamical studies [73, 70]. 
3.2.3 Enhanced Conformational Sampling: Biased Moves 
For the strong short-ranged and highly directional interactions considered, enhanced 
conformational sampling is achieved by proposing biased moves with decoupled con-
formational [132] and orientational [204] components. This decoupling is similar to 
that proposed for branched molecules [205]; it considers the bending energy in the 
chain conformational part of the bias, while pairing and stacking energies are included 
in the orientational part. At every Monte Carlo step, one biased trial is implemented 
on a randomly selected chain, and the trial can be any of the following three (see also 
Fig. 3.6): (i) pure orientational bias moves on all monomers; (ii) partial regrowth with 
conformational-orientational bias moves on half portion of the chain; (iii) full regrowth 
at a new randomly selected position for the first monomer, also with conformational-
orientational bias moves. Following the basic formulation of biased trials presented in 
Section 2.2.2, the corresponding Monte Carlo acceptance probabilities for every one 
of the three moves proposed above are derived below. 
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OLD NEW 
Figure 3.6: Schematics of biased trials of conformational sampling for an arbitrary 
10-mer chain. (^ 4) Orientational bias of nucleobase vectors on all monomers; (B) 
Partial regrowth with conformational-orientational bias moves on half portion of the 
chain, e.g., modify dashed-dotted 6-10 into solid-line 6'-10'; (C) Full regrowth with 
conformational-orientational bias at a new randomly selected position for the first 
monomer, e.g., 1 to 1'. Old conformations are shown on the left side, whereas the 
new ones are shown on the right side. 
63 
3.2.3.1 Orientational-Biased Moves 
First, the orientational biased move as that schematically depicted in Fig. 3.6A is 
considered. In this move, all the nucleobase directional vectors on a randomly selected 
chain are sequentially modified taking into account the contribution of the base-
pairing and base-stacking components of the Hamiltonian (Eqs. 3.6 and 3.7) to the 
orientational Rosenbluth weight W". The ratio of acceptance probabilities P££/P££° 
is derived from the detailed balance condition in Eq. 2.3 as 
PZfd _ Pnew a(new-+ old)
 R 
Pad Paid ayold —»• new) 
where the limiting probability distribution is that of the canonical ensemble p = 
exp[-pU(r)]. Therefore 
P£cc° _ „ „ „ / o\Trtotal(-' \ rrtotalf^ s i x " ^ —»-Ota) 
Fad a{old —> new) /g g\ 
' ' / QiTTvrf \ TTori
 Ana(neii;'-> old) 
a\old —*• new) 
where Utotal(r) = Uor (r) + Uconf (r) is simplified to [/^(r) and indicates that only the 
component of the interaction potential that depends on the orientation is considered, 
whereas that of the configuration Uconf(r) remains the same in both states. 
The forward a{old —> new) and backward a (new —> old) components of the 
underlaying Markov matrix are calculated in separate processes. First, the forward 
Oi(old —> new) considers the steps of the biased insertion of all the chain monomers 
(i = 1 to M) in the same conformation, but with a new set of nucleobase vectors 
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selected from the all possible z coordination vectors, then 
a(oli -. neW) = n e x r i - ^ ^ ' r - » U " P l - f » ~ ) 1 , (3.10) 
V / I I ...new T~jM npm ' v ' 
i=l 
where the local Rosenbluth weights are calculated as 
(3.11) 
The backward a(new —»• old) component considers the steps in the reinsertion of all 
the chain monomers in the same conformation and orientation of nucleobase vectors; 
then 
M 
a(new —> old) = TT exp[-^C/
OT
-
i(roW)] exp[-/5C/or(roW)] 
w: 
old M
 „„old nM i=l^ 
(3.12) 
where, 
wTw = exp[-/?C/°^(roW)] + Y,exB[-PU°r'-(ri)]-
3=2 
(3.13) 
Therefore, substituting Eqs. 3.10 and 3.12 in Eq. 3.9, the following acceptance prob-
ability obtains 
P%°ld _ • / ' ffiTJor,- x rror(r • , ^ 1 ^exp[ -^^ r 0 ^ ) ] ^£ 1 t l ; r , 
= exp[—p[u \rnew) - U [Toid)])-ryor,new ace 
tM 
exp[-f3U^(rnew)}UT=iwi 
M
 n„old 
rxror,new 
(3.14) 
\ATor,old ' 
where Wor,% is the composite Rosenbluth weight for state i. This acceptance proba-
bility equation can then be expressed as the Monte Carlo acceptance criteria by 
act?" {old —• new) = min 1, 
\Xfor,new 
lX/'or,old (3.15) 
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It is important to note that Wor,new and Wor'°ld are not necessarily the same because 
the implementation of such a move requires the artificial deletion and reinsertion of the 
chain, both in its original conformation. Therefore, the composite Rosenbluth weights 
need to be calculated explicitly in both cases; there is however a finite probability that 
the same old orientations are selected from the biased distribution. Nevertheless, the 
acceptance probability is large (i.e., close to 1), because it does not require to consider 
the conformational constraints. Indeed, this move makes an important contribution 
to the local relaxation of the base-pairing and base-stacking degrees of freedom. 
3.2.3.2 Configurational-Biased Moves 
Full and partial chain regrowth (Figs. 3.65, C) with combined conformational [132] 
and orientational [204] biases are proposed using a decoupled move similar to that 
used by Martin and Siepmann for branched molecules [205]. In its "thermal" version, 
both cases consider the bending energy of the chain in the conformational part of the 
Rosenbluth weight Wconf, while base-pairing and base-stacking energies are included 
in the orientational part WOT. Only one acceptance criteria is derived for both cases, 
because they differ only in their algorithmic implementation: (i) full regrowth consid-
ers a new randomly selected site for the first monomer, whereas partial regrowth starts 
from the M/2 — 1 monomer on either side; (ii) the number of monomers considered 
in the former is M whereas M/2 in the latter. Similarly to the previous derivation, 
the ratio of acceptance probabilities P^l^acc is derived from the detailed balance 
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condition in Eq. 2.3: 
pc^f-or,oid
 Pnewa(neW^old) 
pconf-ar,new Pold a(old-> new)' { ' ' 
where the limiting probability distribution is that of the canonical ensemble p = 
exp[-pU(r)}. Therefore 
pccmf—or,old 
•)Conf—or,netv eM-P[UC(mf(rneW) + U^iv^) - Uc<mf(rold) -U^M)]) 
xa(new^old) 3 
a(old —* new) 
where Utotal(r) = t/'or(r) + Ucon^{v) is decoupled to simplify the biasing procedure as 
mentioned above. 
Similarly to the pure orientational bias, the forward a(old —> new) and backward 
a(new —* old) components of the underlaying Markov matrix are derived and im-
plemented separately. The forward component a(old —> new) considers all the steps 
of the biased insertion of the chain monomers (i = 1 to M) in a new conformation 
and with a new set of nucleobase vectors selected from the all possible z coordination 
vectors; then 
M
 \_RJJc<mf,i(- M M 
, , . , f r exp[-/7E/ c o^(rn eJ] ^ exp[-pU^(rnew)} 
a(0ld^new) = [[
 conf,new [[ or,new 
i = l i=l l 
exp[-/?tfc™/(rneJ]exp[-/?^(rne™)] 
n-M conf,newT-jM or,new ' 
where the forward conformational local Rosenbluth weights are calculated as 
wrf^w = z-exp[-pUconf'1(rnew)} iovi = l 
(3.19) 
wcanf,new = £* &,V[-f3UCOn^{vj)} for i > 1, 
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and the forward orientational local Rosenbluth weights as 
wor,new = ^ e x p H W ^ f o ) ] . • (3.20) 
The backward a(new —• old) component considers the steps in the reinsertion 
of all the chain monomers in the same conformation and orientation of nucleobase 
vectors; then 
a(new^old) = f\ ^ H * * 7 " " * ' ^ ) ] J T exp[-/3[/^(roM)] 
v • / 1 1 conf,old 1 1 „.,°r,old 
<=1 Wi i=\ Wi (3.21) 
exp[-j3Uc,mf(rold)]exip{-pU^(rold)} 
n.iLi™ionf'oldnZi<,old ' 
where the backward conformational local Rosenbluth weights are calculated as 
wcanf,oid = ^ . e x p f - ^ C / ^ / . ^ r ^ ) ] for i = 1 
(3.22) 
wcanf,oid = e x p h ^ ^ / ^ r ^ + E ^ e x p h ^ ^ ' ^ r , ) ] for i > l , 
and the backward orientational local Rosenbluth weights as 
wT,oid = j-eM-PU^irj)}. (3.23) 
. j=\ •• 
Therefore, substituting Eqs. 3.18 and 3.21 in 3.17, the following acceptance probabil-
ity obtains 
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Oor,old 
^ZS = exp(- /5[C/c^(r„e ,) + U^(rnew) - Uc^{vold) - U^{rM)]) 
ace 
„ expl-f3U™f(rold)}exv[-(3U<»(rold)\z R?=1 w^^ 
eM-PU™f(rnew)]eW[-PU°r(rnew)}z UfLi^" 
nM or.new i=lWi 
nM corif,new T~\M or,new i=l Wi 1 U=l Wi 
nM „nccmf>oldT[M »,,°r<old i=l wi 1 l i=l wi 
Txrc<mf,new lxror,new 
Wconf,ola"fflor,old ' 
(3.24) 
where Wcon*,% a n d W r , ! are the configurational and orientational composite Rosen-
bluth weights for state i. This acceptance probability equation can then be expressed 
as the Monte Carlo acceptance criteria by the following 
aaf^-^iold -* new) = min 1, 
\xramf,new TT/w,new 
'll?conf,old'\X/'or,old (3.25) 
Whenever chain stiffness is relevant, the "thermal" version (Eq. 3.25) of configura-
tional bias will be used by considering the intra-molecular potential in the Rosenbluth 
weight. However, a simple "athermal" version of the configurational bias sampling 
by Panagiotopoulos et al. [167] will be used under special circumstances of small 
contribution of the intra-molecular potential (e.g., at high temperatures). According 
to the "athermal" scheme, the conformational Rosenbluth weights W0™*'1 of chain 
growth (i = new) and retrace (i = old) are based on unoccupied neighboring posi-
tions; the acceptance probability then takes into account the intra-molecular energy 
change. Base-pairing and base-stacking Rosenbluth weights are calculated similarly 
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to the "thermal" case. The Monte Carlo acceptance criteria of this particular case 
can be shown to be 
acc^-^iold -> new) = min 
\X7amf,ne.w TXfor,new' 
1, exp( - / ? [ t / ^ ( r n e „ ) - U™f(rold)}) ^ c o n / , o M ^ o M 
(3.26) 
where Wccn^1 of chain growth (i = new) and retrace (i = old) are defined as 
M M empty,new 
yyconf,new _ T T
 wamf,new _ T T [h / ^ 27") 
i= l i=l 
and 
M M empty,old 
wconf,old = T T wconf,old = T T ]h ' ^ 2g) 
i= l i= l 
3.2.4 Enhanced Configiirational Sampling: Optimized Par-
allel Tempering 
Enhanced configurational sampling, on the other hand, is achieved through the paral-
lel tempering method [138] (described in Section 2.2.3), in which multiple replicas are 
simulated in parallel at different temperatures, and moves that exchange the config-
uration of boxes with neighboring temperatures are considered (see Fig. 3.7); replica 
exchanges are accepted or rejected according to the Metropolis criterium given in 
Eq. 2.13. The intrinsic parallel nature of the calculations in this Monte Carlo method-
ology allows the implementation of a parallelized algorithm using the message-passing 
interface (MPI) [206, 207]. 
A system with Nrep replicas and temperature distribution {Ti,TNrep} is consid-
ered, where each replica (i.e., simulation box) is assigned to an individual processor 
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Figure 3.7: Schematic representation of the parallel tempering Monte Carlo proce-
dure. A sample system with Nrep — 20 replicas and temperature distribution {Ti, T2o} 
is considered, and snapshots of simulation boxes across the hybridization transition 
are shown on the bottom part. Red monomers are base-paired nucleotides and blue 
are non-base-paired. The duplex (blue) and single-stranded (red) temperature ranges 
and the typical roughness of the corresponding free-energy landscapes are presented 
on the top part. 
(index) at a time. Data communication during exchanges is managed through the 
network interface of a distributed memory architecture using MPI calls. The present 
parallel computing implementation follows that of Berg [208], where only the tem-
perature values and replica indexes, instead of configurations, are exchanged between 
any pair of processors. This method efficiently minimizes the size of communication 
packages through the network interconnect, which is one of the main causes of par-
allelism overhead. This efficiency gain compensates the expected overhead due to 
the necessity of considering replicas at high and low temperatures which exhibit dis-
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parity in equilibrium relaxation (or correlation times) [209]. Synchronization of the 
Nrep replicas during exchanges requires that processors assigned with replicas at high 
temperature remain idle (faster relaxation), while processors assigned with replicas at 
low temperatures complete the same number of Monte Carlo steps. This latter effect 
is known to degrade the performance, to a varying degree, by limiting the amount of 
uniform granularity (size of parallel units of work) and load balance among proces-
sors. In the simulations performed in the present work, it is observed that this effect 
is only partially compensated by the efficiency gain mentioned above, which leads to 
5-20% of CPU idle time during equilibration and 20-40% during production. 
The number of replicas Nrep is chosen according to the system size (typically 
allocating from 16 to 40 processors), and the temperature distribution is such that 
Tmin = T\ < Tm < Tmax = Tjvrep. The distribution of the intermediate .Nrep — 2 
temperatures is initially assigned using a geometric progression [210] recursively as 
•
Ti = r i n " W ^ , (3-29) 
which progressively spaces the temperatures, being closest at low temperature and far-
thest at high temperature. This distribution is not optimal, and therefore is iteratively 
feedback-optimized following the procedure described in Section 2.2.4 [148], in order 
to maximize the diffusion of sampling relaxation from high- to low-temperature simu-
lation boxes. This is of particular importance in the present study, given that the ex-
change acceptance probability, which scales approximately as Pex ~ (Ti/Ti+i)NCv^kB 
[150], with Ti < Tj+i, is severely depressed in the neighborhood of Tm where the spe-
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cific heat Cv/kB increases significantly. The feedback-optimization approach redis-
tributes the temperatures such that exchanges are maximized around the bottleneck 
caused by the specific heat peak {Cv/kB)max, and that consequently maximizes the 
overall relaxation, leading to a significant increase in number of replica round-trips 
from Tmin to Tmax, and vice versa. 
3.2.5 Thermodynamic Data Analysis and Zuker's Model 
Calculations 
Thermodynamic parameters are calculated from the ensemble averages of the equi-
librium fraction of bases paired (IPB)NVT (order-parameter transition), following the 
analysis with the general forms of the van't Hoff equation or two-state model [211]. 
For a self-complementary sequence S with chemical equilibrium 2S ^ S2 the two-
state relationships are given by 
In (<P-B) 
2{i-{yB)yct 
AHm ASn 
RT R
 (3.30) 
J _ . = R\nCt • ASm 
AHm AHj 
where Ct is the total strand concentration, R the ideal gas constant, AHm the enthalpy 
and ASm entropy of transition. For non-self-complementary sequences S1 and S2 with 
chemical equilibrium S1 + S2 ^ S1 • S2 the two-state relationships are 
In 2{<PB) AHm + ASm (l-{<pB))2Ct\ RT R> ( 3 3 1 ) 
_L_ ian(C f/4) | ASm 
Tm 
AHm AHm 
Specific heat Cv/ks curves are estimated from histogram reweighting of the total 
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energy fluctuations 
(Cv/kB)=/32[{E/ehb,AT)2-(E2/elbAT}), (3.32) 
where j3 = £hb,AT/ksT'is the inverse temperature and E the total configurational 
energy. On the other hand, specific-heat Cp curves from the theoretical approach 
of Zuker [78], used in Section 3.3.4, were calculated using the DINAMelt webserver 
[81, 212]. For this calculations, the strand concentration is set to [Ao]=[B0]=l-10~5 
M and concentration of [Na+] and [Mg++] cations to 1.0 M and 0.0 M, respectively. 
3.3 Results and Discussion 
3.3.1 Characterization of the Model and Methodology 
3.3.1.1 Electrostatic Effects 
Considering electrostatic interactions in molecular simulations is computationally ex-
pensive (see [136] for an extended review of the topic), because of their long-range 
nature, i.e., 1/r dependence. When charges are considered explicitly, computations 
are very involved because of the need to account for the presence of charges in the 
periodic images of the simulation box [213]. Alternatively, in the case of screened 
charges, implicit potentials (e.g., Debye-Huckel) with truncated interactions can be 
proposed, but for highly-charged systems as DNA, these are prone to artifacts due 
to the inaccurate treatment of the problem [214]. As mentioned above in Section 
3.2.1, the present model does not consider this type of interaction in order to increase 
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the computational efficiency of the simulations. This appears to be a rather drastic 
approximation, but will be justified below by considering the special conditions under 
which the hybridization transition is studied in the present context. 
The hybridization equilibrium between duplexes and single strands of DNA oligonu-
cleotides displays significant dependence on the ionic strength of the surrounding 
aqueous solution [198]. This is a direct consequence of the polyelectrolyte nature 
of the phosphate backbone (negatively charged). Indeed, the large linear density of 
negative charge along the backbone must be sufficiently screened to avoid excessive 
electrostatic repulsion between complementary strands. Typically, monovalent and 
divalent counterions are added to the aqueous medium to promote charge renormal-
ization by "counterion condensation" (see [215]) in both single- and double-stranded 
states. In the case of monovalent counterions (e.g., Na+) and polymeric DNA, sim-
plified relationships between the duplex stability (expressed in terms of Tm) and the 
salt concentration [Na+] exist in the regime 1 x 10~2 < [Na+] < 2 x 1CT1 M [216]. 
These are based in the assumption of a two-state transition, and are derived from the 
thermodynamic relationship 
6Tm _ aRll^ ( 3 3 3 ) 
lm 
dln[Na+] AfT, 
where a the correction for activity coefficients, and An is the net uptake or release of 
counterions upon hybridization or melting, respectively [217]. This equation states 
that a linear relationship between Tm and ln[Na+] holds in that regime. Remark-
ably, it has also been shown to be applicable to the case of short duplexes, in spite 
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of the expected length-dependent oligoelectrolyte end effects [218, 219, 220]. The 
salt-correction formulas derived from this simple relationship have proven to be re-
markably accurate in capturing the effect of the ionic strength [216]. Indeed, this 
method of correction is the one most commonly employed by predictive thermody-
namic models [73]. 
The omission of electrostatic interactions proposed here is therefore based on the 
idea that, in the salt concentration regime mentioned above, the base-pairing energy 
between bases on opposite strands is directly proportional to the extent of screening 
provided by the ionic strength. This means that, for the purposes of the present 
study, higher or lower salt concentrations [Na+] only renormalize the base-pairing 
energy Ehb to higher or lower values, respectively, i.e., lnfXe/^] ~ ln[Na+]. This idea is 
tested in a systematic study, whose results are summarized in Fig. 3.8, where the self-
complementary 8-mer sequence (5'-GGAATTCC-3')2 is simulated under equivalent 
solution conditions, but the elements of the base-pairing interaction matrix Ehb,ij (see 
left side of Table 3.1) are linearly scaled-down from 1.0ehb,ij to 0.2ehb,ij- This particular 
sequence is selected because its oligoelectrolyte behavior has been well characterized, 
and founded to exhibit approximately the same derivative ratio dTm/dln[Na+] upon 
hybridization as that of a polymeric DNA with 50% of GC base-pair content [219, 220]. 
It can be seen in the top part of Fig. 3.8 that the relationship between Tm, determined 
from (Cv/kB)max, and the logarithm of the scaled base-pairing energy parameters 
ln[Xehb,ij], is linear, as suggested above. 
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Figure 3.8: Linear scaling of electrostatic effects with respect to base-pairing energy 
for self-complementary sequence (5'-GGAATTCC-3')2. (top) Linear fit of Tm with 
respect to ln[Xe/,J ~ ln[Na+]; (bottom) Specific heat capacity plots for scaled down 
values of Xehb, with the location of Tm indicated by downward arrows pointing to 
(Cv/kB)max. 
3.3.1.2 Parametrization of Bending Rigidity 
Complementary oligonucleotides hybridizing in solution experience, simultaneously, 
a significant conformational transition [49]. The change in persistence length from 
single- to double-stranded DNA is strictly an aggregate effect, because it considers the 
duplex as a single molecule, since the backbone of the individual strands in the double-
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helix changes periodically its direction in order to accommodate its primary structure 
to the secondary structure. The longstanding accepted view considers the continuous 
worm-like chain (WLC) theory to model the flexibility of double-stranded DNA in 
solution [221, 222]. Predictions from this model are indeed consistent with previous 
experimental estimates based on bulk rotational diffusion measurements [223, 224], 
and allowed to define a "canonical" persistence length value of lp •« 50 nm (a stretch 
of approximately 150 base-pairs) in high monovalent salt conditions. In recent years, 
the commonly accepted rigidity behavior of double-stranded DNA has come into 
question with many new single-molecule experiments reassessing older measurements 
[225, 226, 227]. Remarkably, the improved accuracy of the newly determined elastic 
properties indicate that higher flexibility is indeed possible, particularly in the case 
of short oligonucleotides. 
On the other hand, experimental measurements of single-stranded DNA persis-
tence length have yielded, in general, diverging values ranging from 1.5-3.0 nm (~3 
to 6 nucleotides) for dT„ [228, 229] to 7.8 nm (~23 nucleotides) for dAn [228]. These 
experiments are intrinsically much complicated that those of double-stranded DNA, 
due to the interplay of the exposed bases with the aqueous media, and due to the 
effect of salt concentration [229, 230], of the degree of stacking [231, 232], and also of 
the stacking sequence-dependence [228, 233]. 
Despite the discrepancies in lp values at both extremes of the hybridization-
induced conformational transition, persistence lengths of 50 nm (~150 base-pairs) 
and 1.5 (~3 base-pairs) nm for double- and single-stranded DNA, respectively, are 
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used in the present work to parameterize the elastic constant ap = ke/e^AT. in 
Eq. 3.4. The WLC relation between the mean-squared end-to-end distance (R^) and 
lp, derived by Kratky and Porod [234], for an ensemble of worm-like chains 
(R2e) = 2lp — — 1 4- (— 
lp \ lp 
(3.34) 
where Lc = b(M — 1) is the contour length and b = 1.416 the bond length (in z = 26 
cubic lattice), is used to iteratively to adjust the values of ap by matching both 
extreme values of lp, i.e., 50 nm for duplexes at low T and 1.5 nm for single strands at 
high T. It is important to note that the use of Eq. 3.34 for the case of short oligomers 
is valid because, as has been remarked earlier by Hagerman [235], it is an erroneous 
principle to consider either that chains with contour lengths Lc < lp are rigid rods or 
that lp is ill-defined; indeed, even double-stranded DNA at very short length-scales 
(10-35 base-pairs) has been shown to exhibit significant flexibility [227]. 
In the proposed parametrization procedure, lp is solved numerically from Eq. 3.34 
by calculating the ensemble average (R2e), as described in Section 2.4.2, over the range 
of temperatures Ti < Tm < TNrep where the total fraction of bases paired <PB (order 
parameter) varies from ~ 1.0 at 7\ to ~ 0.0 at Tjvrep. The proposed solution along 
the hybridization-induced conformational transition for Lc < lpis non-unique, mainly 
because of finite-size effects, and also because of oligonucleotide concentration and 
sequence effects. Therefore a restricted search is conducted on an arbitrary system 
with representative conditions: chain length M = 8, self-complementary sequence (5'-
ATCGCGAT-3')2, number of strands N = 20, and box length L = 30. The solution 
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Figure 3.9: Parametrization of bending rigidity ap across the hybridization-induced 
conformational transition of the self-complementary sequence (5'-ATCGCGAT-3')2. 
of Eq. 3.34, in terms of base-pairs, from parallel tempering Monte Carlo simulations 
with Nrep = 16 replicas and for several values of ap in the range [0.5,1.5], is shown 
in Fig. 3.9. The value of ap = 1.1 (up-triangle/solid-line) is therefore selected from 
this analysis because it satisfies the conditions established above, and it will remain 
constant throughout the rest of the present thesis. 
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3.3.1.3 Feedback-Optimization of Temperature Distributions 
The optimization of temperature distribution using the feedback-optimization ap-
proach [151, 148], as described in Sections 2.2.4 and 3.2.4, is used in the present 
thesis to improve the configurational sampling of the parallel tempering Monte Carlo 
method across the hybridization transition. When this procedure is applied itera-
tively, the temperatures are redistributed in order to maximize the probability of 
accepted Pg^ exchanges around the "bottleneck" caused by the specific heat peak 
(Cv/kB)max at the transition. The effect on P£c*c is indeed dramatic, as shown in the 
bottom part of Fig. 3.10 for a test self-complementary 4-mer (5'-ACGT-3')2 duplex. 
Only four iterations are needed to optimize P^,, which changes from a deep minimum 
to a flat-like maximum across the transition as function of temperature. It can be 
seen in this figure that the redistribution of the temperatures increases the density 
of replicas in the neighborhood of (Cv/kB)max, while those in the neighborhood of Ti 
and TNrep are more sparse. The acceptance at the extremes is nevertheless maintained 
at an acceptable value, i.e., around 20%. The optimization makes also an important 
contribution to improve the accuracy of the ensemble average estimated during a 
parallel tempering simulation. This is shown in the top part of Fig. 3.10, where it 
is observed that a reduction of one order of magnitude of the specific heat statistical 
error I^C^/^BI is attained in the neighborhood of (C„/fcjB)max. 
The slowdown effect of replica exchanges around the transition point can be better 
characterized by the behavior of the local replica diffusivity D(T). This is shown in 
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Figure 3.10: Optimization of parallel tempering exchange acceptance probability, 
(bottom) Replica exchange probability Pacc(T) for feedback iterations 1 and 4 are 
plotted on the left ordinate, whereas the specific heat Cv/kB for the corresponding 
transition is plotted on the right ordinate, (top) The statistical error of the specific 
heat \SCv/kB\ for feedback iterations 1 and 4. 
Fig. .3.11J4, where a remarkable minimum in D(T) can be seen in the neighborhood 
of (Cv/kB)max, both before and after feedback optimization. It is important to note 
that the appropriate measure of optimization is not provided by absolute local values 
of D(T), but rather by the relative difference between the diffusivity at the highest 
and lowest temperature, D(TNrep) and D(Ti) respectively, and that at the minimum, 
i.e., AD(T) = D(TitNrep) — Dmin(T). In the case shown in Fig. 3.11^4, a decrease of 
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one order of magnitude in AD(T) is attained. This smaller AD(T) after feedback 
optimization is what maximizes the overall relaxation, which leads to a significant 
increase in number of replica round-trips from Ti to TNrep, This is also evidenced in 
the behavior of the fup, the fraction of replicas diffusing from the highest Tjvrep to the 
lowest T\ temperature, which exhibits a sigmoidal and linear behaviors before and 
after optimization, respectively, with respect to the replica index (see Fig. 3.115). 
This means that the differential A/^p = fup(Ti+i) — fup(Ti) between neighboring 
replicas has a linear decay proportional to l/(Nrep—1). This is, by definition [148], the 
target decay of the function Afup for an optimized temperature distribution tf^(T) 
(see Eq. 2.18). 
3.3.2 Perfect Match Hybridization 
The perfect match model is a hypothetical case of DNA hybridization in which the 
complementarity between two finite strands only considers non-staggered parallel or 
antiparallel pairings, i.e., the ends of the strands are in register (aligned). This is a 
rather extreme and artificial specificity constraint, because it requires a one-to-one 
correspondence between monomers in complementary sequences, but is nevertheless a 
useful approximation for theoretical analysis. Indeed, if combined with the condition 
that only one unbroken sequence of paired bases may exist at any time, an exact 
statistical mechanical description, the "zipper" model, exists [183, 68]. This particular 
formalism is most relevant for the present work, not only because it includes the 
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effects of concentration on the equilibrium, but also because it is based on a "system" 
partition function which considers explicitly the contribution of partially-paired states 
as well as the dissociated and native duplex states. 
Under the definitions of the present simulation model, the perfect match con-
straints can be enforced by defining a base-pairing energy matrix of dimension M x M, 
where only the elements of the diagonal £hb,u = —2.0 are non-zero and have the same 
strength. The base-stacking energy matrix e8t)ij and bending rigidity parameter ap 
are set to zero. Then, Monte Carlo simulations are carried out with this model consid-
ering dilute solutions of perfect match model oligonucleotides, with lengths M = 4, 6, 
8, 10 and 12, on a z = 26 cubic lattice with box length L = 30, and at constant total 
monomer volume fraction N/V= 0.0059. Fig. 3.12 shows the behavior obtained for 
the order parameter, i.e., the total fraction of paired bases {<PB}- The melting curves 
exhibit the expected sigmoidal-like continuous transition, which is characteristic of 
cooperative systems, and they are broadened and shifted towards lower temperatures 
as M decreases, in agreement with the prediction of the non-staggering zipper model 
[183]. The shift of the melting curves in Fig. 3.12 has a crossover point at T* w. 0.27; 
T* is theoretically defined as the limiting melting temperature for large M [68]. This 
behavior is consistent with that found in the study of van Erp et al. [236] using the 
Peyrard-Bishop-Dauxois model for finite duplexes [237], where this crossover-type be-
havior was also observed as the melting transition continuously approximates a sharp 
step function for large M. It is also interesting to note the behavior of (<p's), which 
also shows a transition in spite of having set est,ij = 0. This transition, however, 
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Figure 3.12: Average fraction of paired bases ((pB) and average fraction of stacked 
bases {ips) as function of the reduced temperature T* for different chain lengths 
M of the perfect match model. The location of the crossover temperature T* « 
0.27 is indicated by the downward arrow. Lines are interpolation from histogram 
reweighting, and statistical errors are smaller than the size of the symbols. 
is not originated by cooperativity, but is induced by the formation of duplexes, be-
cause the minimum and maximum values of ((fs) correspond to the probability of 
random orientation on the z = 26 cubic lattice {(ps)mm = 0.0385 « 1/26, and to the 
probability of random stacking in the duplex ((ps)max = 0.154 « 4/26, respectively. 
The melting temperature, defined as the temperature where the specific heat 
peaks, {Cv/kB)max, increases with chain length M, whereas the width of the transition 
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becomes narrower, as shown in Fig. 3.13. The characteristic increase and sharpening 
of the specific heat peak with increasing M resembles the behavior of this same 
quantity due to finite size effects in the Ising model [238], and suggests the possibility 
of a continuous phase transition analogous to the behavior of the helix-coil transition 
for polypeptides [239].This behavior was also found to be possible by Applequist [240] 
for the case of infinitely long two-stranded macromolecules, but it is still a matter 
of debate, as it contradicts the impossibility of phase transitions in one dimension 
[241]. As shown by the loci of (Cv/kB)max as function of T* and M and in the top 
inset of Fig. 3.13, the maximum of Cv/kB exhibits a scaling behavior with a nontrivial 
exponent (calculated from the linear fit), which further suggest the continuous nature 
of the transition in the limit of large M. A similar scaling behavior is expected for 
the cooperativity parameter K2 as M increases, since it scales proportional to the 
specific heat peak as K2 ~ y/(Cv/kB)max [242, 243]. It is also possible to correlate the 
crossover temperature T*, mentioned above, with this scaling behavior by determining 
the linear dependence of 1/Tm on 1/M, which can be derived from the "zipper" 
models studied by Applequist and Damle [68]. In the limit of large M, the intercept 
of this linear fit (shown in the bottom inset of Fig. 3.13), determines the value of 
T* = 1/3.7394 = 0.2674, which agrees with that estimated by visual inspection of the 
above melting curves. 
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3.3.2.1 Conformational Transition Induced by Hybridization 
The simplified character of this hypothetical model also allows one to evaluate fun-
damental questions related to the relationship among the different components of the 
interaction potential that control the thermodynamic and structural behavior dur-
ing hybridization. The coupling between the parameters of the interaction potential 
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and the conformational transition between single- and double-stranded, mentioned in 
Section 3.3.1.2 above, is of particular importance because it has not been addressed 
before, to the best of our knowledge. This question is addressed here by estimating 
the change of the average end-to-end distance Re (as described in Section 2.4.2), for 
a short perfect match oligonucleotide (M = 4) on a z = 26 cubic lattice with box 
length L = 30, and at constant total monomer volume fraction N/V= 0.0059. 
Three cases are considered for both flexible (ap = 0) and stiff (ap = 1) chains: (i) 
a control simulation is performed with both base-pairing £hb,u and base-stacking est,ij 
interaction matrices set to zero; (ii) only base-staking estjij = —2.0; (iii) both base-
pairing Ehbtn = —2.0 and base-stacking est,ij = —2.0. As can be seen in Fig. 3.14, a sig-
nificant conformational change is present only upon hybridization (case (iii)), whereas 
the contribution of base-stacking or bending rigidity is negligible over the range of 
temperature where hybridization occurs. This result indicates that base-pairing not 
only drives the loss of translational entropy of the chains (intermolecular effect), but 
also makes the most significant contribution to the loss of backbone conformational 
entropy of the individual chains (intramolecular effect); this is therefore a clear in-
dication that the transition entropy ASm is largely dominated by the cooperative 
effect of base-pairing on the translational and conformational entropy. Base-staking, 
in turn, seems to provide mainly an enthalpic contribution to the duplex stability 
when it is strengthened by the conformational change induced by duplex formation. 
This behavior will be discussed in the next section. 
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3.3.2.2 Base-Stacking Contribution to Thermal Stability 
The influence of base-stacking in the formation and thermal stability of DNA du-
plexes has never been questioned since it was first recognized in the late 1950's [179], 
but its origin and importance with respect to that of base-pairing is still a matter 
of controversy [200, 49]. Some studies have even considered the possibility that it is 
the main stabilization factor in the DNA double helix [244, 245], whereas others only 
considered it a minor correction to the pairing stability [246]. The fractional con-
tributions of either base-stacking or base-pairing are complicated, and their separate 
detection is not possible in experiment. For example, ultra-violet absorption due to 
the hypochromic effect (i.e., the reduction of absorbance in double and single strands 
with respect to the sum of the individual nucleobases), has a complex dependence on 
both interactions because of their influence on the electric dipole transition moment 
of neighboring nucleobases [49]. Predictive models based on the nearest-neighbor ap-
proximation [73], on the other hand, include the base-stacking effect implicitly in the 
nearest-neighbor parameters; stacking is indeed the major source of heterogeneity of 
these interaction parameters. 
In the Monte Carlo simulations of the present model, in particular for the case 
of perfect match hybridization, it is possible to evaluate separately the evolution 
of stacking upon duplex association. This was already presented in Fig. 3.12 for 
several chain lengths, but with the elements of the stacking energy matrix est,ij — 0 
(£hb,u = —2.0 as above). This is again evaluated in Fig.3.15, including two additional 
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cases where estjij = -1.0 and -2.0, for a short perfect match oligonucleotide (M = 4) on 
a z = 26 cubic lattice with box length L = 30, and at constant total monomer volume 
fraction N/V= 0.0059. The large shift in temperature of the base-pairing order 
parameter (ips) curves (top) and specific heat peaks (Cv/kB)max (bottom) are a clear 
indication of the large enthalpic contribution to the stability due to base-stacking, as 
suggested in a number of experimental [244, 245] and theoretical [247, 248] studies. 
It is also important to note that when est,ij = 0, increasing the amount of stacking 
by increasing the bending rigidity is possible, but this does not produces a relevant 
enhancement in thermal stability or cooperativity. There is however a considerable 
increase in cooperativity in the case where est,ij = —1.0 with respect to the cases where 
£st,ij — 0 and -2.0, as evidenced by the height of the specific peaks and sharpness of 
(<PB)- This is a feature also displayed by other theoretical models which include base 
stacking explicitly [247, 248]. This is an important observation, not only in for the 
hypothetical perfect match model, but also for DNA in general, because the ratio of 
stacking to pairing energies £st,ijl^hb,u = 0.5 is about the same as that of the CG 
pairing energy to the average stacking energy in Table 3.1, i.e., £st,ij/£hb,CG ~ 0.54, 
but is half that of the AT pairing energy esttij/ehb,AT ~ 1- This dependence of the 
energy scale ratios on the base-pair identity introduces large heterogeneities along the 
sequence which, in turn, fosters the sequence specificity and the complexity of duplex 
formation. 
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3.3.3 Two-State Thermodynamics of Model Sequences 
The thermodynamic predictions of the model are tested qualitatively by comparing 
the temperature dependence of the total fraction of bases paired (fs (transition order 
parameter) and of Cv/ks, with experiment. Model predictions, shown in Fig. 3.16, 
agree with those observed in a typical oligonucleotide solution [211], where </?# is com-
pared to its equivalent derived from ultraviolet absorbance measurements, and Cv/ks 
is compared to calorimetric curves obtained by differential scanning calorimetry. This 
is shown for two sequences: CG-core 8-mer (5'-ATCGGGAT-3')2, and AT-core 8-mer 
(5'-CGATATCG-3')2, but is valid for all the sequences simulated with the present 
model. The insets of Fig. 3.16 also show that <ps, at different strand concentrations 
Ct, can be fitted to the van't Hoff equilibrium relation (Eq. 3.30) or two-state model 
(left inset), whereas the melting temperature Tm fits the alternative van't Hoff linear 
relation of T^1 vs. ln(Ct) (right inset), with Tm derived from the maximum of the 
specific heat {Cv/kB)max. 
As shown in Table 3.2, satisfactory agreement obtains for estimates of the enthalpy 
AHm/ks and entropy ASm/kB of melting determined from both methods. This 
latter agreement, despite being a necessary but not sufficient condition for a truly 
two-state transition, is extensively used in experiment to verify the validity of the 
two-state analysis and of the parameters determined therefrom [69, 70, 71, 72]. In 
this particular case, as may occur in experiment, that criterion is misleading because, 
as shown in Chapter 4 and also elsewhere [249], the CG-core 8-mer sequence is largely 
94 
m G-
i— 
CD 
CD 
£ 
2 
CO 
Q . 
CD 
o-
1— 
CD 
CD 
E 
2 
CO 
Q . 
CD 
0.0 
0 20 0.30 0.40 
temperature T =kBT/£HB 
0.50 
0.30 0.40 
temperature T =kBT/eHB 
0.50 
Figure 3.16: Thermodynamic analysis of self-complementary of 8-mer sequences: 
(top) GG-core; (bottom) AT-core. (main plot) Order parameter ipb as function of 
reduced temperature T* from Monte Carlo simulations at different concentrations Gt. 
Lines are inter- and extrapolations from histogram reweighting. Left inset: Fits of 
van't Hoff relation at different concentrations (arbitrarily shifted). Right inset: (top) 
Peaks of specific heat Cv/ks\ (bottom) linear fit of T'1 vs. ln(Ct). Symbols for strand 
concentration are equivalent in main plot and insets. 
95 
ct 
2.96 xl(T 4 
3.70 x lO - 4 
5.93 xlO-4 
7.41 xlO-4 
1.11 xlO"3 
Avg. van't Hoff 
T- 1 vs. ]n(C«) 
CG-core 
/ T l * 
TO 
0.3516 
0.3535 
0.3575 
0.3588 
0.3629 
-
-
8-mer 
AHm/kB 
-14.48 
-14.45 
-14.34 
-14.21 
-13.80 
-14.26 
-15.15 
ASm/kB 
-32.71 
-32.56 
-32.23 
-31.83 
-30.68 
-32.01 
-34.97 
rptf 
0.337 
0.339 
0.340 
0.342 
-
-
AT-core 
AHm/kB 
-17.31 
-17.96 
-16.26 
-16.05 
-16.90 
-16.04 
8-mer 
ASm/kB 
-
-43.61 
-45.46 
-40.47 
-39.82 
-42.34 
-39.83 
Table 3.2: Comparative thermodynamic enthalpies and entropies from present model 
for: (left) CG-core 8-mer sequence; (right) AT-core 8-mer sequence. 
non-two-state whereas the AT-core 8-mer is two-state. The free-energy landscape 
analysis presented in the next chapter explains this seemingly contradictory result by 
describing the mechanisms by which both sequences hybridize in solution. 
The comparison of the height and sharpness of the specific heat Cv/kB curves 
for both sequences (top part of Fig. 3.17), is similarly a clear indication of the re-
markable difference in cooperativity which, as discussed above in Section 3.3.2, scales 
proportionally to the square root of (Cv/kB)max. The disparity in the transition be-
havior exhibited by both sequences is further characterized by calculating the fourth 
order cumulant (C/4) = 1-(E4)/3{E2)2 of the configurational energy (E) [250] which, 
although it has no clear physical meaning, is generally used in simulations to distin-
guish the presence and location of phase transitions of first and higher order. The 
discrepancy in the behavior of (C/4) is also remarkable as that of Cv/kB (bottom 
part of Fig. 3.17), and particularly the development of a minimum in the case of 
the AT-core, which is, in theory, associated with the same latent heat effects that 
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yield the maximum of Cv/kB [251]. The temperature locations of both (({74))mm and 
(Cv/kB)max do not necessarily have to correspond with each other, but the appear-
ance of both signatures indicates with certitude that an order-disorder transition is 
taking place. 
3.3.4 Sequence Specificity and Mismatches 
The equivalence of thermodynamic and cooperativity signatures in the present model 
to those in experiment, discussed in the previous section, appears to be a rather 
imprecise proof of its validity; this is because cooperativity is not exclusively char-
acteristic of two-state transitions, but also of higher-order, and even one-state ones 
as well. The model is further required, even qualitatively, to reproduce the effect 
of mismatches on thermal stability, and more specifically that of the mismatch lo-
cation along the sequence which, for oligonucleotides, is a stringent test [252]. The 
self-complementary CG-core 8-mer is considered, and three additional sequences are 
constructed introducing a single mismatched "A" base at terminal and internal posi-
tions along the perfect matched sequence; two mismatches are created by rotational 
symmetry. 
The schematic native-duplex structures are shown at the top of Fig. 3.18, along 
with their expected stability order in terms of Tm which, according to experiment 
[253], increases from left to right. At the bottom of the same figure, predictions from 
the specific heat peaks calculated with the present model and with the statistical 
97 
CD 
o 
to 
CI) 
o 
• 5 
a> 
a. 
V) 
350.0 
300.0 -
250.0-
200.0 -
150.0 -
100.0 
50.0 
0.0 
A 
Z) 
V 
c 
£ 
o 
i _ 
a> 
• a 
O 
(5'-ATCGCGAT-3')2--A-
(5'-CGATATCG-3')2O 
A — 
•—I:::A 
— ' r - — • - 1 - — • r ~ — • T ' — 
0.20 0.25 0.30 0.35 0.40 0.45 
temperature T =kBT/£. B ' ' *"HB 
0.70-
0.60-
0.50-
-
0.40-
• 
0.30-
1 
A - -
1 . 1 
— ^ A - A ^ " ^ . / J * & A 
1 ' 1 • 
1 _, 1 L 
% A 
% \ . 
\ \ 
m% -
\ -
% 
Is 
" 1 ' 1 ' 
0.20 0.25 0.30 0.35 0.40 0.45 
temperature T =kBT/el HB 
Figure 3.17: Cooperative behavior of self-complementary 8-mer sequences CG-core 
and AT-core. (top) Comparison of specific heat Cv/k,B as function of reduced temper-
ature T* from Monte Carlo simulations at equal concentrations Ct; (bottom) Fourth 
order cumulant (U4) as function of reduced temperature T*. Lines are inter- and 
extrapolations from histogram reweighting. 
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mechanical approach of Zuker [78] are compared. Calculations using the method of 
Zuker are performed under the conditions established in Section 3.2.5, and the relative 
order of the melting temperatures obtained from the peaks of Cp are: Tm = 53.9°C 
(non-mismatch) •« Tm = 53.6°C (end-mismatch) 3> Tm = 16.6°C (center-mismatch) 
» Tm = -0.4°C (flanking-mismatch). The order of those predicted from (Cv/kB)max of 
the present model are: T^ = 0.3586 (non-mismatch) « T^ = 0.3584 (end-mismatch) 
» Z£ = 0.2927 (center-mismatch) > T^ = 0.2817 (flanking-mismatch). 
Clearly, both methods are capable of discriminating between mismatches, and 
their agreement on the order of Tm, as indicated by the vertical arrows, is qualitatively 
correct despite the different scales considered (discussed below), and is also consistent 
with experiment [253]. The relative heights of (Cv/kB)max for the central mismatch 
sequence are, nevertheless, in disagreement, but that may plausibly be attributed, 
from a theoretical point of view, to the intractability of all possible duplex species; 
this difficulty is worsened by the lack of thermodynamic parameters for sequences 
with tandem mismatches [72, 87]. It is also known that alternative and undesirable 
stable pairings, such as slipped duplexes, may appear and persist at low temperatures 
in systems with mismatched sequences [72]. That is precisely the case of the central 
mismatch sequence, as suggested by the broadening and lowering of the specific heat 
peak with respect to that of flanking mismatches, and by the emergence of a shoulder 
to the left of the transition (left panel in Fig. 3.18). These features, missing in the 
theoretical predictions, are accounted for in the present model. Indeed, the free-
energy analysis presented below in Section 4.3.2 (Fig. 4.8), confirms that a staggered 
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intermediate strongly precludes the native state of the central mismatch sequence, 
causing lower cooperativity in spite of its higher stability. 
The specific heat and absolute temperature scales shown in Fig. 3.18 were com-
pared only qualitatively and found to be consistent. Quantitative comparison of the 
scales, however, would apparently yield a substantial discrepancy. For instance, the 
peak of heat absorption and the ratio of absolute temperatures Tmax/Tmin for the 
0.20 „ 0.30 0.40 
T=kBT/eHB T(°C) 
Figure 3.18: Sequence specificity of simulation model, (top) Schematics of pairing for 
mismatched and nonmismatched duplexes in the experimentally suggested order of 
thermal stability as function of mismatch location [253], where sequences from right 
to left are: non mismatch (red), end mismatch (purple), center mismatch (blue), 
and flanking mismatch (green); (bottom) Thermal stability order predicted by Cv/ks 
curves from Monte Carlo simulations of the present model (interpolated by histogram 
reweighting), and by analog Cp curves from Zuker's method [78]. 
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non-mismatch sequence would be (Cv)max » 1.987* 162.5 = 0.323 Kcal/mol- K and 
0.425/0.225 « 1 . 9 from the lattice model, respectively; whereas from Zuker's model 
(Cp)max » 1.15 Kcal/mol- K and 363/273•« 1.3. 
This discrepancy is believed to be amplified by two separate factors. First, the ef-
fective strand concentration in the simulations is approximately 3 orders of magnitude 
larger than that used to calculate Cp with Zuker's model. At higher concentrations, 
both parameters (Cp)max and Tmax/Tmin calculated by Zuker's method are system-
atically shifted towards those calculated with the lattice model, e.g., for the non-
mismatch sequence (Cp)max decreases from ~1.2 to 0.8 Kcal/mol-K and Tmax/Tmin 
increases from ~1.3 to 1.5. 
Second, the remaining discrepancy has to be understood as an expected conse-
quence of the severe reduction in the number of conformational degrees of freedom; 
e.g., a rough estimate for an atomistic DNA nucleotide would consider 31 to 34 atoms, 
6 backbone torsional angles, 4 sugar torsional angles and 1 glycosidic torsional an-
gle, whereas the present lattice model considers 1 nucleotide monomer, 1 backbone 
bending angle with only 14 possible values, and 1 nucleoside directional vector with 
26 possible orientations. Furthermore, coarse-grained models, particularly those ac-
counting implicitly for nonpairwise-additive interactions, are known to quantitatively 
underestimate transition barriers [254, 255]. Consequently, quantitative underesti-
mation of heat absorption peaks and prediction of broader transitions are naturally 
expected in the present model, although the underlying principles of hybridization 
are qualitatively preserved. 
3.4 Conclusions 
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A coarse-grained one-site model based on a high-coordination cubic lattice was intro-
duced in the present chapter. The model, intended for the study of oligonucleotides 
hybridization in solution, accounts explicitly for physically relevant interactions such 
as base-pairing, base-stacking and bending rigidity; others such as helical twisting, 
solvent, and electrostatics were omitted in order to simplify both configurational and 
conformational sampling. In the case of electrostatics effects, the assumption that 
by rescaling the base-pairing energies one can account for the dependence of the 
thermal stability on the ionic strength was found consistent with the experimental 
relationship. A parallelized Monte Carlo algorithm based on parallel tempering was 
implemented and, in combination with specially adapted biased trials, made it pos-
sible to bridge the broad time and length scales associated with this transition. This 
phase space sampling methodology is shown to readily overcome the entropic barriers 
associated with bringing complementary strands in close contact and with favorable 
orientation and conformation to form a duplex. It also overcomes the energetic bar-
riers associated with breaking apart the multiple base-pairs, partially or completely, 
that hold together a double-stranded complex. Both sampling challenges, however, 
can only be addressed by the method proposed up to a limited oligonucleotide length. 
A hypothetical model for perfect match hybridization where base-pairing between 
single strands is constrained to in-register alignment, and using homogeneous pairing 
energies, was studied in detail. For a fixed nucleotide concentration, the specific 
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heat peaks grows as a power law of the oligonucleotide length similarly to finite-
size effects of systems approaching criticality. The conformational transition of this 
model was shown to originate exclusively from base-pairing, which dominates over 
the translational and conformational entropy of transition; base-stacking, instead, 
provides mainly an enthalpic stabilization. The two latter observations correspond 
well to those of oligonucleotide hybridization experiment. 
The simplified model developed also allows a straightforward representation of 
DNA-type oligomers, where nucleobase interactions consider explicitly sequence het-
erogeneity effects. For DNA duplex formation in solution, this approach provides an 
efficient and qualitatively accurate way to understand the sequence dependence of 
thermodynamical and conformational properties. Methods for thermodynamic data 
analysis, such as those used in DNA hybridization experiments, were shown to fit the 
thermal stability data predicted from Monte Carlo simulations of the present model. 
The effect of sequence specificity, in the case of base-pair mismatches distributed at 
different locations along the chain, was qualitatively captured in terms of the rel-
ative shifts of the transition temperature, and found consistent with predictions of 
statistical mechanical models. 
Chapter 4 
Hybridization Mechanisms and 
Free-Energy Landscapes of Model 
DNA Oligonucleotides in Solution 
4.1 Introduction 
In aqueous solutions, the equilibrium between single- and double-stranded oligonu-
cleotides is generally accepted to obey simple thermodynamic rules. In particular, if 
the reaction is considered to be a bimolecular association (i.e., a chemical equilibrium 
between oligomers in both states), it is observed that the progress of the hybridization 
as function of temperature, measured by its equilibrium constant, follows the van't 
Hoff relation [48]. This suggests a cooperative equilibria model where only two states 
are thermodynamically possible [211], one state being the denatured single strands 
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and the other the native duplex; this is also known as the all-or-none model. 
Predictive methods based on these simple principles, particularly the nearest-
neighbor approach [256], are not always consistent with experiment [80]. Two sources 
of discrepancy are possible, that of the experimental parameters and that of the 
model. The former has been addressed with increasingly larger thermodynamic 
databases [69, 70, 71, 73], but these are also model-dependent and can only provide 
finite increments in reliability. The latter, by contrast, requires a more fundamental 
and rigorous treatment, and a generalized approach is yet to be found; indeed, there 
is growing experimental evidence which contradicts the two-state model and favors 
mechanisms with multiple intermediates [249, 257, 258, 259, 260, 261]. 
Those inconsistencies, at least those that pertain to the model, are less relevant 
for an indeterminately large subset of sequences which, avoiding the multiplicity of 
possible intermediate states, hybridize through strongly cooperative two-state tran-
sitions. Another group of sequences that exhibit intermediate and weak degrees of 
cooperativity does not conform to these conditions, and this is often found experi-
mentally when calorimetric (model-independent) and van't Hoff (model-dependent) 
enthalpies are in disagreement [262]. Although the fraction of the sequence space cor-
responding to each group is unknown, it is clear that the native duplex state in each 
case arises by different pathways of molecular conformations, either thermodynami-
cally or kinetically dominated. That behavior imitates the well-known mechanisms 
of folding cooperativity in proteins [263], not in their physical basis, but in that they 
share a common statistical mechanical description as well as a number of thermody-
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namical signatures. While in the case of a single duplex denaturation (or "melting"), 
those arguments can be probed using a number of established theoretical [264] and 
simulation [58, 59, 61] models, the case of oligonucleotide hybridization in solution 
remains unexplored and little understood. The subtlety and difficulty of the latter 
arises from the need of considering an ensemble of oligonucleotide strands dispersed in 
aqueous solution, and the complex coupled equilibria between all possible base-paired 
species and the denatured state; in fact, to account for each individual contribution 
to the configurational partition function is theoretically intractable, without major 
simplifying assumptions [68, 78]. 
This remarkable level of complexity also arises because, at typical experimental 
conditions, denatured oligonucleotides are in dilute concentrations and must first con-
front transient entropic barriers, of translational diffusion origin, in order to find their 
complements in the correct orientation by random collisions [265]. These processes 
have characteristic rate constants larger than, or at least of the same order as, those 
of conformational nature discussed above [266]. Consequently, the combined relax-
ation time over which hybridization is expected to reach full equilibrium extends well 
beyond that accessible to atomistic simulations; e.g., 2 to 3 hours of incubation are 
required for a 20 ng/ml solution of 17-mers [253], whereas the time scale of confor-
mational sampling accessible to molecular dynamics, for a single 12-mer duplex, is 
currently in the order of 10~6 seconds [267]. Moreover, even approaches with a re-
duced number of degrees of freedom may find themselves kinetically trapped when the 
disparity between configurational and diffusive time scales is large [82], and especially, 
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if phase space sampling fails to span the time scale of both processes. 
The purpose of the present chapter is to suggest that with the coarse-grained lat-
tice model and enhanced sampling methodology developed in the previous chapter, 
barriers in translational diffusion and conformational transformations are overcome 
and time scales bridged, such that the populations of base-paired species can be sam-
pled extensively. The interest lies in the cooperative mechanisms and microscopic 
pathways that lead to hybridization, and in the way they are expressed on the free-
energy landscape as stable or metastable minima or saddle points. The present model 
is closely analogous to that of proteins on high-coordination lattices [268] which, 
together with the free-energy landscape theory [263], have proven instrumental in 
elucidating the existence of several protein folding mechanisms. Here, it is found 
that sequence complexity controls the shape of the free-energy landscape of model 
oligonucleotides by two distinct scenarios that are described below. Both scenarios 
are in agreement with experiment, and from these, a phenomenological framework 
is suggested in which the apparent contradictions between the signatures of cooper-
ativity and the nature of the transition are reconciled. The results show, at least 
for this model, that although the two-state thermodynamic signatures are generally 
preserved, the reaction pathways evolve, to a varying degree, through non two-state 
mechanisms. 
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4.2 Simulation Methods 
The model description and simulation methodologies are the same as those described 
in the preceding chapter. Only those methods not presented before are described 
below. 
4.2.1 Free-Energy Landscapes from Histogram Reweighting 
The histogram reweighting method, as derived by Ferrenberg and Swendsen [165] 
and expanded by Kumar et al. [166], is used in the present chapter to to calculate 
distribution populations and free-energy landscapes at any given temperature. The 
theory on histogram-reweighting and free-energy landscapes was presented in detail 
in Section 2.3. Here it is applied to estimate the two-dimensional potential of mean 
force WTi(NBP, E) at an arbitrary temperature T, from 
WTAN„,E) = -kBTM\V*f°l'E)' 
where NBP is the number of bases paired, E is the total energy, and VTANBP, E) is 
the reweighted or composite probability distribution along the reaction coordinates 
calculated from Eq. 2.28. Statistically significant sampling of the two-dimensional 
ITANBP, E) histograms are obtained at each temperature during the parallel temper-
ing simulations, and then combined using the multiple histogram WHAM extension 
of the Ferrenberg-Swendsen algorithm. Indeed, the combination of parallel temper-
ing (feedback-optimized) with WHAM as described by Chodera et al. [269] and Rick 
[270], improved convergence of the hybridization free-energy landscapes estimated. 
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4.3 Results and Discussion 
A limited number of sequences is considered in the present study and, although 
emphasis is on the effect of sequence complexity [69, 257], other parameters such 
as chain length, molecular concentration, and degree of complementarity are also 
examined in this Chapter. Four sequences are selected, two 8-mers and two 12-
mers, with 50 and 100% content of AT base-pairs, respectively. These are defined as 
follows: GG-core 8-mer, (5'-ATCGCGAT-3')2; AT-core 8-mer, (5'-CGATATCG-3')2; 
oligoA-oligoT 12-mer, (5'-A12-3')-(3'-T12-5'); and oligoAT 12-mer, (5'-A6T6-3')2. 
4.3.1 Population Distributions of Denatured and Duplexes 
Species 
These populations correspond to individual thermodynamic states having the same 
number of paired bases iVBp in all possible microscopic configurations. Approximate 
distributions can be calculated theoretically from experimental data of oligonucleotide 
systems [68, 271]. In such an approach, developed by Applequist and Damle [68], the 
simplifying assumptions of the zipper model (described in Chapter 3) are required. 
In the present work, however, histograms of denatured and base-paired species pop-
ulations are obtained by extensively sampling equilibrium configurations from the 
explicit three-dimensional representation. The resulting distributions are shown in 
Figs. A.1A-D. 
A broad and significantly populated ensemble of intermediate species is observed 
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in the population distributions of the CG-core 8-mer sequence and, as shown in 
Fig. 4.1^4, these do not vanish even at low temperatures. Above Tm, the native duplex 
is entirely suppressed and base-paired species are dominated by intermediates having 
ATBP = 3 to 5 bases at the energetically favorable CG-core, whereas fraying ends at 
the AT-rich terminal sections are entropically favored; similar populations of partially 
bonded structures have been observed in the nuclear magnetic resonance (NMR) 
spectra of a ribosyl 6-mer, (AAGGUU)2, having the same sequence structure as the 
CG-core 8-mer [249]. That broadly distributed intermediate state, which precludes 
the native duplex, persists well below Tm and shifts to higher values of A^p as the 
temperature decreases. 
In contrast to the CG-core duplex, a well denned and highly cooperative two-state 
transition is seen for the AT-core 8-mer sequence, as shown in Fig. 4.15. In this case, 
despite having the same base composition as the CG-core, the sequence structure 
causes the population of species to be largely divided into single-stranded (A^p = 
0) and fully paired duplexes (A^p = 8) at all temperatures, and with negligible 
fraction of all other partially bound chains except for a relatively small population of 
fraying ends. Both features agree, qualitatively, with those from a number of NMR 
experiments on sequences with similar AT-core/CG-terminal structure [272, 273, 274]. 
The mechanism for this, however, is not evident from the probability distribution itself 
and is clarified below. Snapshots of both scenarios are shown in Fig. 4.2. 
Two equivalent hybridization scenarios are similarly obtained for longer oligonu-
cleotides (12-mers). That of the oligoA-oligoT, shown in Fig. 4.1C, is largely domi-
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Figure 4.1: Population analysis of model oligonucleotides hybridization. Histograms 
of population distributions and base-pairing species for: (A) CG-core 8-mer, (B) 
AT-core 8-mer, (C) oligoA-oligoT 12-mer, and (D) oligoAT 12-mer sequences. The 
location of denatured (D) with JVBP = 0, native duplex (N) with iVBp = 8 or 12, 
and intermediate (I) states are indicated on each plot with their respective schematic 
configurations. 
nated by intermediate species, similarly but less significantly than that of the CG-core 
8-mer (comparing Fig. 4.1C and Fig. 4.15, respectively). This is a consequence of the 
repetitive sequence which is prone to large numbers of staggered-duplexes and fraying 
ends. Calorimetric analysis has indeed shown that the 10-mer analog, d(Aio)-d(Ti0), 
is non-two-state, and undergoes a multi-state and broad transition [275]. Significant 
deviations from the all-or-none model have also been observed for 18-mers duplexes 
of adenylic and uridylic acids A(pA)17-U(pU)i7 [271]. 
The population distribution of the oligoAT 12-mer sequence (Fig. 4.1.D), con-
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Figure 4.2: Simulation snapshots of two-state and non-two-state scenarios at the 
transition temperature T^. Histograms (top) and snapshots (bottom) for: (A,C) 
CG-core 8-mer, (B,D) AT-core 8-mer sequences. The location of denatured (D) with 
NBP = 0, native duplex (N) with NBP = 8 or 12, and intermediate (I) states are 
indicated on each plot with their respective schematic of pairing configurations. Red 
and blue monomers in the snapshots represent paired and free bases, respectively 
trary to expectations and despite its partially repetitive structure, can be regarded 
as having a weak two-state behavior. The distribution clearly differs from that of 
the AT-core 8-mer duplex but is nevertheless bimodal, with peaks at the denatured 
and at the ill-defined native state; the latter is, below Tm, dominated by the native 
species (NBP = 12). Intermediates are, therefore, not entirely neglected, but given the 
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predominance of the native state. It is as though duplexes missing one to three base 
pairs, ./VBP = 9 to 11, were part of a fast relaxation process and not of an elementary 
step; this is shown schematically in the same figure. The existence of such a process 
may explain the contradictory results for oligoribonucleotides of the type (AnUn)2 
[276, 277], with n = 5 or 7, in which the size of the fractional cooperative unit A 
is larger than 1 (i.e., no intermediates), but the maximum fraction of intermediates 
Fi}max is between 20 and 25%; A, the number of base pairs forming cooperatively, 
is obtained from the ratio of van't Hoff and calorimetric enthalpies, whereas Fi>max 
is obtained from statistical deconvolution of differential scanning calofimetry curves. 
Other studies found A to be less than 1 for the (A7U7)2 sequence [278, 279], but it 
was also estimated that a single intermediate state, with roughly 10 bases paired, 
is characteristic for this type of symmetric oligoribonucleotides [279], and even for 
longer poly (A)-poly (U) sequences [280]. This is conjectured, in the present model, to 
be related to the existence of the broad native state shown in Fig. 4.12?. 
4.3.2 Hybridization Free-Energy Landscapes of Model Se-
quences 
These are mapped from the above population of equilibrium microstates onto the 
reduced energy E* and A^p reaction coordinates, as described in detail in Section 
4.2.1. The resulting landscapes for the above sequences, calculated at Tm, are shown 
in Fig. 4.3 C and are presented alongside their corresponding <PB and Cv/kB curves 
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in Figs. 4.3A,B. The features of the latter curves, however, will be analyzed from the 
properties of the free-energy landscapes, and not vice versa. That is because both 
(fB and Cv/kB are ensemble-averaged properties that result from the superposition 
of several underlying molecular processes. This is also the reason why NBP is a 
more appropriate reaction coordinate to describe the free-energy landscapes than the 
natural order parameter fs-
Considering that the AT-core 8-mer is truly two-state, the topology of its hy-
bridization landscape, shown in Fig. 4.3C(i), is remarkable and unexpected in that 
the transition barrier is rough and broad. Moreover, the lowest free-energy path-
way, on the top of this wide barrier, crosses two metastable intermediates separated 
by a small barrier, and bounded to the right by the transition state TS (iVBp = 5) 
and by the nucleation step to the left. Representative configurations of the statis-
tically dominant duplex pairings at these stages are shown along the pathway, and 
these are deduced from the hybridization profiles and contact maps of base-pairing 
events, shown in Fig. 4.4. The metastability of these intermediates is, therefore, a 
consequence of the internal loop formed after the energetically favorable CG-pairs, 
flanking the AT-core, have nucleated (minimum at -/VBp = 2). That also suggests a 
mechanism of helix propagation where both AT-pairs, directly adjacent to the flank-
ing CG-pairs, bind first (minimum at NBp = 4), and then promote, by base-staking, 
the formation of one additional AT-pair in the remaining unstable bubble, which 
is the TS; the native duplex is rapidly reached after both terminal CG-pairs close. 
This statistical ensemble of structures along the barrier nucleates and grows by taking 
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Figure 4.3: Characterization of hybridization free-energy landscapes, (A) Compari-
son of order parameter (fb and (B) heat capacity Cv/ks curves as function of reduced 
temperature T* for: (i) AT-core 8-mer, (ii) CG-core 8-mer, (iii) oligoAT 12-mer, 
and (iv) oligoA-oligoT 12-mer. (C) Corresponding hybridization free-energy land-
scapes Wrm/tAT (CAT is the AT pairing energy) as functions of the reduced energy 
E* = E/EAT and number of paired bases A^p. Free-energy surfaces are calculated 
at the corresponding melting temperatures Tm. Representative conformations of de-
natured and duplex species in local and global minima are shown along the lowest 
free-energy pathway (yellow lines), and transition states are denoted TS. The dena-
tured (A^BP = 0) and native duplex (A^p = 8) states are indicated by black arrows, 
whereas the intermediates are indicated by white arrows. 
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Figure 4.4: Hybridization base-pairing analysis of 8-mer sequences. (A) Contact 
maps of base-pairing events between all the possible pairs of bases at Tm; (B) Base-
pairing profile along the sequence at the melting transition Tm. Hybridization profiles 
are paired vertically with corresponding contact maps. The logarithmic color-scale of 
the contact maps corresponds to the total count of contacts during the simulation. 
advantage, through small conformational rearrangements, of the entropy-energy com-
pensation effect. That behavior thus has a close relation to the broad barrier model 
[281, 282] which, in the case of proteins folding with high cooperativity, accounts for 
the tunneling between unfolded and native states and the shifting of the TS on the 
broad barrier. 
The presumptive and subsequent stages are entirely consistent with those observed 
in NMR experiments [272, 273, 274, 283], particularly in that the chemical shift 
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and line width transitions of resonances, at corresponding locations, follow the same 
pattern and order. The closest resemblance is with that of the d(GGAATTCC)2 8-
mer sequence [272], for which the three resonances, corresponding to the AT-core and 
flanking CG-pairs, broaden drastically in a concerted manner when increasing the 
temperature, while that of the terminal CG-pairs disappears at a lower temperature. 
This could be interpreted in Figs. 4.3 A,B to be the cause of the sharp transition and 
abrupt bends on the low- and high-temperature baselines. Longer [274] and shorter 
[273, 283] oligonucleotides, with similarly structured sequences, seem to preserve both 
the two-state character and the barrier-crossing mechanism. The barrier, at least for 
the present model, broadens (narrows) to accommodate for more (less) transient 
states, while the degree of landscape roughness also varies accordingly. Both effects 
are shown to occur, indeed, on the landscape obtained for the (5'-CGCATATATGCG-
3')2 12-mer sequence (Fig. 4.5), where three metastable states with deeper minima 
are distributed along a broad barrier. The width of the latter is consistent with the 
size of the cooperative unit predicted experimentally for an equivalent 12-mer [274], 
i.e., A = 0.72 or 9±1 bases, and this may suggest that for such highly cooperative 
two-state sequences, A accounts for the extension of the barrier rather than for the 
presence of intermediates. 
The topology of the CG-core 8-mer landscape shown in Fig. 4.3C(ii), on the other 
hand, and in accord with its lower cooperativity, is that of a smooth double well where 
the denatured and a broad intermediate state are in pseudo-two-state equilibrium; 
the former having a lower free-energy minimum than the latter. The barrier at the 
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Figure 4.5: Hybridization free-energy landscape Wrm/^AT (^AT is the AT pairing en-
ergy) as functions of the reduced energy E* = E/EAT and number of paired bases iVBP 
for the (5'-CGGATATATGCG-3')2 12-mer sequence. The free-energy surface is calcu-
lated at the corresponding melting temperatures Tm. Representative conformations of 
denatured and native duplex species are shown alongside the lowest free-energy path-
way (yellow lines), and the transition state are denoted TS; for clarity, conformations 
of intermediates are not shown. The denatured (NBp = 0) and native duplex (N^p 
= 8) states are indicated by black arrows, whereas the intermediates are indicated by 
white arrows. 
nucleation step (also the TS) is narrow and its free-energy is higher, relative to the 
denatured state, than that of the AT-core duplex; moreover, the CG-core barrier is 
the largest among all four sequences (Fig. 4.6). This is taken as the result of the large 
entropic penalty for nucleating preferentially at the GC-core. Once the core has nu-
cleated in register, the duplex conformation rapidly relaxes to the basin corresponding 
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to the broad intermediate state. The statistically representative conformation shown 
in Fig. 4.3C(ii), also derived from data on Fig. 4.4, is energetically stable at the 
core but has a large conformational entropy originated from the fraying ends; both 
effects disfavor the native state. On the Cv/kB curve (Fig. 4.3J5), this gives rise to 
the shoulder on the left of the main peak, which broadens the transition and lowers 
the characteristic peak, whereas ips flattens out (Fig. 4.3^4), specially toward the low-
temperature baseline. In this case, therefore, the mechanism of helix propagation is 
that where base pairing progresses gradually towards the open ends, and agrees with 
that proposed from the temperature- and pH-dependence of chemical shifts and line 
widths of the (ATCGAT)2 NMR spectra [284]. In the present model, moreover, this is 
predicted to occur in multiple and sequential pseudo two-state equilibrium steps with 
decreasing temperature. This may explain the agreement of van't Hoff enthalpies de-
rived by two independent methods mentioned above (see Fig. 3.16(top) and Table 3.2 
in Section 3.3.3), akin to that of sequences with true two-state transitions. 
Similarly to the CG-core, a pseudo-two-state bimodal landscape is obtained for 
the oligoA-oligoT, as illustrated in Fig. 4.3C(iv). The free-energy barrier of the criti-
cal nucleus (also TS) at'iVBP = 2, is lower than that of the CG-core (Fig. 4.6) mainly 
because of the low entropic penalty from nucleating with unconstrained staggering 
(pairing of duplexes not in register), but also because of the increased length. That 
induces a gradual slope on the landscape, downhill towards the equilibrium inter-
mediate, and suggests that in addition to the fast-relaxation effect of fraying ends, 
chain sliding, with longer life-time, takes place and slows down equilibration. This 
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Figure 4.6: Comparison of one-dimensional projections of potential of mean force as 
function of NBP. (A) 8-mer sequences (open circles for the AT-core, and open squares 
for the CG-core); (B) 12-mer sequences (open circles for the AT-core, open squares 
for the oligoA-oligoT, and open triangles is oligoAT). Denatured, intermediates and 
native regions are denoted by D, I and N, respectively. Lines are guides to the eye, 
drawn using cubic-splines interpolation. 
effect is similar to the one predicted theoretically from experimental relaxation data 
on homo-oligonucleotides, where an additional sliding reaction between base-paired 
species is required to reconcile calculations with experiment [285]. 
The transition barrier for the oligoAT 12-mer, although having the same value and 
location than that of the oligoA-oligoT, is broader and therefore the helix propagation 
pathway proceeds with larger cooperativity on this slightly steep and uneven part of 
the landscape, rather than proceeding downhill after nucleation; this is shown by 
comparing the yellow pathways in Figs. 4.3C(iii)-(iv), and also in Fig. 4.6. The 
broad barrier, in this case, is due to the presence of the symmetry element in the 
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sequence, which limits the amount of allowed staggering and also inhibits chain sliding 
(see contact maps in Fig. 4.7); this behavior, relative to that of the oligoA-oligoT, is 
noticeable in Figs. 4.3A,B from the relative steepness of ipB at midpoint and baselines, 
and from the heights of the Cv/kB peaks. At the end of this pathway on top of the 
broad barrier, at least 6 base-pairs in perfect register must have formed cooperatively 
before helix propagation proceeds towards the broad native state. That is consistent 
with temperature jump experiments on the (A7U7)2 sequence that reported one slow 
and one very fast relaxation signal, i.e., the cooperative step, and the end-fraying 
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Figure 4.7: Hybridization base-pairing analysis of 12-mer sequences. (A) Contact 
maps of base-pairing events between all the possible pairs of bases at Tm; (B) Base-
pairing profile along the sequence at the melting transition Tm. Hybridization profiles 
are paired vertically with corresponding contact maps. The logarithmic color-scale of 
the contact maps corresponds to the total count of contacts during the simulation. 
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step along with high-order intermediates, respectively [278]. 
It is pertinent now to look back at the problem of cooperativity in mismatched 
sequences presented in Section 3.3.4. In this particular case, the sequence with a 
central mismatch exhibits a stable intermediate with four contiguous bases paired in 
a staggered configuration, as shown at the top of Fig. 4.8^4 by the deep minimum 
at -/VBp = 4, and by the very strong signal from the upper off-diagonal contacts 
seen in both contact maps (bottom of Fig. 4.8^4). The flanking mismatch sequence, 
on the contrary, has a wide and leveled basin, as shown at the top of Fig. 4.85, 
on which conformational interconversions between two intermediates and the native 
state, NBp = 2,4 and 6, respectively, occur without significant barriers; the staggered 
intermediate with two bases paired (ATBP = 2) is shown in both contact maps as 
the lower off-diagonal signal (bottom of Fig. 4.85). This mechanistic comparison is 
therefore able to clarify why the hybridization transition of the central mismatch 
sequence exhibit lower cooperativity than the flanking mismatch sequence. 
4.4 Conclusions 
For model oligonucleotides hybridizing in solution, two distinct scenarios, with or 
without stable intermediates, are identified and analyzed in terms of the free-energy 
landscape. These scenarios are determined primarily by the complexity of the se-
quence, and differ not only thermodynamically in their cooperativity and multiplicity 
of states, but also mechanistically in their conformational reaction pathways. The 
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Figure 4.8: Comparison of hybridization free-energy landscapes (top) and contact 
maps (bottom) of sequences with internal mismatches: (^ 4) Central mismatch(5'-
ATCGAGAT-3')2 8-mer sequence, and (B) Flanking mismatch(5'-ATAGCGAT-3')2 
8-mer sequence. (Top) hybridization free-energy landscapes Wxm/^AT (CAT is the 
AT pairing energy) as functions of the reduced energy E* = E/EAT and number of 
paired bases A^BP- Free-energy surfaces are calculated at the corresponding melting 
temperatures Tm. Representative conformations of denatured and duplex species 
in local and global minima are shown along the lowest free-energy pathway (yellow 
lines), and transition states are denoted TS. The denatured (NBp = 0) and native 
duplex (NBP = 8) states are indicated by black arrows, whereas the intermediates are 
indicated by white arrows. (Bottom) Contact maps for each sequence are calculated 
with the present model (left) and with Zuker's [81] DINAMelt web server (right). 
The logarithmic color-scale of the contact maps (left) corresponds to the total count 
of contacts during the simulation. 
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statistical mechanical description based on the landscape topology is shown, in each 
case, to be qualitatively consistent with experimental results on analog sequences, 
both thermodynamically and mechanistically. For instance, in non-two-state hy-
bridization, base pairing is observed to propagate through several steps where the 
population of intermediates shifts gradually towards the native duplex state and is, 
as expected, weakly cooperative. A much more complex and unexpected picture 
emerges for two-state transitions, which are found to be characterized by landscapes 
with broad and moderately rough free-energy barriers. Tunneling of the energetic 
and configurational gaps, between the denatured and native duplex states, is driven 
by conformational rearrangements of on-pathway metastable intermediates which are 
capable of interconverting with minimal loss of conformational entropy; that results 
in a strongly cooperative two-state behavior. 
The broad barrier mechanism found here was previously identified in protein fold-
ing [281, 282], but had not been detected before in oligonucleotide hybridization. That 
is because the metastable intermediates observed along the broad-barrier reaction 
pathway form dynamic ensembles which are inaccessible to traditional experimental 
analysis techniques of DNA, such as ultraviolet spectroscopy, circular dichroism, nu-
clear magnetic resonance and differential scanning calorimetry; these labile states, 
poorly populated at equilibrium, are peresumably related to kinetic intermediates 
seen in temperature-jump experiments [271, 283]. The hybridization scenarios found 
here, however, coherently explain and correlate a number of observations from these 
experimental approaches. Among the open questions that emerge from the present 
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work is that of how the features of the free-energy landscape are encoded by the 
nucleotide sequence, particularly the occurrence of intermediate species which may 
or may not cooperatively bridge the denatured and native states; this question is of 
utmost importance for improving current predictive models. 
Chapter 5 
Cooperative Assembly of Model 
DNA-Nanoparticles Systems 
5.1 Introduction 
The design and control of DNA-based nanotechnologies have relied, as described 
above in Chapter 1, on simplified thermodynamic rules [286] that are combined with 
heuristic optimization procedures to engineer self-assembling structures with opti-
mum stability [287, 84, 288]. However, in order to better exploit the capabilities 
of DNA in technological applications, it is mandatory to go beyond these macro-
scopic approaches by understanding its fundamental microscopic mechanisms. A 
number of remarkable experimental observations and breakthroughs (see for example 
[289, 43, 23, 290, 291, 292, 293]) have sparked renewed interest in such fundamental 
studies of DNA's nonbiological functions in the context of nanotechnology. The sub-
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tlety and difficulty of these studies however pose stimulating challenges for theoretical 
and simulation approaches. 
In providing a unified answer to these issues, one must address the complexity in 
the reaction coordinates that dominate the collective self-assembling of building blocks 
mediated by DNA hybridization [60]. That is, those at intermediate scales that trigger 
the meso- and macroscopic response; those at the quantal atomic scale have been 
studied exhaustively (reviewed by Sponer and Hobza [294]). At intermediate time and 
length scales, DNA-based self-assembly is governed by intricate conformational [261], 
diffusive [295] and kinetic [296] barriers which are manifestations of the underlying 
free-energy landscape. 
Understanding the correlation among these processes is therefore essential for as-
sessing DNA-guided self-assembly in those cases of interest to the present thesis, which 
involve aggregates of model nanoparticles or colloids. In these situations, equilibrium 
states can be hindered by metastable ones, if the range, strength and specificity of the 
interactions are not prescribed properly. Emphasis is given therefore to the energetic 
and structural mechanisms of self-assembling, particularly those driving the forma-
tion of multiple bridges of double-stranded DNA between particles. A remarkable 
increase of cooperativity in self-assembling systems driven by DNA hybridization is 
expected with respect to that of DNA duplex formation in solution. 
The remainder of this section briefly reviews the state-of-the-art of DNA-driven 
nanoparticle assemblies. For the sake of clarity, it is subdivided into experiments, 
theory and simulations. Most of the outstanding problems are briefly assessed, but 
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the aim is to focus the attention of the reader on those of particular importance for 
the molecular simulation work presented in the subsequent sections of the present 
chapter. 
5.1.1 Experiments 
The functionalization of nanoparticles with biomolecules results in changes in the 
properties of the nanoparticles and their interactions with the environment [92], pro-
viding thus a direct route to nanotechnology applications [297]. Biomaterials, in 
general, reveal specific and complementary recognition interactions, e.g., antigen-
antibody, hormone-receptor, nucleic acids. The functionalization of a single or of dif-
ferent kinds of nanoparticles with biomaterials could lead to biomaterial-nanoparticle 
recognition and thus to self-assembly. In particular, there is a growing interest in the 
manipulation of molecular recognition properties of DNA to guide the assembly of 
particles or building blocks into extended structures [298]. The importance of this 
strategy is that it allows to predictably arrange matter on the nanometer length scale 
and achieve order over meso- and microscopic distances [93]. 
In 1996, Mirkin et al. [10] described a pioneering method for rationally and 
reversibly assembling colloidal gold nanoparticles into macroscopic aggregates. It is 
instructive to review in detail the results from this particular study, as it constitutes 
the basis for all subsequent investigations derived from this system, including the 
work developed in the present thesis. This specific method required the linkage of 
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non-complementary DNA oligonucleotides capped with thiol groups to the surface 
of two batches of 13 nm gold particles. The addition of an oligonucleotide strand 
to the solution having the complementary sequence of the two grafted sequences, 
leads to the self-assembly of the nanoparticles into aggregates which precipitate out 
of the solution. Remarkably, once formed, the structured aggregate can be reversibly 
disrupted and reorganized by thermal denaturation and hybridization, respectively. 
The schematic approach followed by Mir kin et al. is illustrated in Fig. 5.1. 
Particles can therefore be reversibly assembled by cycling the temperature of the 
O Au nanoparticles 
Modification with * $ f *0 Modification with 
3" thiol TACCGTTG 5'+ 15' AGTCGTTT 3" thiol 
A I Addition of linking DNA duplex 
A^ 5 .ATGGCAAC i m i T C A 6 C A A A 5 . 
AA| Further oligomerization 
and settling 
Figure 5.1: Schematics of the DNA-based nanoparticle assembly strategy. The 
double-stranded portion of the linking duplex is abbreviated as IIIII. The scheme is 
not meant to imply the formation of a crystalline lattice, but rather the reversible 
behavior upon annealing. A represents the thermal melting of the hybridized DNA 
strands (taken from [10]). 
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reaction vessel above and below the melting temperature of the complementary DNA 
sequences used as linkers. This annealing procedure allows the growing of large ag-
gregates up to macroscopic structures which, in the scheme shown in Fig. 5.1, assume 
an AB-AB periodicity [298], but without a well denned three-dimensional order. Fur-
thermore, the systems exhibits a high degree of thermal reversibility and can be 
monitored experimentally as function of temperature through UV-visible absorption 
spectra at 260 nm (DNA-associated) and 700 nm (nanoparticles-associated). Since 
DNA hybridization is a reversible process, Mirkin et al. also argued that the formation 
of non-thermodynamic structures can be eliminated by heating the system and then 
reassembling it under a different set of conditions that ensures thermodynamically 
stable structures. 
This system exhibits some additional appealing features that made possible the 
experimental corroboration of its unusual features. It was established by Mirkin et 
al. [10], and later by Storhoff et al. [97], that this system exhibits a change in optical 
properties upon particle assembly. This is due to the interparticle distance and aggre-
gate size dependence of the characteristic plasmon absorbance of gold nanoparticles 
[299]. When particles are linked together by DNA hybridization, the plasmon band 
is broadened and shifted from 520 nm to 600 nm, which then gives rise to a color 
change from a striking red to a bluish purple [10]. 
Further evidence of the assembly process observed by Mirkin et al. was provided 
by transmission electron microscopy (TEM) imaging of the system. At the early 
stages of the process, the images reveal two-dimensional particle arrays (Fig. 5.2) 
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which later form massive three-dimensional aggregate structures (Fig. 5.2b,c,d). It 
can be seen in the TEM images that particles in the aggregate remain intact, with no 
evidence of particle fusion. In Fig. 5.2a, close-packed assemblies with uniform particle 
separation of about 6 nm can be observed, indicating the presence of hybridized DNA 
links between particles. Furthermore, DNA linkers play an important role as steric 
and electrostatic protectors in the interstitial space [298], since naked gold particles 
undergo particle-growth reactions [300]. 
The ability to further control self-assembling periodicity at the meso- or macro-
scopic scales was demonstrated by Mucic et al. [26]. They used a size-asymmetric 
binary mixture of DNA-functionalized gold nanopar tides, having diameters of 8 and 
31 nm. A TEM image of the type of structures formed is shown in Fig. 5.2e. It is 
clear that high periodicity is obtained, where the large particles are surrounded by 
the small particles, which at the same time interconnect the former with more large 
particles, an so forth. This kind of arrangement is not obtained by the simple mixture 
of both types of bare nanoparticles which, instead, will tend to phase separate (Fig. 
5.2f). 
As suggested by Mucic et al. [26], there is nothing to prevent this strategy to be 
extended to a wide variety of multicomponent systems, where nanoparticle building 
blocks that vary in chemical composition or size are arranged in space on the basis 
of their interactions with complementary linking DNA. This was indeed verified later 
by the large number of diverse applications that followed it, and has since opened the 
way to a limitless tailorability of this system. To demonstrate the versatility of this 
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Figure 5.2: TEM images of two- and three-dimensional DNA-linked aggregates: 
(a) two-dimensional aggregates at early stages (13 nm Au particles). (b,c,d)three-
dimensional aggregates at later stages, (e) three-dimensional binary mixture (8 and 
31 nm Au particles) aggregates, (f) phase separated binary mixture without DNA 
linker, (adapted from [10], [298] and [26]). 
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approach, some selected extensions of this methodology are next briefly discussed. 
Alivisatos et al. [301] reported a strategy for the synthesis of spatially organized 
gold nanocrystals by attaching single-stranded DNA oligonucleotides to individual 
nanocrystals, which can then be assembled into dimers (parallel and antiparallel) 
and trimers upon DNA hybridization. Taton et al. [302] developed a DNA-guided 
method to control the stepwise growth of layered nanoparticles structures on glass 
surfaces. Mitchell et al. [27] were able to immobilize single-stranded DNA onto semi-
conductor ZnS/CdSe quantum dots (QD) surfaces to form nanoparticle aggregates of 
either pure QD or Au-QD mixtures. Dujardin et al. [24] showed that it is possible 
to build anisotropic three-dimensional aggregates by the self-assembly of DNA-linked 
gold nanorods. Cobe et al. [303] described a technique to control the assembly of 
two sets of complementary gold nanocrystals modified with a biotin-streptadivin-
DNA conjugate. Mei and Mann [304] used DNA-based assembling to produce mul-
tifunctional nanoparticle networks mixing metallic (Au) and bioinorganic (ferritin) 
oligonucleotide-modified building blocks. Beales and Vanderlick [29] demonstrated a 
method to bind polydisperse vesicles with commentary DNA single strands anchored 
to the outer membrane. More recently, Park et a/. [290] and Nykypanchuk et al. 
[291] made remarkable progress in the attainment of three-dimensional crystal-like 
assemblies with long-range order in either face- or body-centered cubic lattices. 
Experimental results indicate that the phase transition observed in this system is 
a complex phenomenon when compared with free DNA melting [98]. Several factors 
seem to drive the system into a sharp phase transition from a liquid-like dispersion to 
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a strongly cross-linked gel-like aggregate. The importance of nanoparticle, oligonu-
cleotide and environmental variables contributing to the observed sharp transition 
was extensively evaluated by Jin et al. [98]. In this study, the parameters assessed 
include the size of the nanoparticles, the surface density of the oligonucleotides on 
the nanoparticles, salt concentration, interparticle distance, and the relative position 
of the nanoparticles with respect to one another within the aggregate. In the case of 
surface density and nanoparticle size, a sharpening of the transition and an increase 
of the melting temperature Tm are observed when either of the two variables increase. 
Jin et al. argued that this effect can be explained as the combined result of larger 
number of links available when either of both parameters is increased, and a possible 
cooperative effect originates from short-ranged duplex-to-duplex interactions. 
The effect of increasing salt concentration is twofold as well, shifting significa-
tively the melting temperature to higher values on and at the same time producing 
larger aggregates, as evidenced from larger extinction changes. Similarly, increasing 
the interparticle distance by introducing spacers, (A)n, increases the melting tem-
perature as a consequence of a substantial reduction in the electrostatic interactions 
between the gold nanoparticles. The same type of effect was obtained when different 
interparticle arrangements were studied, i.e., an increase of Tm for configurations that 
maximize the distance between particles [98]. 
Several other experimental studies have also focused on the understanding of the 
nature of this phase transition, but many fundamental aspects still remain unclear. 
Kiang [99] proposed a growth mechanism for the DNA-gold nanoparticle aggregate, 
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according to which particles forming a network-like structure keep on increasing the 
volume fraction of the porous structure past the percolation threshold, and eventually 
form a dense amorphous structure. The transition between dispersed nanoparticles 
and micrometer size clusters was suggested by these authors to be a cooperative phe-
nomenon, much like a macroscopic phase transition. In a later work, Sun et al. [100] 
presented direct evidence for the occurrence of a reversible phase transition in which 
the structure of the assemblies is not crystalline-type, but much like a colloidal-gel 
phase. The experimental results, based on TEM and optical absorption spectroscopy, 
suggest that a gelation process in a dilute solvent favors a phase transition where the 
critical exponents may be of the percolation type. The form of the phase diagram 
suggested by Sun et al. [100], shown in Fig. 5.3, agrees with the notion of gelation 
and first-order phase transition as proposed by de Gennes [305] for polymer gels, 
by Kumar and Panagiotopoulos [306] for associating polymers, and by Zilman and 
Safran [307, 308] for generic self-assembled networks, in which the percolation model 
not only serves as a qualitative picture but also describes the critical scaling behavior. 
The structural characteristics of DNA-linked nanoparticles aggregates have been 
studied experimentally by Park et al. [309]. The three-dimensional structures of 
different architectures of DNA-linked nanoparticles assemblies were analyzed by syn-
chrotron small-angle X-ray scattering (SAXS), which allows the calculation of the 
structure factor S(ls) from the scattered intensities of the aggregate (Iagg) and of 
the dispersion (Idisp)- Remarkably, it was found that the structure factor gener-
ally exhibits well denned diffraction peaks at short k values, indicating that the 
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Figure 5.3: Suggested phase diagram of a DNA-linked nanoparticle system. The 
thick line shows the phase separation region and the dashed line the percolation 
threshold. To the left of this line the system consists of a solution of disconnected 
DNA-linked nanoparticles; to the right there is an infinite connected network. 0 is 
the volume fraction and ee the energy of interaction (adapted from [307]). 
assemblies lack long-ranged order, but exhibit rather local ordering as expected for 
amorphous materials. Moreover, ultrasmall-angle X-ray scattering experiments on 
large three-dimensional assemblies of Au nanoparticles yielded a fractal dimension of 
about 2.8 ± 0.2, suggesting that space-filling aggregates, rather than a fractal ones, 
are observed. 
The extension of the DNA-nanoparticle technique to produce self-assembled ag-
gregates from colloidal-size particles was reported by Milam et al. [310]. A bidis-
perse mixture of colloidal polystyrene beads functionalized with single strands of 
biotinylated oligonucleotides, with complementary sequences between the two par-
percolation 
'line 
critical 
point 
network (gel) 
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tide types, allowed to distinguish nonspecific attraction (which would cause both 
homogeneous and heterogeneous aggregation) on specific DNA-mediated attractions 
(resulting in heterogeneous aggregation only). Optical and confocal microscopy mon-
itoring of particle aggregation dynamics showed that heterogeneous colloidal-gels are 
obtained, due to DNA hybridization when the electrostatic repulsion interactions are 
sufficiently screened. Further control on the variety of self-assembled colloidal struc-
tures was achieved by modifying the ratio of the number of small to large particles. 
The formation of highly cross-linked networks of colloids similar to those observed 
for nanoparticles was observed, but without the former equilibrating to the dense 
amorphous structures observed for the latter. 
5.1.2 Theory 
The high degree of complexity observed experimentally for the phase behavior of 
this system implies that a detailed theoretical model is far from being an easy task 
to accomplish. Nevertheless, simplistic approaches have been able to address some 
of the qualitative features, albeit most aspects of the phase diagram still remain 
poorly explored. The theoretical models proposed, although using completely differ-
ent routes, are generally in agreement on the main parameters considered to describe 
the characteristic behavior of a sharp melting transition observed in experiment, i.e., 
the presence of multiple DNA links between particles and the effective cooperative 
interactions. 
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The thermodynamic model devised by Jin et al. [98] assumes that the aggregate 
is made of multiple nanoparticles and that each pair of particles is linked by many 
DNA duplexes. The reversible association and disassociation then involve a series of 
steps. The stepwise melting process, starting from an aggregate, can be represented 
by the following equations: 
DN = DN^ + Q + US, 
(5.1) 
D2 = Di + Q + nS, 
£>! = D0 + Q + nS, 
where Di is the aggregate concentration in step i, Q is the target oligonucleotide 
released along with its n complement of salt ions S, N is the total number of targets 
per nanoparticle in the aggregate, and D0 refers to the completely dispersed state of 
the aggregate that occurs when all targets have melted. 
The evolution of melting is calculated as the fraction of the total aggregate that 
is in state .Do, that is 
Do Do 1 ,
 v f
=D-T=^D-r^-r\ (5-2) 
where DT is the total concentration of aggregate. The overall equilibrium constant 
K is related to the equilibrium constants Ki associated with the steps in Eq. 5.1 via 
]__QS^(r QS^_ Q2S2n QJV-lffnCAr-m ^ QN SnN 
K~ Kx V + K2 + K2K3 + " " + K2K3---KN) ~ K1K2KZ---KN' { " ] 
where the equilibrium constants Ki are assumed to satisfy the van't Hoff relation 
.* = «M-nrG-5ib))- (54) 
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where AHi and Tmti refer to the Q and S dependent melting enthalpy and temperature 
of step i, respectively. Substitution of Eqs. 5.4 and 5.3 into Eq. 5.2, leads to the 
following expression for the melting curve: 
/ =
 -
 ( Anln i " - (5'5) 
1 + exp R \T Tr m 
where 
J
-m,i 
and 
Htot = J2^Hh (5.7) 
i 
where AHtot is the total enthalpy of melting. 
By following this analysis, experimental data can be fitted, from which Tm, AHtot, 
N and n are determined. The main qualitative features addressed by this thermo-
dynamic model are: (1) the sigmoidal functional form of the melting curves; (2) the 
increase of Tm and decrease of the width of the melting transition with increasing 
target concentration and number of interparticle links; (3) the increase of Tm with 
increasing salt concentration; and (4) the effect of dilution of the complementary 
oligonucleotides with noncomplementary oligonucleotides on the melting curves. 
In another approach, a structural model for describing the structure formation, 
melting, and optical properties of DNA-nanoparticle assemblies, developed by Park 
and Stroud [101, 102, 103], accounts for the correct dynamics of aggregate assembly 
using either a simple bond percolation model, or a more elaborated model based 
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on the reaction-limited cluster-cluster aggregation mechanism [311]. The percolation 
picture of the model [101] considers that a low-temperature cluster on a simple cubic 
lattice (coordination number z = 6), represents a collection of gold nanoparticles 
(with radius a) linked by DNA. Each particle is functionalized with Ns single strands 
of DNA, which at low temperature undergo a chemical reaction from single-strands 
S to form double-strands D following a simplified two-state process S + S <=; D. 
Assuming that the maximum number of links that could be formed between any 
two particles is Ns/z, the probability that no link is formed is then taken to be 
l-Peff(T) = [l-p(T)}N^, (5.8) 
where p(T) is the temperature-dependent fraction of single DNA strands that form 
double-strands, and peff(T) is the fraction of bonds which contain at least one double 
strand (since any two particles can be linked through many double-stranded DNA 
molecules). The criterion for the melting temperature Tc is peff(T) = pc, where pc is 
the bond percolation threshold for the lattice considered (pc ~ 0.25 for a very large 
cubic lattice). Then, at the percolation transition, 
[1 - p(Tc)]N^ = 1-pc. (5.9) 
The alternative to the previous model, also proposed by Park and Stroud [103], 
takes into account the dynamics of aggregation more accurately by considering first 
the diffusion of nanoparticles or clusters of nanoparticles through the solvent to form 
a cluster, and then the chemical reaction between DNA chains which produces the 
links between the nanoparticles. Therefore, a wider range of aggregate morphologies 
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depending on temperature is possible. The reaction-limited cluster-cluster aggrega-
tion procedure proposed involves the following series of steps: (i) start with N gold 
spheres placed randomly on a lattice; (ii) allow them to aggregate by reaction-limited 
cluster-cluster aggregation [311] (appropriate for repulsive energy barrier between ap-
proaching particles); (iii) the cluster is then melted by denaturation of DNA duplexes, 
using the temperature-dependent bond-breaking probability used in the percolation 
model (Eq. 5.8); (iv) this aggregation/melting process is repeated many times, from 
which a fractal cluster with a temperature-dependent fractal dimension is obtained; 
(v) once the aggregation process is complete, the optical properties (extinction coeffi-
cient spectra Cext(X) and frequency-dependent dielectric constant e(o>)) as functions 
of temperature can be estimated. 
A statistical mechanics-based model (Ising-type) proposed by Lukatsky and Frenkel 
[104, 312] accounts for the experimentally observed phase behavior of DNA-nanoparticle 
assemblies by considering that the effective attraction between nanoparticles is domi-
nated by the entropy associated with the number of different ways that L DNA linkers 
can be distributed over M bonds or contacts. This model uses fractional statistics 
to describe the way in which the linkers accommodate themselves between any pair 
of particles. If there is only one linker strand per contact (M = 1), then the bond 
linkers obey Fermi-Dirac statistics; otherwise, when there are (infinitely) many linker 
strands per contact (M 3> 1), the binding of linkers is determined by Bose-Einstein 
statistics. The equilibrium phase behavior of the system in mean-field approximation 
follows from the free-energy analysis of the model. The qualitative shape of the melt-
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ing transition obtained in this way agrees with experiment, as does the increasing 
trend of the melting temperature with increasing surface coverage. 
Another statistical mechanical model, that of Licata and Tkachenko [313], also 
considers a description of the hybridization free-energy based on the number (Na) of 
bridges available and the concentration cejf of surface-grafted DNA. A solution for the 
simple case of dimer formation mediated by DNA binding is obtained first by defining 
a bridging probability and its corresponding bridging free-energy AGA in terms of 
specific geometrical approximations. This is done first for a single pair of hybridizing 
complementary linkers, and then an effective dimer binding free-energy F for two 
particles covered with DNA is computed by summing the contributions of the bridges 
formed to the corresponding surface partition function Z. The formation of trimers, 
tetramers, and other higher-order clusters can be estimated from a single parameter 
related to the two-particle binding energy. The predictions from this model are both 
qualitatively and quantitatively consistent with the experimental results, as well as 
with theoretical predictions from the models mentioned above. This highlights also 
the fundamental importance of considering effective cooperative effects and multiple 
attractive links or bonds between particles. 
5.1.3 Simulations 
The prediction of three-dimensional structures of network-forming materials based on 
a tetrameric DNA-Ni complex [314], has been considered by Starr, Sciortino and col-
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laborators [315, 316, 317, 318], using a coarse-grained representation of the tetrahedral 
hub with model DNA strands attached. The nucleobases are reduced to single-site 
beads with sequence and base-pairing information accounted explicitly through as-
sociation sites on the monomer surface. Other relevant interactions, such as bond 
length, bending rigidity and excluded volume are also included; but others such as 
base-stacking, solvent, electrostatics and helical structure are omitted. 
Molecular dynamics simulations on this model showed that amorphous (gel-like) 
structures are obtained as a consequence of the mutual hybridization between comple-
mentary strands in neighboring DNA-Ni complexes. This gel transition, like that of 
DNA-linked nanoparticles, is reversible and occurs over a narrow temperature range 
due to the strongly cooperative formation of intermolecular bridges [315]. The dy-
namics of the four-coordinated network was also followed and shown to slow down 
significantly upon cooling [316]. A further simplification of this model was also de-
veloped to study the phase behavior [318], where effective potentials account for 
the distance and angle dependence of DNA-mediated bonding [317]. This simpli-
fied model allowed to identify a hierarchy of amorphous phases in a very rich phase 
diagram with multiple critical points. 
Recently, another coarse-grained model, developed by Bozorgui and Prenkel [319], 
was proposed to study a system with an equimolar mixture of hard colloids coated 
with long complementary DNA-like strands. In the proposed representation, polynu-
cleotides arms are described as soft colloids and are distributed homogeneously over 
the hard colloid surface. The use of grand canonical Monte Carlo simulations allowed 
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to verify the entropie nature of the assembling transition, as suggested theoretically 
[104, 312], and its first-order nature for DNA polymers with sufficiently large binding 
strength. This type of transition is favored by long polymers, with radius of gyration 
larger than the radius of the colloid, because the lower steric hinderance increases the 
capacity to form more bridges between colloids. 
5.2 Molecular Model and Simulation Methods 
5.2.1 Finely Discretized Model of Nanoparticles Grafted with 
Model DNA Oligonucleotides 
A hard-sphere version of the fine-lattice discretization method first proposed by Pana-
giotopoulos and Kumar [121] for the restricted primitive model, is employed here to 
simulate the hard-sphere system on a simple cubic lattice. In this approach, the 
continuum space volume of a spherical particle is symmetrically discretized, around 
the particle center, into an effective number of lattice sites that constitute the ap-
proximate volume of the particle in the lattice space. The discretization parameter 
£ = a/I, where I = 1 is the lattice cell size, is completely specified by the diameter of 
the particle a, and its value controls how close the effective lattice volume approaches 
to that of a sphere of radius a. This assignment of discretized volume and its refine-
ment with increasingly larger values of C is schematically depicted in Fig. 5.4, where 
the equivalent lattices of spheres with C, = 8\/2, 5\/2 and 2\/2 are shown. 
A B 
Figure 5.4: Finely discretized model representation of spherical particles with dis-
cretization parameter: (A) C = 2\/2; (B) C = 5\/2; (C) C = 8-\/2. Individual red 
spheres represent lattice sites. The underlying lattice is omitted for clarity. 
Single-stranded DNA is modeled with the same coarse-grained lattice approach 
developed in Chapter 3. A specified number of oligomer chains Ng are grafted at 
random sites on the surface of the nanoparticles. The use of a linker chain of length 
niinker,'is optional but is desirable in order to avoid excessive steric hinderance for nu-
cleobases close to the particle surface; similarly to that used in the case of microarrays. 
This linker strand is placed between the grafting site on the particle's surface and 
the first bead of the oligomer, protruding perpendicularly to the surface with a fully 
rigid conformation. Bending is only considered along the oligonucleotide sequence 
from the nunker + 2 to the n^nfeer + M monomer. Solvent particles are assumed to fill 
all the space not occupied by chain segments or discretized nanoparticles, although 
solvent interaction are not explicitly taken into account. A schematic representation 
of this model is shown in Fig. 5.5. 
The interactions between nanoparticles AA, AB and BB are of the hard-core 
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NanoparticleA, c; = 6 Nanoparticle B, C = 8 
Figure 5.5: Schematic representation of DNA-linked nanoparticle lattice model, 
(top) A two-dimensional representation of the model is illustrated for simplicity, where 
nanoparticles A and B with discretization parameters C = 6 and ( = 8, respectively, 
are functionalized with complementary single-stranded lattice chain sequences (filled 
and unfilled circles), (bottom) Three-dimensional rendering of discretized nanopar-
ticle with grafted oligomers in high coordination number z = 26 cubic lattice. Red 
monomers are base-paired nucleotides and blue are non-base-paired. 
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type, where the excluded volume corresponds to the additive hard-sphere model. 
This means, for example, that there is a spherical volume of radius o^ - = (CTJ + 
dj)/2 centered about nanoparticle i in which the center of another nanoparticle j 
cannot penetrate (with i,j= A or B). The same type of interaction exist between 
nanoparticles and monomer beads. In the latter case, the radius of the excluded 
spherical volume is defined as (7jm = (<Tj+ Z)/2. 
5.2.2 Monte Carlo Simulations 
The finely discretized model of pure hard-spheres is simulated in the grand canon-
ical Monte Carlo ensemble, where the chemical potential of particles, volume and 
temperature (fiVT) are held constant. A combination of 80% insertion/removal trial 
moves (Eqs. 2.6 and 2.7) and 20% particle displacements with standard Metropolis 
acceptance/rejection criteria (Eq. 2.4) is used. The center of mass of the spheres sam-
ples positions on a discretized configurational space defined by a simulation box with 
volume V = L3 and periodic boundary conditions in all three dimensions. The poten-
tial of interaction, i.e., excluded volume, is efficiently handled by three-dimensional 
lookup matrices accounting for the occupancy state of lattice sites. The acceleration 
in the computations, with respect to those using continuum space, is therefore due to 
the elimination of minimum image distance calculations, which require floating point 
operations, whereas the discretized approach uses a single conditional statement on 
a 1 byte integer space matrix; this approach is basically an early rejection scheme. 
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During each simulation run, a periodical number of samples was taken to obtain the 
normalized frequency histogram of the radial distribution function (calculated as de-
scribed in Section 2.4.1). The number of equilibration and production Monte Carlo 
steps per run was typically between 20 to 500 xlO6. 
In the case of DNA-grafted nanoparticles, a binary mixture of PA and PB nanopar-
ticles with radii a A and oB are grafted with N9tA and Ng,B oligomer strands of length 
MA and MB, respectively. The system is simulated on a cubic lattice of volume 
V = L3, where L is the length of the simulation box, with periodic boundary condi-
tions in all three dimensions. The binary mixture is specified such that the oligomer 
sequences on particles A and B are different but fully or partially complementary; 
if equal and self-complementary sequences are specified, the problem is reduced to a 
single-component system. Monte Carlo simulations are performed in the canonical 
ensemble where the total number of strands, volume and temperature (NVT) are 
held constant. In the initial configuration, particles are assigned random positions 
in space, and grafted strands are grown on randomly selected surface sites, assigning 
random configurations and random nucleoside orientations. Enhanced configurational 
and conformational sampling is attained by biased trials, described below, and par-
allel tempering moves, similarly to those described in Section 3.2.4. Typically, every 
Monte Carlo step comprises a complete realization of any of these two types of moves, 
and the number of steps used per run ranges between 108 and 109. Parallel temper-
ing simulations are carried on a distributed memory architecture with a number of 
processors ranging from 24 to 40 depending on the system size. 
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5.2.3 Enhanced Configurational and Conformational 
Sampling 
Sampling the nanoparticle configurational space along with the conformational and 
orientational space of multiple grafted oligomers poses a much greater challenge than 
that for pure oligomers for attaining properly equilibrated statistics during a Monte 
Carlo simulation. In Section 3.2.3 of Chapter 3, biased moves with decoupled confor-
mational and orientational components were proposed to overcome the rather com-
plex entropic and energetic barriers encountered when sampling chain conformations 
and nucleobase orientations concurrently. The same concept of decoupled moves is 
extended to the present model by combining conformational, orientational, and con-
figurational components in a series of complex moves, shown schematically in Fig. 5.6. 
At every Monte Carlo step, a particle is selected randomly and its position is 
changed globally, locally, or left unchanged. The conformation of the grafted oligomers 
is altered according to the type of particle modification considered. The combined 
trials can be any of the following five (see also Fig. 5.6): (i) unrestricted particle dis-
placement with regrowth of all chains at new biased positions for the first monomers; 
(ii) short particle displacement with regrowth of all chains at new biased positions 
for the first monomers; (iii) pure orientational bias on all monomers of a randomly 
selected chain; (iv) full regrowth with conformational-orientational bias of a ran-
domly selected chain; (v) full regrowth with conformational-orientational bias at a 
new biased position for the first monomer. The Monte Carlo formulation of these 
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Figure 5.6: Schematic of biased configurational and conformational sampling of 
nanoparticles grafted with an arbitrary number Ng of 8-mer chains. (A) Unrestricted 
particle displacement to a randomly selected position with insertion and full growth 
with conformational-orientational bias of Ng chains at biased positions for the first 
linker monomers; (B) Short particle displacement in a randomly selected direction 
with insertion and full growth with conformational-orientational bias of Ng chains 
at biased selected positions for the first linker monomer; (C) Orientational bias of 
nucleobase vectors on all monomers of a randomly selected chain on a randomly 
selected particle; (D) Full regrowth with conformational-orientational bias moves 
from Hunker + 1 position of a randomly selected chain on a randomly selected particle. 
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moves follows from those presented in Sections 2.2.1 and 2.2.2, and the decoupled 
configurational-orientational bias implementation is that described in Section 3.2.3. 
For new configurations generated with trials (i), (ii) above, only the space occu-
pancy of the nanoparticle is evaluated without accounting for the excluded volume 
directly perpendicular to the surface sites where the chains are to be reinserted. Only 
in dilute conditions this naive procedure will have a minor effect over the probability 
of rejecting the move due to chain overlapping before all chains are reinserted. It 
is desirable therefore to increase the chances of regrowing all the grafted chains by 
carefully biasing the selection of a new insertion location [320]. This is done, for 
each chain reinserted at the particle surface, by implementing the multiple first-bead 
algorithm proposed by Esselink et al. [321], to modify the acceptance criteria de-
rived in Section 3.2.3.2. In this procedure, / random insertion positions for the first 
monomer are proposed and then one selected with probability p^cnf>new according to 
its Rosenbluth weight: 
r>conf,new 
1 conf.new 
wi (5.10) 
wconf,new = ^ / = i expf-/?^^'1^)] for 1 = 1. 
The old configuration is retraced similarly, considering /—1 trial positions for the first 
bead, and therefore the backward conformational Rosenbluth weight for this bead is 
calculated as 
Wi ifanf,oid = exph/Jtf^fod)] + £ £ i e x p h / ^ ^ f o ) ] for i = 1. (5-H) 
Then, the modified acceptance probability equation can be expressed as the Monte 
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Carlo acceptance criteria 
accc<mf-or(old _^ n e w j = m i n 
where Wconf>new = H^wf"*'™ and Wcon^old = U^iwi°nf'old are the redefined 
composite Rosenbluth weights. 
5.3 Results and Discussion 
5.3.1 Characterization of Finely Discretized Hard Spheres 
Molecular simulations using lattice models have proved to be a valuable alternative 
to their continuum counterparts not only for polymer-type systems, but also for polar 
and nonpolar monatomic fluids with particles interacting via continuous potentials 
[322]. Despite the fact that the underlying lattice impose unphysical restrictions, 
finely discretized lattices are known to be able to reproduce with high accuracy and 
computational efficiency the behavior of real systems in the continuum [120]. For 
example, a lattice fluid interacting with Lennard-Jones or Buckingham exponential-6 
potential is indistinguishable from the continuum model when the ratio of particle 
diameter a to the grid spacing I is approximately equal to 10 [121]. For ionic fluids, 
a discretization ratio of 3 is sufficient to imitate the continuum space model [121]. 
Remarkably, an increase of the computer time efficiency by a factor of 5 to 100-fold 
is achieved with the lattice approach [120]. 
The simulation of a hard-spheres system in the grand canonical ensemble requires 
con f,new TIT con f,new yuor,new 
'
 w
conf'oldy\/-conf,old]Yor,old (5.12) 
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only the specification of the chemical potential. This is a purely athermal system, 
which implies that temperature and energy play no role. Consequently, the ensemble 
average of the number of particles is the only property measured during simulations. 
In addition, one-dimensional histograms for the number of particles and their relative 
positions are collected from the simulation runs. The former are used for histogram 
reweighting purposes, whereas the latter are collected to compute the radial distribu-
tion function. These two sets of data provide a reliable way to calculate the equation 
of state. 
The first method uses the histogram reweighting method to calculate the pressure 
P of the system from the following relation: 
l n3^j£M = APa v _ flplV; (5.13) 
• -U^ l j V, Pi) 
where E(n,V,P) is the grand canonical partition function. Eq. 5.13 implies that the 
pressure can be calculated along the isotherm fi2 = A — 1 by iteratively reweighting 
the histograms collected by starting from ideal gas conditions for which the pressure is 
known. The second method uses the contact value of the radial distribution function 
g(a) to evaluate the pressure equation, which is defined for hard spheres system as 
2 
PP = P 1 + ^p(T3g((r) (5.14) 
where p = N/V is the number density. 
The equation of state for three different values of the discretization parameter, 
C = 8\/2, 5\/2 and 2 ^ , was computed from a series of simulations runs covering the 
range of densities of the fluid and solid branches (Fig. 5.7). 
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Figure 5.7: Comparison of the hard-sphere lattice model equation of state for £ = 
8-\/2, 5\/2 and 2\/2 with the Carnahan-Starling (fluid) and Hall (solid) equations of 
state in the continuum. 
The simulation results for the lattice model are compared with the accurate 
continuum-based equations of state of Carnahan and Starling [323] for the fluid re-
gion, and by Hall [324] for the solid region. As can be seen in Fig. 5.7, the lattice 
model approaches the continuum behavior as the discretization parameter increases, 
requiring a discretization of ( = 8\/2 « 11 to fully match the Carnahan-Starling 
equation of state. The pressures calculated from both methods described above agree 
satisfactorily. The results for the solid branch are not reliable enough to be com-
pared to the equation of state, since the grand canonical method is inappropriate to 
simulate the crystal structure. However, the location of the freezing transition seems 
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Figure 5.8: Comparison of the hard-sphere lattice model radial distribution function 
for C = 8\/2 and 5A/2 with the solution from the Verlet-Weis algorithm at a reduced 
density per3 = 0.91. 
to approach the continuum value in the same fashion as does the fluid branch. In 
Fig. 5.8, the structure of the fluid phase calculated from the radial distribution of the 
lattice model is compared with the solution to the Percus-Yevick [325] equation in 
the continuum obtained by the Verlet-Weiss algorithm [326]. Remarkable agreement 
also obtains, even for the intermediate value of £ = 5-\/2-
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5.3.2 Cooperativity and Multiple Bridging in Core-Satellite 
Assemblies 
The phenomena related to the increase of cooperativity and thermal stability by the 
formation of multiple bridges of DNA duplexes, extensively discussed in Section 5.1, 
are of significant experimental and theoretical importance for the fundamental ques-
tion of how nanoparticles self-assemble driven by DNA hybridization. This behavior is 
well accounted for, in view of the principle of reduced translational entropy by which 
interparticle duplex formation is facilitated by the availability of multiple neighbor-
ing complementary DNA single strands when particles come into close contact. Such 
a mechanism, although obviously intuitive and amply justified by experimental evi-
dence, is not necessarily simple to describe at the molecular level when considering 
the assembly of large amorphous or ordered aggregates. A simplified setting is more 
appropriate to break down the problem to a level where a controlled number of events 
and phenomena occur. 
The core-satellite nanostructure, first described by Mucic et al. [26], is considered 
in the present work because the number of system parameters in this type of clusters 
can be sufficiently controlled during the proposed computer simulations. These core-
satellite structures are typically formed by the assembly of an excess of small particles 
around a large particle [327]. This system has been described basically as a cluster-
type living polymer [298], because of the capacity of the satellite particles to bind and 
unbind at equilibrium. The precise control over the basic structure of the assembly 
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offers the possibility to design heterostructures built up by a layer-by-layer procedure 
[328]. The structural properties of these clusters have also been studied recently 
by Sebba and Lazarides [329, 330], where the strong plasmonic coupling observed 
upon self-assembly enabled the detection of the core-satellite nanostructure even in 
the (necessary) presence of an excess of unbound satellite particles. For 13 nm gold 
satellite particles tethered by duplex DNA to a 50 nm core particle, the core surface 
coverage was found to be independent of the duplex length, i.e., 21.4±12.1 satellites 
(24 base-pairs duplex) and 20.9±4.1 satellites (48 base-pairs duplex) per core. 
In the present study we shall concentrate on the core-satellite system because its 
complexity is amenable to the lattice-based Monte Carlo methods described previ-
ously. A model core-satellite scenario is studied in which the simulation experiments 
are prepared by first placing one large nanoparticle (PA = 1), with radius a A = 5-\/2 
fixed at the center of the simulation box with L = 50. The core particle is teth-
ered with N9IA = 20 non-self-complementary strands with sequence (5'-GGTT-3') 
and nunker = 1- Next, PB = 20 small particles of radius OB = 2.\/2, 3\/2 or 5\/2 
are randomly dispersed in the simulation box, and tethered with Affl)B=l, 2, 4, 6, 
or 8 non-self-complementary strands with sequence (5'-AACC-3') and nunker = 1. A 
simulation snapshot with a representative self-assembled configuration at low temper-
ature is shown in Fig. 5.9 to illustrate the characteristics of the simulation experiment 
described above. 
The idea is therefore to isolate the effect of having the small satellite particles with 
an increasing number of strands available to hybridize with those in the core particle. 
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Figure 5.9: Monte Carlo simulation snapshot of core-satellite nanoparticle-DNA 
system. The system with aB = 3\/2 and N9IB=1, self-assembled at low tempera-
ture is rendered with nanoparticles drawn with the discretized representation. The 
oligonucleotide strands are represented with red, blue and white beads corresponding 
to base-paired, free and linker monomers. The identity of the nucleotides is defined 
by the color of their respective directional vectors: green (A), purple (T), orange (C) 
and yellow (G). 
For the latter instead, the number of available strands remains constant at N9IA = 20, 
which is equal to the total number of satellite particles PB = 20 in solution. This 
means that when iVgiB=l, all the particles, unless sterically hindered, are allowed 
to form one bridge (DNA duplex) with the core particle, whereas for NgiB >1 that 
is not necessarily true because in such a case the surface coverage will depend on 
the amount of cooperativity induced by the multiple functionalization of the satellite 
particles. The number of Ng;A = PB = 20 was chosen to be approximately equal to 
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that determined experimentally by Sebba and Lazarides [329, 330]. 
In the proposed simulation experiments, the physical realization of having a par-
ticle with a rather small and discrete number of strands is certainly artificial, but 
this merely is intended to represent a statistical realization. As if the particles were 
tethered with an infinitely soft monolayer of diluent strands which create, on average, 
a reduced grafting density of the available oligonucleotides such that a maximum of 
N9tB strands may occupy the core-satellite contact area. This is a concept that has 
been investigated experimentally by Tison and Milam [331], where the use of short 
non-hybridizing or diluent strands is controlled in order to reduce the available duplex 
density up to 95% down from its full coverage value. The effect, predicted by com-
puter simulations of the present model, of the increased number of available satellite 
strands on cooperativity is shown in Fig. 5.10, where the temperature dependence of 
the total fraction of paired bases <PB (transition order parameter) is compared for the 
different values of N9JB—1, 2, 4, 6, and 8 and for the three different satellite particles 
sizes considered in the present study (as = 2-\/2, 3\/2 and 5\/2). 
The shifting of the thermal stability for all three satellite particle sizes as function 
of N9:B is remarkably large, specially considering that the principal reason why such 
an increase in Tm is attained, is the larger availability of oligonucleotide strands per 
satellite particle in close proximity to the core particle. This enhanced cooperativ-
ity effect is however a rather complicated combination of thermodynamic processes. 
There is a local component that results from the relationship between the reduced 
translational entropy of the multiple immobilized satellite-strands and the energetic 
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Figure 5.10: Shifting of melting curves for core-satellite nanoparticle-DNA with 
increasing number of bridges per satellite particle. Size of corresponding satellite 
particle shown schematically on each plot. Melting curve of free DNA sequence is 
shown for reference. 
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gain of duplex formation (bridging). Additionally, a global component that is related 
to the maximization of the total entropy of the system as the amount of unbound 
satellite particles increases. This latter hypothesis can also be verified by visual exam-
ination of the simulation snapshots for systems with increasing N9iB, as those shown 
in Fig. 5.11. A larger number of unbound particles is observed filling the bulk space of 
the simulation box, whereas in the extreme case of N9JB=1, all the satellite particles 
are energetically driven to be linked to the core particles, and thus severely reducing 
their capacity to explore the bulk space. 
The hypothesis above concerning the global maximization of the entropy may also 
be verified by plotting the behavior of the fraction of unbound particles as function of 
N9tB , and shown in Fig. 5.12. For all particle sizes, there is an initial steep decrease in 
the depletion of particles from the bulk which levels off after N9,B ~4. While satellite 
particles with aB = 3-\/2 and 5\/2 yield about the same values, the smaller satellite 
particles exhibit a consistently lower fraction of unbound particles. This is clearly a 
minor effect, and must be attributed to the reduced steric hindrance of the smaller 
satellite particles in the corona surrounding the core particle. 
For the systems with -/VS)B=1, the slight depression in Tm with respect to the 
free-DNA hybridization is caused by the interparticle steric hindrance; the difference 
between the satellite-particle sizes studied is minor, being most noticeable for aB = 
5\/2- The sharpness of the transition, similarly, varies only slightly in all cases. 
Remarkably, this is also consistent with the results of Tison and Milam [331], where 
a cooperative fluid-to-aggregate phase transition is observed at low loads (5-15%) 
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Figure 5.11: Snapshots of low temperature (fully assembled) configurations of core-
satellite nanoparticle-DNA systems. Corresponding number of bridges per satellite 
particle are indicated on each simulation box. 
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Figure 5.12: Variation of core particle coverage with the number of maximum bridges 
per satellite particle. Size of satellite particle shown schematically with corresponding 
symbol. 
of linker strands, i.e., very modest amounts of bridging strands are necessary to at 
least induce the formation of small clusters. A similar observation in an experimental 
system with controlled probe density was previously reported by Jin et al. [98], where 
the increasing amounts of tethered probe-oligonucleotides also caused an increase of 
the thermal stability (Tm) of the amorphous aggregates formed and the sharpness of 
the melting transition. 
Furthermore, the fact that the enhanced cooperativity and structural order reach 
a saturation threshold with only a modest number of linker strands, could potentially 
be introduced in the design of DNA-nanoparticle assemblies with crystalline-like or-
der [290, 291]. The design of such systems has relayed on the use of long strands with 
short complementary sequences (sticky-ends), which nevertheless produce ordered as-
semblies with a rather weak mechanical strength [332]. The ordering mechanism in 
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those cases relies on a fragile balance of weak bonding energies that allow linking ref-
ormation and defect correction during annealing. Instead, given the present results, 
it would be desirable the use of short complementary strands at dilute surface den-
sities, enough as to allow similar weak bonding energies but with closer interparticle 
distance which should grant better mechanical stability. 
The structural implications of the cooperativity effects are evaluated in Fig 5.13, 
where the radial distribution function is plotted at several temperatures across the 
core-satellite assembling transition, and for increasing values of N9IB (from top to 
bottom). A remarkable trend can be observed, where increasingly denned peaks 
develop as the number of available bridges per satellite particle increases. In the 
reverse direction, a systematic broadening of the peaks can be seen reaching the 
limit of iVfli£=l where the distribution function is the broadest, even at very low 
temperatures. This broadening behavior appears to be an entropy compensation 
effect, where more configurations are explored in the close proximity of the core 
particle. In this case, all or most of the satellite particles, even when forced to be 
bound to the core, seek to take advantage of the increased flexibility provided by a 
the formation of a single bridging duplex. The system where iV9>B=4, on the other 
hand, develops the most sharply defined and largest peak. Coincidentally, this is the 
value of N9tB where the fraction of unbound particles levels off. 
A related question of interest is that of the thermal stability behavior of sequences 
with mismatches (shown in Fig. 5.14); this is particularly related to the mechanisms 
for controlling the self-assembly specificity. In this case, there is a significant de-
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crease in thermal stability consistent with experiment on DNA-linked nanoparticles 
[98], as well as on oligonucleotides in solution [252]. Remarkably, the behavior of the 
structure exhibits a considerable peak suppression in addition to a large broadening 
and structural disorganization. This latter effect is not seen for non-mismatched se-
quences, and is most probably caused by the energetic and conformational frustration 
of the bridging strands. 
5.4 Conclusions 
The finely discretized model of hard-spheres is capable to imitate the thermodynamic 
properties of its continuum counterpart for sufficiently fine discretization, with signif-
icant deviations from the continuum equivalent for values of £ much lower than ~ 11. 
Based on this observation, the degree of discretization has a slightly larger effect in 
the case of particles interacting exclusively by excluded volume than for soft-core flu-
ids [322] and for systems with Coulombic interactions [121]. This result, although not 
surprising, suggests that the distortion caused by the underlying lattice has a larger 
effect on the thermodynamic behavior of systems in which the main interaction is 
the bare hard-core repulsion. This is not the case when the particles used as a build-
ing block coupled to model DNA oligomers because of the enhanced steric repulsion 
provided by the grafted chains. Consequently, this allows one to simulate the com-
plicated collective phenomena of this system with significant gain in computational 
efficiency. 
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The self-assembling behavior of a DNA-driven core-satellite system was found to 
have a strong cooperative behavior when the satellite particles have an increased 
number of oligonucleotide strands available for duplex formation. A remarkable shift 
in the thermal stability is observed as a consequence of an entropic-energetic com-
pensation effect. The thermal stability exhibit a negligible dependence on the size of 
the satellite particles for the systems studied here, which in this case indicates the 
steric hindrance around the core particle does not influence the local nanostructure 
around the core particle. There is a saturation threshold beyond which the number of 
unbound particles remains approximately constant regardless of the number of avail-
able bridges and of the size of the satellite particles; it is suggested that this behavior 
could be relevant in the design of three-dimensional assemblies with long-range or-
der. The effect of cooperativity and its relation with the number of linker strands is 
shown to have also important structural consequences, determining in particular the 
broadening (for low cooperativity) or sharpening (for increased cooperativity) of the 
structural organization of the satellite particles around the core one. 
Chapter 6 
Suggestions for Future Work 
6.1 Thermodynamics of DNA Duplexes and Higher-
Order Motifs from a Coarse-Grained Model 
It is suggested to extend the current computer simulation investigations on DNA 
thermodynamics in solution from a coarse-grained one-site lattice model to a two-
site model with dual spatial resolution. In the new model, the reduced level of 
coarse graining would allow for a more realistic description of the secondary structure 
features of DNA (e.g., helix twist angles, bond-lengths, and interaction ranges), in 
addition to account for relevant interactions already accounted for in the one-site 
lattice model. This suggested approach is based on a dual resolution simulation 
box, analogous to that of the CABS model of protein-folding (reviewed by Kolinski 
[123]), in which a combination of either a low-resolution-lattice with a high-resolution-
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lattice, or a low-resolution-lattice with continuum space, would be used to represent 
the coordinates of the backbone and nucleosides, respectively. The latter combination 
of resolutions is flexible enough, and it has been evaluated in preliminary studies and 
found to yield conformations with an average root-mean-squared deviation of ~2A 
with respect to the corresponding DNA continuum space coordinates. 
This approach would allow one to retain a fraction of the CPU-time efficiency of 
the one-site lattice model, in addition to minimize lattice artifacts. Thus, the long 
time- and length-scale phenomena of DNA hybridization in the context of the present 
thesis, i.e., bulk, could be described not only qualitatively, but also quantitatively. 
The suggested force-field parametrization considers a combination of knowledge-base 
statistical potentials and coarse-graining from atomistic simulations. Additional 
speed-up will be gained in the parametrization by accounting implicitly for chemical 
environment effects such as solvation and electrostatics. Further refining of the model 
parameters should include fitting of experimental melting temperatures at different 
conditions of ionic strength and oligomer concentration. 
The proposed two-site approach could also allow one to explore more intricate 
and less well understood reaction coordinates than those available to the one-site 
approach. Such is the case of degrees of freedom linked to the helical twist and their 
contribution to the hybridization mechanism and the associated free-energy land-
scape. Experimental thermodynamic characterization of complex DNA motifs self-
assembled by hybridization, similar to those used in structural DNA-nanotechnology 
[94], has only been undertaken recently [333]. The assembly of simple cases of such 
170 
complexes in solution could also be of most interest, and this understanding should 
prove instrumental for controlling the fluctuating dynamics of possible intermediate 
states, as well as for conceiving new mechanisms to program and activate kinetic 
self-organizing pathways. 
Aspects of the dynamics of transition pathways and their rate constants could be 
tackled with the forward flux sampling method [157], using either the already de-
veloped one-site model or the proposed two-site model. This type of kinetic studies 
should be complemented with those of equilibrium thermodynamics by resorting to 
Monte Carlo algorithms based on non-Boltzmann sampling in the extended ensem-
ble framework [155], and combined with the histogram reweighting technique of the 
present thesis. 
Concerning the Monte Carlo sampling of oligomer conformations and nucleobase 
orientations through biased moves, it is desirable to overcome the limitations imposed 
by the drastic decrease of sampling efficiency for oligonucleotides longer than those 
studied in the present thesis. One possibility is the development of advanced volume-
biased moves similarly to those developed for associating fluids by Chen and Siepmann 
[334], Visco and Kofke [335], and Tsangaris and de Pablo [336]. The anisotropic 
and short-ranged characteristics of the base-pairing and base-staking interactions, 
coupled to the chain conformation problem, poses with a scenario which is much 
more complicated than those previously addressed. In this suggested new type of 
biased move, one should define a strategy that allows one to identify the fraction 
of the volume which is accessible for biased hybridization of single-stranded chains; 
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as well as for the reverse move of duplex denaturation. This approach should also 
comply with the detailed balance condition, and be capable of following dynamically 
the changes in the biased association volume. 
6.2 Programmable Self-Assembling Mechanisms of 
Nanoparticles Functionalized with D N A 
An extension of the study on core-satellite nanoparticles grafted with DNA oligonu-
cleotides is proposed to analyze the potential of mean force that arises when two 
isolated nanoparticles grafted with complementary single-stranded DNA approach 
each other. These calculations should provide further insights into the mechanisms 
of self-assembly by revealing the dependence of the average attraction potential on 
the number of double-stranded bridges. Various self-assembling architectures could 
be considered, including systems with an additional DNA linker-strand free in so-
lution, and mixtures of size-asymmetric nanoparticles. The temperature-dependent 
shift from short-ranged attractive to repulsive interactions, observed experimentally 
[337], could be investigated and correlated directly to bulk self-assembly transition 
temperatures. 
The solution phase behavior of assemblies in the cases where the chains are either 
isotropically or anisotropically distributed on the particle's surface is also of major 
relevance. The equilibrium microstructures and free-energy landscapes of aggregates 
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or phases obtained by thermal hybridization in both cases could be investigated with 
the advanced Monte Carlo simulation algorithms developed in the present thesis, 
together with the particle-discretization approach and one-site coarse-grained lattice 
model, also developed in the present work. 
Special emphasis should be given to the determination of the location of the 
gelation transition, at which spanning aggregates are formed, by identifying the char-
acteristic thermodynamic and structural signatures through structural order parame-
ters. These investigations should prove instrumental in assessing whether phases with 
higher structural order can be attained experimentally from isotropically modified 
nanoparticles by avoiding gelation. This route could be of relevance to the mecha-
nisms by which crystalline-like assemblies have been recently obtained [290, 291]. 
Finally, emphasis should also be given to the investigation of crystallization strate-
gies mediated by special molecular recognition architectures, including those based 
on site-specific patterns (patches) of single-stranded DNA anisotropically distributed 
on the particle's surface. These investigations should provide an urgently needed un-
derstanding, as incipient experimental methods for patterning patches of functional 
groups (including single-stranded DNA) on nanoparticles and colloids are becoming 
available [328, 338, 339, 340]. 
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