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Abstract
The Lane-Emden type equations are employed in the modelling of several phenomena
in the areas of mathematical physics and astrophysics. In this paper, a new numerical
method is applied to investigate some well-known classes of Lane-Emden type equations
which are non-linear ordinary differential equations on the semi-infinite domain [0,∞).
We will apply a meshless method based on radial basis function differential quadrature
(RBF-DQ) method. In RBFs-DQ, the derivative value of function with respect to a point
is directly approximated by a linear combination of all functional values in the global
domain. The main aim of this method is the determination of weight coefficients. Here,
we concentrate on Gaussian(GS) as a radial function for approximating the solution of
the mentioned equation. The comparison of the results with the other numerical methods
shows the efficiency and accuracy of this method.
Keywords: Radial basis functions, RBFs-DQ, Lane-Emden type equations, Gaussian,
Semi-infinite
1. Introduction
1.1. The Lane-Emden equation
The study of a singular initial value problems modelled by second-order non-linear
ordinary differential equations (ODEs) on a semi-infinite domain have attracted many
mathematicians and physicists. One of the equations in this category is the following
Lane-Emden type equation:
y′′(x) +
α
x
y′(x) + f(x, y(x)) = h(x), αx ≥ 0, (1)
with initial conditions:
y(0) = A, (2)
y′(0) = B,
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where α, A and B are real constants and f(x, y) and h(x) are some given continuous
real-valued functions. For special forms of f(x, y), the well-known Lane-Emden equa-
tions occur in several models of non-Newtonian fluid mechanics, mathematical physics,
astrophysics, etc [1, 2]. For example, f(x, y) = q(y), the Lane-Emden equations occur
in modelling several phenomena in mathematical physics and astrophysics such as the
theory of stellar structure, the thermal behaviour of a spherical cloud of gas, isothermal
gas sphere and theory of thermionic currents [1, 2].
Let P (r) denote the total pressure at a distance r from the center of spherical gas cloud.
The total pressure is due to the usual gas pressure and a contribution from radiation:
P = (
1
3
ξT 4 +
RT
υ
),
where ξ, T , R and υ are respectively the radiation constant, the absolute temperature,
the gas constant, and the specific volume, respectively [3, 4]. Let M(r) be the mass
within a sphere of radius r and G the constant of gravitation. The equilibrium equation
for the configuration are
dP
dr
= −ρGM(r)
r2
, (3)
dM(r)
dr
= 4πρr2,
where ρ, is the density, at a distance r, from the center of a spherical star [1]. Eliminating
M yields of these equations results in the following equation, which as should be noted,
is an equivalent form of the Poisson equation [4, 5]:
1
r2
d
dr
(
r2
ρ
dP
dr
) = −4πGρ.
We already know that in the case of a degenerate electron gas, the pressure and density
are ρ = P 3/5, assuming that such a relation exists for other states of the star, we are led
to consider a relation of the form P = Kρ1+
1
m , where K and m are constants.
We can insert this relation into Eq.(3) for the hydrostatic equilibrium condition and,
from this, we can rewrite the equation as follows:
[K(m+ 1)
4πG
λ
1
m
−1] 1
r2
d
dr
(r2
dy
dr
) = −ym,
where λ represents the central density of the star and y denotes the dimensionless quan-
tity, which are both related to ρ through the following relation [1, 5]:
ρ = λym(x),
and let
r = ax,
a =
[
K(m+ 1)
4πG
λ
1
m
−1
] 1
2
.
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Inserting these relations into our previous relation we obtain the Lane-Emden equation
[4, 5]:
1
x2
d
dx
(x2
dy
dx
) = −ym,
now, we will have the standard Lane-Emden equation with f(x, y) = ym
y′′(x) +
2
x
y′(x) + ym(x) = 0 , x > 0, (4)
at this point, it is also important to introduce the boundary conditions which are based
upon the following boundary conditions for hydrostatic equilibrium and normalization
consideration of the newly introduced quantities x and y. What follows for r = 0 is
r = 0 → x = 0, (5)
ρ = λ → y(0) = 1.
Consequently, an additional condition must be introduced in order to maintain the con-
dition of Eq. (5) simultaneously:
y′(0) = 0 .
In other words, the boundary conditions are as follows
y(0) = 1 , y′(0) = 0.
The values of m, which are physically interesting, lie in the interval [0, 5]. The main
difficulty in analysing this type of equation is the singularity behaviour occurring at
x = 0.
As it has been mentioned in the literature review, the solutions of the Lane-Emden
equation could be exact only for m = 0, 1 and 5. For the other values of m, the Lane-
Emden equation is to be integrated numerically [5]. Thus, we decided to present a new
and efficient technique to solve it numerically for m = 0, 1, 1.5, 2, 2.5, 3, 4 and 5.
1.2. Methods have been proposed to solve Lane-Emden type equation
Many problems in science and engineering arise in unbounded domains. Different nu-
merical methods have been proposed for solving problems on unbounded domains[6–13].
Recently, many analytical methods have been used to solve Lane-Emden equations, the
main difficulty arises in the singularity of the equation at x = 0. Currently, most tech-
niques in use for handling the Lane-Emden-type problems are based on either series
solutions or perturbation techniques.
Bender et al. [14], proposed a new perturbation technique based on an artificial param-
eter δ, the method is often called δ−method.
Mendelzweig and Tabkin. [15] used quasi-linearization approach to solve Lane-Emden
equation. This method approximates the solution of a non-linear differential equation
by treating the non-linear terms as a perturbation about the linear ones, and unlike per-
turbation theories is not based on the existence of some kind of a small parameter. He
showed that the quasi-linearization method gives excellent results when applied to dif-
ferent non-linear ordinary differential equations in physics, such as the Blasius, Duffing,
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Lane-Emden and Thomas-Fermi equations.
Shawagfeh [16] applied a non-perturbative approximate analytical solution for the Lane-
Emden equation using the Adomian decomposition method, his solution was in the form
of a power series. He used Pade´ approximants method to accelerate the convergence of
the power series.
In [17], Wazwaz employed the Adomian decomposition method with an alternate frame-
work designed to overcome the difficulty of the singular point. It was applied to the
differential equations of Lane-Emden type.
Later on [18] he used the modified decomposition method for solving analytical treat-
ment of non-linear differential equations such as Lane-Emden equations. The modified
method accelerates the rapid convergence of the series solutions, dramatically reduces
the size of work, and provides the solution by using few iterations only without any need
to the so-called Adomian polynomials.
Liao [19] provided a reliable, easy-to-use analytical algorithm for Lane-Emden type
equations. This algorithm logically contained the well-known Adomian decompositions
method. Different from all other analytical techniques, this algorithm itself provides us
with a convenient way to adjust convergence regions even without Pade´ technique.
J.H. He [20] employed Ritz’s method to obtain an analytical solution of the problem. By
the semi-inverse method, a variational principle is obtained for the Lane-Emden equa-
tion, which he gave much numerical convenience when applied to finite element methods
or Ritz method.
Parand et al. [21–23] presented some numerical techniques to solve higher ordinary differ-
ential equations such as Lane-Emden. Their approach was based on a rational Chebyshev
and rational Legendre tau method. They presented the derivative and product opera-
tional matrices of rational Chebyshev and rational Legendre functions.
These matrices together with the tau method were utilized to reduce the solution of
these physical problems to the solutions of systems of algebraic equations. Also, in some
paper’s [24–29],Parand et al. applied pseudo-spectral method based on rational Legen-
dre functions, Sinc collocation method, Lagrangian method based on modified general-
ized Laguerre function, Hermite function collocation method ,Bessel function collocation
method and meshless collocation method based on Radial basis function (RBFs) to solv-
ing the Lane-Emden type equations.
Ramos [30–33] solved Lane-Emden equations through different methods. In [30] he pre-
sented linearzation methods for singular initial value problems in second order ordinary
differential equations such as Lane-Emden. These methods result in linear constant-
coefficient ordinary differential equations which can be integrated analytically, thus they
yield piecewise analytical solutions and globally smooth solutions [31]. Later, he devel-
oped piecewise-adaptive decomposition methods for the solution of non-linear ordinary
differential equations. Piecewise-decomposition methods provide series solutions in in-
tervals which are subject to continuity conditions at the end points of each interval and
their adoption is based on the use of either a fixed number of approximants and a variable
step size, a variable number of approximants and a fixed step size or a variable number
of approximants and a variable step size.
In [32], series solutions of the Lane-Emden equations based on either a volterra integral
equations formulation or the expansion of the dependent variable in the original ordi-
nary differential equations are presented and compared with series solutions obtained by
means of integral or differential equations based on a transformation of the dependent
4
variables.
Yousefi [34] used integral operator and converted Lane-Emden equations to integral equa-
tions and then applied Legendre Wavelet approximations. In this work properties of Leg-
endre wavelet together with the Gaussian integration method were utilized to reduce the
integral equations to the solution of algebraic equations. By his method, the equations
was formulated on [0, 1].
Chowdhury and Hashim [35] obtained analytical solutions of the generalized Emden-
Fowler type equations in the second order ordinary differential equations by homotopy-
perturbation method (HPM). This method is a coupling of the perturbation method and
the homotopy method. The main feature of the HPM [36] is that it deforms a difficult
problem into a set of problems which are easier to solve. HPM yields solution in conver-
gent series forms with easily computable terms.
Aslanov [37] constructed a recurrence relation for the components of the approximate
solution and investigated the convergence conditions for the Emden-Fowler type of equa-
tions. He improved the previous results on the convergence radius of the series solution.
Dehghan and Shakeri [38] investigated Lane-Emden equations using the variational iter-
ation method and showed the efficiency and applicability of their procedure for solving
this equations. Their technique does not require any discretization, linearization or small
perturbations and therefore reduces the volume of computations.
Bataineh et al. [39] obtained analytical solutions of singular initial value problems (IVPs)
of the Emden-Fowler type by the homotopy analysis method (HAM). There solutions
contained an auxiliary parameter which provided a convenient way of controlling the
convergence region of the series solutions. It was shown that the solutions obtained by
the Adomian decomposition method (ADM) and the Homotopy-perturbation method
(HPM) are only special cases of the HAM solutions.
Marzban et al. [40] used a method based upon hybrid function approixmations. He used
properties of hybrid of block-pulse functions and Lagrange interpolating polynomials to-
gether with the operational integration matrix for solving non-linear second-order, initial
value problems and the Lane-Emden equations.
In [41] Singh et al. used the modified Homotopy analysis method for solving the Lane-
Emden-equations and White-Dwarf equation.
Adibi and Rismani in [42] proposed the approximate solutions of singular IVPs of the
Lane-Emden type in second-order ordinary differential equations by improved Legendre-
spectral method. The Legendre-Gauss point used as collocation nodes and Lagrange
interpolation is employed in the Volterra term.
In [43] Karimi vanani and Aminataei provide a numerical method which produces an
approximate polynomial solution for solving Lane-Emden equations as singular initial
value problem. They are initially, used an integral operator and convert Lane-Emden
equations into integral equations. Then, convert the acquired integral equations into a
power series and finally, transforming the power series into pade´ series form.
Kaur et al. [44], obtained the Haar wavelet approximate solutions for the generalized
Lane-Emden equations. These method was based on the quasi-linearization approxima-
tion and replacement of an unknown function through a truncated series of Haar wavelet
series of the function.
so, the other researchers trying to solving the Lane-Emden type equtions with several
methods, For example, Yıldırım and O¨zis¸ [45, 46] by using HPM and VIM methods,
Benko et al. [47] by using Nystro¨m method, Iqbal and javad [48] by using Optimal
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HAM, Boubaker and Van Gorder [49] by using boubaker polynomials expansion scheme,
Das¸cıog˘lu and Yaslan [50] by using Chebyshev collocation method, Yu¨zbas¸ı [51, 52] by
using Bessel matrix and improved Bessel collocation method, Boyd [53] by using Cheby-
shev spectral method, Bharwy and Alofi [54] by using Jacobi-Gauss collocation method,
Pandey et al. [55, 56] by using Legendre and Brenstein operation matrix, Rismani and
monfared [57] by using Modified Legendre spectral method, Nazari-Golshan et al. [58] by
using Homotopy perturbation with Fourier transform, Doha et al. [59] by using second
kind Chebyshev operation matrix algorithm, Carunto and bota [60] by using Squared
reminder minimization method, Mall and Chakaraverty [61] by using Chebyshev Neural
Network based model, Gu¨rbu¨z and sezer [62] by using Laguerre polynomial and Kazemi-
Nasab et al. [63] by using Chebyshev wavelet finite difference method.
In this paper, we attempt to introduce a new method, based on RBF −DQ for solving
non-linear ODEs.
The organization of the paper is as follows:
In section 2, we briefly explain on the RBF, DQ and RBF-DQ methods. In section 3
we applying the RBF-DQ method and Solving some Lane-Emden type equations.Then,
a comparison is made with the existing methods in the literature. section 4 is devoted
to conclusions.
2. Development of radial basis function- based differential quadrature (RBF-
DQ)method
In this section, we will show in detail the RBF-DQ method. The RBF-differential
quadrature (DQ) method is an interpolation technique in which the radial basis functions
are used as basis functions.So, it can be easily applied to the linear and non-linear
problems. In the following, we will show the details of RBF-DQ method step by step.
2.1. Radial basis functions (RBFs)
The interpolation of a given set of points is an important problem especially in higher
dimensional domains. Although polynomials (e.g. Chebyshev and Legendre) are very
powerful tools for interpolating of a set of points in one-dimensional domains, the use of
these functions are not efficient in higher dimensional or irregular domains. While apply-
ing these functions, the points in the domain of the problem should be chosen in a special
form, which is very limiting when the interpolation of a scattered set of points is needed.
Radial basis functions (RBFs) are very efficient instruments for interpolating a scattered
set of points, which have been used in the last 20 years. The use of radial basis func-
tions collocation method for solving partial differential equations has some advantages
over mesh dependent methods, such as finite-difference methods, finite element methods,
spectral elements, finite volume methods and boundary element methods. Since a large
portion of the computational time is spent for providing a suitable mesh on the domain
of the problem in mesh-dependent methods, the meshfree methods have an auxiliary role
in the numerical solution of partial differential equations. In recent years, to avoid the
mesh generation, meshfree methods have attracted the attention of researchers.
In a meshless method, a set of scattered nodes is used instead of meshing the domain
of the problem. RBFs were first studied by Roland Hardy, an Iowa State geodesist, in
1968. This method allows scattered data to be easily used in computations. An extensive
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study of interpolation methods available at the time was conducted by Franke [64], who
concluded that RBF interpolations were evaluated as the most accurate techniques. The
theory of RBFs originated as a means to prepare a smooth interpolation of a discrete set
of data points. The concept of using RBFs for solving differential equations (DEs) was
first introduced by Kansa [65, 66], who directly collocated the radial basis functions for
the approximate solution of DEs. However, in recent years RBFs have been extensively
researched and applied in a wider range of analysis. Partial differential equations (PDEs)
and ordinary differential equations (ODEs) have been solved using RBFs in recent work
[67–75].
A well-known space RBF ϕ(‖ X-Xi ‖) : R+ −→ R depends on the separation of
a field point X ∈ Rd and the data centersXi , fori = 1, 2, · · · , N, and N data points.
The interpolants are classed as radial function due to their spherical symmetry around
centres Xi, where ‖ . ‖ is the well-known Euclidean norm. The most known space RBFs
are listed in Table 1, where r = ϕ(‖ X-Xi ‖) and c is a free positive parameter, often
referred to as the shape parameter, to be specified by the user. The shape parameter c
within the Gaussian and multiquadric RBFs requires fine tuning and can dramatically
alter the quality of the interpolation. Too large or too small shape parameter makes
the GA too flat or too peaked. Despite many research works, which are done to find
algorithms for selecting the optimum values of ǫ [76–80] the optimal choice of shape
parameter is an open problem, which is still under intensive investigation. One of the
most powerful interpolation methods with analytic d-dimensional test function is the
space RBFs method, based on Gaussian (GA) basis function
ϕ(r) = e−c
2r2 , c > 0.
In the cases of inverse quadratic, inverse multiquadric (IMQ) and Gaussian (GA), the
coefficient matrix of RBFs interpolating is positive definite and, for multiquadric (MQ),
it has one positive eigenvalue and the remaining ones are all negative [81]. The interested
reader is referred to the recent books and the paper written by Buhmann [82, 83] and
Wendland [84] for more basic details about RBFs, compactly and globally supported and
convergence rate of the radial basis functions.
Name of functions Definition
Multiquadrics(MQ)
√
r2 + c2
Inverse multiquadrics(IMQ) 1√
r2+c2
Gaussian(GA) exp−c
2r2
Inverse quadrics 1r2+c2
Thin P late Splines(TPS) (1)k+1 + r2klog(r)
Hyperbolic secant(sech) sech(c
√
r)
Table 1. Some well-known RBFs(r =‖ X-Xi ‖2= ri), c > 0
.
2.2. The differential quadrature (DQ) method
Solving differential equations (ordinary and partial) is one of the most important ways
engineers, physicists and applied mathematicians use to tackle a practical problem. The
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differential quadrature (DQ) method was presented by R.E.Bellman and his associations
in the early 1970’s.
The DQ method is a numerical discretization technique to approximate of deriva-
tives.This method was initiated from the idea of conventional integral quadrature.
∫ b
a
f(x) dx = w1f1 + w2f2 + · · ·+ wnfn =
N∑
k=1
wkfk (6)
Where w1, w2, · · ·wn are weighting coefficients, f1, f2, . · · · , fn are the functional values
at the discrete points a = x1, x2, · · · , xn = b.
Following the idea of integral quadrature Eq. (6), Bellman at all (1972) [85] suggested
that the first order derivative of the function f (1)(x) with respect to x at points xi,is
approximated by a linear combination of all functional values in the whole domain by
f (1)x (xi) =
∂f
∂x
|xi =
N∑
j=1
w
(1)
ij f(xj) i = 1, 2, · · · , N (7)
Where f(xj) represents the functional value at a grid point xj and w
(1)
ij represented the
weighting coefficients, and N is the number of points the whole domain .
So, the m-th order derivative with respect to x at a point xi can be approximated by
DQ as
f (m)x (xi) =
∂mf
∂xm
|xi =
N∑
j=1
w
(m)
ij f(xj) i = 1, 2, · · · , N (8)
where xj are the discrete points in the domain, f(xj) and w
(m)
ij are the function values
at these points and the related weighting coefficients.Obviously, the key procedure in the
DQ method is the determination of the weighting coefficients w
(m)
ij . It has been shown
by Shu [86, 87] that the weighting coefficients can be easily computed under the analysis
of a linear vector space and the analysis of a function approximation.
2.3. The RBF-DQ method
According to DQ definition, after domain discretization, the n-th order derivatives of
a function f(x) with respect to x, f
(n)
x , at the i-th node xi can be written as
f (n)x (xi) =
N∑
j=1
w
(n)
ij f(xj) (9)
In the usual procedure of RBF-DQ method, we combine this method with the radial basis
function (RBF) based interpolation of the function f. If ϕ is a RBF and we consider the
center point xi, we may write the interpolant to the function f as:
f(x) =
N∑
k=1
λkϕk(x) (10)
where λk is the coefficient for ϕk(x) and ϕk(x) is a RBF.
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Since the RBF values and their n-th order derivatives are known at each node, the
unknown weighting coefficients can be determined by solving a linear system of equations:
∂(n)ϕk(xi)
∂x(n)
=
N∑
j=1
w
(n)
ij ϕk(xj). (11)
The above equation can be further put in the matrix form

∂(n)ϕ1(xi)
∂x(n)
∂(n)ϕ2(xi)
∂x(n)
...
∂(n)ϕk(xi)
∂x(n)


︸ ︷︷ ︸
∂−→ϕ (xi)
∂x
=


ϕ1(x1) ϕ1(x2) · · · ϕ1(xn)
ϕ2(x1) ϕ2(x2) · · · ϕ2(xn)
...
...
. . .
...
ϕn(x1) ϕn(x2) · · · ϕn(xn)


︸ ︷︷ ︸
(A)


w
(n)
i1
w
(n)
i2
...
w
(n)
in


︸ ︷︷ ︸
−→w i
.
According to the theory of RBF approximation, we can write,
−→w ni =
(
A
)−1 ∂(n)−→ϕ (xi)
∂x(n)
(12)
Note thatϕk(xj) = ϕ(‖ xj − xk ‖). With solving the system Eq.(12), we obtain the
unknown weighting coefficients vector wi.
3. Applying the RBF-DQ method for solving the Lane-Emden equations
In this section, we explain function approximation based on RBF-DQ method to solve
of Lane-Emden type equations. In general the Lane-Emden type equation are formulated
as Eq.(1) with initial conditions Eq.(2)
According to Eq. (9), an approximation derivative of the first and second order of
function f(x) with respect to x, f
(1)
x , f
(2)
x , at the ith nod xi, can be writen
f (1)x (xi) =
N∑
j=1
w
(1)
ij f(xj) =
N∑
j=1
w
(1)
ij fj, (13)
f (2)x (xi) =
N∑
j=1
w
(2)
ij f(xj) =
N∑
j=1
w
(1)
ij fj. (14)
Where w
(1)
ij and w
(2)
ij are the weighted coefficient for f(xj) and xi obtained N-nodes as
following equation
xi =
L
2
(1− cos( i− 1
N − 1)π)) i = 1, 2, · · · , N. (15)
Where L is the upper bound of domain problem.
Now, with respect the initial value of problem, we have{
f(x0) = f1 = 1∑N
i=1 w
(1)
1,i fi = 0.
(16)
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Then, to apply the collocation mehod, we produced the residual function as following,
Res(x) = x.
N∑
j=1
w
(2)
i,j fj + 2
N∑
j=1
w
(1)
i,j fj + x(fi)
m i = 1, 2, · · · , N. (17)
By using xi and residual function, we obtained N equation, so by solving these equations
we obtained the fis
Res(xi) = 0 i = 1, 2, · · · , N. (18)
3.1. Solving some Lane-Emden type equations
3.1.1. Example 1 (The standard Lane-Emden equation)
For f(x, y) = ym, A = 1 and B = 0, Eq.(1) is the standard Lane-Emden equation,
which was used to model the thermal behaviour of a spherical cloud of gas acting under
the mutual attraction of its molecules and subject to the classical laws of thermodynamic
[16]
y′′(x) +
2
x
y′(x) + ym(x) = 0, x > 0 (19)
with conditions:
y(0) = 1,
y′(0) = 0,
where m ≥ 0 is constant. For m = 0, 1 and 5 Eq.(19) has the exact solution, respectively:
y(x) = 1− 1
3!
x2, y(x) =
sin(x)
x
, y(x) =
(
1 +
x2
3
)− 12
.
In other cases, there is not any exact analytical solution. Therefore, we apply the RBF-
DQ method to solve the standard Lane-Emden Eq. (19), for m = 1.5, 2, 2.5, 3 and 4. In
this example, we construct the residual function as follows:
Res(x) = x.
N∑
j=1
w
(2)
i,j uj + 2
N∑
j=1
w
(1)
i,j uj + x(fi)
m i = 1, 2, · · · , N.
Therefore, to obtain the coefficient w
(1)
i,j and w
(2)
i,j , Res(x) is equalized to zero at N col-
location point. By solving this set of non-linear algebraic equations, we can find the
approximating function fi(x).
Table 2 shows the comparison of the first zero of standard Lane-Emden equations, from
the present method and exact values m given by Hordet [5] and for m=1.5 , 2, 2.5, 3 and
4, respectively and Fig.1 represents the graphs of the standard Lane-Emden equations
for m=1.5, 2, 2.5, 3 and 4.
Tables 3− 6 show the obtained y(x) for the standard Lane-Emden equations for m=1.5,
2, 2.5, 3 and 4, respectively, by the proposed RBF-DQ method in this paper, and some
well-known method in other articles. Also these tables show the residual function Res(x)
in some points of the interval [0,∞). These tables demonstrate that the present method
has a good accuracy.
10
m N present method Horedt [5]
1.5 30 3.6537537342 3.65375374
2 40 4.3528745959 4.35287460
2.5 30 5.3552754590 5.35527546
3 30 6.8968486191 6.89684862
4 60 14.971538050 14.9715463
Table 2. Obtained first zeros of standard Lane-Emden equations, by the present method
for several m
Figure 1. The obtained graphs of solutions of Lane-Emden standard equations for m=1.5,
2, 2.5 ,3 , 4
x Horedt [5] present Method Res(x)
0.00 1.0000000 1.0000000000 0.00000
0.10 0.9983346 0.9983345826 8.891e− 10
0.50 0.9591039 0.9591038569 1.322e− 9
1.00 0.8451698 0.8451697549 1.016e− 7
3.00 0.1588576 0.1588576082 4.452e− 7
3.60 0.1109099e− 1 0.1109099415e− 1 6.433e− 6
3.65 0.7639242e− 3 0.7639240088e− 3 4.988e− 6
Table 3. Obtained values of y(x) for Lane-Emden standard m = 1.5 by present method
(c = 1 and N=30).
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x Horedt [5] present Method Res(x)
0.0 1.0000000 1.00000000000 0.0000000
0.1 0.9983350 0.99833499854 6.9849e− 12
0.5 0.9983350 0.95935271580 8.9006e− 11
3.0 2.418241e− 1 0.24182408305 3.9602e− 11
4.3 6.810943e− 3 6.81094327419e− 3 1.1602e− 10
4.35 3.660302e− 4 3.66030179364e− 4 1.5327e− 10
Table 4. Obtained values of y(x) for standard Lane-Emdenm = 2 by the present method
(with c = 1 and N = 30).
x Horedt [5] present method Res(x)
0.0 1.000000 1.00000000000 0.0000
0.1 9.983354e− 1 9.98335414193e− 1 8.8589e− 10
0.5 9.595978e− 1 9.59597754452e− 1 6.7729e− 9
1.0 8.519442e− 1 8.51944199404e− 1 4.0086e− 8
4.0 1.376807e− 1 1.37680732920e− 1 1.2091e− 7
5.0 2.901919e− 2 2.90191866504e− 2 7.4321e− 9
5.3 4.259544e− 3 4.25954353341e− 3 3.4189e− 9
5.355 2.100894e− 5 2.10089389496e− 5 1.2909e− 7
Table 5. Obtained values of y(x) for standard Lane-Emden m = 2.5 by the present
method (with c = 1 and N = 30 ).
x Horedt [5] present method Res(x)
0.0 1.00000000 1.00000000000 0.0000
0.1 9.983358e− 1 9.9833583002e− 1 3.7571e− 8
0.5 9.598391e− 1 9.5983906655e− 1 6.8415e− 8
1.0 8.550576e− 1 8.5505753413e− 1 3.3963e− 6
5.0 1.108198e− 1 1.1081993474e− 2 2.8895e− 5
6.0 4.373798e− 2 4.3737983486e− 2 1.1100e− 6
6.8 4.167789e− 3 4.1677893542e− 3 1.1411e− 8
6.896 3.601115e− 5 3.6011134911e− 5 1.5511e− 7
Table 6. Obtained values of y(x) for standard Lane-Emdenm = 3 by present the method
(with c = 1 and N = 30).
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x Horedt [5] present method Res(x)
0.0 1.000000 1.000000000 0.0000
0.1 9.983367e− 1 9.983366e− 1 8.4117e− 8
0.2 9.933862e− 1 9.933862e− 1 7.6620e− 7
0.5 9.603109e− 1 9.603109e− 1 1.23006e− 5
1.0 8.608138e− 1 8.608144e− 1 1.3033e− 4
5.0 2.359227e− 1 2.352433e− 1 9.3449e− 2
10.0 5.967274e− 2 5.965197e− 2 4.4052e− 3
14.0 8.330527e− 3 8.330447e− 3 2.5998e− 5
14.9 5.764189e− 4 5.763524e− 4 1.1584e− 6
Table 7. Obtained values of y(x) for standard Lane-Emdenm = 4 by the present method
(with c = 1 and N = 30)
3.1.2. Example 2 (The isothermal gas spheres equation)
For f(x, y) = ey, A = 0 and B = 0, (1) is the isothermal gas sphere equation
y′′(x) +
2
x
y′(x) + ey(x) = 0, x > 0, (20)
with conditions
y(0) = 0,
y′(0) = 0.
This model can be used to view the isothermal gas sphere. For reading the thorough
discussion of Eq. (20), see [2]. This equation has been solved by some researchers, for
example [17, 27, 88] by ADM, Hermit collocation method and HPM, respectively.
A series solution obtained by Wazwaz [17] by using ADM and series expansion:
y(x) ≃ −1
6
x2 +
1
5.4!
x4 − 8
21.6!
x6 +
122
81.8!
x8 − 61.67
495.10!
x10. (21)
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x Peresent Method BFC [28] ADM[17] HFC[27] Error
0.0 0.0000000 0.0000000 0.0000000 0.0000000 0.0000000
0.1 −0.00166583 −0.00166583 −0.0016658 −0.0016664 1.13e− 14
0.2 −0.00665336 −0.00665336 −0.0066533 −0.0066539 1.21e− 14
0.5 −0.04115395 −0.04115395 −0.0411539 −0.0411545 5.25e− 14
1.0 −0.15882767 −0.15882767 −0.1588273 −0.1588281 2.46e− 13
1.5 −0.33801942 −0.33801942 −0.3380131 −0.3380198 5.16e− 13
2.0 −0.55982300 −0.55982300 −0.5599626 −0.5598233 5.48e− 13
2.5 −0.80634087 −0.80634087 −0.8100196 −0.8063410 3.26e− 13
Table 8. The comparison of the values y(x) of Lane-Emden equation obtained by the
present method with c = 1 and N = 30 and [17, 27, 28]and Bessel in Example 2.
The residual function for Eq. (20) is as follows:
Figure 2. Graph of isothermal gas sphere equation in comparison with wazwaz solution
[17]
Res(x) = x.
N∑
j=1
w
(2)
i,j fj + 2
N∑
j=1
w
(1)
i,j fj + xe
(fi) i = 1, 2, · · · , N.
By solving the set of equations obtained from N equations Res(x) = 0 at N collocation
points, we have the approximating function fi.
Table 8 shows the comparison of y(x) obtained by the proposed method in this paper
and [17, 27, 28].
The resulting graph of the isothermal gas spheres equation in comparison to the presents
method and those obtained by wazwaz [17] is shown in Fig. 2.
3.1.3. Example 3
For f(x, y) = sinh(y), A = 1 and B = 0, Eq.(1) becomes
y′′(x) +
2
x
y′(x) + sinh(y(x)) = 0, x > 0, (22)
14
with conditions
y(0) = 1,
y′(0) = 0.
This equations has been solved by some researchers, for example [17, 27, 28]by ADM ,
Hermit and Bessel orthogonal functions collocation method respectively. A series solution
obtained in [17], by using ADM, is:
y(x) ≃ 1− (e
2 − 1)x2
12e
+
1
480
(e4 − 1)x4
e2
− 1
30240
(2e6 + 3e2 − 3e4 − 2)x6
e3
(23)
+
1
26127360
(61e8 − 10e6 + 10e2 − 61)x8
e4
.
We apply RBF-DQ method to solve Eq.(22), therefore we construct the residual function
as follows:
Res(x) = x.
N∑
j=1
w
(2)
i,j fj + 2
N∑
j=1
w
(1)
i,j fj + x sinh(fi) i = 1, 2, · · · , N.
To obtain coefficients w
(1)
i,j and w
(2)
i,j , we put Res(x) = 0 at the N collocation points, and,
then, we construct a set of N equations. By solving this set, we have the approximating
function fi.
x present Method BFC[28] ADM[17] HFC[27] Res(x)
0.0 1.0000000 1.0000000 1.0000000 1.0000000 0.0000000
0.1 0.998042841 0.998042841 0.9980428 0.9981138 3.49e− 16
0.2 0.992189434 0.992189434 0.9921894 0.9922758 7.12e− 16
0.5 0.951961092 0.951961092 0.9519611 0.9520376 2.11e− 15
1.0 0.818242928 0.818242928 0.8182516 0.8183047 6.52e− 14
1.5 0.625438763 0.625438763 0.6258916 0.6254886 1.69e− 13
2.0 0.406622887 0.406622887 0.4136691 0.4066479 8.16e− 14
Table 9. The comparison of the values of y(x) of Lane-Emden equation obtained from
the present method with c = 1 and N = 30 and [17, 27, 28] in Example 3.
Table 9 compares the f(x) obtained by the proposed method in this paper and
[17, 27, 28].
The resulting graph of the isothermal gas spheres equation in comparison to the presents
method and those obtained by wazwaz [17] is shown in Fig. 3.
3.1.4. Example 4
For f(x, y) = sin(y(x)), A = 1 and B = 0, Eq.(1) has the following form:
y′′(x) +
2
x
y′(x) + sin(y(x)) = 0, x > 0, (24)
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Figure 3. Graph of equation of example 3 in comparing the presented method and
Wazwaz solution [17]
with conditions
y(0) = 1,
y′(0) = 0.
A series solution obtained by Wazwaz [17] by using ADM is:
y(x) ≃ 1− 1
6
kx2 +
1
120
klx4 + k(
1
3024
k2 − 1
5040
l2)x6 (25)
+ kl(− 113
3265920
k2 +
1
362880
l2)x8
+ k(
1781
898128000
k2l2 − 1
399168000
l4 − 19
2395080
k4)x10,
where k = sin(1) and l = cos(1). Now we apply RBF-DQ method for Eq. (25) and
construct the residual function as follows:
Res(x) = x.
N∑
j=1
w
(2)
i,j fj + 2
N∑
j=1
w
(1)
i,j fj + x sin(fi) i = 1, 2, · · · , N.
To obtain coefficients w
(1)
i,j and w
(2)
i,j , we put Res(x) = 0 at the N collocation points, and,
then, we construct a set of N equations. By solving this set, we have the approximating
function fi.
Table 10 compares the f(x) obtained by the proposed method in this paper and
[17, 27, 28] .
The resulting graph of the isothermal gas spheres equation in comparison to the presents
method and those obtained by wazwaz [17] is shown in fig.4.
3.1.5. Example 5
For f(x, y) = 4(2ey(x) + e
y(x)
2 ), A = 0 and B = 0, Eq.(1) has the following form:
y′′(x) +
2
x
y′(x) + 4(2ey(x) + e
y(x)
2 ) = 0, x > 0, (26)
16
x present Method BFC[27] ADM[17] HFC[27] Res(x)
0.0 1.0000000 1.0000000 1.0000000 1.0000000 0.0000000
0.1 0.998597927 0.998597927 0.9985979 0.9986051 7.40e− 16
0.2 0.994396264 0.994396264 0.9943962 0.9944062 1.49e− 15
0.5 0.965177780 0.965177780 0.9651777 0.9651881 4.36e− 15
1.0 0.863681125 0.863681125 0.8636811 0.8636881 1.30e− 13
1.5 0.705045233 0.705045233 0.7050419 0.7050524 3.29e− 13
2.0 0.506463627 0.506463627 0.5063720 0.5064687 1.51e− 13
Table 10. The comparison of the values of y(x) of Lane-Emden equation obtained from
present method with c = 1 and N = 30 and [17, 27, 28] in Example 4.
Figure 4. Graph of equation of example 4 in comparing the presented method and
Wazwaz solution [17]
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with conditions:
y(0) = 0,
y′(0) = 0,
which gives the following analytical solution:
y(x) = −2 ln(1 + x2). (27)
This type of equation has been solved by [27, 35, 89] with VIM, HPM and HFC method
respectively. We applied the RBF-DQ method to solve this Eq.(26). We construct the
residual function as follows:
Res(x) = x.
N∑
j=1
w
(2)
i,j fj + 2
N∑
j=1
w
(1)
i,j fj + 4x(2e
fi + e
fi
2 ) i = 1, 2, · · · , N.
To obtain coefficients w
(1)
i,j and w
(2)
i,j , we put Res(x) = 0 at the N collocation points, and,
then, we construct a set of N equations. By solving this set of equations, We have the
approximating function fi.
x present Method Exact value Error
0.00 0.00000000000 0.0000000000 0.00e+ 00
0.01 −0.0001999901 −0.0001999900 1.24e− 10
0.10 −0.0199006604 −0.0199006617 1.25e− 09
0.50 −0.4462871202 −0.4462871026 1.76e− 08
1.00 −1.3862940411 −1.3862943611 3.20e− 07
2.00 −3.2188869094 −3.2188758249 1.10e− 05
3.00 −4.6050645726 −4.6051701860 1.05e− 04
4.00 −5.6664688710 −5.6664266881 4.21e− 05
5.00 −6.5164207344 −6.5161930760 2.27e− 04
6.00 −7.2218661925 −7.2218358253 3.03e− 05
7.00 −7.8240538841 −7.8240460109 7.87e− 06
8.00 −8.3487727119 −8.3487745398 1.82e− 06
9.00 −8..813438533 −8.8134384945 3.90e− 08
10.00 −9.230241034 −9.2302410337 4.46e− 10
Table 11. The comparison of the values of y(x) of Lane-Emden equation obtained from
present method with c = 1 and N = 40 and exact value in Example 5.
Table 11 shows the comparison of y(x) obtained by method proposed in this paper
and analytic solution Eq.(27).
In order to compare the present method with the analytic solution,the resulting graph
of Eq.(27) is shown in Fig.5.
3.1.6. Example 6
For f(x, y) = −6y(x) − 4y(x) ln(y(x)), A = 1 and B = 0, Eq.(1) has the following
form:
y′′(x) +
2
x
y′(x) − 6y(x)− 4y(x) ln(y(x)) = 0, x > 0, (28)
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Figure 5. Graph of equation of example 5 in comparing the presented method and
analytic solution
with conditions:
y(0) = 1,
y′(0) = 0,
which has the following analytical solution:
y(x) = ex
2
. (29)
This equation has been solved by some researchers; for example [30, 89] by applying VIM
and linearization methods, respectively. If we apply the RBF-DQ method for Eq.(28),
in this model we have y(x) ln(y(x)) term which increases the order of the calculation;
therefore we can use the transformation y(x) = ez(x), in which z(x) is an unknown
function for the following equation:
z′′(x) + (z′(x))2 +
2
x
z′(x)− 6− 4z(x) = 0, x > 0, (30)
with conditions
z(0) = 0,
z′(0) = 0.
Now we apply the RBF-DQ method for solving Eq. (30) and construct the residual
function as follows:
Res(x) = x
N∑
j=1
w
(2)
i,j fj + x(
N∑
j=1
w
(1)
i,j fj)
2 + x
N∑
j=1
w
(1)
i,j fj − 6x− 4xfi = 0, i = 1, 2, · · · , N.
To obtain coefficients w
(1)
i,j and w
(2)
i,j , we put Res(x) = 0 at the N collocation points, and,
then, we construct a set of N equations.By solving this set of equations, We have the
approximating function fi.
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x present Method Exact value Error
0.00 1.0000000000 1.0000000000 0.000e+ 00
0.01 1.0001000050 1.0001000050 6.05e− 22
0.02 1.0004000800 1.0004000800 2.61e− 22
0.05 1.0025031276 1.0025031127 2.12e− 23
0.10 1.0100501670 1.0100501671 4.75e− 25
0.20 1.0408107741 1.0408107742 5.26e− 25
0.50 1.2840254166 1.2840254167 7.50e− 25
0.70 1.6323162199 1.6323162200 1.07e− 24
0.80 1.8964808793 1.8964808793 1.32e− 24
0.90 2.2479079866 2.2479079867 1.67e− 24
1.00 2.7182818284 2.7182818285 3.009e− 19
Table 12. The comparison of the values of y(x) of Lane-Emden equation obtained from
present method with c = 1 and N = 35 and exact value in Example 6.
Figure 6. Graph of equation of example 6 in comparing the presented method and
analytic solution
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Table12 shows the comparison of y(x) obtained by method proposed in this paper
and analytic solution, i.e. Eq.(28).
In order to compare the present method with the analytic solution,the resulting graph
of Eq.(29) is shown in Fig. 6.
3.1.7. Example 7
For f(x, y) = −2(2x2 + 3)y, A = 1 and B = 0, Eq.(1) has the following form:
y′′(x) +
2
x
y′(x) − 2(2x2 + 3)y(x) = 0, x > 0, (31)
with conditions:
y(0) = 1,
y′(0) = 0,
which has the following analytical solution:
y(x) = ex
2
. (32)
This type of equation has been solved by some researchers, for example [30, 88, 89]
by using linearization, HPM and VIM methods, respectively. Now we apply RBF-DQ
method for Eq.(31)and construct the residual function as follows:
Res(x) = x
N∑
j=1
w
(2)
i,j fj + 2(
N∑
j=1
w
(1)
i,j fj)
2 − 2x(2x2 + 3)fi, i = 1, 2, · · · , N.
To obtain coefficients w
(1)
i,j and w
(2)
i,j , we put Res(x) = 0 at the N collocation points, and,
then, we construct a set of N equations. By solving this set, we have the approximating
function fi.
x present Method Exact value Error
0.00 1.0000000000 1.0000000000 0.00e+ 00
0.01 1.0001000050 1.0001000050 9.41e− 26
0.02 1.0004000800 1.0004000800 1.41− 25
0.05 1.0025031276 1.0025031127 2.90e− 25
0.10 1.0100501670 1.0100501671 7.07e− 26
0.20 1.0408107741 1.0408107742 7.09e− 25
0.50 1.2840254166 1.2840254167 1.16e− 24
0.70 1.6323162199 1.6323162200 9.33e− 25
0.80 1.8964808793 1.8964808793 9.64e− 25
0.90 2.2479079866 2.2479079867 4.91e− 26
1.00 2.7182818284 2.7182818285 1.04e− 25
Table 13. The comparison of the values of y(x) of Lane-Emden equation obtained from
present method with c = 1 and N = 35 and exact value in Example 7.
21
Figure 7. Graph of equation of example 7 in comparing the presented method and
analytic solution
Table13 shows the comparison of y(x) obtained by method proposed in this paper
and analytic solution, i.e. Eq.(31).
In order to compare the present method with the analytic solution,the resulting graph
of Eq.(32) is shown in Fig.7.
3.1.8. Example 8
For f(x, y) = xy(x), h(x) = x5 − x4 + 44x2 − 30x, A = 0 and B = 0, Eq.(1) will be
one of the Lane-Emden type equations that is absorbing to solve
y′′(x) +
8
x
y′(x) + xy(x) = x5 − x4 + 44x2 − 30x, x ≥ 0, (33)
subject to the boundary conditions
y(0) = 0,
y′(0) = 0,
which has the following analytical solution:
y(x) = x4 + x3. (34)
This type of equation has been solved by [27, 30, 39, 45] with HFC, linearization, HAM
and HPM method respectively. We applied the RBF-DQ method to solve this Eq.(33).
We construct the residual function as follows:
Res(x) = x
N∑
j=1
w
(2)
i,j uj + 8
N∑
j=1
w
(1)
i,j uj + x(xui − x5 + x4 − 44x2 + 30x), i = 1, 2, · · · , N.
To obtain coefficients w
(1)
i,j and w
(2)
i,j , we put Res(x) = 0 at the N collocation points, and,
then, we construct a set of N equations. By solving this set of equations, We have the
approximating function fi.
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x present Method Exact value Error
0.00 0.0000000000 0.0000000000 0.00e+ 00
0.01 −9.899763744 −0.000000900 2.36e− 11
0.10 −0.000899999 −0.000900000 3.68e− 10
0.50 −0.062500014 −0.062500000 1.44e− 08
1.00 0.0000003209 0.0000000000 3.20e− 07
2.00 8.0000269820 8.0000000000 2.69e− 06
3.00 53.999201677 54.000000000 7.98e− 04
4.00 192.00521430 192.00000000 5.21e− 03
5.00 499.99587333 500.00000000 4.12e− 03
6.00 1079.9933014 1080.0000000 6.69e− 03
7.00 2058.0030011 2058.0000000 3.001e− 03
8.00 3583.9998744 3584.0000000 1.25e− 04
9.00 5831.9999966 5832.0000000 3.33e− 06
10.0 9000.0000000 9000.0000000 4.04e− 09
Table 14. The comparison of the values of y(x) of Lane-Emden equation obtained from
present method with c = 1 and N = 45 and exact value in Example 8.
Figure 8. Graph of equation of example 8 in comparing the presented method and
analytic solution
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Table 14 shows the comparison of y(x) obtained by method proposed in this paper
and analytic solution, i.e. Eq.(33).
In order to compare the present method with the analytic solution,the resulting graph
of Eq.(34) is shown in Fig. 8.
3.1.9. Example 9
For f(x, y) = y(x), h(x) = 6 + 12x+ x2 + x3, A = 0 and B = 0, Eq.(1) will be one
of the Lane-Emden type equations that is absorbing to solve
y′′(x) +
2
x
y′(x) + y(x) = 6 + 12x+ x2 + x3, x ≥ 0, (35)
subject to the boundary conditions
y(0) = 0,
y′(0) = 0,
which has the following analytical solution:
y(x) = x4 − x3. (36)
This equation has been solved by [27, 30, 39, 45] with HFC, linearization, HAM and HPM
method respectively. We applied the RBF-DQmethod to solve equation Eq.(35).Therefore,we
construct the residual function as follows:
Res(x) = x
N∑
j=1
w
(2)
i,j uj + 8
N∑
j=1
w
(1)
i,j uj + x(xui − x5 + x4 − 44x2 + 30x), i = 1, 2, · · · , N.
To obtain coefficients w
(1)
i,j and w
(2)
i,j , we put Res(x) = 0 at the N collocation points, and,
then, we construct a set of N equations.By solving this set of equations, We have the
approximating function ui.
Table15 shows the comparison of y(x) obtained by method proposed in this paper
and analytic solution, i.e. Eq.(35).
In order to compare the present method with the analytic solution,the resulting graph
of Eq.(36) is shown in Fig. 9.
4. Conclusion
The LaneEmden equation describes a variety of phenomena in theoretical physics
and astrophysics, including aspects of stellar structure, the thermal history of a spherical
cloud of gas, isothermal gas spheres, and thermionic currents [4]. Since then the equation
has been a center of attraction. The main problem in this direction is the accuracy and
range of applicability of these approaches.
The main goal of this paper was to introduce a RBF-DQ method to construct an ap-
proximation to the solution of non-linear LaneEmden equation in a semi-infinite interval
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x present Method Exact value Error
0.00 0.0000000000 0.0000000000 0.00e+ 00
0.01 0.0001010000 0.0001010000 8.85e− 12
0.10 0.0110000000 0.0110000000 1.36e− 11
0.50 0.3749999976 0.3750000000 2.39e− 09
1.00 2.0000000323 2.0000000000 3.23e− 08
2.00 12.000002499 12.000000000 2.49e− 06
3.00 35.999914812 36.000000000 8.51e− 05
4.00 80.000486174 80.000000000 4.86e− 05
5.00 149.99982164 150.00000000 1.78e− 04
6.00 251.99924878 252.00000000 7.51e− 04
7.00 392.00029168 392.00000000 2.91e− 04
8.00 575.99998728 576.00000000 1.27e− 05
9.00 809.99999967 810.00000000 3.26e− 07
10.0 1100.0000000 1100.0000000 1.52e− 10
Table 15. The comparison of the values of y(x) of Lane-Emden equation obtained from
present method with c = 1 and N = 45 and exact value in Example 9.
Figure 9. Graph of y(x) of example 9 in comparing the presented method and analytic
solution
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[0,∞), Which is meshfree characteristic and does not require mesh generation. Further,
RBF-DQ, in contrast to classical DQ, can be directly applied to irregular domains.
Our results have better accuracy with compared to other results. The validity of
the method is based on the assumption that it converges when increasing the number of
collocation points. A comparison is made among the exact solution and the numerical
solution of Horedt[5] and series solutions of Wazwaz[17], Parand et al.[28] and the current
work. The results of the present method for this type of problem clearly indicate that
our method is accurate.
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