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Cap´ıtulo 1
INTRODUCCIO´N
1.1. Definicio´n del Problema
La determinacio´n del estado operativo, conocido como el punto de operacio´n del sistema ele´ctrico, es
uno de los aspectos ma´s relevantes dentro del estudio de operacio´n para las redes de energ´ıa ele´ctrica.
Este puede ser obtenido a partir del modelo de los diferentes dispositivos que componen el sistema
ele´ctrico, para una determinada topolog´ıa de red y una condicio´n operativa espec´ıfica. El punto
de operacio´n del sistema corresponde a la determinacio´n de las variables de estado, generalmente
representadas por la magnitud y el a´ngulo de fase de las tensiones en cada uno de los nodos del
sistema. Conocidos estos valores es posible determinar diferentes caracter´ısticas operativas como lo
son el flujo de potencia por las l´ıneas, las inyecciones de potencia activa y reactiva, adema´s de las
pe´rdidas totales del sistema. Esta informacio´n es el punto de partida para otros tipos de ana´lisis
como el planeamiento, acciones de control y seguridad, la operacio´n econo´mica y el ana´lisis de
contingencias, entre otras [1].
El estimador de estado (EE) es una herramienta para ser usada ba´sicamente en centros de monitoreo
y control de sistemas ele´ctricos con el fin de determinar el estado de operacio´n del sistema en tiempo
real. Esta herramienta se basa fundamentalmente en el modelo del sistema ele´ctrico y la informacio´n
enviada por diferentes equipos de medicio´n ubicados de forma estrate´gica sobre la topolog´ıa de la red.
Los equipos de medicio´n usualmente implementados son encargados de proporcionar al estimador de
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estado medidas de magnitud de tensio´n, flujo e inyeccio´n de potencia activa y reactiva. Este conjunto
de mediciones conforman el denominado sistema SCADA, el cual es un sistema de adquisicio´n de
informacio´n de forma no sincronizada.
En recientes avances tecnolo´gicos se han desarrollado equipos que permiten obtener medidas fasoriales
de forma sincronizada con el fin de mejorar el monitoreo de sistemas ele´ctricos en tiempo real. Estos
equipos son denominados unidades de medicio´n fasorial (Phasor Measurement Units-PMUs). Estos
dispositivos permiten obtener la tensio´n de forma fasorial en los nodos del sistema, adema´s de las
corrientes que circulan por las lineas de transmisio´n adyacentes a dicho nodo. Las medidas tomadas
por estos dispositivos ubicados en los nodos del sistema son sincronizadas respecto al tiempo de
referencia que es proporcionado por el sistema de posicionamiento global (GPS, siglas en ingle´s).
Diferentes investigaciones desarrolladas determinan que el uso de PMUs junto a la informacio´n
obtenida del sistema SCADA en el proceso de estimacio´n de estado, proporciona un buen desempen˜o
con el cual es posible obtener el estado operativo del sistema con mayor precisio´n [2]. El uso de estas
dos formas de medicio´n en un solo proceso de estimacio´n se denomina estimador de estado h´ıbrido.
La importancia que presenta el sistema de medicio´n en el desempen˜o del EE permite entender
el problema de localizacio´n de los dispositivos tanto de medicio´n fasorial como convencionales.
El problema de localizacio´n o´ptima de unidades de medicio´n consiste en determinar el nu´mero
de dispositivos y su ubicacio´n en el sistema ele´ctrico que permita mantener la observabilidad del
sistema, evitar la presencia de medidas y conjuntos cr´ıticos y mantener un nivel de inversio´n bajo.
El problema considerado es del tipo NP completo de dif´ıcil solucio´n. Este problema es modelado a
trave´s de tres funciones objetivo, la primera consiste en minimizar el costo de inversio´n en equipos
de medida la segunda en minimizar el nu´mero de medidas cr´ıticas y la tercera en minimizar el
nu´mero de conjuntos cr´ıticos de medida.
1.2. Justificacio´n
El estimador de estado es una herramienta de verificacio´n de informacio´n que puede ser utilizada
en centros de control de sistemas ele´ctricos o en diferentes aplicaciones que requieran verificar y
estimar la calidad de la informacio´n. La informacio´n usada en procesos de estimacio´n de estados
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debe ser completa y confiable, ya que esta es vital para el desempen˜o correcto de todas las funciones
de aplicacio´n en tiempo real que son usadas en la operacio´n y control de un sistema de potencia,
principalmente lo que tiene que ver con temas de seguridad. Este tipo de informacio´n confiable y
completa tambie´n es esencial en muchas aplicaciones que esta´n relacionadas con el planeamiento
del sistema, as´ı como para ana´lisis de escenarios en mercados ele´ctricos, entre otros.
En lo que respecta a centros de control donde se llevan a cabo varias funciones especializadas, tales
como el control automa´tico de la generacio´n, el despacho econo´mico, el ana´lisis de la seguridad,
entre otras, se requiere que la informacio´n sea precisa y segura para garantizar la operacio´n de la
red, por lo cual el EE toma gran importancia.
La estimacio´n de estado es un tema de investigacio´n de gran intere´s tanto en el marco acade´mico
como para las empresas del sector ele´ctrico. El correcto desempen˜o de esta herramienta juega un
papel muy importante en las decisiones operativas tomadas en los centros de control. Por este
motivo es de gran importancia contar con una herramienta de EE segura y confiable. El objetivo de
esta investigacio´n es determinar la correcta ubicacio´n y el nu´mero adecuado de equipos de medida
(PMUs y medidores del sistema SCADA) que debe ser instalados sobre la topolog´ıa del sistema.
La ubicacio´n de estos equipos deben garantizar que el sistema ele´ctrico sea observable y presente
un conjunto de medidas redundante tanto en condiciones operativas normales como ante diferentes
contingencias que puedan presentarse en el sistema ele´ctrico o en el sistema de medicio´n. Adema´s
deben ser considerados aspectos econo´micos relacionados al costo de inversio´n en los dispositivos
mencionados.
En este trabajo de investigacio´n se plantea desarrollar una metodolog´ıa que permita resolver el
problema de localizacio´n o´ptima de unidades de medicio´n usados en el estudio de EE considerando
aspectos econo´micos y operativos y ser solucionado con el Algoritmo Evolutivo de subdivisio´n de
poblacio´n en Tablas.
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1.3. Objetivos
1.3.1. Objetivo general
Desarrollar una metodolog´ıa que permita determinar la ubicacio´n o´ptima de unidades de medicio´n
fasorial sincronizada junto con unidades de medicio´n convencional para efectos de estimacio´n de
estado considerando la redundancia en el sistema de medicio´n.
1.3.2. Objetivos Espec´ıficos
Realizar una revisio´n bibliogra´fica al rededor de la implementacio´n de unidades de medicio´n
fasorial sincronizada en el estudio de estimacio´n de estado.
Estudiar las te´cnicas para el ana´lisis de observabilidad en sistemas ele´ctricos.
Plantear un modelo matema´tico para determinar la ubicacio´n o´ptima de unidades de medicio´n
fasorial junto a unidades de medicio´n convencional para efectos de estimacio´n de estado en
sistemas ele´ctricos.
Resolver el problema de ubicacio´n de unidades de medicio´n usando una te´cnica optimizacio´n
multi-objetivo.
Validar la metodolog´ıa desarrollada con diferentes sistemas de prueba y comparar con te´cnicas
descritas en la literatura especializada.
1.4. Estructura del documento
En el Cap´ıtulo 2 se presenta la descripcio´n general de un sistema de medicio´n fasorial y una visio´n
general de su implementacio´n en Colombia y otro pa´ıses. Luego en el Capitulo 3 se describe el me´todo
de estimacio´n de estado en sistemas ele´ctricos de potencia considerando medidores SCADA y PMU’s.
En el Cap´ıtulo 4 son presentadas la metodolog´ıa implementada, la codificacio´n seleccionada y la
te´cnica para solucionar el problema. Posteriormente, en el Cap´ıtulo 5 se presenta la aplicacio´n de
la metodolog´ıa en un sistema de prueba IEEE. Luego en el Cap´ıtulo 6 se desarrolla el ana´lisis de
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los resultados obtenidos al aplicar la metodolog´ıa a diferentes sistemas de la literatura. Finalmente
en el Cap´ıtulo 7 se presentan las conclusiones y recomendaciones obtenidas de este trabajo.
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Cap´ıtulo 2
UNIDADES DE MEDICIO´N
FASORIAL: UNA VISIO´N
GENERAL
2.1. INTRODUCCIO´N
Debido a los continuos eventos presentados en los sistemas ele´ctricos y al reciente desarrollo de
nuevas tecnolog´ıas de medicio´n en tiempo real, las empresas encargadas de la supervisio´n y control
de los sistemas de potencia se han visto en la necesidad de implementar formas ma´s eficientes
de monitero que les permitan tomar mejores decisiones y prevenir eventos que atenten contra el
correcto funcionamiento del sistema.
En este cap´ıtulo se presenta una breve descripcio´n de los sistemas de medicio´n fasorial sincronizada,
su desarrollo y las investigaciones realizadas en estimacio´n de estado.
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2.2. SISTEMAS DE MEDICIO´N FASORIAL SINCRONIZADA
El elemento principal en un sistema de medicio´n fasorial sincronizada (SMFS) es la unidad de
medicio´n fasorial (PMU). Sin embargo, la estructura de un SMFS depende de otros elementos que
garanticen el correcto funcionamiento y su integracio´n al sistema ele´ctrico [3]. Los elementos que
componen un sistema de medicio´n fasorial son:
Unidades de medicio´n fasorial
Concentrador de datos
Canal de comunicacio´n
2.2.1. Unidades de Medicio´n Fasorial
El concepto de las unidades de medicio´n fasorial fue introducido en los an˜os 80 basado en investigaciones
realizadas en rele´s de componentes sime´tricas con el objetivo de determinar diferencias angulares
en sistemas de gran escala. Las unidades de medicio´n fasorial o PMUs son unidades de medida
sincronizadas que proporcionan al sistema valores en magnitud y a´ngulo de las variables ele´ctricas
de tensio´n y corriente. Ba´sicamente las PMUs esta´n compuestas por un sistema de adquisicio´n, un
convertidor ana´logo-digital y un microprocesador, el cual realiza el tratamiento matema´tico de las
sen˜ales. La estructura ba´sica de una PMU se presenta en la Figura 2.1.
La fuente de tiempo implementada para la sincronizacio´n de unidades de medicio´n fasorial es el
sistema de posicionamiento global (GPS). El GPS es un sistema de radio y navegacio´n construido
y operado por el departamento de defensa Estadounidense, el cual consta de 24 sate´lites que
transmiten sen˜ales de navegacio´n, de las cuales un receptor puede decodificar el tiempo de sincronizacio´n
con una precisio´n de 0,2µs de Tiempo Universal Coordinado.
Las medidas fasoriales son obtenidas de la siguiente forma. Inicialmente el GPS env´ıa una sen˜al de
un pulso por segundo (PPS) a la unidad receptora. Considerando que el tren de pulsos es enviado con
una precisio´n mayor que 1µs y es recibido en el mismo instante de tiempo por diferentes unidades,
las cuales se encuentran en lugares distantes. Esto permite tener la adquisicio´n de medidas de forma
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Figura 2.1: Estructura general de una PMU
sincronizada en diferentes puntos del sistema.
Las sen˜ales de corriente y tensio´n son obtenidas del lado secundario de los transformadores de
corriente y potencial. Luego estas pasan por un proceso de filtrado con el objetivo de eliminar la
presencia de sen˜ales de distorsio´n. La frecuencia con la cual se toman las muestras es tal que permita
tener un buen nu´mero de muestras con relacio´n a la frecuencia nominal de las sen˜ales (60Hz).
Se realiza la conversio´n A/D (ana´logo- digital). Para el tratamiento de las sen˜ales sinusoidales
se implementan diferentes herramientas, algunas basadas en el ana´lisis del cruce por cero de las
sen˜ales o de forma matema´tica usando la transformada discreta de fourier (DFT), siendo esta la ma´s
utilizada en la practica debido al bajo esfuerzo computacional. Al procesar las sen˜ales sinusoidales
en todo instante de tiempo de manera sincronizada, estas pueden ser utilizadas para conocer el
estado real del sistema en un instante de tiempo determinado.
Normas Para el Uso de Unidades de Medicio´n Fasorial
Despue´s de realizar el proceso de medicio´n, es necesario formar los sincrofasores para ser enviados
al concentrador de datos. Los para´metros de conversio´n y el uso de las medidas formadas por los
sincrofasores esta´n definidos por diferentes estandares. En esta seccio´n se describen los aspectos ma´s
relevantes de los estandares IEEE std 1344 e IEEE std C37.118.1-2011.
IEEE Std. 1344
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Este estandar presenta diferentes aspectos como caracter´ısticas de la fuente de sincronizacio´n
y los datos de salida para las medidas fasoriales realizadas por el sistema de computacio´n de
la subestacio´n, con el objetivo de establecer un formato comu´n para las medidas farosiales y
facilitar la transmisio´n de datos entre los equipos que componen el sistema. Este no especifica
el tiempo de respuesta, precisio´n, hardware, software ni un proceso para el computo de fasores
enviados desde la unidad de medicio´n fasorial (PMU) [4].
El estandar establece que las sen˜ales enviadas desde la fuente de sincronizacio´n deben tener
una tasa de repeticio´n de 1 pulso por segundo (1PPS) con una estabilidad por lo menos de
1E−07 con relacio´n a la UTC (Universal Time Coordinated) y mantener una disponibilidad
superior a 99.87 %, lo cual corresponde a una hora de falla por mes. Adema´s la sen˜al de
sincronizacio´n devera´ ser suficientemente precisa de tal forma que permita a los equipos de
medicio´n fasorial mantenerse en sincronismo dentro de la banda de 1µs, incluyendo los errores
asociados al recibimiento local de las sen˜ales y la fuente de sincronizacio´n.
IEEE Std. C37.118
El alcance de este estandar es similar al de la norma IEE Std. 1344. Sin embargo, el IEEE Std.
C37.118 se enfoca en determinar los requisitos en relacio´n a la precisio´n de los tipos y formacio´n
de los mensajes para el intercambio de informacio´n entre las PMUs y los concentradores de
datos (PDCs). Este estandar tambie´n define la tasa de transmisio´n para los datos intercambiados
entre las PMUs y el PDC de acuerdo con la frecuencia del sistema, la cual se encuentra
directamente relacionada con la aplicacio´n que se requiera [5].
Con el objetivo de que todos los fasores tengan la misma referencia, la norma define el a´ngulo
absoluto como el a´ngulo de fase instanta´neo relativo a una funcio´n coseno en frecuencia
nominal del sistema con relacio´n al tiempo UTC. Este a´ngulo es definido como 0 grados
cuando el valor ma´ximo de la sen˜al ocurre en el momento del pulso enviado por la fuente de
sincronizacio´n y -90 grados cuando el cruce positivo por cero de la sen˜al ocurre en el momento
del pulso.
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2.2.2. Concentrador de Datos
El concentrador de datos o PDC (phasor data concentrator), es un elemento centralizador en un
sistema de medicio´n fasorial de una determinada a´rea de control y tiene como principal funcio´n
recibir de forma coherente las medidas fasoriales enviadas por las PMUs, hacie´ndolas disponibles
para el uso en diferentes aplicaciones. Este dispositivo puede recibir datos de PMUs y de otros
PDCs, calcular nuevas sen˜ales, almacenar y enviar datos a otros PDCs. Este proceso es realizado
continuamente, generando un flujo de datos capaz de representar el estado de sistema de forma
aproximada a la situacio´n en tiempo real, adema´s los datos pueden ser almacenados en memoria o
presentados gra´ficamente en el monitor.
Otra funcio´n del PDC es enviar informacio´n del estado del sistema de monitoreo como pe´rdida de
conexio´n, pe´rdida de datos y datos erro´neos. El rol de un PDC varia de acuerdo a su localizacio´n,
el cual puede ser utilizado de forma local o regional llamado PDC central.
PDC de bajo nivel son usados para almacenamiento de datos locales, por ejemplo en una
subestacio´n o central de generacio´n. Almacena datos enviados por un nu´mero pequen˜o de
PMUs y puede tener un sistema de visualizacio´n de datos en tiempo real para la operacio´n de
la subestacio´n o de la central.
PDC de alto nivel concentra la informacio´n de todas las PMUs instaladas en el sistema de
potencia, realiza el almacenamiento histo´rico y env´ıa la informacio´n de todo el sistema a los
software de ana´lisis. Puede tener visualizacio´n y control sobre el sistema.
2.2.3. Canal de Comunicacio´n
Los canales de comunicacio´n tienen como funcio´n definida permitir la transferencia de datos entre
las PMUs y el PDC, as´ı como permitir el intercambio de informacio´n entre PDCs de diferentes a´reas.
Pueden ser utilizados como sistemas de conexio´n entre las PMUs y los PDCs, links de fibra o´ptica,
canal de microondas, PLC (Power link Comunication), sistemas basados en modens e internet
con el sistema VPN(Virtual Private Network). Los protocolos de comunicacio´n ma´s utilizados
para la comunicacio´n son TCP/IP y UDP/IP. La seleccio´n del sistema de comunicacio´n que va
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a ser implementado esta´ directamente relacionado a la aplicacio´n que esta siendo considerada. Por
ejemplo, aplicaciones de monitoreo no exigen una tasa de transferencia y seguridad en la entrega
de informacio´n como aplicaciones de control. En este caso, puede ser utilizado el internet como
medio de comunicacio´n entre las PMUs y el PDC. Dependiendo de la aplicacio´n esta red tambie´n
debera´ ser protegida por esquemas de seguridad y capacidad de redundancia.
2.2.4. Estructura General del Sistema de Medicio´n Fasorial Sincronizada
La estructura general de un SMFS se presenta en la Figura 2.2. La estructura de este sistema es
dividida en cuatro capas de la siguiente forma:
Capa 1: adquisicio´n de Fasores, las PMUs son ubicadas en subestacio´nes para medir tensio´n y
corriente. Las PMUs pueden ser programadas para almacenar datos de eventos determinados
como sobrepaso de tensio´n o de frecuencia.
Capa 2: gerenciamiento de datos, el PDC tomas los datos de las PMUs y de otros PDCs y
los correlaciona en una configuracio´n u´nica.
Capa 3: servicio de datos, esta capa incluye una configuracio´n de servicios requeridos para
presentar los datos en el formato requerido por las diferentes aplicaciones en intervalos de
tiempo necesarios para la ejecucio´n de estas.
Capa 4: aplicaciones, en esta capa las aplicaciones en tiempo real son ejecutadas.
2.3. ESTADO DEL ARTE
Debido a la reciente aparicio´n de nuevas tecnolog´ıas para el monitoreo y control de sistemas ele´ctricos
diferentes pa´ıses han desarrollado te´cnicas para mejorar la supervisio´n del sistema ante eventos de
poca probabilidad pero de gran impacto. En esta seccio´n se presenta una breve historia de la
apropiacio´n de tecnolog´ıas que implementan medicio´n fasorial sincronizada en Colombia y otros
pa´ıses.
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Figura 2.2: Estructura general de un SMFS
2.3.1. Colombia
Luego de la gran falla registrada en el sistema ele´ctrico colombiano en el an˜o 2007, la empresa XM
encargada del monitoreo y control del sistema interconectado nacional inicio´ el proyecto SIRENA
(Sistema de Respaldo Nacional ante Eventos de gran magnitud) [6, 7]. El proyecto presenta como
objetivo principal el desarrollo de un SIPS (System Integry Protecion Scheme), con el cual se puedan
realizar funciones de proteccio´n y control del sistema ele´ctrico para prevenir y mitigar eventos de
gran magnitud.
La primera etapa de este proyecto se enfoco´ en el desarrollo de un SIPS usando medidores convencionales
(tensio´n, corriente, frecuencia, etc.). De las simulaciones realizas sobre el sistema ele´ctrico colombiano
se concluye que el uso de un SIPS convencional presenta el mismo nivel de riesgo que el sistema para
el cual fue disen˜ado, por lo cual se decide implementar nuevas tecnolog´ıas como lo son las WAMPAC
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(wide area monitoring protection and control), estas implementan medidores ma´s precisos que
permiten el registro de la informacio´n en tiempo real de forma sincronizada.
Una etapa posterior del proyecto consiste en instalar PMUs sobre el sistema ele´ctrico, por lo cual
la empresa XM inicia relaciones con la Universidad Pontificia Bolivariana (UPB) y la Universidad
Federal de Santa Catarina (UFSC) en Brasil, con el objetivo de dar inicio al uso de este tipo de
tecnolog´ıa.
Entre los an˜os 2009 y 2010 XM adquirio´ 8 PMUs, 6 desarrolladas por la empresa Arbiter y 2 por
ABB. Adema´s durante este periodo XM instalo´ 5 PMUs desarrolladas por ellos, este grupo de PMUs
fueron instaladas sobre el SIN de Colombia en las subestac´ıones: Esmeralda, Torca, Chivor, Guavio
(caverna), Sochagota, Sabanalarga, Betania, Anco´n Sur, Cartagena, Cerromatoso, Chinu´ y Urra´.
Los alcances presentados en el proyecto SIRENA fueron desarrollados hasta el an˜o 2011, seguido de
este se da inicio al proyecto ISAAC (Inteligent Supervision And Advanced Control). En la Figura 2.3
se presenta el diagrama de ejecucio´n de estos proyectos con el objetivo de integrar nuevas tecnolog´ıas
en el sistema de proteccio´n, monitoreo y control colombiano.
2008
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Implementación
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Integración
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Centro de
Control
Desarrollar
WAMPAC
Investigación y Desarrollo Tecnológico
Creación de normas Regulatorias para ESPIS y WAMPACS
Figura 2.3: Diagrama de actividades para integrar nuevas tecnolog´ıas en el sistema ele´ctrico colombiano
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2.3.2. Estados Unidos
Despue´s de las oscilaciones presentadas sobre el sistema ele´ctrico oeste en 1996, se desarrolla un
proyecto en el cual se implementan tecnolog´ıas de medicio´n sincronizada para monitorear el sistema
en tiempo real. Este proyecto instalo´ en la red alrededor de 60 PMUs y 11 PDCs, en el cual
participaron 20 empresas para su desarrollo [8].
En Agosto de 2003 se presenta un evento de gran dimensio´n en el sistema norte de Estados Unidos,
por lo cual los gobiernos de Estados Unidos y Canada´ inician el proyecto denomino EIPP (Eastern
Interconnection Phasor Project). La primera fase del proyecto termina en Diciembre del 2004 con la
instalacio´n de 30 PMUs, 7 concentradores de datos y dos aplicaciones de visualizacio´n. La segunda
fase iniciada en 2005 presenta como objetivo construir un sistema con ma´s de 100 PMUs [9].
2.3.3. Brasil
A inicios de 2005 la Universidad Federal de Santa Catarina desarrolla el proyecto MedFasse (Monitorac¸a˜o
do SIN em Tempo Real) el cual presenta como objetivo principal la implementacio´n de un sistema
medicio´n fasorial sincronizada para el monitoreo en tiempo real del sistema interconectado nacional.
En la primera etapa del proyecto se instalaron PMUs en las regiones de la zona sur con las cuales
se realizaron diferentes simulaciones del sistema en el laboratorio de la UFSC. Las simulaciones
realizadas permitieron la implementacio´n en diferentes herramientas de monitoreo como estimacio´n
de estado, control de frecuencia, ana´lisis de oscilaciones y localizacio´n de fallas [3].
En la actualidad se encuentran ubicadas PMUs en todas la regiones del pa´ıs y dicho proyecto
permite la visualizacio´n de las unidades por medio de la siguiente direccio´n web http://www.
medfasee.ufsc.br/temporeal/.
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Cap´ıtulo 3
ESTIMACIO´N DE ESTADO
3.1. INTRODUCCIO´N
El proceso de estimacio´n es implementado en diferentes campos de la ciencia, e´ste consiste en
determinar el comportamiento de un sistema con base a un conjunto de datos. Por ejemplo determinar
la capacidad de generacio´n de una planta a trave´s de la prediccio´n del clima o determinar el
crecimiento crecimiento poblacional de una regio´n con base al comportamiento de sus habitantes.
La estimacio´n de estado en un sistema de potencia consiste en determinar el valor de la tensio´n
en magnitud y a´ngulo de todas las barras del sistema ele´ctrico con base a un conjunto de medidas
redundantes. Esta herramienta es de gran importancia para la operacio´n en tiempo real del sistema
ele´ctrico, dado que a trave´s de la comparacio´n de los valores medidos y estimados se logran identificar
problemas existentes en la transmisio´n del sistema y tomar acciones correctivas adecuadas.
En este cap´ıtulo se describe el proceso de estimacio´n de estado considerando medidores SCADA y
PMU’s, adema´s de la determinacio´n de datos erro´neos y el ana´lisis de observabilidad del sistema
ele´ctrico.
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3.2. ESTIMACIO´N DE ESTADO HI´BRIDO EN SISTEMAS ELE´CTRICOS
DE POTENCIA
El modelo del problema de estimacio´n de estado esta dado por:
Z = h(x) + e (3.1)
Donde Z representa el vector de medidas con dimensiones (mx1), x es el vector de estado representado
por la magnitud de tensio´n y el a´ngulo de fase de cada nodo del sistema (2Nx1), h(x) representa el
vector de medidas en funcio´n de las variables de estado (mx1), e es el vector que contiene el error
de cada medida (mx1) con una desviacio´n esta´ndar conocida y valor medio igual a cero. N es el
nu´mero de nodos del sistema. Los errores asociados a cada medida son considerados independientes
siguiendo una funcio´n de distribucio´n normal, con media cero y desviacio´n estandar σi. El vector de
medidas Z se encuentra conformado por medidas convencionales provenientes del sistema SCADA
(magnitud de tensio´n, flujo de potencia activa y reactiva, inyeccio´n de potencia activa y reactiva) y
medidas fasoriales provenientes de los PMUs (tensio´n fasorial en los nodos y flujo de corriente por
las l´ıneas).
El vector h(x) es conformado por las medidas obtenidas en funcio´n de las variables de estado, para
este fin se considera que la tensio´n en el nodo i (nodo de env´ıo) y la tensio´n en el nodo j (nodo de
recibo) esta´n dadas por V˜i = Vi∠δi y V˜j = Vj∠δj respectivamente. Las l´ıneas de transmisio´n son
representadas por medio del modelo-pi, donde yij = gij + jbij representa la admitancia serie de la
linea y ysi = gsi + jbsi es la admitancia shunt entre el nodo i y el nodo de referencia a tierra. La
formulacio´n de estas medidas es presentada a continuacio´n:
Flujo de corriente: la formulacio´n del flujo de corriente por las l´ıneas de transmisio´n considera
que en el nodo i se encuentra instalada una PMU [2].
Formulacio´n en coordenadas rectangulares
Iij,r = Vi [(gij + gsi) cos δi − (bij + bsi)senδi]
− Vj [gij cos δj − bijsenδj ] (3.2)
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Iij,i = Vi [(bij + bsi) cos δi − (gij + gsi)senδi]
− Vj [bij cos δj − gijsenδj ] (3.3)
Formulacio´n en coordenadas polares
I˜ij = Iij∠θij (3.4)
Iij =
√
I2ij,r + I
2
ij,i (3.5)
θij = arctag
(
Iij,i
Iij,r
)
(3.6)
La magnitud Iij y el a´ngulo θij de la corriente por la l´ınea i− j en funcio´n de las variables de
estado son representados a trave´s de las siguientes expresiones:
Iij =
√
AijV 2i +BijV
2
j + 2CijViVj (3.7)
θij = arctag
(
Vi [(gij + gsi) cos δi − (bij + bsi)senδi]− Vj [gij cos δj − bijsenδj ]
Vi [(bij + bsi) cos δi − (gij + gsi)senδi]− Vj [bij cos δj − gijsenδj ]
)
(3.8)
Donde:
Aij = (gij + gsi)
2 + (bij + bij)
2
Bij = g
2
ij + g
2
si
Cij = (bsigij − gsibij)sen(δi − δj)− (g2ij + b2ij + bsibij + gsigij) cos(δi − δj)
Flujo de potencia:
Pij = v
2
i gij + gsi − vivj(gij cos(δi − δj)− bijsen(δi − δj)) (3.9)
Qij = v
2
i (bij + bsi)− vivj(gijsen(δi − δj)− bij cos(δi − δj)) (3.10)
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Inyeccio´n de potencia:
Pi = vi
n∑
j=1
vj(Gij cos(δi − δj) +Bijsen(δi − δj)) (3.11)
Qi = vi
n∑
j=1
vj(Gijsen(δi − δj)−Bij cos(δi − δj)) (3.12)
Con el objetivo de obtener el estimado de las variables de estado del sistema con base en un conjunto
de medidas disponibles es implementado el me´todo de mı´nimos cuadrados ponderados, el cual se
representa a trave´s de la ecuacio´n (3.13).
min(J(x)) = [z − h(x)]T R−1 [z − h(x)] (3.13)
Para obtener una solucio´n de la ecuacio´n 3.13 se plantea un me´todo iterativo basado en la derivada
de primer orden para J(x)
∂J(x)
∂x
= −HT (x)R−1(z − h(x)) = 0 (3.14)
El me´todo iterativo para determinar las variables de estado es formulado como:
G(xk)∆xk = HT (xk)R−1∆zk (3.15)
Donde xk representa el vector solucio´n en la iteracio´n k, ∆xk = xk+1 − xk, ∆zk = z − h(xk),
HT (xk) = ∂h(x)∂x |xk es la matriz jacobiana (m x n), R−1 es la matriz diagonal de ponderacio´n o
matriz de covarianza (m x m), G(xk) = HT (xk)R−1H(xk) es la matriz ganancia (n x m). El me´todo
converge cuando se obtiene ∆xk ≈ 0, lo que permite determinar las variables de estado del sistema
como xk + ∆xk.
3.2.1. DETECCIO´N DE DATOS ERRO´NEOS
Los resultados obtenidos de simulaciones son valores exactos como es el caso del flujo de carga, pero
cuando se realizan estudios en los cuales la informacio´n es suministrada de sistemas f´ısicos, siempre
existen errores que son inevitables debido al ruido y/o perdida de informacio´n al que se encuentran
expuestos los dispositivos. En el estudio de estimacio´n antes de utilizar los resultados obtenidos es
necesario determinar si las medidas utilizadas en el proceso no presenta errores graves o con que
probabilidad de exactitud son consideradas. La suma de los errores cuadrados ponderados presenta
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una curva de densidad de probabilidad aproximada a la distribucio´n ji-cuadrado χ2k,α de la cual se
puede determinar la presencia de medidas erro´neas en el sistema de informacio´n, donde k representa
los grados de liberta que puede tomar la variable aleatoria y esta´ definido como Nm − Ns, donde
Nm es el nu´mero de medidas, Ns es el nu´mero de variables de estado del sistema [1].
En la Figura3.1 se presenta la funcio´n de densidad de probabilidad de la distribucio´n ji-cuadrado
donde α representa el valor de a´rea bajo la curva de la seccio´n sombreada y la probabilidad de que
existan valores menores a χ2 esta dada por 1− α.
La prueba ji-cuadrado para determinar si existen datos erro´neos en el sistema de informacio´n para
Figura 3.1: Funcio´n de densidad de probabilidad de la distribucio´n ji-cuadrado χ2k,α
el estudio de estimacio´n de estado mediante el me´todo de mı´nimos cuadrados ponderados, consiste
en calcular el valor de eˆ remplazando los valores de los estados estimados, luego calcular la suma de
los errores cuadra´ticos ponderados, este valor es comparado con el valor de χ2 . Si el valor calculado
es menor a χ2 se puede concluir que no existen datos erro´neos en el sistema de informacio´n con una
probabilidad de (1 − α) ∗ 100 %, en caso contrario existira´n datos erro´neos y deben ser retiradas
las medidas que presente un error eˆ at´ıpico. Con el objetivo de identificar la medida o el grupo de
medidas que presentan errores, se retiran una a una las medidas del sistema de informacio´n inicial
de forma aleatoria o usando alguna estrategia estad´ıstica, luego se realiza el proceso de estimacio´n
de estados a trave´s del me´todo de mı´nimos cuadrados ponderados, seguido de esto, se realiza la
comparacio´n con el valor de χ2 como se menciona anteriormente. Si al retirar una medida (o un
conjunto de medidas) el sistema es no observabable esta´ medida se conoce como medida cr´ıtica (o
conjunto cr´ıtico de medidas). Al presentarse medidas cr´ıticas o conjuntos cr´ıticos de medidas en el
sistema implica que no sea posible obtener el valor estimado de una o ma´s variables de estado, por
lo cual se debe garantizar que el sistema de informacio´n presente un nu´mero de medidas superior
a la cantidad de variables de estado que se desean estimar, esto se conoce como redundancia en el
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sistema de informacio´n.
3.3. ANA´LISIS DE OBSERVABILIDAD
El proceso de estimacio´n de estado depende de algunos ana´lisis adicionales para garantizar un
correcto desempen˜o. Uno de estos es el ana´lisis de observabilidad, el cual consiste en definir si a
trave´s del conjunto de medidas disponible en el sistema de monitoreo en tiempo real es posible
obtener el valor estimado de todas las variables de estado.
A pesar de que la observabilidad de un sistema ele´ctrico es determinada con base a un conjunto de
medidas disponible, las te´cnicas de ana´lisis de observabilidad no dependen de los valores medidos
ni de los para´metros ele´ctricos de los elementos que conforman la red. A continuacio´n se describen
diferentes formas de determinar la observabilidad de un sistema ele´ctrico.
ANA´LISIS DE OBSERVABILIDAD ALGEBRAICA : define que un sistema ele´ctrico es
observable si el nu´mero de medidores disponibles para el proceso de estimacio´n es mayor al nu´mero
de variables de estado del sistema. La observabilidad algebraica es una condicio´n necesaria pero no
suficiente para garantizar que un sistema ele´ctrico sea observable.
ANA´LISIS DE OBSERVABILIDAD TOPOLO´GICA : determina la observabilidad del
sistema ele´ctrico con base a su topolog´ıa. Las te´cnicas para este tipo de ana´lisis se basan en la
teor´ıa de grafos y consisten en construir un a´rbol conexo con la informacio´n suministrada por el
conjunto redundante de medidas disponibles [10, 11].
ANA´LISIS DE OBSERVABILIDAD NUME´RICA : se basa en el ana´lisis de las matrices
jacobiana, hessiana o de ganancia, las cuales se obtienen o se construyen a partir del conjunto de
medidores disponibles en el sistema ele´ctrico [12, 13].
La te´cnica seleccionada en e´sta investigacio´n para determinar la observabilidad del sistema ele´ctrico
se describe en el cap´ıtulo 4
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Cap´ıtulo 4
METODOLOGI´A PROPUESTA
En este capitulo se presenta una propuesta metodolo´gica para la solucio´n del problema de ubicacio´n
o´ptima de equipos de medida para efecto de estimacio´n de estado, en la cual se considera tanto
medidores SCADA como PMU’s (PUOP&S).
4.1. Modelamiento del Problema
En la ecuacio´n 4.1 se describe el modelo matema´tico general del problema PUOP&S
Min C(X) Min M.C(X) Min C.C(X)
s.a
Obs(X)
(4.1)
Donde X es un vector de codificacio´n binaria de dimensiones (1 X 2N+2L), N representa el nu´mero
de barras y L el nu´mero de l´ıneas del sistema, el cual esta´ compuesto de tres partes. La primera
parte Xa de dimensiones (1 X N), la segunda Xb de (1 X 2L) y la tercera Xc de (1 X N). Xa y Xb
representan los medidores SCADA. Xa identifica las medidas de inyeccio´n de potencia en las barras,
Xb identifica las medidas de flujo de potencia por las l´ıneas y Xc representa los PMU’s ubicados en
las barras. Un PMU localizado en la barra j suministra la medida tensio´n Vj∠θj y las corrientes
fasoriales a trave´s de los elementos adyacentes a j. En la Figura 4.1 se muestra el vector X con
representacio´n binaria, en el cual 1 define la instalacio´n de un medidor en el sistema y 0 el caso
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   X =      1  0  0 1 0  1 0 1 1  0  1  1  1 0  0  0  1  0  0
1 ....  i ......... N ...................  N+2L .......... ..2N+2L
         Xa                     Xb                     Xc 
Figura 4.1: Vector de codificacio´n binario
contrario.
Para Xa donde 1 ≤ i ≤ N , si X(i) = 1 indica que se instala un medidor de inyeccio´n de potencia
en el nodo i.
Para Xb de taman˜o 2L donde N < i ≤ N + 2L, en el cual se registran las medidas de flujo de
potencia bidireccionales, si X(i) = 1 e i ≤ N + L indica que se instala un medidor de flujo de
potencia sobre la l´ınea (i−N) en sentido kj, siendo k el nodo de env´ıo y j el nodo de recibo, cuando
i > N + L indica que se instala un medidor de flujo de potencia en la l´ınea (i−N + L) en sentido
jk. Para Xc donde N + 2L < i ≤ 2N + 2L, si X(i) = 1 indica que se instala un PMU en el nodo
(i−N + 2L).
C(X) representa el costo de los equipos de la alternativa X, el cual se describe como:
C(X) = [CM.iny CM.flujo CPMU ].

Xa
Xb
Xc
 (4.2)
M.C(X) es el nu´mero de medidas cr´ıtica que existen en la configuracio´n X.
C.C(X) es la cantidad de conjuntos cr´ıticos presentes en X.
Obs(X) es el conjunto de restricciones, representadas a trave´s de la observabilidad del sistema.
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Figura 4.2: Estructura de la matriz H para el modelo Pθ
4.1.1. Ana´lisis de observabilidad
La te´cnica selecciona para determinar la observabilidad del sistema e identificar medidas y conjuntos
cr´ıticos es descrita por J.B.A London Jr [12]. Esta te´cnica se basa en el ana´lisis de la matriz jacobiana
que es formada con base en el conjunto de medidas disponibles para el proceso de estimacio´n de
estado.
Al ser las medidas P y Q registradas de manera simulta´nea y al garantizar la observabilidad del
sistema desacoplado P − θ, tambie´n garantiza que el sistema Q− V sea observable. Por lo tanto el
problema de observabilidad sera´ tratado usando el modelo P − θ; en este modelo P − θ la matriz
jacobiana se forma con las medidas de potencia activa y los a´ngulos de las tensiones nodales como
variables de estado.
Para el caso de las PMU’s se adicionan las medidas de a´ngulo y la componente real de la corriente
por las l´ıneas obteniendo la estructura para la matriz jacobiana H como se muestra en la Figura
4.2 .
Para que un sistema ele´ctrico sea observable la matriz H(Pθ) debe tener rango igual a (N − 1),
donde N es igual al nu´mero de nodos. Se garantiza que el rango de H(Pθ) es igual a (N − 1) si al
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Figura 4.3: Estructura de la matriz H∆
realizar la reduccio´n gaussiana de esta matriz se obtiene la estructura mostrada en la Figura 4.3 .
La matriz resultante de esta operacio´n se denomina H∆, donde I(N−1) es la matriz identidad, que
identifica la presencia de un conjunto de medidas ba´sicas. R es una matriz de dimensiones (m-(N-1)
X N -1), en la cual sus filas representan al conjunto de medidas suplementarias. En el caso en que
en la submatriz I(N−1) se presenta un pivote nulo (elemento sobre la diagonal principal igual a cero)
el sistema es no observable
4.1.2. Identificacio´n de medidas y conjuntos cr´ıticos
Para la identificacio´n de medidas cr´ıticas o conjuntos cr´ıticos se usa la matriz HT∆. En esta las
filas representan las variables de estado y las columnas las medidas. Para esto se deben seguir los
siguientes pasos:
Paso 1: construir la matriz HT∆ (matriz jacobiana, eliminacio´n gaussiana y transposicio´n)
Paso 2: recorrer cada una de las filas de HT∆. Si en e´stas so´lo existe un elemento diferente de
cero, la medida asociada se identifica como cr´ıtica, por ser esta la que soporta la estimacio´n
de la variables asociada a la fila. Si existen dos elementos no nulos sobre la fila las medidas
en e´stas dos columnas representa un conjunto cr´ıtico de medidas (par cr´ıtico).
Paso 3: para las filas donde existan ma´s de dos elementos diferentes de cero, eliminar una a una
e´stas medidas y calcular de nuevo la matriz jacobiana. Si al realizar la eliminacio´n gauissiana,
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aparecen nuevas medidas cr´ıticas, entonces esta´s conforman un conjunto cr´ıtico de medidas
junto con la medida retira.
4.2. Te´cnica de Solucio´n
La te´cnica seleccionada para dar solucio´n al PUOP&S es un Algoritmo Evolutivo Multi-Objetivo de
Subdivisio´n de Poblacio´n por Tablas (AEMT), el cual ha sido implementado en diferentes problemas
relacionados con estudios de sistemas ele´ctricos obteniendo resultados exitosos [14, 15]. Esta te´cnica
explora el espacio de solucio´n a trave´s de un conjunto de soluciones finitas llamadas poblacio´n
inicial, la cual es generada de forma aleatoria o usando algunos criterios heur´ısticos.
En el AEMT, el problema multi-objetivo representado a trave´s de (4.3) es dividido en diferentes
sub-problemas denominadas tablas Ti (4.4). Cada una de esta´s es construida por la combinacio´n
de los objetivos y restricciones con un taman˜o definido Ni, el cual representa el nu´mero ma´ximo
de individuos que puede contener. Los individuos localizados en Ti son seleccionados de acuerdo a
criterios de asignacio´n creados a partir del objetivo (u objetivos) y el grupo de restricciones que
representan este sub-problema.
Max/Minfm(x) m = 1, 2, ....,M
s.a
gj(x) ≥ 0 j = 1, 2, ...., J
hk(x) ≤ 0 k = 1, 2, ....,K
xmı´ni ≤ xi ≤ xma´xi i = 1, 2, ...., I
(4.3)
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T1
Max/Minf1(x)
s.a
gj(x) ≥ 0 j = 1, 2, ...., J
xmı´ni ≤ xi ≤ xma´xi i = 1 , 2, ...., I
T2
Max/Minf2(x)
s.a
hk(x) ≤ 0 k = 1, 2, ....,K
xmı´ni ≤ xi ≤ xma´xi i = 1, 2, ...., I
...
Tn
Max/Minf(x) =αf1(x)+βf2(x)+.........+δfm(x)
s.a
gj(x) ≥ 0 j = 1, 2, ...., J
hk(x) ≤ 0 k = 1, 2, ....,K
xmı´ni ≤ xi ≤ xma´xi i = 1, 2, ...., I
(4.4)
Al completar el taman˜o de cada una de las tablas, se genera un descendiente haciendo uso de las
estrategias de seleccio´n, recombinacio´n y mutacio´n propias de los algoritmos evolutivos, luego se
ingresa este individuo a las tablas siempre y cuando cumpla con el criterio de asignacio´n. Esto se
repite hasta cumplir con un criterio de parada definido [16].
Un individuo puede ser ubicado en varias tablas al mismo tiempo, con lo cual se mantiene el
comportamiento multi-objetivo del problema a pesar de haber sido dividido en varios sub-problemas
con un nu´mero menor de objetivos, de esta forma se logra reducir la complejidad del problema inicial.
El mejor individuo sera´ aquel que se encuentre localizado en todas las tablas creadas, sin embargo
el AEMT proporciona un conjunto de soluciones o´ptimas, de las cuales se puede seleccionar la de
mejor adaptacio´n segu´n la me´trica utilizada.
Para el PUOP&S se crean 3 tablas, la Tabla 1 se conforma con las restricciones de observabilidad
y la funcio´n objetivo de costo (MInC(X)), la Tabla 2 con las restricciones de observabilidad, la
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funcio´n de costo y la no existencia de medidas cr´ıticas, finalmente en la Tabla 3 se conforma con la
observabilidad, costo, no existencia de medidas cr´ıticas ni conjunto cr´ıticos de medidas.
En la Figura 4.2 se presenta el diagrama de flujos que describe la te´cnica implementada con la cual
se da solucio´n al PUOP&P .
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Selección por torneo
Recombinación y mutación
Descendiente Xk
Evaluar Xk
Asignar Xk a la 
tabla Ti , según regla
de aceptación
¿Cumple los
criterios de
parada?
k=k+1
Imprimir resultados 
      y terminar
Si
NO
i = 1 a 3
Generar 1500 individuos usando un críterio heurístico,  el 
cual asigne diferentes medidores a cada uno ellos.
A los 1500 individuos realizar el análisis de observabilidad 
e identificar medidas y conjuntos críticos ( Evaluación de 
los individuos )
Seleccionar los 15 mejores individuos observables y crear
la Tabla 1.  Seleccionar los 15 mejores individuos  observables
y sin medidas críticas para crear la Tabla 2 y los 15  mejores 
observables, sin medicas y conjunton críticos para la Tabla 3.
(Población inicial)
Figura 4.4: Diagrama de flujo para el AEMT
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Cap´ıtulo 5
APLICACIO´N DE LA
METODOLOGI´A
En este cap´ıtulo se presenta un ejemplo de aplicacio´n de la metodolog´ıa propuesta para dar solucio´n
al PUOP&S en el sistema de 6 barras mostrado en la Figura 5.1 .
5.1. Lectura de datos
Nu´mero de nodos (N) = 6 ; nu´mero de l´ıneas (L) = 6 y la topolog´ıa del sistema.
(1)
(2)
(3)
(6)
(4) (5)
Figura 5.1: Sistema de 6 barras
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5.2. Generar la poblacio´n inicial
Se generan 1500 individuos, donde cada individuo es un vector binario de dimensio´n (1x24). Los
individuos se generan de forma aleatoria en el cual los primeros 500 presenta unos en el 30 % de sus
posiciones, los siguientes 500 presentan unos en el 50 % y los 500 finales en el 80 %.
Tabla 5.1: Individuo X1
X1= 1 0 1 0 1 1 1 0 1 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0
5.2.1. Calculo de la funcio´n de costo C(X)
El costos de los medidores se presenta en la Tabla 5.2 donde Nd es el nu´mero de nodos adyacentes
a la ubicacio´n del PMU. Para ilustrar la evaluacio´n de la funcio´n de costo se toma el individuo que
se muestra en la Tabla 5.1.
Tabla 5.2: Costo de los medidores en Unidades Monetarias (UMs)
SCADA PMU
4,5 130+5xNd
El individuo X1 representa la configuracio´n de medidores mostrada en la Tabla 5.3 y en la Figura
5.2, donde el tipo 1 representa los medidores de inyeccio´n de potencia, el tipo 2 representa los
medidores de flujo de potencia y el tipo 3 los PMU’s.
En el individuo X1 se propone la ubicacio´n de 4 medidores de inyeccio´n de potencia, 5 medidores
de flujo y 0 PMU’s. El costo de esta configuracio´n es
C(X1) = 4 ∗ 4,5 + 5 ∗ 4,5 + 0 ∗ 130 = 40,5UMs
.
5.2.2. Determinacio´n de la observabilidad Obs(X)
Para calcular la observabilidad se construye la matriz jacobiana HTPθ, considerando las resistencias
para las l´ıneas iguales a cero y las reactancias iguales a uno. Para ilustrar el ana´lisis de observabilidad
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Tabla 5.3: Configuracio´n de medidores del individuo X1
# Tipo Nodo Env´ıo Nodo Recibo
(1) 1 1 0
(2) 1 3 0
(3) 1 5 0
(4) 1 6 0
(5) 2 1 2
(6) 2 2 3
(7) 2 4 5
(8) 2 5 4
(9) 2 4 6
se usa el individuo X1.
(1) (2) (3) (4) (5) (6) (7) (8) (9)
HPθ
T =
θ1
θ2
θ3
θ4
θ5
θ6

2 1 0 −1 0 0 0 0 0
−1 −1 1 −1 0 0 0 0 0
−1 0 −1 3 0 0 0 0 0
0 0 0 −1 1 −1 1 −1 −1
0 0 0 0 0 0 −1 1 1
0 0 0 0 −1 1 0 0 0

Luego se calcula la matriz HT∆, a trave´s de la eliminacio´n gaussiana de H
T
Pθ.
(1) (2) (4) (5) (7) (6) (3) (8) (9)
θ1 1 0 0 0 0 0 1 0 0
θ2 0 1 0 0 0 0 -2 0 0
HT∆ = θ3 0 0 1 0 0 0 0 0 0
θ4 0 0 0 1 0 -1 0 0 0
θ5 0 0 0 0 1 0 0 -1 -1
θ6 0 0 0 0 0 0 0 0 0
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(1)
(2)
(3)
(6)
(4) (5)
Inyección de potencias
Flujo de potencia
PMU
Figura 5.2: Ubicacio´n de medidores dada por el individuo X1
La matriz H∆ presenta la estructura mostrada en la Figura 4.3, por lo cual se determina que el
individuo X1 es observable.
5.2.3. Calculo de medidas cr´ıticas M.C(X) y conjuntos cr´ıticos C.C(X)
Al observar la matriz HT∆, se identifica que en la fila nu´mero 3 so´lo existe una posicio´n diferente de
cero, por lo cual indica que la medida 4 (inyeccio´n de potencia en el nodo 6) es la u´nica medida
cr´ıtica existente, por lo cual M.C(X1) es igual a 1.
Las filas 1,2 y 4 de la matriz HT∆ tienen 2 posiciones diferentes de cero, lo que indica que se forman
los siguientes pares cr´ıticos: el primero formado por las medidas 1,2 y 3 (I1,I3,I5), este se clasifica
como un par cr´ıtico debido a que la medida I5 es respaldo tanto de I1 como I3 y el segundo formado
por las medidas 5 y 6 (F1-2,F2-3). Adicionalmente, al retirar una a una las medidas 8 y 9 no se
detectan nuevas medidas cr´ıticas, por lo cual C.C(X1) es igual a 2.
Los resultados de evaluar el individuo X1 se presentan en la Tabla 5.4
5.2.4. Criterios de asignacio´n
Los individuos son localizados en la poblacio´n, conformada por 3 tablas, cada una con capacidad
para 15 individuos, siempre y cuando cumplan con las siguientes caracter´ısticas.
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Tabla 5.4: Resultado de evaluar X1
Observable S´ı
Medidas
Cr´ıticas
1
Conjuntos
Cr´ıticos
2
Costo 40,5 UMs
Para que un individuo sea localizado en la Tabla1 del AEMT deben cumplir con lo siguiente :
Ser observable.
Si se cumple con la cantidad de individuos definida, el aspirante a entrar en esta Tabla debe
tener un valor de costo inferior a cualquiera de los individuos anteriormente localizados, al
cumplir esto remplaza a uno.
Los individuos que conformen la Tabla 2 del AEMT deben cumplir con:
Ser observable.
Tener un nu´mero de M.C igual a cero.
Si se cumple con la cantidad de individuos definida, el aspirante a entrar en esta Tabla debe
tener un valor de costo inferior a cualquiera de los individuos anteriormente localizados, al
cumplir esto remplaza a uno de estos.
Para la Tabla 3 del AEMT se debe cumplir con:
Ser observable.
Tener un nu´mero de M.C igual a cero.
Tener un nu´mero de C.C igual a cero.
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Si se cumple con la cantidad de individuos definida, el aspirante a entrar en esta Tabla debe
tener un valor de costo inferior a cualquiera de los individuos anteriormente localizados, al
cumplir esto remplaza a uno de estos.
Un individuo puede estar ubicado en todas las tablas del AEMT, de esta forma se cumple con la
caracter´ıstica multiobjetivo del problema, en la cual el individuo pertenece al frente de pareto en
posiciones diferentes a los puntos extremos.
Ya que X1 es observable y el nu´mero de M.C y C.C es mayor a cero, la solucio´n es ubicada en la
Tabla 1.
Tabla 5.5: Asignacio´n del individuo a las Tablas
1 .. .. .. .. N1
Tabla1 = X1
1 .. .. .. .. N2
Tabla2 =
1 .. .. .. .. N3
Tabla3 =
La poblacio´n inicial se obtiene despue´s de evaluar la poblacio´n generada aleatoriamente en el numeral
5.2. Finalmente el taman˜o para cada una de las Tablas del AEMT es de 15 individuos. Con base
en la poblacio´n inicial se da inicio a la aplicacio´n del algoritmo de optimizacio´n.
5.3. Aplicar los operadores gene´ticos
5.3.1. Seleccio´n
Seleccionar aleatoriamente 2 tablas. De cada una de estas seleccionar 2 individuos y realizar 2
torneos. Los 2 ganadores del torneo pasan a la siguiente etapa.
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5.3.2. Recombinacio´n
Se usa recombinacio´n de 1 punto y se selecciona aleatoriamente uno de los dos individuos descendientes.
Tabla 5.6: Recombinacio´n
X1= 1 0 1 0 1 1 1 0 1 0 1 0 0 0 0 1 0 1 0 1 1 0 0 0
X2= 1 0 0 1 0 1 1 0 1 1 0 0 1 0 0 1 0 1 0 0 1 0 0 0
Xdes= 1 0 0 1 0 1 1 0 1 1 1 0 0 0 0 1 0 1 0 1 1 0 0 0
5.3.3. Mutacio´n
La mutacio´n consiste en seleccionar un nu´mero entre el [1-10 %] del taman˜o de un individuo. Este
determina la cantidad de medidas que entran o salen de la configuracio´n.
Tabla 5.7: Mutacio´n
Xdes= 1 0 0 1 0 1 1 0 1 1 1 0 0 0 0 1 0 1 0 1 1 0 0 0
Xdes= 0 0 0 1 0 1 1 0 1 1 0 0 0 0 0 1 0 1 0 1 1 0 1 0
Al evaluar el individuo Xdes se obtienen los valores mostrados en la Tabla 5.8
Tabla 5.8: Resultado de evaluar el individuo Xdes
Observable S´ı
Medidas
Cr´ıticas
0
Conjuntos
Cr´ıticos
0
Costo 451,5 UMs
Con base en el valor de las funciones objetivo y los criterios de asignacio´n, se decide su ingreso en
la poblacio´n.
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Terminado el ingreso se regresa a una nueva generacio´n. El proceso termina por nu´mero de generaciones
o si despue´s de lograr una solucio´n no se obtiene una mejor.
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Cap´ıtulo 6
ANA´LISIS DE RESULTADOS
En este cap´ıtulo se presentan los resultados obtenidos al aplicar la metodolog´ıa propuesta en los
sistemas de prueba IEEE de 14, 30 y 57 barras [17]. La metodolog´ıa fue implementada en el lenguaje
de programacio´n C + + y ejecutada en un computador con procesador core i3 de 2.1 GHz, 4 GB
de memoria RAM y sistema operativo Windows 7.
Para la aplicacio´n de la metodolog´ıa propuesta se tuvieron las siguientes consideraciones:
No se tiene en cuenta el costo de instalacio´n de las unidades terminales remotas (RTU’s).
Un PMU ubicado en la barra j entrega la medida de tensio´n y todas las corrientes a trave´s
de las ramas adyacentes.
Los costos de ubicacio´n de los equipos de medida como se muestran en la Tabla 5.2, ver
referencia [18]
El sistema inicia el proceso sin medidores.
Para´metros utilizados: La poblacio´n inicial contiene 15 individuos en cada una de las tablas 1,2 y 3
creadas, se usa seleccio´n por torneo, se considera una tasa de mutacio´n entre el 1 % y 10 % y 1000
generaciones como criterio de parada.
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6.1. Sistema de 14 Barras
Este sistema contiene 14 nodos y 20 l´ıneas. Se considera inicialmente la ubicacio´n de medidores
SCADA. La ubicacio´n o´ptima para estos dispositivos obtenida por el AEMT se presenta en la Figura
6.1. La Figura 6.1(a) muestra la configuracio´n del mejor individuo encontrado para el subproblema
representado en la tabla 1 (individuos observables). La Figura 6.1(b) muestra el mejor individuos
encontrado para el subproblema representado en la tabla 2 (individuos observables y sin M.C). La
Figura 6.1(c) presenta el mejor individuo para el subproblema representado en la tabla 3 (individuos
observales, sin M.C y sin C.C).
Con el objetivo de verificar la metodolog´ıa, los resultados obtenidos son comparados con la literatura.
En la Tabla 6.1 se observa la comparacio´n de los resultados para el sistema IEEE 14 barras. La
metodolog´ıa presenta resultados de mejor o igual calidad a los reportados en la literatura.
Las metodolog´ıas desarrolladas en [18, 19] consisten en determinar la ubicacio´n de equipos de
medida a trave´s de modelos mono-objetivo, por lo cual la comparacio´n es realizada con los mejores
individuos encontrados en cada una de las tablas, segu´n la funcio´n de costo.
Tabla 6.1: Comparacio´n de la metodolog´ıa propuesta para el sistema IEEE 14 barras
SISTEMA IEEE 14 BARRAS
TABLA1 TABLA2 TABLA3
Medidas
SCADA
Costo
(U.M)
Medidas
SCADA
Costo
(U.M)
Medidas
SCADA
Costo
(U.M)
Flujos Inyecciones Flujos Inyecciones Flujos Inyecciones
Marcos [19] 11 2 58.5 7 9 72 – —
Alex [18] – – – – – — 14 9 103.5
Propuesta 8 5 58.5 9 6 67.5 13 9 99
En la Tabla 6.2 se presentan los resultados obtenidos con la metodolog´ıa planteada cuando son
considerados tanto medidores SCADA como PMU’s. Se puede observar que el individuo 1478 es
propuesto tanto por la tabla 1 como por la tabla 2, lo cual indica que este individuo se encuentra
ubicada en la regio´n pareto optima, por lo que se define como el mejor individuo encontrado para
este sistema.
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(b) Mejor individuo para la tabla 2
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6 11 10 9 
13 14 
SISTEMA IEEE 14 BUS – TABLA 3 
(c) Mejor individuo para la tabla 3
Figura 6.1: Sistema de 14 Barras considerando medidores SCADA
La configuracio´n de medidores representada a trave´s del mejor individuo para cada una de las Tablas
segu´n el criterio de costo, se muestran en la Figura 6.2.
6.2. Sistema de 30 Barras
Este sistema esta´ constituido por 30 nodos y 41 l´ıneas. Como en el caso anterior inicialmente se
considera la ubicacio´n de medidores SCADA. Los resultados son comparados con los de la literatura,
esta comparacio´n se presenta en la Tabla 6.3.
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Tabla 6.2: Resultados obtenidos por el AEMT condiderando medidores SCADA & PMU para el
sistema IEEE de 14 barras
TABLA1
Individuo 470 408 917 1478 499 463 594 775 865 945 1504 1196 383 384 431
M.C 12 9 2 0 6 6 2 6 5 4 2 2 8 2 1
C. C 1 4 9 3 8 8 2 5 4 6 6 2 1 7 3
Costo (UM) 63 67.5 85.5 112.5 198.5 203 212 217 221 226.5 231.5 248 349.5 349.5 349.5
TABLA 2
Individuo 1478 908 950 1176 1503 450 1490 1526 1537 1525 581 1533 601 1528 1535
M.C 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C.C 3 9 7 2 7 14 7 4 6 2 12 3 5 5 2
Costo (UM) 112.5 371.5 371.5 383 385 329 388.5 391 497 515 361 520.5 361.5 524 524.5
TABLA 3
Individuo 1264 1534 1527 1541 1540 1539 1518 1538 1544 1545 1546 1543 1530 1517 1547
M.C 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C.C 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Costo (UM) 528.5 541.5 678 682 687.5 799.5 814 814 814.5 823 931.5 958.5 967.5 968.5 972.5
Tabla 6.3: Comparacio´n de la metodolog´ıa propuesta para el sistema IEEE 30 barras
SISTEMA IEEE 30 BARRAS
TABLA1 TABLA2 TABLA3
Medidas
SCADA
Costo
(U.M)
Medidas
SCADA
Costo
(U.M)
Medidas
SCADA
Costo
(U.M)
Flujos Inyecciones Flujos Inyecciones Flujos Inyecciones
Marcos [19] 25 4 130.5 23 9 144 27 15 189
Alex [18] – – – – – — 33 20 103.5
Propuesta 21 12 148.5 21 17 171 23 17 180
La regio´n del frente de pareto para este problema es mostrada en la Figura 6.3. En esta regio´n son
identificadas diferentes zonas:
Zona 1: en esta zona se encuentra localizados los individuos que presentan M.C, C.C y valor
de costo mayor a cero, los cuales se representan a trave´s del subproblema descrito en la Tabla
1.
Zona 2: en esta zona se agrupan los individuos que no presentan M.C, representados a trave´s
de la Tabla 2.
Zona 3: aqu´ı se encuentran ubicados los individuos con M.C y C.C iguales a cero, este
subproblma es representado por la Tabla 3.
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(a) Mejor individuo en la Tabla1 (470)
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(b) Mejor individuo en la Tabla2 (1478)
1 
2 
5 
3 
4 
7 8 
6 11 10 9 
13 14 12
PMU
PMU
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(c) Mejor individuo en la Tabla3 (1264)
Figura 6.2: Sistema de 14 Barras
Zona 4: contiene los individuos con C.C iguales a cero y son representados a trave´s de la
Tabla 1.
El intercambio de informacio´n entre las tablas permite obtener la zona intermedia del frente, la
cual se representa a trave´s de los individuos comunes entre tablas. De e´sta forma la te´cnica de
subdivisio´n de la poblacio´n presenta impl´ıcitamente la seleccio´n de los mejores individuos del frente
de pareto o´ptimo.
En la Tabla 6.4 se presentan los resultados obtenidos cuando son considerados tanto medidores
SCADA como PMU’s.
Se observa que el individuo 1610 es propuesto en las 3 tablas, por lo cual esta solucio´n se encuentra
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C(x)
  M.C(x)
 C.C(x)
1
3
2
4
Figura 6.3: Regio´n que define el frente de pareto
ubicada en la zona central del frente de pareto y es seleccionada como la solucio´n que satisface en
igual proporcio´n cada uno de los objetivos.
Tabla 6.4: Resultados obtenidos por el AEMT considerando medidores SCADA & PMU para el
sistema IEEE de 30 barras
TABLA1
Ind 560 773 1342 932 1555 967 304 1227 425 500 508 1588 1593 1610
M.C 9 4 1 6 2 7 8 0 18 8 8 0 2 0
C. C 4 12 10 6 0 10 12 8 7 6 9 4 4 0
Costo
(UM)
754 854 930 999.5 1024.5 1043.5 692 1057 687.5 902.5 998 1069.5 1076.5 1102.5
TABLA 2
Ind 1515 1588 1610 1571 1574 1607 1563 1557 1608 1606 1572 1587 1590 1592
M.C 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C.C 11 4 0 11 1 6 0 8 6 2 6 8 3 2
Costo
(UM)
1025.5 1069.5 1102.5 1440.5 1516 1528.5 1553.5 1637 1641 1655 1715.5 1722 1764.5 1783.5
TABLA 3
Ind 1610 1563 1611 1609 1604 1605 1602 1579 1600 1514 1516 1584 1595 1523
M.C 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C.C 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Costo
(UM)
1102.5 1553.5 1795 1835.5 2094.5 2363.5 2410.5 2434 2487 2083.5 2499.5 2662 2665 2624.5
—
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6.3. Sistema de 57 Barras
Este sistema es conformado por 57 nodos y 79 l´ıneas. En la Tabla 6.5 se presentan los resultados
obtenidos cuando son considerados tanto medidores SCADA como PMU’s. En este se presenta grupo
de alternativas en la cual se podra´ seleccionar una configuracio´n de acuerdo al presupuesto o al nivel
de confianza establecido para el sistema de medicio´n. Se observa que el individuo 1514 es propuesto
en cada una de las tablas, por lo cual la configuracio´n definida a trave´s de este es considerada como
la mejor alternativa para la ubicacio´n de medidores en este sistema.
Tabla 6.5: Resultados obtenidos por el AEMT considerando medidores SCADA & PMU para el
sistema IEEE de 57 barras
TABLA1
Ind 54 773 1515 1522 873 558 1459 1543 1565 1512 1544 1596 1234 686
M.C 28 9 9 12 7 15 5 0 7 1 1 3 3 11
C. C 15 5 7 6 6 9 5 4 7 1 8 12 4 9
Costo
(UM)
1491.5 2120.5 2187.5 2281.5 2391.5 1868 2400 2424 2426.5 2457 2464 2528.5 2570 2246.5
TABLA 2
Ind 1543 1579 1599 1588 1019 1521 1550 1594 1584 1590 1076 1591 1597 1554
M.C 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C.C 4 14 13 11 9 12 7 4 2 5 11 12 6 10
Costo
(UM)
2424 2591.5 2675 2695 2681.5 2816 2881.5 2891.5 2960 3089 2689 3140 3156.5 3410
TABLA 3
Ind 1514 1525 1582 1595 1533 1598 1586 1541 1589 1578 1547 1600 1551 1555
M.C 0 0 0 0 0 0 0 0 0 0 0 0 0 0
C.C 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Costo
(UM)
3533.5 3299 3869 4029 4124 4139.5 4159 4154 4261 4425.5 3879 4574 3844 4294
La ubicacio´n de medidores propuesta por cada uno de los individuos con menor costo en las 3 tablas
del AEMT para los sistema de prueba, se presentan en el Ape´ndice A.
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Cap´ıtulo 7
CONCLUSIONES Y TRABAJOS
FUTUROS
En esta investigacio´n se propone una metodolog´ıa que permite determinar el nu´mero y la ubicacio´n
de las unidades de medicio´n fasorial y medidores convencionales.
El modelo propuesto, busca minimizar el costo de inversio´n en los equipos de medida, garantizando
la observabilidad del sistema y considerando criterios de redundancia al minimizar el nu´mero de
medidas y conjuntos cr´ıticos. De esta forma son considerados tanto aspectos econo´micos como
te´cnicos, lo que resulta atractivo para las empresas del sector en el memento de tomar decisiones.
El Algoritmo Evolutivo Multiobjetivo de subdivisio´n de la poblacio´n en Tablas, es una te´cnica
que realiza bu´squeda local a trave´s de subproblemas, explorando el espacio´ de solucio´n por medio
del intercambio de informacio´n entre ellos, lo cual reduce la complejidad computacional logrando
resultados de alta calidad. Esta´ te´cnica presenta una gran adaptabilidad a problemas de gran taman˜o
y fa´cil implementacio´n.
La te´cnica seleccionada se adapta de forma adecuada al modelo propuesto permitiendo obtener un
conjunto de soluciones o´ptimas, con las cuales las empresas encargadas de la supervisio´n de sistemas
ele´ctricos tendra´n un mejor criterio para ubicar dispositivos con nuevas tecnolog´ıas que mejoren la
precisio´n del estimador de estado.
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La metodolog´ıa fue verificada con sistemas de prueba de la literatura,confirmado la validez de la
misma, mostrando resultados de muy buena calidad. En algunas de las instancias, el nu´mero de
medidores es inferior a los reportados por otros autores.
Esta metodolog´ıa puede ser adaptada para proponer la ubicacio´n o´ptima de nuevos dispositivos de
medida a partir de la localizacio´n medidores existentes.
7.1. Trabajos Futuros
Realizar la implementacio´n de la metodolog´ıa propuesta en sistemas ele´ctricos de operadores de
red colombianos con el fin de proponer punto estrate´gicos para la ubicacio´n de equipos con nuevas
tecnolog´ıas, con el objetivo de garantizar un sistema de medicio´n robusto que permita un mejor
desempen˜o del EE.
Proponer una nueva metodolog´ıa de ubicacio´n de equipos de medicio´n fasorial, en la cual se considere
tanto efectos en el estudio de estimacio´n de estado como en el ana´lisis de estabilidad del sistema
ele´ctrico.
Implementar el Algoritmo Evolutivo Multiobjetivo de subdivisio´n de la poblacio´n en Tablas en
diferentes problemas de planeamiento de sistemas ele´ctricos que presenten ma´s de dos objetivos y
comparar su eficiencia con respecto a otras te´cnicas.
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Ape´ndice A
UBICACIO´N DE MEDIDORES
PARA LOS RESULTADOS
OBTENIDOS
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Tabla A.1: Ubicacio´n de medidores para lo mejores individuos encontrados en el sistema de 14 barras
considerando so´lo medidores SCADA
Sistema de 14 Barras
Medidas Instaladas
Tabla1 Tabla2 Tabla3
I1 I2 I2
I4 I3 I4
I8 I4 I6
I11 I6 I7
I12 I7 I8
F2-4 I13 I9
F2-5 F1-2 I10
F3-2 F1-5 I11
F4-7 F6-11 I13
F6-12 F6-13 F1-2
F10-11 F7-9 F1-5
F13-14 F8-7 F2-4
F14-9 F10-9 F4-3
F10-11 F4-5
F13-14 F5-4
F6-12
F6-11
F8-7
F9-7
F9-14
F13-6
F13-14
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Tabla A.2: Ubicacio´n de medidores para lo mejores individuos encontrados en el sistema de 30 barras
considerando so´lo medidores SCADA
Sistema de 30 Barras Medidas Instaladas
TABLA1 TABLA2 TABLA3
I7 F27-29 I1 F12-13 I1 F12-13
I11 F29-30 I4 F18-19 I2 F18-19
I12 F6-28 I5 F24-25 I3 F24-25
I15 F2-1 I6 F25-26 I6 F25-26
I18 F6-2 I7 F27-29 I8 F27-29
I20 F7-6 I8 F29-30 I10 F29-30
I21 F12-4 I10 F6-28 I11 F6-28
I22 F14-12 I11 F2-1 I12 F2-1
I23 F20-10 I12 F6-2 I13 F6-2
I24 F26-25 I13 F7-6 I15 F7-6
I27 F30-29 I15 F12-4 I17 F12-4
I27 F28-8 I17 F14-12 I18 F14-12
I28 I20 F20-10 I20 F20-10
F1-3 I22 F26-25 I22 F26-25
F4-6 I24 F30-29 I24 F30-29
F6-7 I25 F28-8 I25 F28-8
F9-11 I29 I30 F27-28
F9-10 F1-3 F1-3 F30-27
F12-13 F4-6 F4-6
F18-19 F6-7 F6-7
F24-25 F9-11 F9-11
F25-26 F9-10 F9-10
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Tabla A.3: Ubicacio´n de medidores para lo mejores individuos encontrados en el sistema de 14 barras
considerando medidores SCADA y PMU
Sistema de 14 Barras Medidas Instaladas
TABLA 1 TABLA 2 TABLA 3
I1 I1 F10-9 I4 F14-13
I9 I2 F14-9 I5 PMU2
F2-5 I3 F11-10 I6 PMU8
F3-4 I6 I7 PMU10
F4-5 I7 I9
F6-13 I11 I10
F5-2 F1-5 I13
F7-4 F2-5 F1-5
F6-5 F3-4 F2-5
F11-6 F5-6 F5-6
F8-7 F6-12 F7-9
F10-9 F9-10 F5-1
F11-10 F12-13 F3-2
F13-12 F13-14 F4-2
F2-1 F5-4
F3-2 F6-5
F4-3 F11-6
F7-4 F12-6
F6-5 F8-7
F13-6 F9-7
F8-7 F14-9
F9-7 F11-10
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Tabla A.4: Ubicacio´n de medidores para lo mejores individuos encontrados en el sistema de 30 barras
considerando medidores SCADA y PMU
Sistema de 30 Barras Medidas Instaladas
TABLA 1 TABLA 2 TABLA 3
I2 F28-8 I3 F28-27 I2 F12-14 F17-10
I6 PMU5 I4 F6-28 I3 F14-15 F21-10
I12 PMU15 I8 F2-1 I4 F16-17 F23-15
I26 PMU16 I9 F3-1 I5 F15-18 F24-22
I29 PMU22 I11 F4-3 I6 F18-19 F25-24
F3-4 I12 F7-5 I8 F19-20 F26-25
F9-10 I13 F9-6 I9 F10-17 F27-28
F10-20 I16 F10-9 I12 F15-23 PMU1
F10-22 I19 F12-4 I14 F24-25 PMU12
F15-23 I21 F14-12 I15 F25-26 PMU13
F22-24 I25 F15-14 I16 F25-27 PMU16
F23-24 I26 F18-15 I19 F2-1 PMU22
F27-29 I30 F21-10 I20 F4-2 PMU30
F5-2 F3-4 F26-25 I22 F6-2
F6-2 F2-5 F27-25 I23 F6-4
F7-5 F2-6 PMU3 I24 F7-6
F8-6 F6-7 PMU11 I26 F8-6
F11-9 F6-8 PMU15 I27 F9-6
F20-19 F14-15 PMU19 I30 F11-9
F21-10 F16-17 PMU24 F1-3 F15-12
F26-25 F19-20 PMU29 F2-5 F17-16
F27-25 F10-17 F6-9 F19-18
F27-28 F10-21 F9-11 F20-19
F29-27 F15-23 F12-13 F20-10
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Tabla A.5: Ubicacio´n de medidores para lo mejores individuos encontrados en el sistema de 30 barras
considerando medidores SCADA y PMU
Sistema de 57 Barras Medidas Instaladas
TABLA1 TABLA 2 TABLA 3
I12 F8-6 I1 F3-4 F4-3 PMUI1 I1 F3-4 F4-3 F49-13
I19 F11-9 I3 F4-6 F5-4 PMUI3 I3 F4-6 F5-4 F52-29
I22 F13-9 I5 F6-8 F7-6 PMUI5 I5 F6-8 F7-6 F53-52
I23 F6-5 I8 F9-12 F9-8 PMUI8 I8 F9-12 F9-8 F43-11
I25 F12-10 I9 F1-16 F13-9 PMUI9 I9 F1-16 F13-9 F41-56
I27 F15-14 I11 F7-8 F15-1 PMUI11 I11 F7-8 F15-1 F42-56
I34 F20-19 I12 F22-23 F17-1 PMUI12 I12 F22-23 F17-1 F57-39
I37 F26-24 I13 F23-24 F18-4 PMUI13 I13 F23-24 F18-4 F55-9
I43 F32-31 I15 F24-25 F6-5 PMUI15 I15 F24-25 F6-5 PMU1
I48 F32-34 I16 F24-26 F12-10 PMUI16 I16 F24-26 F12-10 PMU3
I52 F36-35 I20 F28-29 F13-12 PMUI20 I20 F28-29 F13-12 PMU4
F1-2 F37-36 I24 F7-29 F16-12 PMUI24 I24 F7-29 F16-12 PMU8
F4-5 F42-41 I27 F30-31 F19-18 PMUI27 I27 F30-31 F19-18 PMU10
F6-7 F43-41 I29 F31-32 F20-19 PMUI29 I29 F31-32 F20-19 PMU15
F9-11 F50-49 I32 F34-32 F20-21 PMUI32 I32 F34-32 F20-21 PMU18
F12-16 F56-40 I34 F34-35 F22-21 PMUI34 I34 F34-35 F22-21 PMU21
F23-24 F42-56 I36 F37-38 F25-24 PMUI36 I36 F37-38 F25-24 PMU22
F28-29 F57-39 I39 F11-41 F27-26 PMUI39 I39 F11-41 F27-26 PMU24
F32-33 F55-9 I40 F41-42 F30-25 PMUI40 I40 F41-42 F30-25 PMU27
F36-37 PMU3 I41 F15-45 F31-30 PMUI41 I41 F15-45 F31-30 PMU31
F41-42 PMU12 I43 F14-46 F37-36 PMUI43 I43 F14-46 F37-36 PMU33
F47-48 PMU19 I45 F46-47 F38-37 PMUI45 I45 F46-47 F38-37 PMU34
F13-49 PMU21 I47 F48-49 F38-22 I47 F48-49 F38-22 PMU36
F29-52 PMU26 I50 F50-51 F41-11 I50 F50-51 F41-11 PMU37
F54-55 PMU31 I53 F53-54 F44-38 I53 F53-54 F44-38 PMU39
F44-45 PMU45 I56 F54-55 F45-15 I56 F54-55 F45-15 PMU47
F40-56 PMU47 I57 F44-45 F50-49 I57 F44-45 F50-49 PMU53
F9-55 PMU50 F1-2 F57-56 F51-50 F1-2 F57-56 F51-50 PMU56
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