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Abstract
In this work longitudinal and transverse combustion instabilities are studied in two
types of configurations. While longitudinal modes have been observed in many previous
studies at low frequencies, the present work also focusses on high-frequency transverse
modes. First, a premixed flame stabilized on a V-flame holder is investigated where
experimental results obtained by Volvo are used to validate the simulations. For dif-
ferent operating conditions, longitudinal and transverse modes are observed in Large
Eddy Simulations (LES) and show good agreement with the experimental data in terms
of pressure frequency and flow dynamics. In a second step, a semi-industrial case is
examined within the European project KIAI. Experiments are conducted by ONERA
and LES of this two-phase flow configuration (called Lotar) are carried out. Trans-
verse combustion instabilities are analyzed and key elements which drive instabilities
are identified. These observations are used to reformulate the classic Flame Trans-
fer Function (FTF) in order to predict the stability of transverse modes by use of an
Helmholtz solver. The results reproduce fairly well the stability map generated by LES.
Re´sume´
Dans cette the`se les instabilite´s de combustion sont e´tudie`es sur deux types de config-
uration. Tout d’abord, un cas acade´mique stabilise´ par un die`dre (Volvo) est e´tudie´.
Les simulations sont valide´es par comparaison avec les donne´es expe´rimentales. En
faisant varier le point de fonctionnement, des modes transverses et longitudinaux sont
observe´s, en bon accord avec les donne´es expe´rimentales en termes de fre´quence des
fluctuations de pression et de la dynamique de l’ecoulement. Dans un second temps,
une configuration proche des cas industriels a e´te´ e´tudie´e dans le cadre du projet eu-
rope´en KIAI (Lotar). Les donne´es expe´rimentales ont e´te´ obtenues lors d’une cam-
pagne d’essais a` l’ONERA. Plusieurs simulations aux grandes e´chelles sont conduites
sur cette configuration. Les instabilite´s transverses de combustion sont analyse´es et les
me´canismes essentiels qui les pilotent sont identifie´s. Sur la base de ces observations,
la forme du mode`le a` Fonction de Transfert de Flamme est modifie´e et associe´e a` un
solveur de Helmholtz pour pre´dire la stabilite´ des modes transverses. Les re´sultats
obtenus par le solveur acoustique sont en bon accord avec la carte de stabilite´ obtenue
par la simulation aux grandes e´chelles.
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1.1 Oscillations, modes and instabilities of dynamic sys-
tems
In nature, the main form of motion is oscillation. It is present everywhere: a demon-
strative example is the heart. It pumps blood through the body with every heartbeat.
The beat frequency depends on the breathing rhythm and is harmonic in time, even if
the frequency can change. An other example are the planets in the solar system, which
periodically travel on their circular orbit. Similar illustrations can be given, where the
origin of the oscillation is induced by an external force, e.g. energy level changes of an
atom or a strummed guitar string. They are also present in technical systems, either
wanted or unwanted: the pendulum clock, where a periodically swinging weight ensures
the correct time indication is an example of useful oscillation while vibrating airplane
wings (called buffeting) are a significant danger for aircrafts when they leave their flight
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Figure 1.1: Left: The sun as an acoustic cavity: mode pattern [330]. Right:
Fundamental mode of a guitar [256].
operation domain [331, 332]. In the latter case, the aerodynamic oscillation frequency
(shock waves or boundary layer separation) corresponds to the resonant frequency of
the frame structure which leads to its excitation [102, 273]: the wing is a resonator
[98, 152].
A system, which is oscillating at its natural frequency is called resonator. Examples
are music instruments like an organ pipe or the sun which acts as an acoustic cav-
ity: acoustic waves resonating in the interior of the sun are studied in helioseismology
(Fig. 1.1 left) where oscillation periods range from 90 s to 20 min [110]. In other cases,
its not the entire system but rather a cavity that resonates: Schumann resonances
can be measured for the zone between earth surface and the upper atmosphere (called
ionosphere) induced by lightning discharges [204]. Due to the large perimeters, the
electromagnetic resonance frequencies are low (around 8 Hz), depending on environ-
mental characteristics (changes of weather, daytime, etc.). The oscillation frequency of
a resonator is referred to as natural frequency or normal mode. These modes follow a
specific pattern (Fig. 1.1) and depend on the system geometry, its boundary conditions
and inhomogeneities of the medium inside the system.
In real systems, the excitation of natural frequencies is undesired as exemplified by the
buffeting phenomenon: the energy induced by unsteady aerodynamics feeds the reso-
nance, the oscillation amplitudes can grow and lead to damage or destruction. This
phenomena is also a problem in rocket engines or gas turbines and is known as combus-
tion instabilities. Combustion constitutes a specific case in the world of instabilities:
2
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Figure 1.2: Burner configuration. Left: New system. Right: Damages caused
by combustion instabilities [130].
because most combustion systems exhibit very high power densities (in the order of
GW/m3), any oscillation can lead to dramatic consequences. Since most real flames
are turbulent, triggering at all frequencies between integral and Kolmogorov scales due
to turbulent eddies can excite resonant chamber modes, leading to catastrophic conse-
quences. Figure 1.2 shows the ability of these modes in destroying a combustor. The
mechanism leading to instabilities in flames can be observed in the simplest example
Figure 1.3: Left: The Rijke tube configuration adopted from Feldman [95].
Right: Temporal evolution of pressure oscillations measured in an experimental
configuration of the Rijke tube [191].
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of a tube with a heat source (Fig. 1.3): the Rijke tube. Experiments were conducted
by Rijke [260, 261] where sound was generated when the position of the heater grid
has been placed at the lower half of the tube. Maximum oscillation amplitudes were
observed, when the grid was located one quarter of the entire length from the tube
bottom. This event is referred to as thermoacoustic instabilities. Since then, research
has focused on various Rijke tube arrangements [95, 246] and most studies concentrated
on low-frequency oscillations which propagate along flow direction, called longitudinal
modes. In some cases, however, high-frequency transverse modes are excited and pres-
sure oscillations propagate between the lateral walls perpendicular to the flow direction.
The study of transverse modes started in the early 1950s because of screech in after-
burners or high-frequency modes in rockets and is still an active research topic today
for rocket engines but also for gas turbines.
This works focuses on the simulation, prediction and understanding of feedback mech-
anisms of longitudinal and transverse modes in gas-turbine like configurations. Section
1.2 presents the main characteristics, driving mechanisms and control of combustion in-
stabilities. Section 1.3 discusses the phenomenological differences between longitudinal
and transverse modes. Section 1.4 describes the organization of the thesis.
1.2 Combustion instabilities: Fundamentals and challenges
1.2.1 Occurrence and causes
Today, combustion is the main energy source covering the fields of power generation
(gas turbines, industrial furnaces or heating systems) and propulsion (rocket engines,
ramjets, afterburner, jet-propulsion engines) [337]. Combustion processes can be influ-
enced by combustion instabilities: oscillations can grow up to large amplitude pressure
fluctuations which cause inefficient fuel consumption and high level of acoustic noise.
Besides, the heat transfer on the combustor walls is enhanced so that thermal stresses
are increased and in extreme cases they can destroy the combustion chamber [236, 341].
These effects are related to high cost in maintenance and (in worst cases) redevelop-
ment [172]. Combustion instabilities result from an interaction of acoustic field, flame
perturbation and natural acoustic mode of the combustor. Oscillations are caused e.g.
by entropy waves or vortices generated due to flame dynamics [70, 172, 198]. They are
convected downstream the combustion zone, impinge on a wall or turbine blade and
4
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are reflected upstream as acoustic waves. This excites another wave or vortex and this
process leads to instability if proper gain and phase conditions are satisfied (Fig. 1.4).
The Rayleigh criterion [249] can be derived by constructing an evolution equation for
acoustic energy E =
∫
(12ρu
′2 + 1
2ρc2
p′2)dV as done by many authors [173, 236]:
∂E
∂t
+∇(p′u′) = γ − 1
γp0
p′q′ (1.1)
so that a condition for energy transmission from combustion process to the acoustic
field is: ∫
T
p′q′dt ≥ 0 (1.2)
The left hand side of Eq. (1.2) is greater than zero when the phase between p′ and q′ is
less then pi/2 so that energy is added to the acoustic field. Energy can also be removed
if the phase is larger then pi/2. However, knowledge about added or removed energy
to the acoustic field at a given time and a given point is not a sufficient condition
for detecting combustion instability. This can be done by averaging over the whole
chamber and taking the acoustic energy losses Li into account [172]:∫
V
∫
T
p′q′ dtdV ≥
∫
V
∫
T
∑
Li dtdV. (1.3)
Losses by viscous dissipation or outgoing acoustic energy (through inlets and outlets)
are considered as damping. Equation (1.3) shows that if the left hand side (energy
addition) is greater then the damping term on the right hand side, instabilities will
occur.
Figure 1.4: Feedback loop leading to resonant combustion instabilities [172]
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Figure 1.5: Pressure oscillation growth from linear regime to limit-cycles [230]
The Rayleigh criterion is often used for combustion instability analysis but it is not
necessarily the correct criterion. For example, a related criterion is proposed by Nicoud
& Poinsot [208] where non-isentropic flows are considered and an energy including
entropy fluctuations is used to derive stability criteria. Following [53], they show that
the proper energy needed to define a stability criterion is not 12ρu
′2 + 1
2ρc2
p′2, but an
energy including also entropy fluctuations so that a different criterion is obtained where
instabilities occur when fluctuations of temperature and heat release are in phase:∫
T
T ′q′dt ≥ 0 (1.4)
This criterion differs from the Rayleigh criterion where pressure and heat release fluc-
tuations have to be in phase for instability to grow. In practice, the classical Rayleigh
criterion is still used by many authors even though it seems to be incomplete.
The onset of oscillations is a consequence of linear instability. The initial steady state
where no oscillations are present is an unstable equilibrium point. Even small pertur-
bations cause an exponential growth of oscillation amplitudes and energy is added to
the acoustic field. This region is indicated as the linear zone in Fig. 1.5. After an
overshoot, oscillation amplitudes are periodic and constant, showing that a limit-cycle
is attained. The energy gain at this state is compensated by the losses through bound-
aries and of the system itself due to dissipation. A stable limit-cycle is characterized
by a well-defined frequency and amplitude indicating that the heat release response is
saturated.
6
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1.2.2 Driving and damping mechanisms
The interaction between heat release oscillations, acoustics and velocity disturbances
can feed the instability process. Driving mechanisms can be illustrated by examining a
swirled combustion chamber (Fig. 1.6). The oxidizer is entering the first section from
the left where it mixes with liquid fuel and burns finally in the second section, the
combustion chamber. This example illustrates different sources of instability driving
mechanisms which will be summarized briefly.
The most obvious cause for instability is flame surface variations due to flow rate
oscillations induced by pressure fluctuations. The variation of the flame area is directly
linked to the burning rate and thus to heat release fluctuations. This phenomenon
has been widely observed [168, 182, 250, 281, 318] e.g. Venkataraman et al. [334]
investigated experimentally a coaxial dump combustor and concluded that flame area
changes due to flame-flow field interactions drive the instability. Similar observations
were made by Reuter et al. [250] studying a ramjet burner. The flame surface is
modulated periodically by unsteady vortex shedding at the flame holder and hence
unsteady heat release driving instability.
Vortex shedding appears in many combustion systems when shear layers between dif-
ferent densities are built. Due to the mixing process, vortices are generated and shed
Figure 1.6: Driving mechanisms of combustion instabilities in swirling systems
[172]
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Figure 1.7: Schematic process of vortex shedding [70]
in consequence of Kelvin-Helmholtz instability [49] (Fig. 1.7). Vortices play a major
role in almost all combustion instabilities. Rogers & Marble [262] studied a ramjet
combustor exhibiting high-frequency oscillations (also known as screech) and observed
a transverse mode, generating transverse velocities which excited vortices in the shear
layer. These vortices included unburnt gases so that after a time delay they burnt in
the hot gases region and pressure waves were produced. The pressure waves in turn
excited the modes of the chamber closing the feedback loop. Shonerd [300] studied a
flame stabilized on a rod and showed that the vortices shed at the flame rod at the same
frequency as the longitudinal mode of the system. The review of Byrne [42] compares
several experimental observations of combustion instability due to vortex shedding.
Smith & Zukoski [308] show that vortex shedding is responsible for the unsteady heat
release which drives the instability. Poinsot et al. [234] studied longitudinal modes in a
multiple inlet dump combustor experimentally. The global Rayleigh criterion was ver-
ified and it was demonstrated that longitudinal modes were vortex-driven and vortex
shedding appeared in phase with fluctuations of the acoustic velocity. Similar obser-
vations in more complex configurations are reported by Paschereit et al. [221] where
unstable acoustic modes in a low-emission swirl stabilized combustor are excited due
to flow instabilities. More examples can be found in the review of Candel [43].
Another key parameter of heat release oscillations are equivalence ratio fluctuations.
These fluctuations can be generated either from insufficient mixing of fuel and air in
8
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Figure 1.8: Chemical reaction time (inversely proportional to reaction rate)
depending of the equivalence ratio of hydrocarbon fuel [354]
the mixing passages or from mass flow rate modulations of air and fuel in the injection
area. Both scenarios can induce fluctuations of the heat release rate especially in
lean combustion regimes as can be seen in Fig. 1.8. The shortest chemical reaction
time, which is inversely proportional to the reaction rate, is attained for equivalence
ratios equal to unity. Larger reaction times are observed for lean combustion regimes.
Assuming oscillations in the equivalence ratio for lean flames, high changes in the
reaction rate are the consequence which in turn promote combustion instabilities.
For liquid fueled combustors the injection of liquid (atomization and evaporation) also
plays a major role in triggering combustion instabilities [69]. Theoretical studies have
been carried out by several authors: Duvvur et al. [88] used a droplet vaporization
model to investigate the influence of vaporization to instabilities. They found that
in certain frequency domains the droplet vaporization can drive instabilities. DiCi-
cco & Buckmaster [71] analyzed the role of velocity slip, which is the time between
the response of a droplet to fluid mechanic perturbations. They considered various
fuels, droplet sizes, inlet air temperatures and speeds. It was shown that higher gas
velocities and low acoustic oscillations force combustion instabilities. Both analytical
and experimental work was done by Anderson et al. [3]. The effect of constant and
periodic atomization on combustion instabilities was examined with a subscale rocket
9
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Figure 1.9: Schematic drawing of acoustic losses in combustors [173]
combustor fueled by liquid ethanol. The amplification of the first three longitudinal
chamber modes was observed by using certain frequencies for periodic atomization: it
was demonstrated that continuous atomization did not exceed the theoretical ampli-
tude limit for driving instabilities although the highest amplitude was attained with
a single droplet size distribution. As a consequence, a wide droplet distribution leads
to lower response amplitudes. However, periodic atomization exceeded the theoretical
limit and was clearly identified as an instability forcing mechanism.
As stated in Eq. (1.3) acoustic energy losses can inhibit combustion instabilities if they
overweight the acoustic energy gain. Figure 1.9 shows schematically where acoustic
losses are encountered in combustion chambers [173]. A certain amount of energy loss
Figure 1.10: Reflection coefficient of an open-end duct [132]
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is always present at system boundaries. The simplest case is the propagation of acoustic
waves out of the system. The sound energy can also be convected out of the domain by
fluid dynamics and the Mach number is a important control parameter for these losses
[195, 339]. Ingard & Singhal [132] stated that in a open-end duct the axial resonances
almost vanished for flow Mach numbers excessing 0.4 (Fig 1.10). Fluids at rest feature
a reflection coefficient below unity which indicate losses due to radiation. At Mach
numbers around 0.3 the reflection of incident waves is reduced by more then 50 %.
Acoustic energy is also dissipated in the boundary layer [13, 227, 286]. The zero-velocity
and non-fluctuating temperature condition at walls transform impinging acoustic waves
into vorticity or entropy fluctuations. Hence, the reflected acoustic wave magnitude is
smaller than the incident one due to energy conversion [70]. Furthermore, any acoustic
wave propagating along a solid surface induces an unsteady boundary layer dissipation
which damps the acoustic energy [201]. This dissipation is given by [287]:〈
dES
dt
〉
=
1
2
ρνu′2
√
ων
2
(1.5)
This dissipation rate of energy per surface unit (ES) depends on the kinematic viscosity
ν, the velocity fluctuation parallel to the wall u′ and the pulsation frequency ω. The
dissipation rate depends on the oscillation frequency and is small for low-frequency
fluctuations. Other types of losses are due to flow separation and convection. Scattering
of acoustic energy can be understood as a distribution of energy on different frequencies,
e.g. in non-linear processes of combustion instabilities, a certain chamber mode f0 is
excited and also its harmonics 2f0, 3f0 [173].
The effect of damping by the liquid phase was studied by Marble & Candel [181]: they
investigated analytically the acoustic attenuation due to water droplets in ducts and
found out that its strength is proportional to the water vapor mass in the air. This in
turn is a function of the air temperature. Especially higher duct modes are strongly
abated.
Other effects like chemical kinetics relaxation or homogeneous damping are shown by
Williams et al. [342] to be small and are often neglected.
1.2.3 Control methods
Knowledge of the different mechanisms can be useful to control pressure oscillations.
Several control methods are a posteriori options which help to diminish oscillations
11
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by modifying the energy balance of the system. The aim of these techniques is to
interrupt the feedback loop between acoustic and heat release fluctuations. Generally,
two different approaches are distinguished:
• passive control: geometric design changes, based on addition of damping devices
• active control: monitoring oscillations and mitigation by external energy supply
Both passive and active control methods will be discussed shortly in this section.
As already mentioned, the amplitude of combustion oscillation during limit cycle op-
eration is defined by the balance of energy gain and dissipation. Increasing the energy
dissipation leads to smaller amplitudes: this can be achieved by adding damping sys-
tems like Helmholtz resonators, quarter-wave tubes or simple holes with cavities at the
backside [139].
A Helmholtz resonator contains a cavity volume and a neck with a certain cross section
(Fig. 1.11). The principle of operation can be compared with a spring-mass oscillator
[70, 236, 238]. If this system is connected to a combustion chamber, pressure oscilla-
tions inside the chamber act on the air inside the cavity and in the neck, which can
be seen as the spring and the mass, respectively. The movement of air (mass) in the
neck effects energy dissipation when the frequency of the oscillations is close to the
eigenfrequency of the resonator. Acoustic energy is most effectively dissipated when
the resonator geometry mode matches the frequency that has to be damped: the ge-
ometry of the resonator determines the attenuation power. Helmholtz resonators have
been successfully integrated in many devices including gas turbines. Krebs et al. [157]
carried out experiments on an industrial full-size Siemens gas turbine and achieved high
damping rates using Helmholtz resonators to damp pressure amplitudes. A widened op-
eration range by tuning the resonators was found experimentally by Lepers et al. [171].
Figure 1.11: Sketch of an Helmholtz resonator [130]
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The positions of the resonators play an important role as shown by Kru¨ger et al. [158]
with theoretical predictions and experiments. In addition, cooling of these dampers is
necessary and increases highly the mitigation rate [84, 85]. Alstom reported about the
extension of the operating range by Helmholtz resonators in real gas turbines [14, 15].
Quarter-wave tubes work in the same manner as Helmholtz resonators but can only be
used for high-frequency oscillations. By definition their length corresponds to a quarter
of the wavelength. Mongia et al. [193] made use of quarter-wave tubes in a General
Electric combustor and showed significant reduction of oscillation amplitudes. Poinsot
& Veynante [236] show that for large section ratios S1/S2 quarter-wave tubes oscillate
at the same frequency as Helmholtz resonators.
As already mentioned in Section 1.2.2 fuel properties play a significant role in com-
bustion instability. One idea is to use a staged fuel injection whereby the total fuel
amount was kept constant. Scarinci [272] analyzed a three staged axial fuel injection
system where the first and the second stage were able to modulate the temperature.
By mapping pressure amplitudes and fuel distributions, they were able to find stable
operating regions and thus control longitudinal mode instabilities. Fuel staging as an
instrument of instability abatement is also reported by Mongia et al. [193] and has been
tested at EM2C in Paris by Barbosa et al. [11] and Providakis et al. [244].
The pilot injection system alone can also be used to control pressure oscillations. In
Figure 1.12: Impact of pilot fuel injection on pressure fluctuation and NOx
[312]
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Fig. 1.12 its influence can be seen for a Solar lean premixed combustion system worked
out by Steele et al. [312] where the injection of 10% fuel amount through the pilot
reduced the pressure oscillations significantly. At the same time NOx emissions are
increased and the target value is exceeded. This point shows, that adjusting the fuel
injection in order to damp combustion instabilities can lead to a shift of flame tem-
perature and possible emission targets can be missed. The compromise between NOx
emissions and instability levels was also studied using LES by Schmitt et al. [277] for
an Alstom engine.
The suppression of combustion instabilities can also be achieved by means of active
control [31, 164, 165, 185] as shown by Cambridge and EM2C with TU Munich in the
80’s. Here, a controller is connected to an actuator giving adjusted output signals for
instability mitigation. Two types of active control systems exist and are classified as:
• Open-loop control: the controller is programmed to give a fixed output without
information of the system stability
• Closed-loop control: pressure and/or heat release fluctuations are monitored and
forwarded to the controller which generates an appropriate trigger signal for the
actuator
Open-loop systems need a priori information about the instability mechanism and its
frequency for the controller output. Tests on Rijke tubes were reported by Williams
[343]. The pressure signal was used to introduce ”anti-sound” generated by loudspeak-
ers which entered the tube out of phase with respect to the instability oscillation in order
to cancel out the pressure oscillations. First applications on laboratory-scale combus-
tors were carried out by Lang et al. [164] and showed mitigation of unstable modes for
all operated conditions. The low energy consumption of the control device was pointed
out indicating a possible industrial application. This method was also used to study the
growth process of unstable modes [237]. Lubarsky et al. [176] [177] carried out experi-
ments on a swirl combustor using liquid fuel. Combustion instabilities around 400 Hz
were completely suppressed when the fuel line was modulated at frequencies between
250 Hz and 330 Hz showing that low-frequency modulations can stabilize combustion
systems and a reduced energy amount is needed for the modulation system.
Closed-loop control requires permanent monitoring of the combustion process. To do
so, pressure sensors are required to capture the actual signal S(t) during combustion
14
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Figure 1.13: Schematic drawing of an close-loop control setup with adaptive
filter [130].
(Fig. 1.13). It is received by a controller which generates the fitted output signal A(t)
for instability mitigation. The actuator is changing the feedback mechanism between
acoustic and heat release fluctuations either by loudspeaker or fuel flow modulation.
The closed-loop-control can be additionally equipped with an adaptive filter which
surveils the overall-performance of the combustor [23]. This allows to suppress insta-
bilities but also to improve the stable combustion process or emission rates. Several
configurations ranging from laboratory-scale combustors [20, 36, 94, 185, 202] to heavy-
duty gas turbines [18, 121, 297] have been used with feedback control and showed suc-
cessful oscillation reduction. However, active control techniques are not widely used in
industrial configurations because of their costs, maintenance and certification process.
1.3 Longitudinal/azimuthal vs transverse modes
The overview of combustion instabilities reveals the efforts spent over several decades on
this problem. Still, our capacity to predict and control these modes remains insufficient.
One main reason is the unpredictability of the mode nature (longitudinal, transverse
or azimuthal) and the dependance on geometrical characteristics. Longitudinal modes
may develop in all kind of geometries and are well-known [72, 200]. Some modes ap-
pear preferentially in specific geometries, e.g. azimuthal modes in annular combustors
[37, 311, 347]. Transverse modes may be excited in rectangular [258, 288, 304] and
cylindrical combustion chambers [285, 350] but can also appear in annular geometries
(Fig. 1.14). Longitudinal modes have been extensively studied but transverse modes
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Figure 1.14: Sketch of different mode types depending on the configuration.
Top: Longitudinal modes in rectangular or cylindrical ducts propagating in
axial direction. Middle: Azimuthal modes in full annular chambers and their
idealized representation in a small sector as transverse perturbations. Bottom:
Transverse acoustic modes propagating between lateral walls and can appear
in all types of combustion systems.
have received much less attention even though their consequences are usually more dra-
matic, because they can lead to very high levels of pressure oscillations. Longitudinal
and transverse modes show different features but have also very specific characteristics:
consider for example a rectangular box (Fig. 1.15) with defined boundary conditions
(u′(x = 0) = 0 and p′(x = L) = 0). The first longitudinal mode (Fig. 1.16 top) is a
quarter-wave mode where the pressure anti-node is located near the inlet (x = 0) and
the pressure node at the outlet (x = L) which makes them controllable through these
boundary conditions. On the contrary, the first transverse mode for the same boundary
conditions would have a nodal line in the center of the box (Fig. 1.16 bottom). Some
major comparisons can be made through this observation:
• Longitudinal modes propagate in axial direction and have typically low-frequencies
(< 500 Hz) whereas transverse modes establish between the lateral chamber walls
which are generally closer so that the mode frequencies are higher. Typical fre-
quencies of transverse modes are in the kHz range.
• The wavelength of longitudinal modes is much larger then the length of the flame,
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Figure 1.15: Top left: Schematic drawing of the test case. Top right: Mesh for
AVSP. Bottom: right: Constant field of sound speed. Bottom right: Discon-
tinuous sound speed field.
Figure 1.16: Pressure amplitude with superimposed iso-lines. Top: First lon-
gitudinal mode. Bottom: First transverse mode.
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Figure 1.17: Left: Pathways of coupling between transverse oscillations and
flame [213]. Right: Example of the FTL pathway: Injector coupling [30].
allowing to describe the flame as compact (λ lf ). Transverse modes have natu-
rally higher frequencies and the wavelength can be of the same order as the flame
length (λ ≈ lf ). As a consequence, the flame can not always be considered as
compact and the local heat release distribution becomes important. The acoustic
characterization of such systems by means of Flame Transfer Functions (FTF)
can not be based on global heat release models since compactness is not ensured.
Therefore, the FTF should be formulated locally so that local heat release fluctu-
ations are referenced to an acoustic velocity at a reference point [155, 206, 351].
• The first transverse mode has by definition a half-wave structure because the
boundaries are walls (u′ = 0) and the center axial line is a pressure node. This
changes for higher order modes and possible interactions between mode activities
and injector nozzle may occur, referred to as ”injector coupling” piloting the
flame response [68, 213]. The schematic drawing proposed by O’Connor et al.
[213] (Fig. 1.17 right) displays the conversion of transverse perturbations into
longitudinal oscillations which finally generate heat release fluctuations.
• Longitudinal oscillations are piloted through axial velocity perturbations. The sit-
uation is unclear for transverse modes as shown by O’Connor et al. [213] (Fig. 1.17
left): several pathways from transverse mode perturbations to heat release rate
oscillation exist. The present work shows that it can depend on the transverse
velocity or, in the case of a swirling flame on the orthoradial flow direction.
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• Longitudinal modes are usually controllable through the outlet boundary by
changing the outlet impedance. For transverse modes, however, lateral cham-
ber walls are usually rigid but can also be acoustically tuned by covering them
with liners, multi-perforated plates or Helmholtz resonators [100, 126, 142, 144,
187, 196, 271].
• Numerically, the prediction of transverse modes requires to compute shorter
acoustic waves (typically of the order of the channel width and not the chan-
nel length) but also smaller vortices. From a CFD point of view, this means that
the task is more difficult for transverse modes than it is for longitudinal modes:
capturing and computing transverse combustion instability modes will probably
require more discretization points and/or higher numerical precision schemes.
• For transverse modes, the position of the flame plays a significant role concerning
mode shape and is due to the change of sound speed field, related to a cut-off
frequency [173, 236]. This effect is shown in Appendix A by comparing analytical
and numerical results for the box test case.
Many aspects pointed out here reveal major differences between transverse and longi-
tudinal or azimuthal modes. In this work, some of these points are discussed in details
whereas others are not considered: the next section motivates the studies conducted in
this thesis.
1.4 Outline of this work
The objective of this thesis is to study self-excited transverse combustion instabilities,
focusing on excitation mechanisms, mode structures and the impact on flow and flame
dynamics. As pointed out in the previous section, transverse modes can appear in
all kinds of combustion chambers including simple unswirled flames or complex swirl-
stabilized flames.
Flame stabilization and thus the flame position plays an important role in the study
of combustion instability [89, 173]. Flame dynamics are controlled by fluctuations of
equivalence ratio, velocity, pressure and heat release [317] which are defined by the
combustor design. In technical configurations, high velocities are expected so that a
zone of axial flow-reversal has to be established for flame anchoring [115].
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Supersonic air-breathing engines encounter high intake velocities (of the order of Mach 6)
and use normal or angled transverse fuel injections to create a bow shock which allow
subsonic mixing prior to combustion [16]. Other techniques as the installation of a step
before transverse fuel injection in order to produce a larger recirculation zone or more
recently cavity flame holders are used all with the goal to support a low-velocity region
[112, 174, 184].
Bluff bodies are widely used in afterburners and ramjets for flame anchoring [169, 175].
The non-reacting flow topology shows three different regimes [299]: a boundary layer
on the bluff body, separated shear layers between free stream and recirculation zone
(Fig. 1.18 left) and a wake. The shear layers become convectively unstable for ReD >
1200, generating shear layer roll-up to small vortices [242] due to Kelvin-Helmholtz in-
stability. The wake exhibits large-scale motions for ReD > 50 leading to an absolutely
unstable flow [243]. Asymmetric vortex shedding appears which is formed at the bluff
body and represent the most prominent flow feature [226]. These hydrodynamic insta-
bilities have been widely studied [29, 91, 263]. In the presence of combustion bluff body
dynamics observed in non-reacting flows change and interactions emerge. Hertzberg
et al. [124] reported about the effects of vortex shedding on flame blow off dynamics.
Linear stability analysis was used by Anderson et al. [2] to characterize flow topology
changes due to combustion and explained different features of the flame and flow field.
The effect of density ratio between fresh and burnt gases was studied numerically by
Erickson & Soteriou [92] showing that wake motions are enhanced when low density
ratios are considered. This effect was also investigated experimentally by Emerson
et al. [91]. These observations suggest that small changes affect system stability. Most
laboratory-scaled experiments are convectively unstable flows where acoustic forcing
cause a significant flow response [263, 298]. Industrial applications operate with low
density ratio flames which are mostly globally unstable. Acoustic forcing of these flows
leads to non-linear phenomena such as frequency-locking [10, 172, 323]. A major part of
published work addresses longitudinal modes which are considered as one-dimensional
perturbations while transverse modes are much less studied.
Flame stabilization in gas turbines is achieved by swirling flows where vortex break-
down is created through axial and radial momenta in the flow [115]. Vortex breakdown
provides a region of stagnation points and reversed flows (Fig. 1.18 right) which sup-
port flame stabilization by recirculating hot products into zones of fresh gases [130].
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Figure 1.18: Time averaged non-reacting axial velocity fields showing different
flow topologies depending on the flame stabilization technique studied in this
thesis. Left: Bluff body in a rectangular channel (Volvo configuration). Right:
Staged swirler in a rectangular channel (Lotar configuration).
Strong shear layers appear due to the recirculation zone and thus enhance the mixing
process of fuel and air which may lead to low-emission combustion but also increase risk
of acoustic resonant phenomena [83]. Swirling flows exhibit hydrodynamic flow events
where the most known is referred to as the Precessing Vortex Core (PVC) sketched in
Fig 1.19. This self-sustained global mode oscillates in an absolutely unstable region at
a frequency depending on the bulk velocity and close to the rotation velocity of the flow
[45, 321]. While its presence in non-reacting flows is experimentally and numerically
confirmed, the situation in case of combustion is not fully understood. Recent work by
the TU Berlin group [211, 212, 328] shows that non-uniform density profiles across the
flame are shown to suppress PVC formation, an observation which was demonstrated
theoretically and experimentally. This hydrodynamic mode is a source of flow pertur-
bation and may lead to combustion instabilities: Sto¨hr et al. [316] observed enhanced
flame roll up due to the presence of the PVC. Further experiments of Steinberg et al.
[313] investigated different operating conditions and reported oscillation frequencies in
the shear layer and PVC associated to combustion instabilities. Interactions of acous-
tics and hydrodynamic modes can lead to strong non-linear flow and flame dynamics.
The associated oscillations are observed at the difference of the acoustics and hydro-
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Figure 1.19: Schematic visualization of a Precession Vortex Core (PVC).
Adopted from Chanaud [47].
dynamics frequency [39, 192, 314]. The acoustic modes encountered in these studies
were longitudinal whereas literature concerning transverse modes and the role of the
PVC are not numerous. Selle et al. [288] studied hydrodynamic and acoustic modes
in non-reacting and reacting flows by use of LES and Helmholtz solvers. While the
non-reacting case was dominated by the PVC, the reacting case featured a transverse
acoustic mode (identified as the first transverse chamber mode) leading to perturba-
tions of flame and flow fields. The interaction of both instabilities were not observed
since the hydrodynamic mode disappeared in the reacting case.
This brief overview makes clear that few insight into flame and flow dynamics during
transverse acoustic mode activity is available for the most common combustion systems
characterized by their flame stabilization technique (bluff body and swirl). This work
uses two experimental configurations (Fig. 1.18): an unswirled gaseous (Volvo) and a
swirled liquid fuel configuration to address the following questions.
• Part I : Starting with a brief overview of combustion instabilities, computational
resources, their use for combustion research and the codes used within this work
for combustion instability studies are presented.
• Part II : This part is concerned with longitudinal acoustics, either self-excited
22
1.4 Outline of this work
or forced externally. First, the premixed Volvo test rig [304, 305, 306] is nu-
merically studied for which a large validation base of non-reacting and reacting
velocities is available. Hereafter, the simplest form of acoustic mode is studied in
the bluff body configuration where a low-frequency pressure waves perturbs the
velocity field. It is shown that the numerical methodology is able to reproduce
correctly experimental observations for both longitudinal and transverse modes.
Next, the focus is on swirling spray flames subjected to longitudinal oscillations.
The laboratory-scale combustor operated at Fauga-Mauzac by the Onera contains
an industrial swirling device fired by liquid fuel [4, 5], representing a realistic spray
flame in laboratory conditions subjected to acoustic perturbation.
Literature concerning acoustics and spray flames is still sparse: turbulent two-
phase flow combustion is complex as such [51, 136, 251] and becomes more chal-
lenging when acoustics are at play. Non-swirled spray flame characteristics were
reported by Atzler et al. [6], Nicoli & Haldenwang [205], Sujith [319], Sujith et al.
[320] and indicate the sensitivity of the spray to acoustic perturbations: oscil-
lations in flame speeds, equivalence ratios and evaporation rates are observed.
These features cause heat release rate oscillations which drive combustion in-
stabilities [173, 236] showing the importance of understanding the link between
acoustics and sprays.
Recently, some experimental studies were reported of swirling spray flames under-
going combustion instabilities. De la Cruz Garcia et al. [66] reported self-excited
oscillations of a liquid fuel combustor. Two different acoustic modes are observed
and reveal different spray characteristics. They concluded that these instabil-
ities depend directly on spray characteristics and evaporation. Similar results
have been obtained by several authors [21, 109] but detailed investigations be-
tween forced flow motions and spray interactions were not conducted. Chishty
[50] found in experimental investigations that the increase of the global equiv-
alence ratio changes the flame structure, mainly depending on spray and spray
combustion dynamics. It was concluded, that acoustic velocity amplitudes are
dominant compared to the convective flow velocities and cause instability. The
spray behavior in an aeronautical configuration was investigated by Gajan et al.
[105] and revealed the impact of droplets on instability growth.
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In this section, acoustic forcing is used to characterize the laboratory-scale two-
phase flow combustion system Lotar by using LES and a Helmholtz solver.
Experimental validation of non-forced and forced results as well as Flame Trans-
fer Functions (FTF) are computed and compared to LES. Nonlinear oscillations
which can be described by the Flame Describing Function (FDF) [73, 190, 210,
302] are not considered in this work.
• Part III : Here, the main subject of the thesis is targeted: the study of trans-
verse modes for different flames. Again, the Volvo configuration is used where
transverse modes were reported experimentally. It is found that the 1Lx-2Ty-0Tz
transverse mode oscillates at a frequency of 1360 Hz and forces the flow field in
longitudinal and in transverse direction. Even the mean flame topology is affected
by the 1Lx-2ty-0Tz mode and the 2D nature of the Volvo flame is broken by the
2Ty component of the mode: the mean flame exhibits two distinct reaction zones
in the transverse y-direction. Detailed analysis of flame and flow properties are
given and compared to experiments.
Finally, self-excited transverse modes are observed in the swirling configuration.
It is pointed out, that the PVC plays a major role for instability growth: refor-
mulation of the classic n − τ model (where orthoradial velocities and the PVC
frequency are incorporated) and use of an acoustic solver allow to reproduce the
stability map generated by LES.
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Simulation tools for combustion
instabilities
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2Combustion instabilities and the
link to computer science
Research on combustion instabilities (CIs) has been quite intense in the last hundred
years but as noted by Culick & Kuentzmann [70] in his classic 2006 monograph on CIs,
High Performance Computing (HPC) applied to Computational Fluid Dynamics (CFD)
has not entered the world of CI studies yet despite the fact that combustion research
has been one of the first HPC users over the last ten years: in the ASCI projects
funded by DOE for example (www.llnl.gov/str/Seager.html), CFD of reacting flows
has always been an essential element. Three-dimensional unsteady reacting flows can
be computed today with high accuracy CFD codes using massively parallel computers.
These computers have revolutionized the field of numerical combustion: they have
opened the door to the construction of virtual burners that can be fully simulated
numerically instead of being built and operated experimentally.
Interestingly, these HPC CFD codes have had a limited impact for the moment on CIs
studies: most CI analysis tools [59, 172, 235] still rely on approaches that do not exploit
the power of modern computers. The integration of exascale computing in CI methods
is required now because it will bring unprecedented precision in this field and allow CI
simulations to become truly predictive methods for practical applications.
All the physics required to predict combustion instabilities is contained in the full
Navier-Stokes equations (Fig. 2.1). Full equations indicate compressible, reacting,
multi-species conservation equations including two-phase flows (for liquid fuels), radia-
tion and heat transfer through combustor walls. Unfortunately, solving these equations
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Figure 2.1: Overview of approaches for combustion instability study.
in a turbulent flow is and will remain impossible for a long time. Simplifications are re-
quired but HPC allows to minimize these simplifications. The last ten years have shown
that two methods can be used to study CIs using high-fidelity, large-scale simulation
codes running on massively parallel systems (Fig. 2.1). These methods can be split
in two generic classes depending on the simplifications used to solve the compressible
unsteady Navier Stokes equations in a reacting flow.
• Brute force LES (Large Eddy Simulation): recent progress in LES of reacting
flows has allowed to simulate full combustion chambers, first for laboratory-scale
burners [40, 289] and recently for chambers corresponding to real industrial con-
figurations [104, 277, 311]. In LES all flow equations are solved in time on a
discretized space (using unstructured grids in most combustor cases). It involves
only a limited set of assumptions (mainly a filtering operation of the smallest
spatial scales of the flow), leading to the most precise method today but also the
most expensive. Recent studies demonstrate that HPC codes for combustion can
be extended to CI problems. Figure 2.2 shows LES of a self-excited CI in a gas
turbine combustion chamber [311]: this high resolution LES (40 to 330 million
cells) running on a BlueGene machine (production runs on 16 000 processors)
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Figure 2.2: Feasibility demonstration of HPC use for CI studies showing that
an LES code can capture the self-excited acoustic mode generated by the inter-
action of acoustics and unsteady combustion in a complete combustion chamber
corresponding to a real helicopter engine [311, 346]. Left: geometry of a single
sector (the full chamber has 15 sectors). Center: instantaneous pressure field
on combustor skin. Right: iso-surfaces of velocity colored by temperature (see
animation on elearning.cerfacs.fr/combustion/illustrations/azimut)
captures the instabilities observed in the real engine. Acoustic waves interact
with combustion, leading to a strong unstable mode characterized by periodic
flashback through the swirling systems used to inject and mix fuel.
Despite its obvious potential, this approach is not mature and faces multiple dif-
ficulties: a) it does not yet incorporate all physical models required to capture
CIs with the required precision in real combustors (acoustics, geometrical com-
plexity, two-phase flows, wall phenomena, radiation, etc) because present solvers
and existing machines simply do not have the power to do so, b) each LES is
only one realization of a short time period for one regime (one inlet temperature,
one pressure, one fuel, one injection type etc.) in one combustor. It depends on
the boundary conditions, especially on the acoustic impedances imposed at the
inlet(s) and outlet(s) of the combustion chamber. LES results change as soon as
one of these parameters changes, exactly like the real combustor would.
In that sense, brute force LES in itself does not bring new insight into the rea-
sons why a given chamber is unstable and does not tell which change will lead
to a stabilization of the CI. In other words, brute force LES generally provides a
result that is very similar to a perfectly instrumented experiment: it can help us
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understand CIs if we have a theory to guide us but it can not replace this the-
ory. A complete method for CIs must include brute force LES but also smarter
theoretical methods described below. These methods also involve HPC but have
the advantage that they do not provide information on one regime only. They
decompose the physics of CIs in a few building blocks allowing to understand and
control them and not only to observe them. Brute force LES are a strong asset
and are used in the present work because they allow to test the accuracy of these
smart methods but they cannot be used alone efficiently.
• Acoustic codes (called here TA codes for Thermo-Acoustic codes) coupled to
forced response LES are the natural companion method for brute force LES. In
most CIs, acoustics are the dominant resonant mechanism and multiple studies
performed in the last sixty years (most of them inspired by the pioneering work
of Crocco [60]) have shown that a proper method to decompose the physics of
CIs was to use acoustic codes which can track the propagation of waves in the
combustor and the growth of eigenmodes [59, 70]. In this approach, the mean
flow is frozen and the solver only tracks the acoustic modes of the system. The
flames are replaced by active components (which can be compared to complex
loud speakers). If the action of these active elements can be properly represented,
the global stability of the combustor can be predicted. A major interest of these
methods is to isolate the elements leading to CIs into different blocks (something
a brute force LES cannot do): a) the acoustics of the combustor, b) the outlets
and inlets impedances and c) the response of the flame which is quantified by a
function called the Flame Transfer Function (FTF) describing how much unsteady
heat release is produced by a flame when it is submitted to an acoustic velocity
fluctuation. TA codes can operate in the frequency domain or in the time domain
but in all cases, TA codes are faster than brute force LES and their information
more useful to mitigate CIs. A typical result obtained with a TA code for an
industrial gas turbine is displayed in Fig. 2.3. The geometry handled by the TA
code includes the whole chamber and the plenum upstream of the chamber (the
diameter of the chamber is 3 m wide). The TA code predicts that 25 acoustic
modes exist between 0 and 250 Hz (middle picture), many of them being double
azimuthal modes (one mode turns clockwise and the other counter-clockwise at
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Figure 2.3: Typical thermoacoustic (TA) code result. Left: Geometry of an in-
dustrial gas turbine combustion chamber. Center: Frequency of modes found
between 0 and 250 Hz by the TA solver (the pairs correspond to degener-
ate azimuthal modes). Right: Acoustic pressure field for one of the acoustic
azimuthal eigenmodes.
the same frequency). The right picture displays the structure (the unsteady
pressure modulus) of one of these modes on the chamber skin and in two plane
cuts. This result illustrates the complexity of the problem: many modes can
be found at very close frequencies. These modes can be damped or amplified
depending on the FTF. Ultimately what TA codes must do is tell us how to damp
all modes at the same time by modifying either the combustor design (changing
shapes and volumes or adding acoustic dampers) or its tuning (changing the fuel
staging, the fuel composition or the mean operating point).
A major difficulty for TA codes is that they rely strongly on the accuracy of the FTF.
FTF can be measured experimentally but the future relies on sophisticated LES which
is the proper method to compute FTF if it is coupled with HPC. Computing FTFs
with LES is slightly simpler than brute force LES because FTF can be measured by
forcing a sector only of the combustor using acoustic waves and quantifying the flame
response [311]. This response is independent of upstream or downstream boundary
conditions [224] and can be viewed as an intrinsic characteristic of the flame which
depends only weakly on the acoustics of the combustion chamber itself. A second dif-
ficulty for TA codes is that they must include the complete combustor geometry and
require sophisticated methods to track eigenmodes and structures when the geometry
or the flame is modified. The difficulty is not anymore to predict the stability of one
case corresponding to one configuration and one regime (like in brute force LES) but
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to predict complete stability maps (the existence of amplified modes for all regimes
for one combustor design) and ultimately the effects on these stability maps of the
combustor design in order to suppress CIs by changing the combustor geometry. This
leads to a problem combining acoustic analysis and mathematical optimization which
is a significant challenge in terms of computations and has not been done yet with the
level of precision required for effective CI control.
An additional difficulty in both TA and brute force LES approaches is linked to bound-
ary conditions: like in an organ tube, the modes that appear in a combustion chamber
depend directly on the acoustic outlet and inlet conditions. While these conditions
may be well known in certain academic cases (for example a combustion chamber
terminated by a duct blowing into open atmosphere), they are often unknown in real
systems. The most difficult case corresponds to gas turbines where acoustic impedances
upstream (compressor side) and downstream (turbine side) of the combustor are diffi-
cult to model or measure.
This part of the PhD presents the two classes of methods which were used: LES
(Chapter 3) and TA codes (Chapter 4). The LES tool is Avbp, the solver developed at
Cerfacs and IFPen. The TA code is Avsp, the Helmholtz solver developed by Cer-
facs. For each code, the numerical specificities will be discussed and the link between
the two codes will be discussed, especially when TA codes are fed by FTFs obtained
using LES.
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3.1 Introduction
Fluid mechanics describe the physics of gas or liquid motion. Early studies of fluid
mechanics were made by Archimedes (287 B.C. - 212 B.C.) who observed volume dis-
placements of liquid fluids when a solid body was placed inside the fluid. He stated
the Archimedes’ principle and published his work ”On Floating Bodies” [203]. Further
work of many famous scientists (Newton, Bernoulli, Euler) lead to the mathematical
description of any fluid by the Navier-Stokes equations. Today, this set of nonlinear
partial differential equations is widely used to investigate fluid motions ranging from
aeronautics over biofluid mechanics to meteorology where the solutions are obtained
through computational power by application of numerical methods. A general term for
this branch of science is Computation Fluid Dynamics (CFD).
In the field of combustion, CFD has become a valuable design tool for aeronautical
gas turbines. Besides experimental tests, they represent an additional method to char-
acterize combustion chambers. The data gathered during test campaigns are used to
validate CFD results and, in a next step, to study design parameter changes and their
impact on the combustion process. The simulation of such tests is much less expensive
compared to full-scale tests and minimize the risk of engine failure.
The focus of this work is on combustion chamber dynamics, which may arise due to
combustion processes as described in Section 1.2. Throughout this work, the fully-
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compressible code AVBP is utilized on three-dimensional unstructured grids [56, 265,
279]. Starting from the Navier-Stokes equations, a basic description for reacting, mul-
tispecies Large Eddy Simulation (LES) is provided along with the methods used for
combustion modeling. Detailed information is found in the AVBP manual or in papers
of Moureau et al. [199], Schmitt [276] and Sengissen et al. [292].
3.2 Navier-Stokes equations
The evolution of a compressible and reacting flow is defined by the mass, momentum,
energy and species balance equations:
∂ρ
∂t
+
∂ρui
∂xj
= 0 (3.1)
∂ρui
∂t
+
∂ρuiuj
∂xj
= − ∂
∂xj
[pδij − τij ] + Sl−gMi (3.2)
∂ρE
∂t
+
∂ρEuj
∂xj
= − ∂
∂xj
[ui (pδij − τij) + qi] + SE (3.3)
∂ρYk
∂t
+
∂ρujYk
∂xj
= − ∂
∂xj
[Jj,k] + Sk (3.4)
where ρ, ui, p and E are respectively the mass density, the i-th component of the velocity
vector, the thermodynamic pressure and the energy per mass unit (specific internal and
kinetic energy). The index notation is adopted (Einstein summation convention) for
almost all the variables and equations. The exception concerns the index k that is
related to species and traditional summation symbol is used in this case, and N is the
related number of species. Yk is the mass-fraction of species k and δij is the Kronecker
delta. Assuming the fluid to be Newtonian (viscous stress tensor is linearly dependent
of the strain rate tensor) and neglecting the bulk viscosity, the viscous stress tensor τij
results:
τij = 2µ
(
Sij − 1
3
δijSll
)
(3.5)
with µ the shear dynamic viscosity and Sij the strain rate tensor defined as:
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(3.6)
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The source term Sl−gMi in Eq. (3.2) couples the gas with the liquid phase. In the en-
ergy conservation equation Eq. (3.3), the source term SE includes the chemical source
term ω˙T and the heat transfer due to the evaporation process of the droplet S
l−g
E .
In Eq. (3.4) both, production/consumption of the species k and mass transfer due to
droplet evaporation are accounted for Sk = ω˙k + S
l−g
F . The coupling term S
l−g
F is only
applied for the fuel species and is zero for all other species.
The heat and molecular diffusion fluxes are qj and Jj,k respectively. E is the total
(non-chemical) energy per unit mass calculated as E = H − P/ρ. H represents the
total enthalpy:
H = hs︸︷︷︸
sensible enthalpy
+
1
2
uiui︸ ︷︷ ︸
kinetic energy
(3.7)
with hs =
∫ T
T0
CpdT where Cp and T being the heat capacity and temperature of the
mixture respectively.
3.3 Physical scales of turbulence and combustion
Computational resources of today can solve the full set of Navier-Stokes equations
(Eq. (3.1) - (3.4)) only for simple geometries with low velocities in a small domain be-
cause physical scales associated to turbulence and chemical reactions become extremely
small in most practical chambers.
In fluid mechanics, flows are classified as laminar or turbulent. While laminar flows
are found at low velocities and move organized in straight lines, turbulent flows are
characterized by chaotic motions generating eddies which evoke lateral velocities super-
imposed on the axial velocity. For the same experimental configuration, both laminar
and turbulent motions may be observed. This was first shown by Reynolds [252] in a
pipe flow configuration. He introduced a dimensionless quantity which relates initial to
viscous forces: the Reynolds number Re = uL/ν [253]. In the experiment of Reynolds,
laminar flows were observed for Reynolds numbers Re ≈ 2300 while transitioning to
turbulent flow appeared for higher Reynolds numbers and turbulence was fully devel-
oped exceeding Re ≈ 4000.
Turbulent flows are encountered in most configurations of technical interest. Here, flow
velocities exceed fast low Reynolds numbers and high turbulence levels are encountered.
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Figure 3.1: Energy cascade of turbulent flows displaying the distribution of the
kinetic energy on different length scales. Adapted from Pope [240].
Mathematically, this is illustrated by splitting the velocity into two parts:
u = u¯+ u′ (3.8)
The velocity u is composed of a mean u¯ and a fluctuating u′ part. The largest flow
structures are induced by geometrical restrictions and contain fluctuations of the order
of u′, the so called integral length scale lt. Their energy is forwarded to smaller vortices
and a range of vortex scales is produced up to the Kolmogorov scale η [153]. This
energy cascade is displayed in Fig. 3.1 where the wave number κ = 2pi/l depends on
the eddy length l.
Based on these assumptions, an estimation of the required grid points can be given for
a turbulent configuration to resolve all scales (DNS). The ratio of the integral and the
Kolmogorov length scales L/η is proportional to Re
3/4
L which is the Reynolds number
based on the velocity fluctuation at the integral length scale [327]. Following Ferziger &
Peric´ [96] the required grid resolution for resolving all turbulent length scales is about
Re3L in case of isotropic turbulence (uniform grid). As an example, the semi-industrial
case studied in Section 6 would need 1.6 × 1013 grid points with ReL = 25000. Mesh
sizes of the order of O(1013) are clearly out of reach, even in mid-term future so that
DNS is not applicable for such cases.
Chemical reactions increase the level of complexity in the simulation of turbulent flows.
In order to capture accurately the flame/turbulence interactions, it is necessary to
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capture not sonly vortices but also to resolve the flame front. A useful dimensionless
quantity is the Damko¨hler number Da = τt/τc, which relates time scales originating
from turbulence (τt = lt/u
′) to chemical time scales (τc = δ/s0L with δ the flame
thickness and s0L the laminar flame speed). For Da 1, chemical processes are much
faster than turbulent time scales and result in thin reaction zones leading to increased
spatial resolution. In this case, the flame structure is smaller then the Kolmogorov
length scale: for a fixed computational cost (fixed grid points), the integral length scale
lt decreases because it has to be smaller than the computational domain entities.
From this point of view, different approaches have been developed in order to assess
the physics of turbulent reacting flows:
• Reynolds-Averaged Navier-Stokes simulation (RANS): The Navier-Stokes equa-
tions (Eq. (3.1) - (3.4)) may be Reynolds averaged or Favre averaged (for vari-
able density flows), so that turbulent fluctuations and combustion processes are
modeled and the resulting flow fields are time-averaged. Closure models for the
Reynolds stresses have been intensely studied ranging from algebraic to two-
equations models (k − ω, k − , SST-model). Low computational cost and a
less-challenging spatial resolution make this technique interesting for industrial
purposes. New configurations can be analyzed by the averaged flow and param-
eter changes easily investigated. The RANS approach is also used in the field of
airfoil design, where fully resolved boundary layers or shock waves are explored
in steady or unsteady flows.
• Large Eddy Simulation (LES): The filtered Navier-Stokes equations are able to
resolve a part of the energy cascade (depending on the filter size) but still need
some modeling for the smaller, remaining part of the vortex scales. Compared to
DNS, small scale turbulence is not resolved (Fig. 3.2 left) and sub-grid scale mod-
els are applied. Nevertheless, much more flow structures are resolved compared
to RANS at still reasonable computational costs. This intermediate approach al-
lows to study combustion instability dynamics in complex combustion chambers
with fairly good agreement to experimental data. Since high-frequency acoustic
modes are studied within this work, the vortices encountered are small and much
more of the energy cascade has to be resolved.
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Figure 3.2: Left: Comparison of turbulent scales resolved by DNS and LES
[159]. Right: DNS of an ignition sequence. Vorticity is displayed as colored
contours and the flame is represented by a black line [231].
• Direct Numerical Simulation (DNS): No models are used and the full set of Navier-
Stokes equations is solved. The entire energy cascade is resolved, which makes this
approach interesting for research purposes. Much insight in ignition processes,
flame/turbulence interaction, auto ignition or turbulent flame structures has been
obtained using this technique although the domains are restricted to small cubes
(Fig. 3.2 right). It is often used to derive physical models as its precision is as
exact as experiments.
3.4 The LES concept
DNS resolves all turbulent length scales but only on small domains at high costs. The
detailed access to flow informations is huge and even too much for engineering design
where often time-averaged flow fields are sufficient. Here, the RANS approach was
established in the industrial context and is widely used for design of e.g. combustion
chambers of gas turbines. Nevertheless, some flow features are not captured in the
mean fields: the mean temperature field does not give information about the fluctuating
temperature which is what is needed to compute combustion instabilities. The RANS
formulation would leave this kind of unsteady flow feature to some turbulence model.
This information would be directly available in LES. It is considered as an intermediate
approach compared to DNS and RANS simulations [240]. In LES a spatially localized
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time independent filter of given size ∆ is used to separate turbulent length scales:
vortices larger then the filter size are resolved during simulation whereas smaller sizes
are modeled. By doing so, the large scale flow motions are captured and essential
configuration dynamics are available.
3.5 Multispecies gas flows
Combustion process requires reactants and products. Therefore, the AVBP code solves
the full compressible set of Navier-Stokes equations for a multi species reacting flow
containing N species.
3.5.1 Equation of state
The equation of state follows the ideal gas law:
P = ρT
R
W
(3.9)
where R = 8.3143 J/molK is the universal gas constant and W is the mean molecular
weight of the gas mixture and reads:
1
W
=
N∑
k=1
Yk
Wk
(3.10)
Yk is the mass fraction of each species k and is defined by the ratio of each species mass
mk to the total mass m of the flow: Yk = mk/m.
3.5.2 Species transport
Conservation of mass is satisfied as:
N∑
k=1
YkV
k
i = 0 (3.11)
where V ki is the diffusion velocity of species k in directions i = 1, 2, 3 for N species. The
determination of diffusion velocities for all species requires a complex non-linear system
of equations [25, 93, 235, 341] and is time-consuming. Therefore a simplified approach
can be applied to solve the chemical species transport following the approximation of
Hirschfelder et al. [125]:
YkV
k
i = −Dk
Wk
W
∂Xk
∂xi
(3.12)
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with Dk, Wk and Xk being the averaged diffusion coefficient into the mixture, the molar
weight and the molar fraction of species k respectively. Since this approximation is not
mass conservative, a correction velocity V ci is added in the conservation equation for
each species (Eq. (3.11)) resulting in the species diffusion flux for species k:
Ji,k = −ρ
(
Dk
Wk
W
∂Xk
∂xi
− YkV ci
)
(3.13)
where the diffusivity is Dk = Dth/Lek, with Dth being the thermal diffusivity of the
mixture.
Multi-species flows need an additional heat flux term which appears in the diffusive
heat flux. This term is due to heat transport by species diffusion. The total heat flux
vector is then:
qi = −λ ∂T
∂xi︸ ︷︷ ︸
Heat conduction
−ρ
N∑
k=1
(
Dk
Wk
W
∂Xk
∂xi
− YkV ci
)
hs,k︸ ︷︷ ︸
Heat flux through species diffusion
= −λ ∂T
∂xi
+
N∑
k=1
Ji,khs,k (3.14)
where λ is the heat conduction coefficient of the mixture and hs,k the sensible enthalpy
of the species k.
3.5.3 Transport coefficients
The molecular viscosity µ in multi-species flows is often assumed to be independent of
the gas composition and close to the one of air so that the classical Sutherland law can
be used. The assumption for a multi-species gas yields:
µ = c1
T 3/2
T + c2
Tref + c2
T
3/2
ref
(3.15)
where c1 and c2 must be determined to fit the real viscosity of the mixture. Following
White [338], the coefficient for air at Tref = 273 K are: c1 = 1.71× 10−5 kg/ms and
c2 = 110.4 K. A second law is available, called Power law:
µ = c1
(
T
Tref
)b
(3.16)
with b typically ranging between 0.5 and 1.0 (e.g. for air b = 0.76). Good estimations
are obtained for both laws. The heat conduction coefficient of the gas mixture can then
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be computed by introducing the molecular Prandtl number of the mixture as:
λ =
µCp
Pr
(3.17)
with Pr supposed to be constant in space and time. This assumption is also made for
the species diffusion coefficients Dk: using reduced chemistries decreases the complexity
of the computation of Dk. As the Schmidt numbers Sc,k are supposed to be constant,
the diffusion coefficients are calculated as:
Dk =
µ
ρSc,k
(3.18)
In reacting flows, thermal heat and molecular diffusivities interact and a dimensionless
number is defined for its characterization for each spices k. The Lewis number is defined
as:
Lek =
Dth
Dk
(3.19)
For the simulations presented in this work, the Lewis number is assumed to be constant
[235].
3.6 Chemical kinetics
The presence of cold combustible reactants and a sufficiently high activation energy
can lead to combustion, where the foregoing cold gases are transformed to hot com-
bustion products. This process triggers a reaction chain where (in the simplest case)
some hundred species are encountered. Elementary reactions of produced or consumed
species can be determined for M reactions and N reactants Mk as:
N∑
k=1
ν ′kjMk 

N∑
k=1
ν ′′kjMk, j = 1,M (3.20)
where ν ′kj and ν
′′
kj are the stoichiometric coefficients. The reaction rate progress Qj of
reaction j is
Qj = Kf,j
N∏
k=1
(
ρYk
Wk
)ν′kj
−Kr,j
N∏
k=1
(
ρYk
Wk
)ν′′kj
(3.21)
with the forward and reverse rate Kf,j and Kr,j of reaction j respectively. The reaction
rates follow the Arrhenius law
Kf,j = Af,jexp
(
−Ea,j
R0T
)
(3.22)
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with Af,j and Ea,j denoting the pre-exponential constant and the activation energy of
reaction j. The reverse reaction rate writes
Kr,j = Kr,j/Keq (3.23)
using the equilibrium constant Keq [161]. The reaction rate of species k finally follows
ω˙k = Wk
M∑
j=1
(
ν ′kj − ν ′′kj
)
Qj (3.24)
and the formation enthalpy of species k, ∆h0f,k can be written as:
ω˙T = −
N∑
k=1
ω˙k∆h
0
f,k (3.25)
3.6.1 Reduced chemistries
The complete set of reactions and reactants is often used for laminar one-dimensional
flames. Complex chemistry is not applicable for e.g. gas turbine design: full chemistry
contains very small time scales and augment computational efforts drastically. Reduced
chemistry represents the major reactions of the combustion process and hence reduces
the computational costs. In this work, two fuels are used: kerosene and propane. While
the reduced kerosene scheme was validated by Franzelli et al. [101], the propane scheme
is presented in this section. It is computed using a reduced two-step mechanism for
propane/air flames taking six species into account (C3H8, O2, CO2, CO, H2O and N2):
C3H8 + 3.5 O2 −→ 3 CO + 4 H2O (3.26)
CO + 0.5 O2 ←→ CO2 (3.27)
Aj [cgs] Ej [cal/mol]
Reaction 1 2.0 ×1012 3.3 ×103
Reaction 2 4.5 ×1010 1.2 ×103
Table 3.1: Constants of pre-exponential factor Aj and activation energies Ej
for chemistry modeling.
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Figure 3.3: Comparison of Gri-Mech 3.0 and two-step chemistry for laminar
flame speed and adiabatic temperature of the burnt gases. Conditions for
propane: T0 = 288 K and P0 = 101 325 Pa
The reaction rates qj follow an Arrhenius law [236]:
q1 = A1
(
ρYC3H8
WC3H8
)0.9028(ρYO2
WO2
)0.6855
exp
(−Ea,1
RT
)
(3.28)
q2 = A2
[(
ρYCO
WCO
)1.0(ρYO2
WO2
)0.5
− 1
K
(
ρYCO2
WCO2
)1.0]
exp
(−Ea,2
RT
)
(3.29)
The pre-exponential constants Aj and the activation energies Ej are given in Tab. 3.1
and K is the equilibrium constant given by Kuo [160]. This two-step scheme was
validated against the Gri-Mech 3.0 mechanism (Fig. 3.3) using Cantera. Flame
speeds and adiabatic temperatures of the burnt gases are accurately reproduced for a
1D planar flame using DNS. The operating conditions are equivalent to those used for
the target configuration (T0 = 288 K and P0 = 101 325 Pa).
3.7 Filtered Navier-Stokes equations for the gas phase
In order to construct the conservation equations for LES, a spatial filtering operator is
introduced to derive a new set of balance equations [235]
f(x) =
∫
f(x′)F (x− x′)dx′ (3.30)
with F defining the LES filter. To account for density variations, a Favre filtered
variable f˜ is used as
ρf˜ = ρf (3.31)
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Variables can be decomposed in a Favre averaged part f˜ and a fluctuating part f ′′ so
that:
f = f˜ + f ′′ (3.32)
The balance equations for LES are obtained by filtering the instantaneous balance
equations 3.2, 3.3 and 3.4 and write:
∂ρu˜i
∂t
+
∂ρu˜iu˜j
∂xj
= − ∂
∂xj
Pδij − τij + ρ (u˜iuj − u˜iu˜j)︸ ︷︷ ︸
SGS term
 (3.33)
∂ρE˜
∂t
+
∂ρE˜u˜j
∂xj
= − ∂
∂xj
ui (Pδij − τij) + qij + ρ(u˜jE − u˜jE˜)︸ ︷︷ ︸
SGS term
+ ω˙T (3.34)
∂ρY˜k
∂t
+
∂ρu˜j Y˜k
∂xj
= − ∂
∂xj
Jj,k + ρ(u˜jYk − u˜j Y˜k)︸ ︷︷ ︸
SGS term
+ ω˙k (3.35)
The convective terms introduce additional unclosed terms in the conservation equations
during filtering due to their non-linear character.
−τij tqij t
Jj,k
t
 =

ρ (u˜iuj − u˜iu˜j)
ρ
(
u˜jE − u˜jE˜
)
ρ
(
u˜jYk − u˜j Y˜k
)
 (3.36)
These terms represent the contribution of the non-resolved turbulent scales and must
be modeled.
3.7.1 Unclosed sub-grid scale terms
The filters balance equations include unclosed terms which are known as subgrid-scale
(SGS) terms (Eq. (3.36)):
• The subgrid-scale diffusive species flux vector Jj,kt:
Ji,k
t
= ρ
(
u˜iYk − u˜iY˜k
)
, (3.37)
44
3.7 Filtered Navier-Stokes equations for the gas phase
Ji,k
t
is modeled as:
Ji,k
t
= −ρ
(
Dk
tWk
W
∂X˜k
∂xi
− Y˜kV˜ic,t
)
, (3.38)
with
Dtk =
νt
Stc,k
(3.39)
• The subgrid-scale heat flux vector qij t:
qi
t = ρ(u˜iE − u˜iE˜), (3.40)
qi
t is modeld as:
qi
t = −λt ∂T˜
∂xi
+
N∑
k=1
Ji,k
t
h˜s,k, (3.41)
with
λt =
µtCp
P tr
. (3.42)
where E is the total energy. The turbulent Prandtl number is fixed at P tr = 0.6.
• The Reynolds tensor τij t:
τij
t = −ρ (u˜iuj − u˜iu˜j) (3.43)
τij
t is modeled as:
τij
t = 2 ρ νt
(
S˜ij − 1
3
δijS˜ll
)
, (3.44)
This relation is known as the Boussinesq approximation [38] and νt is the SGS
turbulent viscosity. For the system to be solved numerically, closures need to be
supplied for the SGS turbulent viscosity νt. In this work, the Wale model [207]
was used and the expression for νt takes the form:
νt = (Cw∆)
2
(sdijs
d
ij)
3/2
(S˜ijS˜ij)5/2+(sdijs
d
ij)
5/4
(3.45)
with
sdij =
1
2
(g˜2ij + g˜
2
ji)−
1
3
g˜2kk δij (3.46)
45
3. LES METHODS FOR COMBUSTION INSTABILITIES
where ∆ denotes again the characteristic filter width, Cw = 0.4929 is the model
constant and g˜ij denotes the resolved velocity gradient. The Wale model was
developed for wall bounded flows and allows to obtain correct scaling laws near
the wall.
3.7.2 Combustion modeling
For reacting turbulent flows, the LES mesh is resolving some of the flow scales but not
the flame (Fig. 3.4 left). Butler & O’Rourke [41] proposed to thicken the flame front
artificially depending on the actual mesh resolution (Fig. 3.4 right) which still allows
capturing all flame dynamics (ignition, flame/walls interactions, local wall quenching
etc.) since reaction rate expressions (Eq. 3.28 and 3.29) are not modified. Asymptotic
analysis of premixed flames [341] shows the dependence of the flame front thickness δ0l
to be:
δ0l ∝
√
D
A
(3.47)
and the laminar flame speed SL:
sl ∝
√
D ·A (3.48)
with the reaction rate pre-exponential constant A and the thermal diffusivity D. The
basic idea of the Thickened Flame model for LES (TFLES) [170, 276, 291] is to find a
modification of the initial equations such that the flame speed is conserved but the flame
thickness becomes large enough to be solved in the LES grid. This can be achieved
according to Eq. 3.47 and 3.48 by a factor F: the thermal diffusivity is multiplied by F
Figure 3.4: Left: Thin flame on a LES mesh. Right: Thickened flame on a LES
mesh. Adapted from Candel [44].
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while the pre-exponential constant is divided by F which leads to correct laminar flame
propagation on the LES mesh.
However, in a real turbulent wrinkled flame the modified flame surface is less influenced
by turbulence then the ’real’ thin flame which results in a reduced reaction rate since
the flame surface is decreased. To account for the flame wrinkling, an efficiency function
E introduced by Charlette et al. [48] is used:
E =
(
1 +min
[
∆
δ0l
,Γ
(
∆
δ0l
,
u′∆
s0l
, Re∆
)])β
(3.49)
Here, ∆ defines the implicit filter size of the LES and u′∆ the SGS root-mean-square
velocity. The propagation velocity and the thickness of the corresponding laminar flame
are s0l and δ
0
l . The Reynolds number follows Re∆ = s
0
l δ
0
l /ν, with ν being the viscosity
of the fresh gases and the model parameter is β. For the simulations shown in this
work, this parameter is kept constant β = 0.5. The impact of a constant or dynamic
parameter is discussed by Schmitt et al. [278], Wang et al. [336] but was not considered
in this work.
The TFLES method was initially developed for perfectly-premixed flames but was then
extended by Le´gier et al. [170] for non-premixed configurations where fuel and air mix
partially prior combustion. The Dynamic Thickening model for LES (DTFLES) retains
the characteristics of the TFLES model in the flame region but is adapted to the regions
outside the flame in order to prevent accelerated mixing in the non-reacting zones. This
is achieved by a dynamic formulation of the thickening factor F, ranging from unity in
the non-reacting regions and Fmax in the flame. It writes:
F = 1 + (Fmax − 1)S (3.50)
where S is a sensor which depends on the local reaction rate and Fmax = Neδ
0
L/∆
depends on the number of elements for flame resolution. Typically, 5 grid points are
sufficient to retrieve laminar flame speeds obtained by DNS of 1D flames.
3.8 The mesoscopic Eulerian-Eulerian approach
In this work, gaseous and liquid fuels are considered. For liquid fuel, a specific treatment
of the dispersed phase is needed. Here, the Eulerian approach is used. It allows to
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Figure 3.5: Velocity decomposition as proposed by Fe´vrier et al. [97]. The
Lagrangian velocity can be split into a mesoscopic and a random velocity.
Adapted from [133].
consider the spray as a continuum where the local mean characteristics correspond to
the set of particles [97, 148, 303]. This approach is based on several assumptions:
• particles are non-deformable spherical droplets
• only drag forces are considered between the liquid and the gas phase (ρl  ρg)
• uniform temperature inside the droplet
• liquid phase is diluted (the liquid volume fraction αl < 0.01)
• droplet interactions are not considered
• gravity is neglected
The main idea of this approach is to decompose the particle velocity in two parts, so
that:
up = u˘l + u
′′
p (3.51)
where up is the particle velocity, u˘l is the mean eulerian velocity (or mesoscopic velocity)
and u′′p is the uncorrelated velocity (Fig. 3.5). This velocity decomposition allows to
consider the spray as a set of particles with the same mesoscopic motion u˘l while each
particle has its own motion at the uncorrelated velocity u′′p. In the framework of LES,
further theoretical considerations can be found in Hannebique [118], Jaegle [133], Riber
[254], Senoner [295], Sierra Sa´nchez [301].
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3.9 LES equations for the dispersed phase
Considering two-phase flow configuration requires conservation equations for the dis-
persed phase. In this section a brief overview is given since no developments were
carried out during this thesis. Extensive derivations and test cases can be found in
the foregoing thesis’ of Boileau et al. [34], Hannebique [118], Jaegle [133], Lamarque
[162], Sanjose´ [268], Senoner [293], Sierra Sa´nchez [301]
3.9.1 LES Filtering
The LES filtering is identical to the filtering procedure used in Section 3.7 for the gas-
phase equations. Favre-averaging of the dispersed phase is similar to the Favre average
of the gas phase and is obtained using the mesoscopic volume fraction αl instead of the
gas density ρ. It writes:
αlf̂l = α˘lf˘l (3.52)
with αl the filtered volume fraction of the liquid. If the spray is monodisperse at
the filter size, the liquid Favre average may be equivalently defined with the number
density:
n˘lf˘l =
6α˘l
pid˘3
f˘l =
6
pid˘3
αlf̂l = n˘lf̂l (3.53)
n˘l is the filtered number density and d˘ is the mesoscopic diameter assuming that d˘ =
d˘. The filtering of the balance equations for the dispersed phase results in the LES
equations utilized in this work and yields:
∂wl
∂t
+∇Fl = sl (3.54)
where wl = (nl, ρlαl, ρlαluˆl, ρlαlvˆl, ρlαlwˆl, ρlαlhˆl)
T is the vector of the filtered meso-
scopic conservative variables of the liquid phase with uˆl, vˆl and wˆl the three velocity
components of the vector uˆl = (uˆl, vˆl, wˆl)
T . Fl is the filtered flux tensor defined by
Fl =
(
f l,gl,hl
)T
and sl the filtered source term. The fluxes f l, gl, hl are split in two
contributions:
f l = f
M
l + f
t
l
gl = g
M
l + g
t
l (3.55)
hl = h
M
l + h
t
l
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with the resolved mesoscopic contributions f
M
l ,g
M
l ,h
M
l and the sub-grid contributions
f
t
l ,g
t
l ,h
t
l .
3.9.2 Resolved mesoscopic fluxes
The three components of the resolved mesoscopic flux tensor are defined as:
f
M
l =

nluˆl
ρlαluˆl
ρlαluˆ
2
l
ρlαluˆlvˆl
ρlαluˆlwˆl
ρlαluˆlδ̂θl
ρlαluˆlhˆl

, gMl =

nlvˆl
ρlαlvˆl
ρlαluˆlvˆl
ρlαlvˆ
2
l
ρlαlvˆlwˆl
ρlαlvˆlδ̂θl
ρlαlvˆlhˆl

, h
M
l =

nlwˆl
ρlαlwˆl
ρlαluˆlwˆl
ρlαlvˆlwˆl
ρlαlwˆ
2
l
ρlαlwˆlδ̂θl
ρlαlwˆlhˆl

(3.56)
3.9.3 Sub-grid fluxes
The three components of the sub-grid flux tensor are written as:
f
t
l =

0
0
−τ tl,xx
−τ tl,xy
−τ tl,xz
qtθ,x
qth,x

, gtl =

0
0
−τ tl,xy
−τ tl,yy
−τ tl,yz
qtθ,y
qth,y

, h
t
l =

0
0
−τ tl,xz
−τ tl,yz
−τ tl,zz
qtθ,z
qth,z

(3.57)
with the sub-grid stress tensor of the dispersed phase τ tl defined by:
τ tl,ij = −ρlαl
(
ûl,iul,j − uˆl,iuˆl,j
)
(3.58)
and the sub-grid flux of uncorrelated energy qtθ:
qtθ,i = ρlαl
(
ûl,iδθ − uˆl,iδˆθ
)
(3.59)
and the sub-grid flux of sensible enthalpy qth as:
qth,i = ρlαl
(
ûl,ihs,l − uˆl,ihˆl
)
(3.60)
Here, sub-grid effects on the resolved liquid enthalpy are supposed to be negligible
(qth,i = 0). The source terms sl are approximated by their unfiltered form, e.g subgrid-
scale terms that would appear in a filtered formulation are neglected. Details on this
simplification can be found in the thesis of Boileau [33].
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3.9.4 Sub-grid scale models for the dispersed phase
By analogy with the LES modeling of gas-phase flows, Riber et al. [255] propose a
viscous-type model for the sub-grid scale mesoscopic velocity tensor τ tl . The deviation
part is evaluated with the compressible Smagorinsky model [307] whereas the diagonal
part is calculated as proposed by Yoshizawa [349]:
τ tl,ij = −ρlαl
(
ûl,iul,j − uˆl, iuˆl,j
)
(3.61)
Model: τ tl,ij = 2ρlαlνl,t
(
Sˆl,ij − 1
3
Sˆl,kkδij
)
+ 2ρlαlκl,tSˆl,ijδij (3.62)
with: Sˆl,ij =
1
2
(
∂uˆl,i
∂xj
+
∂uˆl,j
∂xi
)
− 1
3
∂uˆl,k
∂xk
δij (3.63)
Smagorinsky model: νl,t = (CS,l∆)
2
√
2Sˆl,ijSˆl,ij (3.64)
Yoshizawa model: κl,t = 2 (CV,l∆)
2 Sˆl,ij (3.65)
The model constants are fixed from tests conducted by Moreau et al. [194]: CS,l = 0.14
and CV,l = 0.11.
3.10 Numerical approach
The LES code AVBP is used for all simulations presented in this work. This massively
parallel code solves the compressible Navier-Stokes equations on unstructured grids
[280, 311]. It is based on the finite volume method where the variables are associated to
the mesh points (called cell-vertex method) and mean fluxes are obtained by averaging
over the cell edges [162, 264, 266, 279]. Here, some insights are given concerning
numerical schemes and boundary conditions.
3.10.1 Time step and advancement method
The Courant-Friedrichs-Lewy (CFL = u∆t/∆x) condition [58] ensures numerical sta-
bility by considering the time step and grid width with the convection speed of the
unsteady simulation. For compressible flows, the CFL number should be chosen below
a critical CFL number based on the sound speed. In the here presented LES, the CFL
number is fixed at 0.7 and the time step ∆t is usually small (in the order of 10−6 s to
10−7 s).
A multi-stage Runge-Kutta scheme [135, 344] advances the discretized equations in
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time and is limited by the grid size (through the CFL number). It is clear that the
mesh size parameter controls the computations cost for this explicit scheme and that
special care must be taken to avoid very small mesh sizes.
3.10.2 Convection scheme
The filtered Navier-Stokes equations presented in Section 3.7 have to be solved by nu-
merical schemes. Lamarque [162] lists in his thesis all implemented numerical schemes
available in AVBP and gives detailed informations about the implementation. Here,
the schemes used in the scope of the thesis are given briefly.
During initialization of a simulation, for non-reacting or reacting flows, the Lax-Wendroff
(LW) [167] scheme was used which is of second order in time and space. The formulation
of Lax & Wendroff [167] uses an explicit time integration with a single Runge-Kutta
step and features low computations costs and good robustness properties. After reach-
ing a statistically stable simulation, the accuracy of the LES quality is increased with
a Taylor-Galerkin type scheme (TTGC) proposed by Colin & Rudgyard [57]. Here,
the cell-vertex framework is used to apply a finite element approach, so that time
and space accuracy are now of third order and of fourth order for regular meshes as
shown by Moureau et al. [199]. Its properties in terms of dispersion and dissipation
are well suited for simulations of combustion instabilities where acoustics play a major
role. Nevertheless, the TTGC scheme requires about 2.5 times more computational
resources compared to the LW scheme.
3.10.3 Boundary conditions
Boundary conditions are crucial in LES of combustion instabilities since the acoustics
control the system stability. Here, the Navier-Stokes Characteristic Boundary Con-
ditions (NSCBC) formalism [233] was applied. The NSCBC method is based on the
decomposition into characteristic waves proposed by Thompson [329] for the Euler
equations (Euler Characteristic Boundary Conditions (ECBC)). Incoming (for inlets)
and reflecting (for outlets) residuals computed by the numerical scheme are replaced
by corrected residuals since in subsonic flows some waves are not computed inside the
domain and have to be injected based on physical characteristics. More detailed infor-
mation can be found in Lamarque [162], Poinsot & Lele [233] and Porta [241].
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3.10.4 Forcing procedure for FTF measurement
To measure the Flame Transfer Function (FTF), it is necessary to introduce perturba-
tions in the LES and to measure the resulting heat release oscillations. The procedure
is similar to experiments but requires specific care. Velocity perturbations are intro-
duced by acoustic waves [149] with a certain amplitude and sampled at a reference
point. Chosing the position of the reference point is a difficult question [333]. If it is
chosen too close to the flame, the velocity signal can be affected by the flame presence.
If it is too far away, expressing heat release fluctuations only as a function of velocity
fluctuations is not sufficient and pressure fluctuations have to be taken into account.
Truffin & Poinsot [333] provide a threshold value for the Helmholtz number
H =
ωLaf
c
(3.66)
with ω the forcing frequency, c the sound speed in the unburnt gases and Laf the
distance between the reference point and the flame. It was shown that the classic n− τ
formulation is valid for H < 0.01. In cases where this condition is violated, pressure
fluctuations must be additionally taken into account. The Helmholtz number can be
estimated for the Lotar case described in Chapter 7: the main pulsation frequency is
220 Hz, the sound speed in the fresh gases is c = 340 m/s and the distance between
reference point and flame is estimated from mean heat release fields to be Laf = 0.01 m.
Using these values for Eq. 3.66 a Helmholtz number H ≈ 0.0065 is obtained which
guaranties consistent results.
Careful attention should be paid to boundary conditions when injecting perturbations
into a LES [149]. This can be achieved by using appropriate boundary conditions
such as the Navier-Stokes Characteristic Boundary Conditions (NSCBC) formalism
proposed by Poinsot & Lele [233]: a low relaxation coefficient is applied to let acoustic
waves propagate out of the domain. This allows to reduce the perturbations of reflected
waves which can affect FTF computations. The global heat release can be extracted
from the simulation results and correlated to the velocity fluctuations to determine the
amplitude and phase of the transfer function.
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4Helmholtz methods for
combustion instabilities
4.1 Introduction: The wave equation for reacting flows
Moving away from high-fidelity LES to faster methods require the solution of the reac-
tive acoustic wave equation. This implies that under some hypothesis the interaction
between turbulence, heat release and acoustics can be broken down to a more simplified
system. The starting point for this approach is the full set of reacting Navier-Stokes
equations. A number of hypothesis are made and linearization leads finally to the
Helmholtz equations for [236]:
• non-reacting flows:
γp0∇ ·
(
1
ρ0
∇pˆ
)
+ ω2pˆ = 0 (4.1)
• reacting flows:
γp0∇ ·
(
1
ρ0
∇pˆ
)
+ ω2pˆ = iω(γ − 1)qˆ(x) (4.2)
where the variables p0, pˆ, ω, γ and qˆ are the mean pressure, fluctuations of pressure,
pulsation, specific heat ratio and heat release fluctuations, respectively. While Eq. (4.1)
allows to find mode structures and frequencies only, the active flame formulation used
in Eq. (4.2) provides information about the growth rate of these calculated modes by
taking heat release fluctuations into account. Typically, the heat release fluctuations are
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modeled using the flame transfer function [61] defined by an interactive index nlocal(x)
and a time delay τlocal(x):
qˆ(x) = nlocal(x)uˆ(xref ) · nrefeiωτlocal(x)
[
W/m3
]
(4.3)
xref and nref stand for the reference point and associated unit vector used to relate the
unsteady heat release qˆ(x) to the acoustics in the combustor. The amplitude of flame
response nlocal(x) [J/m
4] and the time delay of flame response to velocity perturbation
τlocal(x) [s] in Eq. (4.3) control the system stability. The acoustic solver Avsp solves
Eq. (4.2) in three dimensions as an eigenvalue problem [114, 267, 296, 339]. These fields
of model parameters have to be delivered to Avsp after they have been constructed
either analytically, from experimental results or from LES data.
4.2 Active flame model
TA codes such as Avsp require information specific to compute eigenmodes. Three
classes of data are needed:
1. Geometry, sound speed and specific heat ratio fields: these fields correspond to
mean quantities and can be obtained experimentally or numerically from a RANS
computation or an averaged LES result
2. Impedances at inlets and outlets
3. Flame Transfer Functions.
The difficulty of the specification of input data grows up from 1 to 3. Point 1 poses no
difficulties, 2 can become more difficult because impedances are not always known or
because it is not clear where an impedance can be specified. Point 3 is the most difficult
part because FTFs can be obtained from many sources and take various forms. What
is needed in Avsp is an expression for the local unsteady heat release as a function
of a velocity signal at a reference point. This information which will be called local
FTF in the following can only be obtained from LES. In many cases, it is not available
and only a global FTF is provided giving the response of the total heat chamber heat
release, obtained either by a simulation or by an experiment. The global FTF provides
the global unsteady heat release as a function of the reference velocity. How to convert
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it into data which can be used in Avsp is not obvious. It requires arbitrary choices to
distribute the local response so that the global response is satisfied. There is no unique
choice and this can be done in many ways: local FTF must be constructed on the Avsp
grid in such a way that the global response is the one which must be introduced in the
solver. This section presents the methods which were tested and used during this PhD.
4.2.1 Definitions and units
While all papers discuss are flame response indices and delays to be used in FTFs, not
all definitions are equal. This section classifies FTF definitions and show hot to evaluate
them from each other. By convention we will call nlocal local values and N global values
for the interaction index of FTFs. Index 1 (N1) will correspond to Crocco’s definition,
index 2 (N2) to dimensional and index 3 (N3) to non-dimensional FTF. Avsp requires
the point wise heat release qˆ(x) defined by nlocal(x) and τlocal(x). Due to the fact that
the heat release can be described either locally (e.g. at each grid point in a numerical
computation domain) or globally (e.g. the measured global heat release in a combustor)
special attention has to be paid to definitions: the local and global amplitude values
are given in Tables 4.1 and 4.2 with their corresponding definitions and units.
4.2.2 Flame Transfer Function from experiments
The FTFs from experiments correlate global heat release fluctuations to velocities at
a fixed position. The heat release is integrated over the whole (visually accessible)
domain and has the unit Watt [W]:
Qˆ =
∫
V
qˆ(x)dVf (4.4)
Type Name Definition Units Order of magnitude
Dimensional nlocal(x)
qˆ
uˆ(xref ) · nref [J/m
4] O(109)
Table 4.1: Convention for local amplitude value nlocal(x) as input for Avsp.
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Type Name Definition Units Order of magnitude
Crocco N1
Qˆ
uˆ(xref ) · nref
γ − 1
Sfρ0c
2
0
[−] Thot
Tcold
− 1 (see [236])
Dimensional N2
Qˆ
uˆ(xref ) · nref [J/m] O(10
9)
Non-dimensional N3
Qˆ/Q
uˆ(xref ) · nref/u [−] O(1)
Table 4.2: Convention for global amplitude values N1, N2 and N3 with fluc-
tuations of the global heat release Qˆ [W ]. Q and u stand for scales of global
heat release and velocity, usually taken as the time averaged volume integrated
heat release and bulk velocity respectively. Sf is a reference surface equal to
the cross section area of the injector upstream of the region where the flame
stands.
where Vf is the flame volume. The link between global heat release fluctuations and
the local fields for Avsp (nlocal(x) and τlocal(x)) is given by:
∫
Vf
nlocal(x)e
iωτlocal(x)dV = N2e
iωτ (4.5)
There are multiple solutions to satisfy Eq. (4.5). In most cases, we will assume that
the time delay τlocal(x) is the same everywhere in the flame volume Vf and equal to
the global time delay τ . This is consistent with the compact flame assumption. In
this situation, the exponential term disappears from Eq. (4.5) and the only remaining
condition is:
∫
Vf
nlocal(x)dV = N2 (4.6)
so that if we assume that nlocal(x) is also constant over the flame volume, its value is
determined within the flame by:
nlocal(x) = nlocal =
N2
Vf
within the flame (4.7)
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where choosing the volume of the flame Vf will be the only remaining task. Of course
Eq. (4.7) must be complemented by
nlocal(x) = 0 outside the flame (4.8)
to reflect the fact that no flame response is expected outside of the flame region.
4.2.3 Flame Transfer Function from simulations
In case of LES, the FTF can be obtained by external acoustic forcing as described
in Section 3.10.4. Here, the local heat release field is already available but has to be
stored as a series of instantaneous solutions. By doing so, the local amplitude nlocal(x)
and time delay τlocal(x) can be extracted and used for Avsp. The advantage of this
procedure is that it is not restricted to compact flames. However, a sufficiently long time
series has to be stored for Fourier transformation which increase computation cost and
memory requirements. This can be overcome by use of Dynamic Mode Decomposition
(DMD) [274] as proposed by Motheau [195]. This methodology is validated on a 2D
test case, applied on a industrial 3D configuration and used in this work.
Since global quantities and probe data are stocked as time signals in Avbp, it is much
easier to evaluate the FTF based on the global heat release. The velocity signal is
recorded at the reference point and can be directly assessed. This approach is also
used in Chapter 7. This method provides values for N2, N3 and global time delay τ .
Comparisons with experimental FTF can be done with N3 whereas N2 may be used
for AVSP as described by Eq. 4.7.
4.2.4 Flame transfer function from theory
Although not used in this work, the theoretical approach is given too. It can be carried
out by using the model of Crocco [60, 61]:
N2 = N1
SfγP0
γ − 1 (4.9)
The model scales the Crocco interaction index N1 [-] so that a dimensional amplitude
N2 is computed thereby using a reference surface Sf [m
2], a mean pressure P0 [Pa], a
heat capacity ratio γ [-] and a time delay [s].
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Part II
Simulation of longitudinal modes
61

5Overview of longitudinal modes
In this part of the thesis longitudinal modes are studied. This class of combustion
instability represents acoustic wave propagation in flow direction and thus are controlled
by inlet and outlet boundaries and by the flame response. Here, a brief overview will be
given for both self-excited and forced longitudinal modes with focus on Flame Transfer
Functions (FTF) since these are used for stability analysis later in this part.
Historically, self-excited longitudinal modes were first encountered during the 1940s in
jet engines. More efficient combustors pushed the operating region into zones where
instabilities may occur [70]. From the coupling mechanisms described in Section 1.2.2,
vortex shedding appeared to be one of the main driving parameter. Their interactions
with flames were investigated by Poinsot et al. [234] with use of spark-schlieren and
phase-averaged emission rate measurements to describe the unstable mode. It was
shown that periodic vortex acceleration and burning (Fig. 5.1) were the main features
of instability.
In the study of Ghoniem et al. [106], experimental and numerical analysis were used
together to reveal the self-excited instability mechanism of a backward-facing step
(Fig. 5.2). The authors stated, that the quarter-wave mode is excited due to an in-
teraction of large-scale vortices, the upper wall and fresh gas pockets and equivalence
ratio oscillations play a minor role in instability driving. The heat release rates are in
phase with the pressure signal which indicates a satisfied Rayleigh criterion. During
velocity reduction (2-3), two flame fronts are displayed and fresh gases are trapped in
this zone. Image 6 is taken at the moment of highest burning rates until the velocity
is at its maximum (image 8) and the cycle restarts. Such self-excited pressure waves
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Figure 5.1: Instantaneous schlieren images of stable and unstable combustion
[234].
Figure 5.2: Phase-averaged images of local products concentration during in-
stability cycle [106].
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Figure 5.3: Workflow of stability analysis with flame transfer functions [122]
propagating axially through a tube have been studied since Rijke [260, 261] where a
heater supplied the acoustic field with energy. Later, premixed flames were studied for
a similar setup by Mugridge [200] followed by diffusion flames in a similar configuration
of Lawn [166]. For both cases, the flame transfer function (FTF) was determined to
give information about the system stability.
Flame Transfer Functions (FTF) were first introduced by Crocco [60, 61]. The idea
was to use a time lag between the response of the flame and an ingoing perturbation.
Later, Merk [188] linked the fluctuations of heat release Q˙′ and velocity u′. Within this
framework the FTF depends on the forcing pulsation ω and can be written as:
FTF (ω) =
Q˙′(ω)/ ¯˙Q
u′(ω)/u¯
= Neiωτ (5.1)
where the fluctuation quantities are normalized by their mean values. This approach
allows to link velocity perturbations to heat release fluctuations and is widely used for
linear stability analysis. In this work, the FTF is determined using LES and allows to
model an active flame for the Helmholtz solver. By doing so, the acoustic solver gives
growth rates and the mode can be identified as stable or unstable. This numerical
workflow is summarized in Fig. 5.3.
Advances in measurement techniques allows to determine the FTF with high accuracy.
Non-intrusive measurement techniques, e.g. Laser Doppler Anemometry (LDA) allow
to record the velocity fluctuations without influencing the flow contrary to hot wire
measurements. Heat release fluctuations are recorded by the fact that light is emitted
due to chemical reaction called chemiluminescence. Different studies have shown that
heat release fluctuations are proportional to OH∗ radicals [116, 117], a species which
acts as an emitter. A photomultiplier tube (PMT) can convert the light emission to
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Figure 5.4: Decomposition of acoustic velocity perturbation after impinging a
swirler [45]
electrical signals and hence measure heat release fluctuations. This method was used
to investigate different combustion systems and their FTFs.
Both laminar and turbulent flames are used to study the effects which influence the
flame response due to axial acoustic perturbation. Kim et al. [151] investigated the
impact of the flame structure on the flame response for different equivalence ratios,
modulation amplitudes and frequencies. For fixed equivalence ratio, higher perturba-
tion frequencies caused a reduction of the gain and the absolute phase value increased.
Gain and amplitude also depend on the flame structure and the perturbation frequency
and amplitude. Experimental investigations are carried out by Biraud et al. [24] to an-
alyze the effect of confinement on the flame response. No interaction was observed
with low confinement ratios while high confinement ratios affected the flame whereby
an increased gain is generated. In laminar flames, Durox et al. [87] reported among
others [9, 146] the saturation of the phase and the decrease of flame amplitude above
certain frequencies which is also known as the low-pass behavior of the flame. Polifke
& Lawn [239] derived from global conservations of mass, energy and momentum con-
straints for the flame amplitude response in the limit of zero frequency. For a perfectly
premixed flame where no equivalence ratio fluctuations are present the gain should be
unity whereas for a constant fuel flow rate where equivalence ratios are present the
flame amplitude should move to zero.
Flame stabilization in complex industrial combustion systems is realized by swirled
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flows. Due to vortex breakdown, which generates regions of low flow velocity allowing
the flame can anchor in this region [178]. The use of a swirler also impacts the flame
behavior leading to a different amplitude and phase of the flame transfer function. Ko-
marek & Polifke [154] used an experimental configuration where the axial swirler was
adjustable so that the influence of different positions was measurable without other
effects impacting the flame response. Numerical simulations showed that the flame
response is affected twofold: axial perturbations which are traveling at the speed of
sound influenced the flame but also azimuthal disturbances which propagate at con-
vection speed. Palies et al. [217, 218] showed this first theoretically and later with
direct numerical simulations (DNS). This mode conversion mechanism is illustrated
in Fig. 5.4. As a consequence, swirl number fluctuations arise and impact the flame
angle. The phase between the axial and azimuthal velocity determines the influence
of this mechanism to the flame response. When these components are in phase the
swirl number fluctuations are small and the amplitude of flame response reveals a local
maximum. In this situation, both axial and azimuthal perturbations affect the flame
at the same time which is the reason for the strong flame response. High swirl fluctu-
ations (disturbance propagation out of phase) lead to a weak flame response which is
characterized as a local minimum in the gain evolution.
Physical mechanisms can be described analytically and this helps to understand basic
principles. For this reason a wide range of different analytical attempts in terms of
FTFs can be found in literature [67, 74, 75, 352].
A different approach was used by Fleifil et al. [99] where flame surface kinematics are
described by the so called G-equation [150, 340]. Here, the surface G = 0 represents the
flame front whereas G < 0 characterizes the fresh gases side and G > 0 the burnt gases
side. This work was continued and enhanced by Ducruix et al. [81] so that the model
could treat any laminar conical flame tip angle with good accordance to experimental
data in the low frequency region. The discrepancies exhibited for higher frequencies
were caused by the simplified assumptions they made. Schuller et al. [282] improved
this work and good results were obtained even for higher frequencies by taking the
mean flow field at fresh gases side into account. Conical and V-flames are considered
and it is shown that the latter is more sensitive to combustion instabilities. In a recent
work of Palies et al. [219] good agreement between experimental results and analytical
modeling of premixed swirled flames is achieved. One major point was to take into
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account the axial and azimuthal velocity disturbances induced by acoustic waves after
impinging on a swirler.
In the same manner, FTFs can be obtained by numerical simulations. Several authors
[108, 123, 324] conducted LES and validated their results with experimental data.
Duchaine et al. [78] investigated with DNS the sensitivity of key parameters, namely
laminar flame speed, flame angle, inlet air and duct temperature and wall temperature
of the combustor. All parameters influenced the flame response. In particular, high
impacts are observed by increasing flame speed or inlet duct temperature. By this, the
time delay decreased so that these parameter are of crucial importance.
Up to this point only single-phase configurations are considered where the fuel is a gas.
Flame transfer functions for liquid fuels are not intensively subjected in literature. In
a recent work of De la Cruz Garcia et al. [66] self-excited oscillations of a liquid fuel
combustor are reported. A gas turbine burner was used with gaseous fuel and no com-
bustion instabilities appeared. However, by changing the phase of fuel (gas to liquid)
the system exhibited high pressure oscillations. They concluded that these instabilities
depend directly on spray characteristics and evaporation. Similar results have been
obtained by several authors [21, 109] but detailed investigations between forced flow
motions and spray interactions are not conducted. Mirat et al. [190] carried out exper-
iments of a swirled spray flame and determined the Flame Describing Function (FDF)
which is not only frequency dependent but also takes into account different forcing
amplitudes. One outcome of this work was that the acoustic response of spray flames
differs from lean-premixed swirling flames.
In this work, self-excited longitudinal modes are analyzed for an academic configuration
(Volvo) in Chapter 6. Chapter 7 analyzes the FTF in a laboratory-scale combustor
(Lotar) and compare results to experimental data.
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6Low-frequency longitudinal mode
in a perfectly premixed flame
stabilized on a bluff-body (Volvo)
In this chapter, the combustion dynamics of a V-flame in an afterburner-type configura-
tion are investigated using high-order compressible LES and a TA code. Simulations are
compared to experimental results. A self-excited longitudinal mode (100 Hz) observed
in the experiments is captured by LES and the instability mechanism is discussed. LES
results for the quarter-wave mode are compared to a Helmholtz solver output, showing
that the agreement is fairly good.
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6.1 Introduction
Self-excited longitudinal modes and their excitation mechanism are investigated here
for a propane/air flame tested experimentally by Volvo [304, 305, 306] and computed
by many others [54, 92, 103, 107, 140, 143]. The regime is perfectly premixed and the
complexity of the system reduces because equivalence ratio fluctuations are eliminated.
6.2 Numerical configuration
6.2.1 Geometry
The Volvo configuration consists of a rectangular chamber of constant cross section
(0.12 m × 0.24 m) and a bluff body for flame stabilization (Fig. 6.1). The total length
of the configuration is 1.50 m. The flame holder is an equilateral triangle with an edge
length of 0.04 m mounted x = 0.82 m downstream of the inlet.Two elements which were
not clearly characterized in the experiments (fuel feeding line and honeycomb) are not
considered in the simulations since their impact on the results is marginal, as will be
shown in the next sections.
6.2.2 Combustor acoustics
Since the objective of this work is to capture chamber modes, it is useful to compute
these before performing LES. The 3D Helmholtz code AVSP [206] described in Chap-
ter 4 is first used. The outlet pressure is imposed (p′ = 0) whereas the inlet and the
walls are zero velocity fluctuation boundaries (u′ = 0). The sound speed field c0 and
the density ρ0 fields correspond to cold gases in the plenum (T = 288 K) from x = 0
to x = 0.82 m and burnt gases in the chamber (T = 1900 K) from x = 0.82 m to
x = 1.50 m. The computations were performed with variable specific heat ratio γ and
mean pressure p0 = 1 bar.
The modes found by AVSP are summarized in Tab. 6.1 and displayed in Fig. 6.2 and 6.3.
The first longitudinal mode (1Lx-0Ty-0Tz) is a typical quarter wave mode (Fig. 6.3)
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Figure 6.1: Middle cut plane of the mesh in the computational domain.
Figure 6.2: Pressure amplitudes of the first three modes obtained by the
Helmholtz solver. The mode name consists of the number of pressure nodes in
x-direction (nLx), y-direction (pTy) and z-direction (qTz).
at 88 Hz. This mode has been observed during experiments (at 100 Hz) as well as in
LES (95 Hz) and is often referred to as the ”buzz” mode. This mode was also captured
in other simulation studies [103, 140].
6.3 Large eddy simulation methodology
The operating points studied in this chapter are summarized in Tab. 6.2. All correspond
to cases tested in the experiments: non-reacting, reacting stable and reacting low-
frequency unstable (buzz). All simulation parameters are kept equal for the different
cases except the inlet velocity ubulk and the global equivalence ratio φ.
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Mode name [nLx-pTy-qTz] Helmholtz solver [Hz] LES [Hz] Experiment [Hz]
1Lx-0Ty-0Tz 88 95 100
2Lx-0Ty-0Tz 251 not observed not observed
3Lx-0Ty-0Tz 374 not observed not observed
4Lx-0Ty-0Tz 513 not observed not observed
5Lx-0Ty-0Tz 686 not observed not observed
1Lx-1Ty-0Tz 715 not observed not observed
2Lx-1Ty-0Tz 765 not observed not observed
3Lx-1Ty-0Tz 857 not observed not observed
6Lx-0Ty-0Tz 862 not observed not observed
4Lx-1Ty-0Tz 979 not observed not observed
7Lx-0Ty-0Tz 1008 not observed not observed
8Lx-0Ty-0Tz 1122 not observed not observed
2Lx-2Ty-0Tz 1278 not observed not observed
6Lx-1Ty-0Tz 1285 not observed not observed
1Lx-2Ty-0Tz 1418 1360 1400
1Lx-0Ty-1Tz 1418 not observed not observed
1Lx-2Ty-0Tz 1442 not observed not observed
7Lx-1Ty-0Tz 1443 not observed not observed
2Lx-0Ty-1Tz 1445 not observed not observed
Table 6.1: Frequencies of modes given by the Helmholtz solver and compar-
ison with the mode frequency found in the LES. The mode name consists
of the number of pressure nodes in x-direction (nLx), y-direction (pTy) and
z-direction (qTz). The experimental frequencies are reported by Sjunnesson
et al. [304] whereas all the other frequencies are obtained in the present study.
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Figure 6.3: Pressure amplitudes of the first three longitudinal modes obtained
by the Helmholtz solver. Mode structure along axial centerline at y = 0.12 m.
Case ubulk [m/s] φ [−] Tu [K] Mode topology
Non-reacting 16.6 0.0 288 -
Reacting stable 17.3 0.65 288 -
Buzz 17.3 0.95 288 1Lx-0Ty-0Tz (fb = 95 Hz)
Table 6.2: Definition of operating conditions.
6.3.1 Numerical setup
The fully compressible high-order code Avbp [55, 280] described in Chapter 3 is used
for LES to solve the reactive multi-species Navier-Stokes equations on unstructured
grids. The two-step Taylor-Galerkin finite-element convection scheme [55] provides at
least third-order accuracy in time and space. m Special attention is needed for inlet and
outlet boundary conditions as they control combustion instabilities: they are treated
with Navier-Stokes Characteristic Boundary Conditions (NSCBC) [111, 113, 233]. The
outlet is modeled as a reflecting section (p′ = 0) with the 3D NSCBC version derived
by Granet et al. [111]. The inlet is located at x = 0 in Fig. 6.1 (Section 6.3.2). It
acts acoustically as a u′ = 0 surface but is also used to inject turbulence using the
method of Guezennec & Poinsot [113]. The walls are modeled as adiabatic no-splip
walls. Reduced chemical kinetics for propane/air flames are described in Section 3.6.1.
The middle cut plane of the mesh is shown in Fig. 6.1. The fully tetrahedral mesh
contains 3 685 066 nodes and 20 919 678 cells. The mesh size in the reaction zone and
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further downstream is 2 mm which ensures the resolution of at least 80 % of the kinetic
energy of the flow [240]. This resolution leads to dynamic thickening values of the
flames between 15 (stable validation case) to 25 (buzz case). The near wall region of
the flame holder and the boundary walls feature dimensionless wall distances of y+ = 40
at highest velocity levels. The time step is fixed to ∆t = 3.5× 10−7 s and corresponds
to an acoustic CFL number of 0.7.
6.3.2 Turbulence injection
The honeycomb and the fuel support line (present in the experiments) are not con-
sidered in the LES. A perfectly premixed propane/air mixture with a superimposed
homogeneous isentropic turbulence level is injected at the inlet. The turbulence inten-
sity of the inlet section is equivalent to 8 % of the bulk velocity and decreases at the
honeycomb position to 3 % which corresponds to data obtained by measurements at
this position [305]. The integral length scale of the imposed turbulent field is 0.03 m at
the injection plane (x = 0 m) corresponding to one quarter of the chamber height. Fig-
ure 6.4 displays an instantaneous field of vorticity in the central plane of the chamber.
6.4 Validation of the stable cases
LES results are first validated against experimental results for the stable validation
cases. This is done in two steps: first, cold flow results for axial and transverse velocities
Figure 6.4: Plane of vorticity field showing the injected turbulence in the 3D
domain.
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Figure 6.5: Middle cut plane of the geometry with measurement planes M1 to
M5.
are compared. In a second step, experimental data for the stable reacting flow is used
to validate LES. Figure 6.5 displays the measurement planes for velocities M1 to M5
where experimental data was recorded and compared to LES results.
6.4.1 Non-reacting case
The non-reacting flow (ubulk = 16.6 m/s) is averaged for 320 ms corresponding to 4
convective flow through times in the whole chamber. Axial and transverse velocities are
in good agreement (Fig. 6.6) for all measurement plane positions. RMS profiles for both
axial and transverse velocities are also well reproduced (Fig. 6.7). The recirculation zone
is well captured as confirmed by the axial velocity profile on the chamber axis (Fig. 6.8).
During the non-reacting test, vortex shedding appears behind the bluff body and its
frequency was determined experimentally to fV S = 105 Hz. In Fig. 6.9 the shedding
encountered in the LES is visualized exhibiting a Von Ka´rma´n-like flow motion. Its
frequency can be determined from the transverse velocity component in z-direction
behind the flame holder at the same position as in the experiments (x = 0.82 m). The
power spectrum density of the normalized signal is given in Fig. 6.10 and the frequency
of vortex shedding in the LES is found to be fV S = 120 Hz (frequency error of ±5 Hz
due to the discrete time signal) close to the experimental value (105 Hz).
6.4.2 Reacting case
The first reacting case is the stable run of Tab. A.2 (ubulk = 17.3 m/s, φ = 0.65).
The averaging time is equal to the non-reacting case (320 ms). Experimental and
numerical axial (x-direction) and transverse (z-direction) velocity components match
well for both mean (Fig. 6.11) and RMS (Fig. 6.12) quantities. The recirculation zone
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Figure 6.6: Non-reacting case velocities at measurement planes M1 to M5. Left:
Normalized axial velocities. Right: Normalized transverse velocities.
Figure 6.7: Non-reacting case velocities at measurement planes M1 to M5.
Left: Normalized axial RMS velocities. Right: Normalized transverse RMS
velocities.
Figure 6.8: Axial velocity for the non-reacting case starting from the bluff
body.
is larger compared to cold flow profiles and is well captured by LES (Fig. 6.13). Slight
under predictions of the recirculation velocity are observed for both components as
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Figure 6.9: Vortex shedding structure for the non-reacting case visualized by
an iso-contour of Qcrit = 2× 108 s−1 colored by transverse velocity w.
Figure 6.10: Frequency fV S = 120 Hz of the transverse velocity w recorded
behind the bluff body evidencing the vortex shedding. The signal is normalized
by its mean value.
Figure 6.11: Stable reacting case velocities at measurement planes M1 to M5.
Left: Normalized axial velocities. Right: Normalized transverse velocities.
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Figure 6.12: Stable reacting case velocities at measurement planes M1 to M5.
Left: Normalized axial RMS velocities. Right: Normalized transverse RMS
velocities.
Figure 6.13: Axial velocity for the stable reacting case starting from the bluff
body.
obtained using other LES codes [54].
6.5 Longitudinal modes: the buzz case
The first unstable regime computed with LES is the buzz case in Tab. A.2 (ubulk =
17.3 m/s, φ = 0.95), where a longitudinal mode appears at 100 Hz in the experiment.
After initialization of the reacting flow, pressure fluctuations grow in time, propagate
periodically in the combustor and establish a limit cycle. These axial perturbations
cause large heat release fluctuations (Fig. 6.14 left) and feed the instability mechanism.
The frequency of these oscillations in the LES is fb = 95 Hz (Fig. 6.14 right). Both
pressure and heat release signals are in phase and energy is added to the acoustic field
as stated through the Rayleigh criterion [247].
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Further insight into the buzz mode structure can be obtained by using DMD [275]
on 3D solution fields. These are recorded over a period of 0.04 s corresponding to 5
buzz mode cycles (150 snapshots). Pressure amplitude and phase are extracted from
DMD results on the middle plane axis (y = 0.12 m) and compared to the Helmholtz
solver results presented in section 6.2.2. Results (Fig. 6.15) show good agreement:
the phase is quasi-constant over the whole set-up indicating a standing mode. The
modulus corresponds to a quarter-wave mode of the whole setup. Instantaneous
images of numerical Schlieren reconstructed fields are compared to experimental images
during one oscillation cycle (Fig. 6.16). The flapping motion reveals flame perturbations
induced by the longitudinal acoustic mode. The roll up of the shear layers and the shape
of the flame are very well reproduced by the LES.
6.6 Conclusion
In this section a self-excited longitudinal mode was studied using LES in the Volvo con-
figuration [304, 305, 306]. The afterburner was analyzed acoustically using a Helmholtz
solver. Here, the first chamber mode was identified as a quarter wave mode with a fre-
quency of 88 Hz. After validation of the stable case against experimental data, the
longitudinal mode excited in the LES was compared with experimental observations
and good agreement was found. Acoustic waves propagating through the combustor
cause flame roll up which are associated to heat release fluctuations.
Figure 6.14: Left: Chamber pressure and global heat release fluctuations during
the buzz mode. Right: Power spectral densities of pressure and heat release
signals. Pressure recorded at probe P2 (Fig. 6.5).
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Figure 6.15: Comparison of mode structure at 132 Hz obtained via DMD of LES
data and acoustic solver (AVSP). Left: Pressure modulus. Right: Pressure
phase.
Figure 6.16: Comparison of low frequency oscillation. Left: Flash Schlieren
from experiments. Right: Derivative of density from instantaneous LES solu-
tions.
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7Low-frequency modes in a liquid
fuel swirl combustor (Lotar)
Flame transfer functions (FTFs) of an aeronautical burner in a rectangular combustion
chamber are determined using Large Eddy Simulation (LES). The configuration con-
tains an industrial swirling device placed in a laboratory combustor at ONERA. The
swirler comprises three air passages and liquid kerosene is injected through a pilot and
a multipoint injection device including 24 injection holes. Application of the dynamic
mode decomposition (DMD) allows to extract the coherent flow structures at the forcing
frequency and to construct local flame response and time delay fields. In a next step,
modal analysis is carried out with a Helmholtz solver where acoustic boundary condi-
tions are utilized taking mean flow effects into account. The latter allows to model mean
flow effects in a zero Mach number framework. Results are compared with experimental
observations: stable and unstable combustion modes for different outlet impedances are
correctly identified by this methodology. All results are validated against experimental
data and show good agreement.
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7.1 Introduction
While Chapter 6 described a study of a low-frequency mode based on a brute force LES,
the present chapter describes a case where LES was used to compute the forced response
of a burner and a TA code was used to predict stability as discussed in Chapter 2. This
is done for the Lotar setup of the ONERA which is a kerosene/air swirled system.
FTFs have been widely used for laminar [78, 86, 146, 156] and turbulent configurations
[120, 217, 325] where the systems are fed by gaseous fuel. Much less studies have been
published for FTF of two-phase flows even if much effort has been made for unforced
reacting two-phase flows [136, 138, 225, 335, 353]. Simulations of complex geometries
with multipoint injection systems and realistic injection profiles have been reported and
validated against experimental results [35, 118, 134, 294]. This work aims to extend
the range of simulations and to focus on thermoacoustic instabilities and FTFs in two-
phase flows.
The majority of the literature on combustion instabilities focus on gaseous fuels and
liquid fuel studies are rarely reported. The importance of liquid fuel was shown recently
by De la Cruz Garcia et al. [66]. A gas turbine burner was used with gaseous fuel
and no combustion instabilities were observed while switching to liquid fuel exhibited
large self-excited pressure oscillations. They concluded that these instabilities depend
directly on spray characteristics and evaporation meaning that it is essential to take
these phenomena into account when liquid fueled systems are examined. In the context
of combustion instabilities, Flame Transfer Functions (FTF) became important in both
laminar [78, 86, 146, 156] and turbulent cases [217, 325] whether obtained numerically
or experimentally. Due to the fact that the flame shape is different depending on the
state of the fuel [46] the flame response will be different. Up to now the role of liquid
fuel on FTFs is not known. The approach proposed by Huber [131] is applied to this
case: the fuel line is pulsed at the same frequencies to account for equivalence ratio
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fluctuations and are added to the FTFs where only the impact of velocity perturbations
was identified. This approach is called Multiple-Input-Single-Output (MISO).
For this purpose, a laboratory-scale turbulent two-phase flow combustor is chosen as
the target configuration which was tested at the Onera [4]. Experimentally determined
FTFs are available as well as mean gas and liquid velocity profiles. Within this chapter,
LES are carried out for one operating point. Liquid fuel is injected and mean fields
of non-reacting and reacting flows are compared. In a further step, the FTFs are
calculated and are compared with experimental FTFs. Additionally, the multipoint
injection system (containing 24 injectors) and the pilot injector are pulsated at different
frequencies in order to identify the impact of equivalence ratio fluctuations on the
FTF. The chapter is organized as follows: first, the target configuration is presented,
followed by an acoustic characterization of the system. In section 7.4, unforced and
forced results of the reacting two-phase flow LES are presented and validated against
experimental data. Section 7.5 compares numerical and experimental FTFs. The last
section discusses the low-frequency mode stability dynamics of the configuration when
the outlet duct length changes and predicts the control length for stability.
7.2 Numerical configuration
The experimental test rig named Lotar (Liquid fueled Onera Thermo Acoustic Rig)
was developed by the Onera Toulouse during the KIAI (Knowledge for Ignition, Acous-
tics and Instabilities) project founded by the european union. One of the main objec-
tives was to conduct experiments of a realistic configuration and to study combustion
instabilities using liquid fuel. The full setup is shown in Fig. 7.1. The combustion
chamber (shown in the middle) is connected with two tubes, one upstream and one
downstream. The downstream tube is moveable so that the impedance of the system
outlet can be changed and thus its stability. Two extreme lengths can be adjusted
and are measured between the pilot injector and the tube outlet: the shortest tube
length 2030 mm and the longest 2480 mm. In front of the first tube a siren is mounted
to modulate the entering air flow for stability analysis. The combustion chamber has
three parts: a plenum, a rectangular combustor and a swirler (Fig. 7.2). It contains one
radial and two axial stages (Fig. 7.3). The first axial stage swirls the flow in clockwise
direction. The second axial stage forces the flow to turn in anti-clockwise direction
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Figure 7.1: Experimental configuration of the LOTAR setup installed at the
Onera Toulouse (Fauga-Mauzac). Adopted from Apeloig [4]
whereas the radial swirl movement turns again in clockwise direction. Kerosene is in-
jected using a combination of pilot injector and multipoint fuel injection system with
24 holes.
One operating point in the parameter map was chosen for further investigation. This
operating point allows to have a stable combustion process for the shortest tube length
(TL2030) and an unstable combustion process for the longest tube length (TL2480).
The flow rate is 100 g/s at a temperature of 473 K. Liquid kerosene is entering the
combustion chamber through the pilot injector with 0.17 g/s and through the multi-
point system with 4.86 g/s. This corresponds to a global equivalence ratio of φ = 0.74.
The experiments were carried out at atmospheric conditions. Details on measurement
techniques can be found in [4].
To measure the FTF air is modulated by the siren with three frequencies: 170 Hz,
220 Hz and 275 Hz. The modulation amplitude of 15 % of the bulk velocity uB at the
upstream tube is given by experimental data. The velocity signal is measured down-
stream the swirler at x/D = 0.69 where D is the diameter of the radial swirler. Global
heat release fluctuations are obtained by the use of a photomultiplier.
7.3 Acoustic characterization
The combustor modes for both configurations TL2030 and TL2480 are first identified
with a Helmholtz solver called AVSP [206] (Chapter 4). The outlet pressure is im-
posed (p′ = 0) whereas all other walls are zero velocity fluctuation boundaries (u′ = 0).
Results are summarized in Tab. 7.1. Simulations with a uniform field of sound speed
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Figure 7.2: Plenum, swirler and combustion chamber of the LOTAR configu-
ration with a middle cut plane of the mesh
Figure 7.3: Setup of the swirler used in this work (proportions changed).
at cf = 340 m/s are named ”C” for cold whereas simulations including a jump of the
sound speed to cb = 850 m/s at the flame location are named ”PF” for passive flame.
The sound speed in the burnt gas depends directly on its temperature which was not
measured in the experiment. For the present evaluation, a burnt gas temperature of
1800 K was used leading to a sound speed of cb = 850 m/s.
The modes found by the Helmholtz solver are purely longitudinal. Frequencies of the
longer configuration TL2480 are lower compared to the short one TL2030. The jump
in the sound speed field from C to PF cases is leading naturally to higher frequencies.
In the experiments, the frequencies encountered during stable and unstable combustion
were determined at f = 220 Hz for TL2030 and f = 190 Hz for TL2480. The corre-
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System Case Mode frequency [Hz]
TL2030
C 41 102 159 244 300 369
PF 58 114 224 297 383 471
TL2480
C 35 93 138 208 272 319
PF 51 102 193 261 346 425
Table 7.1: Cold (C) and passive flame (PF) simulation.
Figure 7.4: Mode structure of the TL2030 (top) and TL2480 (bottom) config-
uration.
sponding frequencies are shown in Fig. 7.4. Comparison of the mode shapes exhibit a
similar mode structure for the inlet tube for both cases. In the same manner, for both
cases the pressure anti-node is located in the middle of the outlet tube, but less activity
is found for TL2030. The frequencies predicted by the acoustic solver are in agreement
with experimental observations [4].
7.4 Large eddy simulation methodology
7.4.1 Numerical framework
Numerical simulations of the LOTAR experiment are carried out using the Avbp code
described in Chapter 3. The two-step Taylor-Galerkin finite-element scheme [55] is
applied which is of third-order accuracy in time and space. The sub-grid stress ten-
sor is closed by the Wale model [80]. The reduced BFER scheme is used to describe
kerosene/air flames [101]. It is based on two chemical reactions including six species,
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namely N2, O2, CO, CO2, H2O and kerosene. It is validated against the full scheme of
[179] and reproduces correctly adiabatic flame temperatures and flame speeds for lean
and rich mixtures for different pressures and temperatures. It was used here without
any modification.
The liquid phase is modeled as a continuous phase using the mesoscopic Eulerian formal-
ism [97, 269]. Following [118] a model is applied to account for the injection dynamics at
the pilot injector and the multipoint injection device. Realistic liquid injection profiles
are applied: the pilot injects kerosene as a hollow cone while the 24 multipoint injec-
tors correspond to point sources with Gaussian distributions. The evaporation model
is an equilibrium law based on the Spalding mass-transfer model [309]. Bidirectional
interactions between both phases are considered by a two-way coupling model [76].
Turbulence/flame interactions are described by the dynamic thickened flame model.
The efficiency function of Charlette et al. [48] is used to model the flame wrinkling due
to turbulence.
Figure 7.2 shows the mesh in the z-x plane which consists of 18 005 356 tetrahedral
elements and 3 185 744 nodes. The time step is ∆t = 7.6 × 10−8s: it corresponds
to an acoustic CFL number of 0.7 [232]. Inlet and outlet boundaries of the domain
are imposed through the Navier-Stokes Characteristic Boundary Condition (NSCBC)
formulation [233] allowing to control acoustic reflections. All other boundaries are
modeled as no slip solid walls.
7.4.2 Unforced flow and flame dynamics
The non-reacting flow is shown in Fig. 7.5 in the horizontal mid-cut plane. On the top
image pseudo-streamlines of the averaged velocity field indicate a large center recircu-
lation zone. The asymmetry is caused by the fuel line support located in the plenum. It
induces local flow perturbations which pass through the radial swirler stage and enter
the combustion chamber leading to non-uniformities. Two small corner recirculation
zones are visible which are typical for confined swirling flows. The evaporation pro-
cess is shown in the middle and bottom image. Kerosene is injected into the chamber
and follows the swirling jet. The preheated air enhances evaporation but still kerosene
accumulation is found at the combustor walls. The bottom image suggests that the
droplet diameter is decreasing after the liquid phase is carried near the walls where
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high air entrainment leads to higher evaporation rates downstream the accumulation
zone.
Figures 7.6 and 7.7 show comparisons of high speed measurements and simulation for
the reacting case. The fuel spray (Fig. 7.6) is visualized in green by a planar laser
induced fluorescence (PLIF) system. The flame (in blue) is enveloped by the spray but
still some droplet accumulation can be found on the walls. In the simulation the spray
is modeled as a continuum thus no single droplets are visible. The spray is visualized
by the liquid mass fraction which is not evaporated yet. Qualitatively the spray angle
corresponds to experiments. Moreover, the fuel accumulations at the walls are visible.
Figure 7.7 displays the emission of OH* in the experiment and the heat release field in
LES. The agreement is fair although the line of sight integration used in Fig. 7.7 allows
no inclination of the LES view as it was used for the experiment. Higher heat release
rates are found near the combustor walls. Flame opening angle and shape correspond
to experimental observations. For this regime, atomization and combustion are not fast
enough to contain the flame in a zone close to the injector, far from the wall.
A more quantitative comparison between experiments and simulations can be performed
Figure 7.5: Top: Pseudo-streamlines of velocity. Middle: Liquid volume frac-
tion field. Bottom: Droplet diameter distribution in the chamber. Averaged
non-reacting flow fields over 80 ms.
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Figure 7.6: Left: Fuel spray with flame sheet visualized by PLIF tomography
[4]. Right: Liquid volume fraction αl = 0.002 and heat release contour q =
1× 108 W/m3. Instantaneous snapshots.
Figure 7.7: Left: Chemiluminescence emission OH∗ [4]. Right: Heat release
field integrated in line of sight direction. Instantaneous snapshots.
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by looking at time averaged data over 60 ms (Fig. 7.8). Again, pseudo-streamlines are
displayed and show a similar flow structure although the asymmetry level is decreased.
The plots for liquid volume fraction and droplet diameter do not differ significantly
from the cold flow fields. The superimposed heat release contour indicate an asymmet-
ric flame which is linked to the asymmetry of the swirl.
Liquid and gas velocity profiles for the non-reactive and reactive flow are validated
against measurements in Fig. 7.9 to 7.14. Liquid velocity profiles were measured at
x/D = 0.56 corresponding to plane A (Fig. 7.2). Mean liquid velocity profiles of the
non-reacting and reacting case are displayed in Fig. 7.9 and 7.10. Overall, a good agree-
ment is achieved. Opening angle and peak velocities are well captured by the LES.
The RMS profiles Fig. 7.12 and 7.13 are satisfyingly reproduced, although underpre-
dictions are encountered. One reason could be the averaging time which seems to be
short for mean fluctuation statistics.
For the reacting case, axial air velocity data are available at x/D = 0.65. Mean and
RMS profiles of velocity are compared to LES data in Fig. 7.11. Both mean and RMS
profiles from LES are not capturing the peak velocities. Nevertheless, the comparison
Figure 7.8: Top: Pseudo-streamlines of velocity. Middle: Liquid volume frac-
tion field. Bottom: Droplet diameter distribution in the chamber. Averaged
reacting flow fields with superimposed heat release contour at q = 1× 108 J/m4.
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shows good agreement in terms of jet angle and opening. Again, a longer averaging
time would probably lead to better RMS results.
Figure 7.14 displays the droplet diameter D32 for the non-reactive (left) and the re-
active (right) case. The evaporation model provides correct evaporation rates and the
diameters are well predicted. The largest droplets are captured by the LES but small
droplets evaporate much faster in the center recirculation zone.
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Figure 7.9: Mean non-reacting flow profiles measured at x/D = 0.56. Liquid
velocity components: axial u, horizontal v, and vertical w.
Figure 7.10: Mean reacting flow profiles measured at x/D = 0.56.
Figure 7.11: Gas reacting flow profiles measured at x/D = 0.65. Mean (left)
and RMS (right) axial u velocity component.
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Figure 7.12: RMS non-reacting flow profiles measured at x/D = 0.56. Liquid
velocity components: axial u, horizontal v, and vertical w.
Figure 7.13: RMS reacting flow profiles measured at x/D = 0.56.
Figure 7.14: Droplet diameter: non-reactive (left) and reactive (right) at x/D =
0.56.
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7.5 FTF of the liquid fueled configuration
The Flame Transfer Functions (FTFs) are obtained by forcing the flame acoustically.
The determination is performed after a steady state simulation has been reached. The
axial velocity entering the domain at the air inlet is then modulated acoustically at
the frequencies 170 Hz, 220 Hz and 275 Hz. The modulation amplitude reaches 15 %
of uB at the plenum inlet. This procedure is described in [123]. Global heat release
fluctuations and the axial velocity signal at the reference point are plotted in Fig. 7.15
for the pulsation frequency of 220 Hz. For clarity, time is reset to zero. After 15 ms
inlet air forcing starts and the first period is not considered for FTF calculation. Three
forcing cycles are recorded as pointed out in Fig. 7.15. DMD is applied to extract
coherent flow features at the given forcing frequencies. Although not presented here,
the DMD data do not change much when 2 or 4 cycles are used. Neither has the number
of snapshots an significant impact on the results: here 30 snapshots per cycle are used.
From the DMD data the local FTF fields are reconstructed as described in Section 4.2.
It writes:
uˆx(x) = Aux(x) · eiϕux (x) (7.1)
qˆ(x) = Aq(x) · eiϕq(x) (7.2)
where A(x) and ϕ(x) represent amplitude and phase fields, respectively. The local
Figure 7.15: Forcing cycles used for FTF determination.
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FTFs are obtained from these fields as:
FTF =
(
qˆ
uˆx
)
(7.3)
having the units [J/m4]. Volume integration of the local fields leads to global FTF
values with the units [J/m]. This value is multiplied by the ratio of u¯x/q¯ to obtain the
non-dimensional FTF:
N3e
jωt =
(
qˆ/q¯
uˆx/u¯x
)
(7.4)
The FTFs for the three frequencies are compared with experimental data [4] in Fig. 7.16.
The flame response and the decreasing amplitude with increasing pulsation frequency
is globally well captured. The time delays are well reproduced by the LES for all
frequencies. Small discrepancies are found for the case of 170 Hz pulsation.
In the following only the FTF for the pulsation frequency of 220 Hz is considered since
experimental stability results are available for this case.
The local fields of n(x) and τ(x) are given in Fig. 7.17. Both fields indicate the non-
compact flame shape which is mainly caused by the late evaporation leading to a long
flame. The highest amplitudes are located in the region of the flame tip. Further
upstream, near the injection device, very low flame response is observed, confirming
that for this regime the flames are very long.
Figure 7.16: Flame transfer functions obtained after forcing procedure. Com-
parison of experimental [4] and LES data.
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Figure 7.17: Local fields of amplitude (top) and time delay (bottom).
7.6 Modal dynamics of the system
7.6.1 Stability analysis of TL2030 and TL2480
Once the FTF is obtained in order to model qˆ, it is interesting to feed the Helmholtz
solver with these data and investigate the effects of parameters such as the length of
the chimney (movable tube in Fig. 7.1). The active flame model (Chapter 4.2) is used
in order to obtained growth rate predictions for this mode. To correctly predict growth
rates, mean flow effects must be taken into account through the boundary conditions
[197]. Table 7.2 summarizes boundary conditions used in this work. Following Motheau
et al. [197], mean flow effects can be taken into account by energetic formulations of
the acoustic boundary conditions. Here, the Mach number M is used to model these
effects thus modifying the energetic reflection coefficient RE [197]:
RE =
(
1−M
1 +M
)
RAC (7.5)
where RAC is the acoustic reflection coefficient. It is possible to model an inlet
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Inlet Outlet
Condition m′J,m = 0 p
′
J,m = 0
Mach M 0.0417 0.0512
Impedance Z ∞ -M
Table 7.2: Boundary conditions taking mean flow effects into account.
Configuration TL2030 TL2480
Frequency [Hz] 223 -3.8i 192 +0.6i
Table 7.3: Complex frequencies for TL2030 and TL2480 obtained by Helmholtz
solver using an active flame model.
impedance with zero mass flow fluctuations m′J,m = 0 and an outflow boundary equiv-
alent to p′ = 0 but accounting for mean flow effects p′J,m = 0 with the Mach number at
this position. At the outlet this is obtained by setting the impedance to M. Here, the
Mach number is determined as M = 0.05 from the time averaged LES and averaged
spatially at the combustor exit.
The results of the acoustic solver Avsp are summerized in Tab. 7.3. Stability pre-
dictions agree with experimental observations for both cases. For the case TL2030
exhibiting stable combustion during tests, decaying growth rates are predicted mean-
ing that this mode is not amplified. On the other hand, an amplifying behavior of the
mode is indicated for case TL2480 as expected from Tab. 7.3. The different boundary
conditions do not change frequencies or mode shapes. A slight shift of amplification
rates is noticed, pushing the results towards the stable region.
7.6.2 Determination of critical length
Between the shortest and the longest tube lengths, a critical tube length lcrit has to
exist where the transition from stable to unstable combustion takes place. In order to
find this critical length, the reflection coefficient at the outlet of the TL2030 case R0
is changed successively in Avsp up to the length of TL2480. This allows to use one
97
7. LOW-FREQUENCY MODES IN A LIQUID FUEL SWIRL
COMBUSTOR (LOTAR)
Figure 7.18: Determination of transition point from stable to unstable regime.
mesh with adapted boundary impedances to mimic all tube lengths of the system. The
shifted reflexion coefficient is:
RS = R0e
2ikL (7.6)
where k = ω/c is the wavenumber and L the corresponding length of the studied tube
length. This parameter is varied between 2030 mm to 2480 mm in 50 mm steps.
The growth rate for each tube length is displayed in Fig. 7.18. The FTF remains the
same for all cases. For small tube lengths, negative growth rates are obtained. With
each additional segment of the tube, the stability of the system shifts towards ampli-
fying growth rates at the final tube length. This result is coherent with the previous
results. Slight differences between results appear due to the analytical expression of
Eq. (7.6) where the sound speed is fixed. The critical length is found at lcrit = 2420 mm.
7.7 Conclusion
LES of a swirled two-phase flow combustor was carried out and validated against mea-
surements. The methodology was based on the measurement of FTF using LES and
a TA code to predict stability limits as a function of the outlet tube length. The nu-
merical FTF is compared with experimental data and reproduces very well the time
delay of flame response which is a crucial parameter for stability analysis. The stabil-
ity prediction of two different exhaust duct lengths was shown to match experimental
observations.
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Part III
Simulation of transverse modes
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8Overview of transverse modes
Part II has focused on longitudinal modes at low frequencies (95 Hz and 220 Hz) which
have been studied experimentally and numerically many times before. In this last Part
of the thesis, a domain of combustion instability which has been less studied especially
using simulations is discussed: transverse, high-frequency modes. The two target con-
figurations are the same as for Part II: the Volvo and the Lotar rigs. This part
begins with an overview of transverse modes. Reviews of transverse instability modes
can be found in Culick & Kuentzmann [70] and O’Connor et al. [213]. This section
summarizes the most relevant results for configurations similar to Volvo and Lotar.
High-frequency combustion instability is often called ”screech” due to its characteristic
high-pitching sound level [119]. High pressure amplitudes and increased heat transfer
characterizes screech combustion as one of the most dangerous instabilities due to the
fact that these effects stress the combustor material and lead to its destruction in some
seconds [70]. This phenomenon is usually accompanied by transverse modes where
acoustic waves (in contrast to longitudinal modes) propagate between the lateral walls
of the combustion chamber. Some authors [141] claim that certain high-order longi-
tudinal modes (such as a 6Lx-0Ty-0Tz mode) can also appear in the high-frequency
range.
The study of screech goes back to the early 1950s where ramjets and afterburner with
increased thermal power were more and more affected by this type of instability. Soon
it was recognized that the pressure oscillations encountered during tests correspond to
the resonant chamber modes [310] and energy addition due to combustion has to occur
closely in phase with the pressure maximum to excite these chamber modes [26]. One
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Figure 8.1: Spark Schlieren of the flow passing a bluff body [262]. Left: Smooth
combustion at low equivalence ratio. Right: Screech combustion at high equiv-
alence ratio.
fearly experimental identification of transverse modes demonstrating screech combus-
tion was achieved by Blackshear et al. [27]. The cylindrical duct afterburner model
(diameter of 6 in corresponding to 15.24 cm) equipped with a V-flame holder exhib-
ited pressure oscillations in the range of 3 kHz for different equivalence ratios, chamber
pressures and mass flow rates. The feedback mechanism could not be identified and
it was suggested that the acoustic oscillations were fed by the periodic combustion
process. Rogers & Marble [262] carried out experimental work in the 50’s on a rect-
angular model combustor including a V-flame holder and found different combustion
regimes by changing the equivalence ratio (Fig. 8.1). During screech, an asymmetric
vortex shedding was observed which was supposed to be the cause of instability: fresh
gases are transported by the vortices into the recirculation zone where hot gases are
present and thus ignite after a specific delay. After this ignition ”time delay”, the burnt
gases generate acoustic oscillations which feed the pressure oscillation in the combustion
chamber. This also suggests, that the frequency of the vortex shedding has to match
the frequency of the instability. This observation was reported by Zukoski & Marble
[355]: the ignition delay corresponds to a frequency of 3600 Hz and coincide with the
experimental pressure oscillations ranged from 3600 Hz to 3900 Hz. In 1958, Barker
[12] demonstrated that the vortices shed from the flame holder edge are acoustically
induced while using the same apparatus as Rogers & Marble [262]. He also supposed
that the time delay determines the presence of instability but no further investigation
was made to clarify the role of the shed vortices.
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Another mechanism of instability driving was proposed by Male et al. [180] (among
others [28, 245]), namely flame surface fluctuations. They stated that all instabilities
comprised higher heat transfer rates which impacted the plastic chamber walls due to
flame surface variations. They gave averaged erosion rates of two and six times higher
for longitudinal and transverse oscillations, respectively, compared to stable combus-
tion. Flame surface variations as a mechanism for instability was also mentioned by
Kaskan & Noreen [147]: similar to the setup of Rogers & Marble [262], they used a
rectangular combustor with V-flame holder and experienced combustion instabilities
where high transverse pressure motions were encountered. From their observations
they concluded that the vortices shed from the bluff body lip roll up on the flame
surface, interact, and generate pressure oscillations which feed the transverse acoustic
field. However, the mechanisms responsible for the positive feedback loop leading to
the excitation of transverse modes where not identified.
In the same period, theory was also developed, ranging from simple 1D solutions to more
sophisticated analytical frameworks. In general, theoretical approaches were based on
the time lag model proposed by Crocco & Cheng [64] to predict system stability of a
given flow field for longitudinal [62] (also discussed in Section 5) and transverse modes
[63, 65, 67]. The time lag model motivation is to simplify the system complexity (fuel
injector design, evaporation and mixing process, ignition and burning rate etc.) as a
function of the operating condition by two global parameters describing the combustor
characteristics: an amplitude n and a time delay τ . The model was able to reproduce
the growth or decay of an acoustic chamber mode in good agreement with experimen-
tal data. But the crux of the problem was that this model was based on experimental
data and was (and still is) not able to give stability information in the predesign stage
to avoid instability onset before its assembly. The lack of theoretical knowledge and
inaccessible insights into the instability driving mechanisms lead to extensive test cam-
pains which had its most impressive example during the cold war. The NASA project
named Saturn had the mission to fly an astronaut to the moon, allowing to put him
on the moon surface and return back to earth. The engine of the Saturn V was the
F-1 (Fig. 8.2). This rocket engine was first tested in October 1962 and had a power
density of W = 22 GW/m3. During these tests pressure fluctuations were observed:
these transverse modes made stable operation impossible. In the time between October
1962 to September 1966 more than 3200 full-scale tests were carried out until a stable
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Figure 8.2: The F-1 engine during firing test [69].
design was found by trail and error as reported in detail by Oefelein & Yang [216]. The
number of tests is explained by the various considerations of configuration changes and
passive damping devices which had to be tested to find a correct one. Most of the work
concentrated on the injector design and its position relative to the combustion zone.
Motivated by the knowledge of the n − τ model, the role of the time delay became
important and relative injection velocities for fuel and oxidizer were investigated along
with spray characteristic changes (angle, droplet diameter etc.) until configurations
were found with stabilizing effects [119]. Additionally, the focus was on devices which
increase system stability such as baﬄes (Fig. 8.3). These elements were integrated in
the combustion chamber to avoid or reduce oscillation amplitudes. It was known that
turning modes can be decreased in amplitude, when radial baﬄes were used and stand-
ing waves are controlled by the number of cavities but no design rule existed. Studies
about compartment size, blade number, length, degree of symmetry were carried out
and their stability impact are given in detail (e.g. Harrje & Reardon [119] and Culick
[69]). The final (stable) F-1 engine featured numerous baﬄes which made it heavier
and more fuel consuming.
So far these investigations focussed on rockets and afterburner. Transverse modes also
appeared in gas turbine configurations. Self-excited instabilities occurred in the exper-
imental configuration of Marshall et al. [183] where transverse modes show different
oscillation amplitudes when the injector position is changes with regard to pressure
antinodes. It was found that the highest amplitudes are encountered when the injector
are placed near the pressure maxima. In the work of Bibik et al. [22] the spinning
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Figure 8.3: Different baﬄes types tested for the F-1 engine [119].
direction of the transverse mode was analyzed. The acoustic waves traveled mainly in
the direction of the mean swirl and when the contra-rotating swirl motions were set
equal in momentum, arbitrary mode directions were observed. To get further insight
into the disturbance field, some configurations were transversally forced to analyze flow
and flame dynamic responds [189, 222, 270]. A laminar V-flame was forced acoustically
by Baillot & Lespinasse [8] and transverse oscillations were found to induce longitudi-
nal flow modulations leading to different vortex patterns. O’Connor & Lieuwen [215]
investigated a swirling flame under acoustic transverse excitation and observed highly
impacted recirculation zone dynamics for non-reacting and reacting flows. They show
that the recirculation zone dynamics influence mainly the cold flow and in the reacting
case the flame position. Shear layer disturbances excited by the forcing process act in
a much stronger and are identified as a direct factor on the flame response.
Numerically, self-excited high-frequency instabilities are reported by Huang et al. [127,
129]. Detailed analysis of the vortices shed from the swirler are displayed by employ-
ing different extraction methods. Selle et al. [288] used LES simulations to reveal the
turning transverse mode and identified it with a Helmholtz solver as a chamber mode.
In the work of Ducruix et al. [82] cold flow simulations undergo transverse excitation.
The generation of vortices and mixing effects are examined in detail. In the reacting
case they revealed both pressure and heat release oscillations in phase, indicating en-
ergy addition to the acoustic field though the heat release signal showed no footprint
of the acoustic excitation in the frequency spectrum. After integration over half of
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the combustion chamber the correlation to acoustics could be highlighted. Besides,
other publications can be found where simulations and experiments are used together
[183, 257, 350].
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9Self-excited transverse modes in
a turbulent bluff-body stabilized
premixed flame (Volvo)
Combustion dynamics of a V-flame in an afterburner-type configuration are investi-
gated using high-order compressible LES. Self-excited transverse (1400 Hz) modes ob-
served in the experiments are captured by LES and instability mechanisms are discussed.
LES results for all modes are compared to a Helmholtz solver output, showing that the
transverse mode appearing in the LES is the 1Lx-2Ty-0Tz eigenmode of the chamber,
affecting the velocity field symmetrically. This causes a symmetric flame roll-up which
increases heat release fluctuations, closing the feedback loop. DMD is used to extract
the structure of the transverse mode from LES snapshots and it matches the Helmholtz
solver prediction very well. This study confirms the capacity of high-order LES to cap-
ture high-order frequency transverse modes in combustion chambers.
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9. SELF-EXCITED TRANSVERSE MODES IN A TURBULENT
BLUFF-BODY STABILIZED PREMIXED FLAME (VOLVO)
9.1 Introduction
Most studies of combustion instabilities focus on longitudinal low-frequency modes
[228, 283] for which theory, experiments and simulations have been extensively devel-
oped. For transverse high-frequency instabilities (such as screech in afterburners, rocket
engines or in certain gas turbines), much less work is available and even theory is still
not complete today [8, 91, 262]. In this context, the Volvo configuration developed in
the early 1990s is a good prototype to investigate combustion instability, both at low
and high frequency: beside stable operation (for which velocity fields were measured),
self-excited longitudinal and transverse combustion instabilities were observed during
experimental testing [304, 305, 306]. Low-frequency instabilities in the Volvo setup
were studied in Chapter 6. This chapter focusses on high-frequency modes (screech).
Screech is associated to transverse (tangential and radial) acoustic modes propagating
between the lateral walls of the combustion chamber. Contrary to longitudinal [283] or
azimuthal [220] modes, transverse modes are both difficult to predict and dangerous in
practice because they can reach very high oscillation levels. While LES has been shown
to capture longitudinal modes [90, 103, 128, 277] as well as azimuthal modes [311, 345],
it seems to be more difficult to capture transverse modes: these modes obviously in-
volve higher frequencies, smaller vortices and request an increased precision. Here we
show that high-order compressible LES can capture both longitudinal and transverse
modes.
The chapter is organized as follows: Section 9.2 presents the target configuration fol-
lowed by its acoustic characterization in terms of transverse modes in Section 9.3. To
do so, a 3D Helmholtz solver is used to provide all transverse modes of the set-up
before performing LES. Section 9.4 compares LES and experimental observations of
self-excited transverse modes. The resulting pressure amplitudes and phases are also
compared to the Helmholtz solver predictions in order to identify the modes nature.
9.2 Numerical configuration
The configuration is exactly the one presented in Chapter 6. No changes have been
made neither for the mesh nor for the numerical settings. The operating condition,
however, has changed to trigger screech and is given in Tab. 9.1.
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Case ubulk [m/s] φ [−] Tu [K] Mode topology
Screech 36.0 0.72 288 1Lx-2Ty-0Tz (fs = 1360 Hz)
Table 9.1: Definition of the operating condition for the high-frequency mode.
9.3 Combustor acoustics
The first three transverse modes found by Avsp are summarized in Tab. 9.2 and dis-
played in Fig. 9.1. For clarity, the following nomenclature is used to designate mode:
nLx-pTy-qTz where n, p and q are pressure nodes in each direction. The first trans-
verse mode found is a 1Lx-1Ty-0Tz mode and was not observed in the LES. The screech
mode 1Lx-2Ty-0Tz is found at frequency of 1418 Hz which is close to the mode fre-
quency found in the experiment (1400 Hz). The LES (see Section 9.4) predicts a mode
at 1360 Hz.
9.4 High-frequency transverse oscillations: screech
To trigger screech, the bulk velocity has to reach ubulk = 36 m/s (Tab. A.2). The ini-
tialization of this case is realized as follows: starting from the stable reacting flow of
section 6.4 (ubulk = 17.3 m/s, φ = 0.65), the inlet mass flow rate is augmented to the
target inlet velocity (ubulk = 36 m/s). As soon as the screech regime is reached, the
LES becomes unstable without any forcing. Pressure fluctuations at probe P1 (Fig. 6.5)
encountered during the limit cycle are shown in Fig. 9.2. A very coherent pattern is
Figure 9.1: Pressure amplitudes of the first five modes obtained by the
Helmholtz solver. The mode name consists of the number of pressure nodes in
x-direction (nLx), y-direction (pTy) and z-direction (qTz).
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Mode name [nLx-pTy-qTz] Helmholtz solver [Hz] LES [Hz] Experiment [Hz]
1Lx-0Ty-0Tz 88 95 100
2Lx-0Ty-0Tz 251 not observed not observed
3Lx-0Ty-0Tz 374 not observed not observed
4Lx-0Ty-0Tz 513 not observed not observed
5Lx-0Ty-0Tz 686 not observed not observed
1Lx-1Ty-0Tz 715 not observed not observed
2Lx-1Ty-0Tz 765 not observed not observed
3Lx-1Ty-0Tz 857 not observed not observed
6Lx-0Ty-0Tz 862 not observed not observed
4Lx-1Ty-0Tz 979 not observed not observed
7Lx-0Ty-0Tz 1008 not observed not observed
8Lx-0Ty-0Tz 1122 not observed not observed
2Lx-2Ty-0Tz 1278 not observed not observed
6Lx-1Ty-0Tz 1285 not observed not observed
1Lx-2Ty-0Tz 1418 1360 1400
1Lx-0Ty-1Tz 1418 not observed not observed
1Lx-2Ty-0Tz 1442 not observed not observed
7Lx-1Ty-0Tz 1443 not observed not observed
2Lx-0Ty-1Tz 1445 not observed not observed
Table 9.2: Frequencies of modes given by the Helmholtz solver and compar-
ison with the mode frequency found in the LES. The mode name consists
of the number of pressure nodes in x-direction (nLx), y-direction (pTy) and
z-direction (qTz). The experimental frequencies are reported by Sjunnesson
et al. [304] whereas all the other frequencies are obtained in the present study.
observed where high-frequency oscillations are present with large amplitudes (1500 Pa).
Spectral analysis (Fig. 9.2 right) confirms that the high-frequency mode corresponds to
the screech frequency fs (1360 Hz) [304]. Figure 9.3 displays instantaneous snapshots
of transverse velocity z, temperature and vorticity highlighting the symmetric pattern
in each of these fields.
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A difficulty to identify which mode is creating the 1360 Hz mode is that the Avsp solver
has shown at least two modes exists in the 1400 Hz range: 1Lx-2Ty-0Tz and 1Lx-0Ty-
1Tz. To identify the 1360 Hz transverse mode, flow characteristics at the screech mode
frequency are extracted from LES data using DMD (Fig. 9.4). Its application to a
solution series of 8 cycles (240 snapshots) reveals a symmetric pattern of perturbations
for transverse velocity in z-direction (top), heat release (middle) and propane (bottom)
showing that these motions are caused by the 1Lx-2Ty-0Tz transverse mode and that
the source of the fluctuations of heat release is located very close to the flame holder
in the recirculation zone. Unlike the screech mode observed by Rogers & Marble [262],
this mode is transverse but causes a symmetric flow pattern: Rogers screech mode pro-
duced sinusoidal motions of the flame holder wake whereas here, the 1Lx component
of the 1Lx-2Ty-0Tz mode produces a varicose motion of the wake where transverse
velocities have opposite signs in the top and bottom parts of the chamber while heat
release and fuel mass fractions fluctuate with symmetric shapes. These motions are
induced by the 1Lx part of the transverse mode which can be explained by the mode
conversion process described by Palies et al. [218]: pressure fluctuations impinge on
the flame holder and generate vortices in x- and z-direction leading to symmetric flow
patterns. In case of transverse modes, this phenomenon was also observed by O’Connor
& Lieuwen [214] and Baillot & Lespinasse [8]
Instantaneous heat release rates during one instability cycle (Fig. 9.5) indicate that
the flame brush is also influenced by the 2Ty component of the mode. The flame is
pulsating at the mode frequency but even its mean shape is affected by the transverse
Figure 9.2: Left: Pressure fluctuations measured at probe P1. Right: Power
spectral density of the pressure signal.
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Figure 9.3: Instantaneous snapshots of the transverse velocity w (top), temper-
ature (middle) and vorticity (bottom) during screech (fs = 1360 Hz). Contour
of instantaneous heat release Q˙ = 2× 108 Wm−3.
component of the mode along the y-direction: Fig. 9.5 reveals that the flame shape
exhibits two major reaction zones, located on both sides of the central velocity node.
Acoustic velocity fluctuations in y-direction (velocity v) are plotted for one screech cy-
cle in Fig. 9.6 using DMD data. These reach maximum values near the inlet, propagate
downstream and perturb the flame. This decomposition highlights the two-dimensional
influence of the mode, where flow and flame field are affected longitudinally (symmetric
Figure 9.4: Fluctuations of transverse velocity (top), heat release (middle) and
propane (bottom) extracted from a series of instantaneous solutions by DMD
for the screech case (fs = 1360 Hz).
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Figure 9.5: Instantaneous heat release rate (iso-surface at Q˙ = 7× 107 Wm−3)
during one screech cycle colored by the velocity w (in z-direction).
patterns) as well as transversally by flame deformation.
A very specific feature of this mode is that reaction rates fluctuate at the screech fre-
quency (Fig. 9.6) as expected in an unstable case but even the mean flame shape is
affected by the mode, leading to the two large reaction zones visible on Fig. 9.5 and
Fig. 9.6.
To verify that the mode observed in the LES is indeed the 1Lx-2Ty-0Tz mode pre-
dicted by the Helmholtz solver, pressure and velocity fields extracted from DMD of the
LES solutions at 1360 Hz are compared to the output of the Helmholtz solver for the
1Lx-2Ty-0Tz mode (Fig. 9.7). Amplitude and phase in transverse direction for pres-
sure (Fig. 9.7 (top)) and velocity v (Fig. 9.7 (bottom)) agree very well whereas LES
data in the chamber (Fig. 9.8) are more noisy: the LES field includes hydrodynamic
pressure fluctuations while the Helmholtz solver computes only acoustic pressure ac-
tivities leading to a random phase in the chamber (Fig. 9.8 right). However, pressure
amplitudes are comparable showing high activity up to the region of the flame holder
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Figure 9.6: Velocity fluctuations in y-direction during one instability cycle
from DMD data with white iso-contours of heat release fluctuations (Q˙ =
7× 106 Wm−3). The x-y plane is located at z = 0.079 m showing the flame holder
lip.
and low activity downstream.
Note that a different result was obtained by Jourdain & Eriksson [141] for the screech
mode. Using a model for the acoustic effects of the screen and adding the effects of
equivalence ratio fluctuations, they argue that the screech mode is actually the 6Lx-
0Ty-0Tz mode. The present study, based on perfectly-premixed combustion and no
screen effects suggests that the 1Lx-2Ty-0Tz mode is also a possible candidate. Only
experiments could clarify this issue at this point.
9.5 Conclusion
In the present chapter an afterburner configuration is investigated with LES. Transverse
self-excited modes are reproduced using LES with precision. The excitation mechanisms
for the mode is identified and flow and flame characteristics discussed. The transverse
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Figure 9.7: Comparison between mode structures along the y - coordinate and
x = 0.05 m obtained via DMD of LES data and acoustic solver (AVSP) for the
screech mode (1360 Hz). Top: Pressure modulus and phase. Bottom: Velocity
v modulus and phase.
Figure 9.8: Comparison between mode structures along the x - coordinate and
y = 0.12 m obtained via DMD of LES data and acoustic solver (AVSP) for the
screech mode (1360 Hz). Left: Pressure modulus. Right: Pressure phase.
mode 1Lx-2Ty-0Tz at 1360 Hz featured a symmetric flow pattern in longitudinal di-
rection and a mean flame brush deformation associated to the transverse mode in the
direction parallel to the flame holder, a feature which had not been reported up to now.
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The mode shapes predicted by a Helmholtz solver are compared with LES data and
agree well showing that the present high-order compressible solver is able to capture
transverse modes. The results allow to get further insight into instability mechanisms
and can help to develop a theoretical framework for transverse modes.
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Self-excited transverse modes in
a swirled kerosene/air combustor
(Lotar)
LES is used to study self-excited transverse modes in the Lotar rig the ONERA, an
atmospheric, square combustor field with kerosene (p = 1 bar). Simulations over a range
of different mass flow rates show that transverse modes are present for all cases and
exhibit varying RMS pressure amplitudes up to 0.4 bar. Analysis of LES results shows
that transverse modes are due to a lock-in mechanism between an hydrodynamic unstable
mode typical of swirling flows (the PVC mode or Processing Vortex Core) and the cavity
modes. An active control method using compliant walls (named ACC-walls) is applied
to control the acoustic mode in the LES and to characterize the PVC in the absence of
acoustic forcing. This method shows that the highest pressure oscillations appear when
the PVC frequency is close to the chamber mode frequency. A 3D Helmholtz solver
is then used to predict the stability limits obtained by 3D LES. To capture transverse
modes, a new flame transfer function (FTF) formulation is derived where local heat
release perturbations are controlled by the orthoradial acoustic velocity fluctuations.
The FTF is measured in the LES and when it is included in the Helmholtz solver, it
allows to recover the stability zones observed in the LES.
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10.1 Introduction
The objective of the present work is to study self-excited transverse modes in a square
laboratory combustion chamber using LES and an acoustic solver. The combustor
studied here is a swirled system operated at Onera [4] already presented in Chap-
ter 7. Here, a strong PVC (Precessing Vortex Core) develops and influences flow and
flame dynamics. The interaction of the PVC and combustion instabilities has been the
topic of many recent publications [45, 192, 223, 313, 314, 315, 321, 328]. LES allows
to capture the coupling between PVC and acoustics but also to study the PVC and
acoustics separately by controlling the acoustic field. Here, an active control system
located on the combustor lateral walls is used to damp the transverse acoustic mode
and to characterize the PVC alone for different mass flow rates: this is done using
lateral compliant walls (called ACC-walls for Active Control using Compliant walls).
These flexible walls have a non-zero normal velocity and their impedance can be tuned
to act as acoustic dampers. ACC-walls are a numerical representation of active control
techniques used for longitudinal instabilities [32, 163] which are extended here to con-
trol transverse modes.
Even if the ACC-walls method allows to decouple PVC and thermoacoustics and there-
fore to use LES to analyze each mechanism separately, no proper theoretical background
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exists today to predict transverse modes. For longitudinal modes, the most common
stability model is the n − τ approach of [61] which links axial velocity perturbations
with perturbations of heat release. For transverse modes the extension of Croccos’s
idea is unclear and there is no obvious reason to link heat release and axial velocity
fluctuations. The present results suggest that an extended FTF formulation linking
orthoradial (and not axial as in Crocco’s model) velocity components and heat release
can indeed be used to predict these modes. This approach is called T-FTF (for trans-
verse flame transfer functions).
This chapter is organized as follows: Section 10.2 recalls the characteristics of the con-
figuration which is a square laboratory-scale kerosene/air swirled combustor. Section
10.3 describes a study of the acoustic modes of the combustor, using a 3D Helmholtz
solver [17, 206]. This first step allows to identify all chamber modes which may appear
with combustion. The LES solver and the active control technique are presented in
section 10.4. Section 10.5 describes the LES diagnostics used for transverse modes. In
section 10.6 the transverse mode limit cycle captured in the LES is studied. A new
T-FTF model, adapted to transverse modes is presented in section 10.7 and compared
to LES data in terms of stability limits.
10.2 Numerical configuration
The target configuration (Fig. 7.2) is presented in Chapter 7. Here, details concerning
the combustor are given which were not detailed in the foregoing section. The configu-
ration consists of a plenum and a rectangular combustion chamber fed by a multipoint
swirler (Fig. 7.1 in chapter 7). The chamber has a length of 0.31 m and a volume of
approximately 0.006 m3. Height and width of the constant chamber section are equal
(0.12 m). The swirler contains one radial and two axial stages (Fig. 10.2 left). The
first axial stage swirls the flow in counter clockwise direction. The second axial stage
forces the flow to turn in clockwise direction whereas the radial swirl movement turns
again in counter clockwise direction. Kerosene is injected using a combination of pilot
injector and multipoint fuel injection system with 24 holes. Details on the operating
point are given in section 10.4.
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Figure 10.1: Middle cut plane of the mesh showing the swirling device (pro-
portions changed).
Figure 10.2: Left: View from chamber exit to injection device. Swirler with
flow direction of each stage. Location of pressure probes P1 to P4 and of fuel
injection points. Right: Zoom to injector with positions of PVC probes.
10.3 Acoustic modes of the combustor rig
Table 10.1 gives the frequencies of the first three longitudinal and the first transverse
mode of the chamber obtained by AVSP. Most of the other acoustic modes are plenum
modes at frequencies higher than 3000 Hz for which the chamber activity is low. The
structure of the modes (evidenced by the pˆ field) is complex but a few modes are es-
pecially interesting: three longitudinal modes are found at 351 Hz, 778 Hz and 1956 Hz
(Fig. 10.3 top). These modes are not observed in the LES. The first transverse chamber
modes (1T-1L) are found at 3150 Hz (Fig. 10.3 bottom). The 3150 Hz frequency is de-
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Mode name Nature (Eigenvalue index) Helmholtz solver [Hz] LES [Hz]
1L Single (1) 351 -
2L Single (1) 778 -
3L Single (1) 1956 -
1T-1L Degenerate (2) 3150 3075
Table 10.1: Frequencies of the first four modes given by the Helmholtz solver
and comparison with the mode frequency found in the LES.
generate: two modes coexist with the same frequency. Similarly to azimuthal modes in
annular chambers [345, 348], these modes can be described using a basis of two stand-
ing modes called 1T-1L-S1 and 1T-1L-S2 displayed in Fig. 10.3. Alternatively, another
basis of modes can be used, corresponding to turning modes which can be obtained by
a combination of 1T-1L-S1 and 1T-1L-S2 to obtain a clockwise turning mode 1T-1L-T1
or counter clockwise turning mode 1T-1L-T2. The structures of pressure amplitudes
for these 4 modes are summarized in Fig. 10.4.
Figure 10.3: The first three longitudinal chamber modes and the first tangential
mode obtained by the Helmholtz solver. Mode frequencies given in Table A.1.
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10.4 Large eddy simulation methodology
10.4.1 Numerical setup
The operating point computed with LES corresponds to a case with preheated air at
473 K (air flow rate of m˙Air = 100 g/s). Liquid kerosene is injected at a temperature of
293 K through the pilot (m˙FP = 0.17 g/s) and multi point system (m˙FMP = 4.86 g/s)
containing 24 injection holes. The global equivalence ratio is φ = 0.74. This regime is
the only one considered here because it produces a strong transverse mode in the LES.
This mode was not studied experimentally because its frequency was too high and it
was not the objective of the contract funding at Onera.
The LES mesh was already presented in Fig. 7.1: the fully unstructured mesh con-
tains 18 005 356 tetrahedral elements and 3 185 744 nodes. The time step is fixed at
∆t = 6 · 10−8 s which corresponds to a CFL number of 0.7 [232]. All boundaries are
no-slip adiabatic walls except the inlet at the plenum and the outlet at the chamber
exit where non-reflecting Navier-Stokes Characteristic Boundary Condition (NSCBC)
formulations are used [233].
Figure 10.4: First and second standing 1T-1L mode type (top) and their com-
binations of clockwise (CW) or counter clockwise (CCW) turning 1T-1L modes
(bottom). The y-z planes are obtained at the plane A position (Fig. 7.1).
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10.4.2 Active Control using Compliant walls (ACC-walls)
The next sections will show that LES captures transverse modes in this swirled burner
and that they interact with the hydrodynamic modes of the flow and especially, the
PVC. To study the fact that both acoustic and hydrodynamic modes interact makes
their analysis difficult. Being able to study mechanisms separately would be an exciting
research path. This was done here by controlling the acoustic mode using ’compliant’
walls. This method allows to control the acoustic modes by manipulating their reflection
on the lateral walls. This active control method was used to suppress all transverse
modes in the LES by modeling the walls on top and bottom of the combustion chamber
(Fig. 7.1) as compliant walls which are not perfectly rigid and damp transverse acoustic
waves. Numerically, the ACC-walls are ’soft’ NSCBC walls. Their mean velocity is zero
but not their fluctuation: a relaxation coefficient κ is applied to the reflection coefficient:
R =
1
1− iω/κ (10.1)
In this work the relaxation coefficient is set to κ = 10000 which yields a cut-off frequency
of fcut = 800 Hz. These partially reflecting boundaries behave like low-pass filters
[290], so that acoustic waves above fcut propagate out of the domain. The application
of the method is presented in Fig. 10.5: starting from an unstable regime with a
large fluctuation amplitude (from 0.8 bar to 1.3 bar), active control with ACC-walls is
switched on at an arbitrary instant t = 1.2 s and pressure oscillations are mitigated
after 1 ms. The ACC-walls have been checked on different meshes and do not influence
other flow characteristics.
10.5 Diagnostics
All pressure signals are recorded during the simulation at probes located in Fig. 10.2.
The PVC frequency is obtained at the probe PPV C (Fig. 10.2 right) near the pilot
injector marked in Fig. 10.6. The global heat release is calculated at each time step
and integrated over the whole computational domain. Due to the fixed simulation time
step, equidistant time signals are obtained with a sampling rate of 166 kHz.
The constant y-z section of the chamber (shown in Fig. 10.2) is divided in four equal
quarters drawn in Fig. 10.7. The extracted quantities are integrated over each 3D
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Figure 10.5: From an unstable to a stable system by using ACC-walls. The
system responds after 1 ms. Pressure is recorded at probe P2 (Fig. 10.2).
Figure 10.6: Instantaneous instant of the PVC structure visualized by an iso-
contour of the Q-criterion Qcrit = 1.5× 109 s−1.
quarter and represent their spatial average at the points denoted with QI to QIV .
Extraction techniques such as proper orthogonal decomposition (POD) [19, 211, 313] or
dynamic mode decomposition (DMD) [198, 275] are widely used to highlight coherent
structures. Here, DMD is based on 120 instantaneous 3D solutions collected every
1.6× 10−5 s. The data length corresponds to 6 periods of the mode oscillation frequency
fm.
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Figure 10.7: Schematic drawing of the y-z chamber plane.
10.6 Limit cycle analysis
10.6.1 Pressure and heat release signal
For the present condition (m˙Air = 100 g/s, m˙FP = 0.17 g/s, m˙FMP = 4.86 g/s), the
LES signals rapidly exhibit a strong transverse acoustic activity. In a first step, the
limit cycles obtained in LES are analyzed to identify the unstable modes. Pressure
Figure 10.8: Top: Pressure signal recorded at probe P2. Bottom: Heat re-
lease fluctuations q′ integrated in chamber quarter QI and global heat release
fluctuations integrated over the whole domain Q′g.
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Figure 10.9: Top: Power spectral density of the pressure signal recorded at
probe P4. Bottom: Power spectral density of the heat release fluctuations
integrated in quarter QI . The spectra are built using only the limit cycle time
series (0.074 s < t < 0.084 s in Fig. 10.8.).
fluctuations (Fig. 10.8 top) show that the limit cycle is not perfectly harmonic and is
modulated by a low frequency component fi. The frequency of the transverse mode is
fm = 3075 Hz (Fig. 10.9 top). The amplitude of the fluctuations is very large (p
′/p¯ ≈
0.3) corresponding to 180 dB [259] inside the chamber.
Figure 10.8 bottom shows the time evolution of global heat release fluctuations Q′g in
the chamber and heat release fluctuations q′1 integrated in one quarter chamber QI
(Fig. 10.7). The signal of the chamber quarter QI reveals heat release oscillations
correlated with the transverse 3075 Hz mode while the global heat release is hardly
influenced. This observation confirms the transverse nature of the mode: combustion
pulsates at the transverse mode frequency when it is integrated over one quarter of
the chamber. When averaged over the whole chamber, the transverse mode signature
disappears indicating that the unsteady reaction rotates around the chamber while its
volume-averaged value is almost constant.
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Figure 10.10: Fluctuations of pressure p′, temperature T ′ and heat release q′
during four transverse periods of the limit cycle. Data obtained in chamber
quarter QI .
Figure 10.11: Spatial distribution of the Rayleigh index in the mid cut plane
and in plane A.
10.6.2 Rayleigh criterion
Even though the mode structure differs from longitudinal modes, its excitation mecha-
nism follows the usual Rayleigh criterion if the analysis is performed on a quarter of the
burner (Fig. 10.7) and not on the global chamber. Figure 10.10 displays pressure per-
turbations (p′), temperature fluctuations (T ′) and unsteady heat release (q′) integrated
in chamber quarter QI (Fig. 10.7). Positive q
′ values (corresponding to unsteady com-
bustion) are turning at the instability frequency of the mode in phase with the pressure
field: the Rayleigh criterion [209, 248] is satisfied.
The spatial Rayleigh distribution can also be evaluated more precisely through 3D
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DMD data and is presented in Fig. 10.11: the outer flame region displays positive
Rayleigh index values showing that pressure and heat release fluctuations are in phase.
The near wall regions are the zones feeding energy into the transverse mode. The shear
layer between the radial swirl jet and the center recirculation zone exhibits negative
index values which indicate damping but this region is small compared to the in-phase
zone as seen in the plane A cut.
10.6.3 Mode structure
DMD allows to visualize the mode pressure distribution at 3075 Hz during the limit
cycle (Fig. 10.12). The mode structure corresponds to a combination of the two degen-
erate 1T-1L modes predicted by the acoustic analysis (Fig. 10.4): pressure maxima are
observed in the four corners of the chamber pointing to a 1T-1L-T1 or 1T-1L-T2 mode
(Fig. 10.4 bottom). The pressure argument (Fig. 10.12 bottom) confirms the rotating
nature of the mode. The turning nature of the mode is very similar to azimuthal modes
observed in annular chambers [345, 347] and suggests that the same tool can be used.
For example, the scaled mode indicator proposed by Wolf et al. [345], Worth & Dawson
[347] using multiple pressure sensors is a usual method to characterize turbing/standing
modes. The scaled indicator C(t) is expressed as a combination of N pressure sensors
(here N = 4) located around the chamber in a transverse plane:
C(t) =
1
p′max
1
N
N∑
k=1
p′k(θk, t)e
jθk (10.2)
where N (here N = 4) denotes the number of the evenly spaced probes P1 to P4
(Fig. 10.2 left), θk their angular locations and p
′
k the pressure fluctuations recorded
at P1, P2, P3 and P4. The maximum pressure fluctuation observed during the growth
phase p′max is used to scale C(t). The phase of the indicator gives information about
the mode type: a constant phase indicates a standing mode whereas an increasing
(decreasing) phase refers to a clockwise (counter clockwise) rotation with ωt (−ωt)
[345, 347]. In Fig. 10.13 the indicator is applied only during the limit cycle from
t = 0.07 s to t = 0.13 s. The phase (Fig. 10.13 bottom) increases with time like ωt,
showing that the mode is mainly turning clockwise. This corresponds to the combined
1T-1L-T2 mode displayed in Fig. 10.4. Note that the phase can also remain constant
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Figure 10.12: Modulus (top) and argument (bottom) of the pressure obtained
by DMD of the LES at 3075 Hz.
Figure 10.13: Top: Mode indicator amplitude normalized by the maximum
pressure. Bottom: Phase of the mode indicator with the theoretical slope of
ωt for the mode frequency.
over many cycles (from t = 0.10 s to t = 0.11 s), demonstrating that a standing mode
can also take place. This pattern (turning→ standing→ turning) is repeatable and was
observed in all simulations independently of the moment chosen to let the unstable mode
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Figure 10.14: Joint probability density function of the waves A+ and A− eval-
uated at probe P2.
grow. This result can be confirmed by a statistical method [347]: pressure and velocity
time signals at probe P2 are used to calculate the A
+ and A− waves in orthoradial
direction. Figure 10.14 shows the joint probability density function of these quantities:
the A− waves dominate meaning that waves are traveling in the clockwise direction.
These results were also checked for the other probe positions. The mode typologies
found by the indicator and the statistical method confirm the DMD results (Fig. 10.12):
in most instants, the mode is turning clockwise.
10.6.4 Instantaneous flow and flame dynamics
The 1T-1L-T2 turning mode (Fig. 10.4 and 10.12) controls the flow field in Fig. 10.15:
three different instants of the pressure oscillation amplitude are shown: maximal at pi/2,
zero at pi and minimal at 3pi/2. High vertical velocities are encountered thus influencing
the center recirculation zone (CRZ) displayed by axial velocity contours. The recircu-
lation zone sways from side to side as observed in experiments where swirling flames
have been placed in transverse acoustic fields [7, 137]. This periodic, in-phase motion
of the flame with the acoustic mode leads to a positive Rayleigh index (Fig. 10.11).
This instability driving mechanism was also described theoretically and experimentally
in similar experiments [284, 285].
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Heat release isocontours (Fig. 10.16 left) indicate that the flame is very long and in-
teracts with lateral walls. The preheated air enhances the evaporation process of fuel
injected by the pilot and multipoint injection systems but significant evaporation still
takes place near the walls (Fig. 10.16 right). Therefore, high heat release rates are
found at the chamber walls due to fuel accumulation in this region. This seems to
be one reason why transverse modes are excited as suggested by the Rayleigh index
(Fig. 10.11). The influence of fuel injection placement on transverse pressure oscilla-
tions was reported by Marshall et al. [183] who observed high pressure amplitudes when
fuel was injected near pressure antinode regions whereas fuel injection near pressure
nodes lead to small amplitudes. Figure 10.12 shows that pressure antinodes are found
Figure 10.15: Middle cut plane with superimposed axial velocity isolines in the
range of −2 m/s to 2 m/s showing the center recirculation zone dynamics during
one oscillation cycle. Instantaneous fields.
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Figure 10.16: Left: Liquid volume fraction. Right: Kerosene mass fraction.
Isoline of heat release Q = 1× 108 W superimposed on instantaneous fields.
Figure 10.17: Liquid equivalence ratio perturbations caused by the presence of
the PVC. Data from probe PPV C in Fig 10.6.
in the region where most of the fuel is burnt, i.e. at the chamber walls.
Isolines of heat release (Fig. 10.16) reveal a slightly lifted flame which is not anchored
at the pilot injector. In the area between the pilot injector and the flame tip a PVC is
found in both non-reacting and reacting cases. It is less intense in the latter case due
to combustion induced density stratification which can suppress the PVC formation
[212]. The PVC is located here in the first axial swirler stage and exhibits a counter
clock-wise (CCW) precession motion and a clockwise winding spiral (Fig. 10.6). It
rotates in the direction of the first swirl stage (Fig. 10.2 left). It is also impacting the
pilot fuel injection (Fig. 10.17) leading to mixture fraction oscillations.
To understand the interaction between PVC and transverse mode, the LES was re-
peated with and without active control. The inlet mass flow rate was changed over a
large range while keeping the equivalence ratio of φ=0.74 constant (Tab. 10.2). With
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Case name L25 L50 Base H05 H10 H15 H50 H75
Mass flow rate [g/s] 25 50 100 105 110 115 150 175
Norm. mass flow rate 0.25 0.50 1 1.05 1.10 1.15 1.50 1.75
Table 10.2: LES cases and corresponding mass flow rates. The case named
’Base’ is the reference case described in this section and has a normalized mass
flow of 1. Case names labeled with ’L’ stand for lower flow rates whereas ’H’
indicates higher flow rates. The normalization flow rate is 100 g/s.
control, the acoustic field is almost totally inhibited and the PVC frequencies can be
determined easily in the absence of acoustic forcing by monitoring velocity fluctuations
at probe PPV C (Fig. 10.6). Figure 10.18 displays the evolution of the PVC frequency
observed during simulation with control. As expected fir hydrodynamic modes, the
frequency is changing linearly with the mass inflow rate [1, 322]. The corresponding
Strouhal number based on the first axial swirler diameter DS and the bulk velocity at
the plenum inlet Ubulk is:
StPV C =
fPV C ·DS
Ubulk
(10.3)
The Strouhal number is almost constant (of the order of 3) over a wide range of inflow
Figure 10.18: PVC frequencies obtained for different air mass flow rates and
corresponding Strouhal number StPV C . The frequencies are determined while
using active control. The dashed line represents the frequency of the 1T-1L
mode fm.
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Figure 10.19: PVC energy (measured with ACC-walls) and normalized pres-
sure fluctuations (measured without control) versus normalized mass flow rates.
velocities showing that, in the absence of acoustic forcing, a classical CCW turning
PVC develops in the chamber [322].
The frequency fm of the acoustic 1T-1L mode obtained in section 10.3 is also reported
on Fig. 10.18. It depends very weakly on the flow rate for this subsonic flow. When the
normalized flow is close to 1, fm matches the natural PVC frequency suggesting that a
simple lock-in between the 1T-1L acoustic mode frequency fm and the PVC frequency
fPV C could be the source of the unstable mode. This idea is checked in Fig. 10.19 which
displays the kinetic energy of the orthoradial velocity signal recorded at the point PPV C
(Fig. 10.6) when ACC-walls are used together with the pressure oscillation amplitude
p′RMS when rigid walls are used. The kinetic energy of the PVC increases with the
flow rate (as observed by Steinberg et al. [313]) but p′RMS peaks for a normalized flow
rate of 1, confirming that maximum pressure oscillations are obtained when the PVC
frequency fPV C matches the acoustic frequency fm of the 1T-1L mode even though the
energy of the PVC mode keeps increasing with flow rate. The clockwise turning pressure
mode also induces a rotation of the unsteady combustion. Figure 10.20 displays the
normalized heat release signal in each chamber quarter: signals are shifted by a quarter
period from each other confirming that the flame turns at the PVC frequency which is
also the 1T-1L acoustic frequency.
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Figure 10.20: Rotational nature of the flame with the period for one cycle
labels with ∆t.
10.7 The T-FTF model for transverse modes in swirled
combustors
The previous LES results show that the PVC is an important element of the transverse
mode in the present configuration and suggest a model to incorporate this mechanism
in a 3D Helmholtz TA solver. When the local heat release fluctuates (q′ = qˆe−iωt), the
wave equation becomes [206]:
γp0∇ ·
(
1
ρ0
∇pˆ
)
+ ω2pˆ = iω(γ − 1)qˆ(x) (10.4)
On the right hand side, a model for the heat release fluctuations qˆ(x) is used:
qˆ(x) = n(x)uˆ(xref ) · nrefeiωτ(x) (10.5)
This flame representation is known as a flame transfer function (FTF), which describes
flame-flow interactions by an interaction index n(x) and a time delay τ(x). The quanti-
ties xref and nref stand for the reference point and associated unit vector used to relate
the unsteady heat release qˆ(x) to the acoustics in the combustor. The local amplitude
of flame response n(x) [J/m4] and the local time delay of flame response to velocity
perturbation τ(x) [s] in Eq. (10.5) control the system stability.
Equation (10.5) has been used extensively for longitudinal acoustic modes where uˆ(xref )
measures the unsteady flow rate entering the combustor. Here we propose an extension
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Figure 10.21: Time signals of normalized axial velocity u′x, orthoradial velocity
u′θ and heat release fluctuations q
′ measured at probe P2. The time delay is
determined as τ0 = 1× 10−4 s.
Figure 10.22: Left: Local amplitude. Right: Local time delay. Plane A in the
chamber (Fig. 7.1).
for transverse modes where the local heat release perturbations are driven by ortho-
radial velocity fluctuations and not axial velocities as assumed for longitudinal modes.
This approach is suggested by the LES results (Fig. 10.21) where the axial velocity
perturbation shows poor correlation with the heat release fluctuations for this case and
a clear one with the orthoradial velocity vθ. An appropriate flame representation can
be introduced by modifying Eq. (10.5), so that:
qˆ(x) = n(x)uˆθ(xref ) · nrefeiωτθ(x) (10.6)
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Figure 10.23: Stability map of the 1T-1L-2T mode as a function of normalized
mass flow rate obtained using acoustic analysis and the T-FTF model.
where the time delay τθ(x) is imposed as a rotating field at a pulsation ωPV C imposed
by the flow:
τθ(x) = τ0 +
θ
ωPV C
(10.7)
where θ is the rotation angle (Fig. 10.22 left). Equation (10.7) essentially recognizes
that the unsteady heat release field rotates at a speed controlled by the hydrodynamic
instability shown in Fig. 10.20. The time delay between the orthoradial velocity and
the unsteady heat release at the same point is denoted as τ0. It is determined from
Fig. 10.21 to τ0 = 1× 10−4 s. Note that any reference point can be used in the T-FTF
model: using an other point would only lead to a different time τ0 but would not change
the results of the acoustic solver. The frequency of the PVC obtained with the ACC-
walls is used in the model: ωPV C = 2pi · fPV C = 2pi · StPV C · Ubulk/Ds and depends
on the bulk velocity Ubulk. The resulting fields (interaction index and time delay) are
plotted in Fig. 10.22 by visualizing these quantities in plane A (Fig. 7.1). A radially
increasing local amplitude is applied while approaching the combustor walls: the shape
of the n field plays a limited role on the results. The integrated interaction index over
the flame volume is N3 = 0.11 and is obtained from the signals of Fig. 10.21.
When Eq. (10.6) and (10.7) are used in the Helmholtz solver, the frequency and the
growth rate of the 1T-1L mode can be plotted as a function of the combustor flow
rate. Results (Fig. 10.23) show that the 1T-1L mode growth rate is positive when the
normalized flow rate is above 0.5. These results are coherent with LES observations
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Figure 10.24: Pressure signal evolution after switch off of active control.
(Fig. 10.18 and 10.19) where pressure fluctuations reach 5 % of the mean chamber
pressure for case L50 (Tab. 10.2). The results suggest that the T-FTF formulation of
Eq. (10.7) can be used in a 3D Helmholtz solver to predict transverse modes. Unlike
acoustic simulations where no active flame (section 10.3) is used, the mode captured
with the T-FTF model is non-degenerate: only one mode appears in the acoustic solver.
It is a turning mode (clockwise) and its structure matches the 1T-1L-T2 mode seen in
the LES. It is interesting to note that the introduction of the active flame T-FTF of
Eq. (10.22) excites the CCW mode as expected from LES.
10.8 Growth rate measurement of transverse modes
The T-FTF model of section 10.7 included in the Helmholtz solver provides estimates
of growth rates for transverse modes (up to 15 s−1 in the absence of dissipation). This
can be tested in the LES by using the ACC-walls technique as done for Fig. 10.8: once
the transverse mode is damped, the active control system can be switched off and the
growth rate of the unstable mode measured during the growth of the mode as done for
longitudinal modes in the 80’s [164, 229].
This technique allows to identify the different phases of the pressure evolution. First,
no oscillations are present until t = 0.01 s. Then, small oscillations appear and grow
exponentially in time. Third, maximum pressure fluctuations are reached at about
t = 0.04 s. Fourth, after this overshoot, a transition phase is observed before, fifth, a
limit cycle is established.
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Figure 10.25: Process chart for growth rate measurement. Top: Exponential
growth of the pressure signal with one time window for 1D-DMD analysis.
Middle: Pressure signal encountered in LES compared to the reconstruction
by the DMD including all frequencies. Bottom: Reconstructed signal from the
1D-DMD for the 1T-1L mode.
A 1D-DMD analysis is performed to measure the growth rate of the transverse mode
during the growth phase (t = 0.0 s to t = 0.05 s) using the pressure signal of Fig. 10.24.
Figure 10.25 describes the work process of growth rate evaluation: first, a small time
frame is selected for the 1D-DMD analysis. The signal is decomposed into amplitudes
and phases for each frequency encountered in the signal. Then, the input signal is com-
pared to the reconstructed one to check the quality of the DMD performance (Fig. 10.25
middle). In a next step, the growth rate at the frequency of the transverse mode is
extracted. This procedure is done for 10 time frames in the time signal from t = 0.0 s to
t = 0.05 s. Figure 10.26 gives growth rates for the 10 time frames during the exponential
growth of the 1T-1L mode. Starting near zero, the growth rate reaches its maximum
shortly during the onset of the transverse pressure oscillations and decreases in time
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Figure 10.26: Growth rates determined during exponential growth of the trans-
verse mode.
until a plateau is reached at about t = 0.02 s with growth rates of about αg = 2 s
−1.
To compare this result with the Helmholtz solver predictions, system losses must be
quantified since these are not present in Eq. (10.4). The growth rate measured in the
LES αg is linked to the Helmholtz solver growth rate αAvsp by:
αg = αAvsp − αd (10.8)
where αd represents the total acoustic system dissipation. Estimation of αd is one of the
most difficult tasks in thermoacoustics today. Quite often, it is evaluated experimen-
tally [186, 285]. In the present case, losses were measured in the LES by deactivating
combustion during limit cycle. When this is done (Fig. 10.27), the velocity field almost
Figure 10.27: Dissipation rate measurement after stop of combustion at t =
13 ms. Pressure oscillations are diminishing after ca. 30 ms.
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Case Rate [s−1]
LES Growth αg 2.0
LES Damping αd 3.5 - 6.5
AVSP Growth αAvsp 7.3
Table 10.3: Growth rates of the screech mode given by the Helmholtz solver
(αAV SP ), damping rate of the mode obtained in Fig. 10.28 (αd) and overall
growth rate measurement in the LES in Fig. 10.25 (αg) .
does not change while the acoustic fluctuations are damped over a period of 30 ms.
We assume that the decay of the pressure fluctuations during the 30 ms provides a
reasonable estimate of αd and use 1D-DMD to measure it as done for the growth rate.
The work process for damping rate estimation is similar to the process for growth rate
measurement. For clarity, the work steps are shown in Fig. 10.28. Figure 10.29 displays
damping rates over the 30 ms of decaying oscillations. After 10ms the mean chamber
temperature decreases and the frequency of the signal shifts slowly towards a lower
frequency (fc = 1850 Hz). It corresponds to the 1T-1L chamber mode with a constant
sound speed field of 340 m/s. The corresponding damping rates for the 1T-1L mode
at a frequency of fm = 3075 Hz are in the range of αd = 6.5 s
−1 to 3.5 s−1. Even if
this estimation is not exact, it gives an idea of the range of the dissipation rate for this
mode. Comparing the growth rate αAV SP predicted by the Helmholtz solver AVSP
with the measured growth and decay rates (Tab. 10.3) show, that AVSP is predicting
an amplification of the 1T-1L mode with the same order of magnitude of the measured
rates. It is also interesting to note, that the dissipation rate αd is comparable to the
growth rate αAV SP predicted without losses. Clearly, estimating losses with precision
will be a critical question in future.
10.9 Conclusion
This chapter focussed on high-frequency (3075 Hz) transverse modes appearing in a
swirled kerosene/air combustor operating at atmospheric pressure. These intense non-
linear oscillations (180 dB) appear in a limited range of flow rates. An active control
technique was implemented in LES by using compliant lateral chamber walls in order to
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Figure 10.28: Process chart for damping rate measurement. Top: Mitigation
of pressure oscillations with one time window for 1D-DMD analysis. Middle:
Pressure signal encountered in LES compared to the reconstruction by the
DMD including all frequencies. Bottom: Reconstructed signal from the 1D-
DMD for the 1T-1L mode.
mitigate the transverse acoustic activity while letting the hydrodynamic mode develop.
This allowed to measure the frequency of the PVC (Precessing Vortex Core) mode in
the absence of acoustic coupling and to show that the strongest resonances (without
control) were obtained when the frequency of the PVC (which changes with flow rate)
matched the frequency of the 1T-1L transverse mode of the chamber. A Flame Transfer
Model called T-FTF was developed from the LES observations to capture the transverse
mode in a Helmholtz solver. The T-FTF model links local heat release fluctuations to
orthoradial velocity perturbations. Results suggest that an extended model like the
one used here could predict the dynamics of a swirling spray flame and reproduce the
stability map obtained by LES when used in the acoustic solver.
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Figure 10.29: Damping rates determined during switch off of combustion.
Combustion is stopped at t = 0.13 s by setting the pre exponential constants
of the chemical scheme to zero.
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Conclusion and perspectives
This PhD work focused on combustion instabilities in gaseous and liquid combustion
chambers and on both longitudinal and transverse modes. LES was used for these stud-
ies as well as acoustic 3D TA (thermoacoustic) solvers. Using simulation for transverse
oscillation problems is interesting because they are difficult to investigate experimen-
tally for several reasons: they can lead to high pressure fluctuations and severe damages,
maximum pressure fluctuations are reached in a very short time and may be difficult
to track because they are high frequency signals, more sensors are needed to account
for the multidimensional structure of the modes, compared to usual longitudinal pla-
nar modes. As a result, using high-fidelity LES to investigate transverse modes is a
reasonable path to elucidate the mechanisms controlling these instabilities.
Two different configurations were considered:
• Perfectly-premixed bluff-body stabilized flames (Volvo): This simple configu-
ration consisting of a rectangular box and a V-flame holder has been studied
experimentally in the 1990s by Sjunnesson et al. [304, 305, 306]. Besides a stable
flame case and a regime exhibiting a low-frequency longitudinal mode (both re-
produced by LES in Chapter 6), one high-frequency case also exhibited transverse
oscillations which affected the flow field as evidenced by Schlieren images. During
the present work, LES was performed in order to reproduce this transverse mode
and to study it in more detail. The instability frequency of the 1Lx-2Ty-0Tz mode
excited in the LES matches the frequency observed during experiments (about
1400 Hz) and is also confirmed by an acoustic TA code. This high-frequency mode
impacts both flame and flow field and affects not only the perturbations but also
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the mean flow state: while the 1Lx component of the mode produces symmetric
vortex shedding at the flame holder lip, the 2Ty component generates two reac-
tion zones which lead to deformation of the mean flame front. These zones are
associated with the velocity anti-nodes of the transverse mode.
• Swirling spray flames (Lotar): This test rig represents a realistic aeronautical
burner in a simplified rectangular combustor. The industrial swirling device con-
tains two axial and one radial swirler leading to high turbulence levels. Liquid
kerosene is injected through a pilot injector and a multipoint injection device
containing 24 injection holes. This setup was studied experimentally by Apeloig
[4], Apeloig et al. [5] at Onera. Measurements of liquid and gas velocities as well
as droplet distributions for non-reacting and reacting cases are used to validate
the LES followed by the determination of FTFs for three different frequencies
(Chapter 7). A strong transverse mode was found in the LES while it was not
reported by Onera. The frequency of the 1T-1L mode (fm = 3075 Hz) corre-
sponds to the first chamber mode as identified by the TA code. Interestingly,
a hydrodynamic mode is observed in the LES which is referred to as the Pro-
cessing Vortex Core (PVC) and its frequency (fPV C = 3150 Hz) is close to the
acoustic mode frequency. The PVC has been recognized during experiments but
was not further analyzed. In this study, different operating points were carried
out to evidence the PVC existence. To do so, a new numerical method was im-
plemented in the LES code to stabilize transverse modes: the approach is called
Active Control through Compliant walls (ACC-walls) and it allows to separate
acoustic from hydrodynamic modes. It was shown that a lock-in effect between
acoustics and hydrodynamics drive CIs. Flame and flow phenomena are analyzed
in detail and used to reformulate the classic n− τ model by correlating local heat
release rates to orthoradial velocity perturbations (instead of axial velocity for
usual longitudinal modes). When it is used in the TA code, this model provides
the stability map generated by LES.
Future work linked to the results of this PHD is discussed below:
• All simulations presented in this work were performed using adiabatic walls. A
more realistic representation should include heat losses at walls. Major differences
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can be encountered when adiabatic and heat loss wall modeling is used. Kaess
et al. [145] showed the impact of heat losses on the flame feet position using DNS:
local quenching effects close to the plate lift the flame anchoring position. Com-
parisons of mean heat release rates between experiments and LES using adiabatic
and heat loss wall models were conducted by Schmitt et al. [277]. The local fields
of heat release extracted from LES display different flame shapes. This has a
direct impact on combustion instabilities where heat release fluctuations have to
be in phase with pressure fluctuations. This point is discussed by Duchaine et al.
[78] and Tay-Wo-Chong & Polifke [326] where FTFs are evaluated for both adi-
abatic and heat loss wall models. These works show that the acoustic response
can differ significantly depending on the wall temperature treatment.
The Volvo configuration can be used to compare adiabatic and heat loss models
for a stable and for unstable operating points. A more realistic approach would
then be to couple the reacting flow solver with an conjugate heat transfer solver
in order to compute the temperature inside the flame holder. To do so, the heat
transfer solver Avtp can be coupled with Avbp which has been done in foregoing
studies by Duchaine et al. [77, 79] at Cerfacs. Coupling both solvers leads to a
more realistic case representation and can have an effect on flame dynamics. In
Fig. 11.1 first results of the coupled strategy are presented for the stable case.
Contrary to the adiabatic case, the near wall region shows two hot zones where
the flame is stabilized. Further studies can investigate the influence on the differ-
ent modes (buzz and screech) and possible impacts on flow and flame dynamics.
• Fuel injection in industrial and non-academic configurations is not perfectly pre-
mixed and leads to equivalence ratio fluctuations. This applies also for aeronau-
tical combustion systems where liquid fuel is injected. This point has to be taken
into account when FTFs are determined [52, 131, 151] and is discussed by Hu-
ber [131]. Flame transfer functions defined as in Eq. (5.1) characterize the flame
response for a perfectly premixed flame where equivalence ratio fluctuations are
not present. The presence of equivalence ratio heterogeneities requires a more
advanced approach which considers the effect of these fluctuations in the flame
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Figure 11.1: Instantaneous image of the stable flame (Volvo) using AVBP
in combination with AVTP for the conjugate heat transfer between the fluid
and the flame holder. This will be subjected in the thesis of D. Maestro at
CERFACS.
transfer function. Following Huber [131] a superposition in the linear regime of
flame responses leads to an extended formulation of the FTF:
Q˙′(ω)
¯˙Q
= FTFu(ω) · u
′(ω)
u¯
+
N∑
i=1
FTFφ(ω) · φ
′(ω)
φ¯
. (11.1)
The last term accounts for fluctuations in equivalence ratio for each injection
system where N is the number of injectors. This approach (called MISO for
Multiple-Input-Single-Output) has been tested in a foregoing theses by Hermeth
[122] for gas turbines using gaseous methane and for the Lotar configuration
where all liquid fuel injection lines (24 multipoint and pilot injector) were modu-
lated at the same frequency and amplitude to estimate the last term in Eq. 11.1.
Such formulations were not used in this PhD work but they are a logical extension
of the present study.
148
Appendix A
Longitudinal vs transverse
modes: a comparison
An additional difficulty comes along with the temperature change due to combustion:
the discontinuity of the sound speed field (due to burnt gases) has a direct impact
on the mode frequency and structure. This effect will be shown in the following by
considering a simple box (length l = 0.31 m, height and width h = w = 0.12 m) shown in
Fig. 1.15. For simple rectangular cavities, analytical expressions are available [152, 236]
using simple boundary conditions (u′ = 0) to calculate mode shapes and frequencies
depending on geometrical characteristics and the sound speed. The expressions are
rederived for boundary conditions used in this work (inlet u′ = 0 and outlet p′ = 0).
The frequency is:
f =
c
2pi
(pi(nx − 12)
lx
)2
+
(
nypi
ly
)2
+
(
nzpi
lz
)2 12 (A.1)
where c, ni and li denote the constant sound speed, mode order and length along the
axis i = x, y, z. Similarly, the mode structure can be obtained by:
P (x, y, z) = cos
(
pi(nx − 12)x
lx
)
cos
(
nypiy
ly
)
cos
(
nzpiz
lz
)
(A.2)
The analytical formulae are used to calculate the first longitudinal and first transverse
box modes. Two different cases are considered: a ”cold case” (cc = 435 m/s) and a
”hot case” (ch = 915 m/s) where the box is filled completely with burnt gases. This is a
simplification of the case where the sound speed field has a discontinuity corresponding
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to the flame position. The analytical expressions were derived from the Helmholtz
equation where a constant speed of sound was assumed. In a second step, the test
case of the box is computed with a Helmholtz solver. Again, two different sound speed
fields are used with the exception that the ”hot case” has a discontinuous field of sound
speed. Hence, the acoustic solver respects the real presence of the flame.
The box modes for the cold case (cc = 435 m/s) are calculated and results are in good
agreement (Tab. A.1). The mode structure for the 1Lx-0Ty-0Tz mode is a quarter-
wave mode and both acoustic solver and theory agree well as displayed in Fig. A.1.
Similarly, the results are coherent for the first transverse 1Lx-1Ty-0Tz mode along the
x-direction (Fig. A.2 left) and y-direction (Fig. A.2 left).
In a next step, the results for the hot case are discussed. Figure A.3 compares the
results for the quarter wave mode. Slight differences are present due to the passive
flame whereas the frequencies agree reasonably (Tab. A.2). Large discrepancies are
found for the structures of the 1Lx-1Ty-0Tz modes (Fig. A.4). The flame position (xf =
0.05 m) impacts the mode shape in both directions. Also the frequency differs by more
then 30 %. The results indicate that position of the flame is crucial for the transverse
mode structure. The analytical model does not take this point into account so mode
frequencies and structures mismatch the Helmholtz solver computations. Analytical
models for varying sound speed fields are not present at the moment. An analytical
solution of the Helmholtz equation for simple cavities with varying temperatures is
given by Lieuwen [173] using the Sturm-Liouville theory but considers the sound speed
to be constant which means that the temperature gradient is small. This method is not
applicable for situations as described for the box and explains the need of numerical
tools.
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Figure A.1: Comparison of longitudinal mode structures for the cold case
(cc = 435 m/s).
Figure A.2: Comparison of transverse mode structures for the cold case (cc =
435 m/s).
Mode
name
Eigenvalue
nature
Analytical
expression [Hz]
Helmholtz
solver [Hz]
nx ny nz
L Single 348 351 1 0 0
T Degenerate 1845 1844 1 1 0
Table A.1: Mode frequencies given by the analytical model of Eq. (A.1) and
the Helmholtz solver. Results for the cold case (cc = 435 m/s).
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Figure A.3: Comparison of longitudinal mode structures for the hot case (ch =
915 m/s).
Figure A.4: Comparison of transverse mode structures for the hot case (ch =
915 m/s).
Mode
name
Eigenvalue
nature
Analytical
expression [Hz]
Helmholtz
solver [Hz]
nx ny nz
L Single 733 731 1 0 0
T Degenerate 3882 2600 1 1 0
Table A.2: Mode frequencies given by the analytical model of Eq. (A.1) and
the Helmholtz solver. Results for the hot case (ch = 915 m/s).
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Appendix B
Active Control through
Compliant walls (ACC-walls)
A simple case is used to test the Active Control through Compliant walls (ACC-walls)
technique. The 2D test case (Fig. B.1) is a laminar flame in a double-duct where
a uniform mixture of methane and air is injected at stoichiometry. The operating
conditions are: inlet velocity uB = 3 m/s, fresh gas temperature TF = 300 K and
pressure p0 = 1 bar. Numerical settings for this DNS are summarized in Tab. B.1.
During combustion, transverse oscillation appear and impact pressure and velocity
field (Fig. B.2).
The top and bottom wall in the second duct (Fig. B.1) are replaced by ACC-walls.
First, oscillations grow in time and activating the ACC-walls technique mitigates the
oscillations very fast. This procedure is repeated several times and the growth rate and
the instability frequency do not change. It is also shown that the moment of switch-on
of the control technique does not influence the instability growth. The maximal mass
leakage for the ACC-walls are 3 % of the total mass flow.
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B. ACTIVE CONTROL THROUGH COMPLIANT WALLS
(ACC-WALLS)
Numerical parameter
Convection scheme TTGC (O(3))
Artif. viscosity Colin (2 = 0.01, 4 = 0.05)
Boundary Conditions
Inlet NSCBC (R = 1000)
Outlet NSCBC (R = 10)
Walls Adiabatic non-slip walls (or ACC-walls with R = 10000)
Table B.1: Numerical parameters of AVBP
Figure B.1: Instantaneous heat release rate of the 2D test case.
Figure B.2: Evolution of pressure (left) and transverse velocity (right) during
instability onset. The control technique is switched on and off for several cycles.
154
References
[1] Anacleto, PM, Fernandes, EC, Heitor, MV & Shtork, SI
2003 Swirl flow structure and flame characteristics in a
model lean premixed combustor. Combust. Sci. Tech.
175 (8), 1369–1388. 133
[2] Anderson, Kevin R, Hertzberg, Jean & Mahalingam,
Shankar 1996 Classification of absolute and convective
instabilities in premixed bluff body stabilized flames.
Combust. Sci. Tech. 112 (1), 257–269. 20
[3] Anderson, W., Miller, K., Ryan, H., Pal, S., Santoro, R.
& Dressler, J. 1998 Effects of periodic atomization on
combustion instability in liquid-fueled propulsion sys-
tems. J. Prop. Power 14. 9
[4] Apeloig, Julien 2013 E´tude expe´rimentale du roˆle de
la phase liquide dans les phe´nome`nes da¨oˆinstabilite´s
thermo-acoustiques agissant au sein de turbomachines
diphasiques. PhD thesis, Toulouse, ISAE. 23, 83, 84,
86, 89, 95, 118, 146
[5] Apeloig, Julien M, d’Herbigny, Franc¸ois-Xavier, Si-
mon, Frank, Gajan, Pierre, Orain, Mikael & Roux,
Se´bastien 2014 Liquid-fuel behavior in an aeronauti-
cal injector submitted to thermoacoustic instabilities.
J. Prop. Power 31 (1), 309–319. 23, 146
[6] Atzler, F, Demoulin, FX, Lawes, M, Lee, Y & Marquez,
N 2006 Burning rates and flame oscillations in glob-
ally homogeneous two-phase mixtures (flame speed os-
cillations in droplet cloud flames). Combust. Sci. Tech.
178 (12), 2177–2198. 23
[7] Baillot, F, Blaisot, J-B, Boisdron, G & Dumouchel, C
2009 Behaviour of an air-assisted jet submitted to a
transverse high-frequency acoustic field. J. Fluid Mech.
640, 305–342. 130
[8] Baillot, Franc¸oise & Lespinasse, Florian 2014 Response
of a laminar premixed v-flame to a high-frequency
transverse acoustic field. Combust. Flame 161 (5),
1247–1267. 105, 108, 111
[9] Balachandran, R., Ayoola, B. O., Kaminski, C. F., Dowl-
ing, A. P. & Mastorakos, E. 2005 Experimental investi-
gation of the nonlinear response of turbulent premixed
flames to imposed inlet velocity oscillations. Combust.
Flame 143 (1-2), 37 – 55. 66
[10] Barbi, C, Favier, DP, Maresca, CA & Telionis, DP 1986
Vortex shedding and lock-on of a circular cylinder in
oscillatory flow. J. Fluid Mech. 170, 527–544. 20
[11] Barbosa, Se´verine, Garcia, Marta de La Cruz, Ducruix,
Se´bastien, Labegorre, Bernard & Lacas, Franc¸ois 2007
Control of combustion instabilities by local injection of
hydrogen. Proc. Combust. Inst. 31 (2), 3207–3214. 13
[12] Barker, Calvin LaRue 1958 Experiments concerning
the occurrence and mechanism of high-frequency com-
bustion instability. PhD thesis, California Institute of
Technology. 102
[13] Batchelor, George Keith 2000 An introduction to fluid
dynamics. Cambridge University Press. 11
[14] Bellucci, V., Flohr, P., Paschereit, C. & Magni, F. 2004
On the use of helmholtz resonators for damping acous-
tic pulsations in industrial gas turbines. J. Eng. Gas
Turb. and Power 126. 13
[15] Bellucci, V., Schuermans, B., Nowak, D., Flohr, P. &
Paschereit, C 2005 Thermoacoustic modeling of a gas
turbine combustor equipped with acoustic dampers. J.
Turbomach. 127. 13
[16] Ben-Yakar, Adela & Hanson, Ronald K 2001 Cavity
flame-holders for ignition and flame stabilization in
scramjets: an overview. J. Prop. Power 17 (4), 869–
877. 20
[17] Benoit, L. & Nicoud, F. 2005 Numerical assessment
of thermo-acoustic instabilities in gas turbines. Int.
J. Numer. Meth. Fluids 47 (8-9), 849–855. 119
[18] Berenbrink, P. & Hoffmann, S. 2001 Suppression of dy-
namic combustion instabilities by passive and active
means. In ASME Turbo Expo 2001. Paper 2001-GT-42 .
15
[19] Berkooz, Gal, Holmes, Philip & Lumley, John L 1993 The
proper orthogonal decomposition in the analysis of tur-
bulent flows. Ann. Rev. Fluid Mech. 25 (1), 539–575.
124
[20] Bernier, D., Ducruix, S., Lacas, F., Candel, S., Robart, N.
& Poinsot, T. 2003 Transfer function measurements in a
model combustor: application to adaptative instability
control. Combust. Sci. Tech. 175, 993–1013. 15
[21] Bernier, D., Lacas, F. & Candel, S. 2004 Instability
mechanisms in a premixed prevaporized combustor.
J. Prop. Power 20. 23, 68
[22] Bibik, E Lubarsky, Lubarsky, E, Shcherbik, D, Hadji-
panayis, M & Zinn, BT 2008 Rotational traveling of tan-
gential wave in multi-injectors lre combustor simulator.
46th AIAA Aerospace SciencesMeeting and Exhibit . 104
[23] Billoud, G., Galland, M., Huynh, C. & Candel, S. 1992
Adaptive active control of combustion instabilities.
Combust. Sci. Tech. 81, 257–283. 15
[24] Biraud, A.L., Durox, D. & Candel, S. 2006 Upstream
flow dynamics of a laminar premixed conical flame sub-
mitted to acoustic modulations. Combustion and Flame
145. 66
[25] Bird, R. B., Stewart, W. E. & Lighfoot, E. N. 1960 Trans-
port phenomena. New York: John Wiley. 39
155
REFERENCES
[26] Blackman, AW 1961 Studies of screeching combustion
and pressure-wave, flamefront interaction. Combust.
Flame 5, 175–190. 101
[27] Blackshear, Perry L, Rayle, Warren D & Tower,
Leonard K 1958 Experimental determination of gas mo-
tion accompanying screeching combustion in a 6-inch
simulated afterburner . National Advisory Committee
for Aeronautics. 102
[28] Blackshear Jr, Perry L 1953 Driving standing waves by
heat addition. In Symposium (International) on Com-
bustion, , vol. 4, pp. 553–566. Elsevier. 103
[29] Blevins, Robert D 1977 Flow-induced vibration. New
York, Van Nostrand Reinhold Co., 1977. 377 p. 1. 20
[30] Blimbaum, J, Zanchetta, M, Akin, T, Acharya, V,
O’Connor, J, Noble, DR & Lieuwen, T 2012 Transverse
to longitudinal acoustic coupling processes in annular
combustion chambers. International Journal of Spray
and Combustion Dynamics 4 (4), 275–298. 18
[31] Bloxsidge, GJ, Dowling, AP, Hooper, N & Langhorne,
PJ 1987 Active control of an acoustically driven com-
bustion instability. Journal de Mecanique Theorique et
Appliquee Supplement 6, 161–175. 14
[32] Bloxsidge, G., Dowling, A., Hooper, N. & Langhorne, P.
1988 Active control of reheat buzz. AIAA J. 26, 783–
790. 118
[33] Boileau, M. 2007 Simulation aux grandes e´chelles de
l’allumage diphasique des foyers ae´ronautiques. Phd
thesis, INP Toulouse. 50
[34] Boileau, M., Pascaud, S., Riber, E., Cuenot, B., Gicquel,
L.Y.M., Poinsot, T. & Cazalens, M. 2008 Investigation of
two-fluid methods for Large Eddy Simulation of spray
combustion in Gas Turbines. Flow, Turb. and Combus-
tion 80 (3), 291–321. 49
[35] Boileau, M., Staffelbach, G., Cuenot, B., Poinsot, T. &
Be´rat, C. 2008 LES of an ignition sequence in a gas
turbine engine. Combust. Flame 154 (1-2), 2–22. 82
[36] Bothien, Mirko R, Moeck, Jonas P & Paschereit, Chris-
tian Oliver 2008 Active control of the acoustic bound-
ary conditions of combustion test rigs. Journal of Sound
and Vibration 318 (4), 678–701. 15
[37] Bourgouin, Jean-Franc¸ois, Durox, Daniel, Schuller,
Thierry, Beaunier, Je´roˆme & Candel, Se´bastien 2013 Ig-
nition dynamics of an annular combustor equipped with
multiple swirling injectors. Combust. Flame 160 (8),
1398–1413. 15
[38] Boussinesq, J. 1877 The´orie de l’e´coulement tourbillant.
Me´m. Pre´sente´s par Divers Savants. Acad. Sci. Inst. Fr.
23, 46–50. 45
[39] Boxx, I, Sto¨hr, M, Carter, C & Meier, W 2010 Tempo-
rally resolved planar measurements of transient phe-
nomena in a partially pre-mixed swirl flame in a gas
turbine model combustor. Combust. Flame 157 (8),
1510–1525. 22
[40] Branley, N. & Jones, W. P. 2001 Large eddy simulation
of a turbulent non-premixed flame. Combust. Flame
127, 1914–1934. 28
[41] Butler, T. D. & O’Rourke, P. J. 1977 A numerical
method for two-dimensional unsteady reacting flows.
Proc. Combust. Inst. 16 (1), 1503 – 1515. 46
[42] Byrne, RW 1983 Longitudinal pressure oscillations
in ramjet combustors. AIAA/SAE/ASME 19th Joint
Propulsion Conference AIAA-83-2018. 8
[43] Candel, S. 1992 Combustion instabilities coupled by
pressure waves and their active control. In 24th Symp.
(Int.) on Combustion, pp. 1277–1296. The Combustion
Institute, Pittsburgh. 8
[44] Candel, S. 2002 Combustion dynamics and control:
progress and challenges. Proc. Combust. Inst. 29 (1),
1–28. 46
[45] Candel, S., Durox, D., Schuller, T., Bourgouin, J.-F. &
Moeck, J. 2014 Dynamics of swirling flames. Ann. Rev.
Fluid Mech. 46, 174–173. 21, 66, 118
[46] Cavaliere, Davide E, Kariuki, James & Mastorakos,
Epaminondas 2013 A comparison of the blow-off be-
haviour of swirl-stabilized premixed, non-premixed and
spray flames. Flow, Turb. and Combustion pp. 1–26.
82
[47] Chanaud, Robert C 1965 Observations of oscillatory mo-
tion in certain swirling flows. J. Fluid Mech. 21 (01),
111–127. 22
[48] Charlette, Fabrice, Meneveau, Charles & Veynante, De-
nis 2002 A power-law flame wrinkling model for les of
premixed turbulent combustion part i: Non-dynamic
formulation and initial tests. Combust. Flame 131 (1),
159–180. 47, 87
[49] Charru, F. 2011 Hydrodynamic Instabilities, , vol. 37.
Cambridge University Press. 8
[50] Chishty, WA 2005 Effects of thermoacoustic oscillations
on spray combustion dynamics with implications for
lean direct injection systems effects of thermoacous-
tic oscillations on spray combustion dynamics with im-
plications for lean direct injection systems. PhD the-
sis, Virginia Polytechnic Institute and State University,
Blacksburg, VA. 23
[51] Chiu, H. & Liu, T. 1977 Group combustion of liquid
droplets. Combust. Sci. Tech. 17, 127–131. 23
[52] Cho, J. & Lieuwen, T. 2005 Laminar premixed flame
response to equivalence ratio oscillations. Combust.
Flame 140. 147
[53] Chu, B. T. 1965 On the energy transfer to small distur-
bances in fluid flow (part i). Acta Mechanica pp. 215–
234. 6
[54] Cocks, PAT, Sankaran, V & Soteriou, MC 2013 Is les
of reacting flows predictive? part 1: Impact of nu-
merics. 51st AIAA Aerospace Sciences Meeting AIAA
2013-0170, 1–29. 70, 78
[55] Colin, O., Ducros, F., Veynante, D. & Poinsot, T. 2000
A thickened flame model for large eddy simulations of
turbulent premixed combustion. Phys. Fluids 12 (7),
1843–1863. 73, 86
156
REFERENCES
[56] Colin, O. & Rudgyard, M. 1998 Taylor-galerkin schemes
in avbp. Tech. Rep. TR/CFD/98/56. CERFACS. 34
[57] Colin, O. & Rudgyard, M. 2000 Development of high-
order taylor-galerkin schemes for unsteady calculations.
J. Comput. Phys. 162 (2), 338–371. 52
[58] Courant, Richard, Friedrichs, Kurt & Lewy, Hans 1928
U¨ber die partiellen differenzengleichungen der mathe-
matischen physik. Mathematische Annalen 100 (1), 32–
74. 51
[59] Crighton, D. G., Dowling, A. P., Williams, J. E. Ffowcs,
Heckl, M. & Leppington, F. 1992 Modern methods in an-
alytical acoustics, Lecture Notes, vol. 1sd ed. New-York:
Springer Verlag. 27, 30
[60] Crocco, L. 1951 Aspects of combustion instability in
liquid propellant rocket motors. Part I. J. American
Rocket Society 21, 163–178. 30, 59, 65
[61] Crocco, L. 1952 Aspects of combustion instability in
liquid propellant rocket motors. part II. J. American
Rocket Society 22, 7–16. 56, 59, 65, 119
[62] Crocco, Luigi 1960 Theory of liquid propeliant rocket
combustion instability and its experimental verifica-
tion. ARS Journal 30 (2), 159–168. 103
[63] Crocco, Luigi 1962 Transverse combustion instability in
liquid propellant rocket motors. ARS Journal 32 (3),
366–373. 103
[64] Crocco, L. & Cheng, S. I. 1956 Theory of combustion in-
stability in liquid propellant rocket motors, , vol. Agar-
dograph No 8. Butterworths Science. 103
[65] Crocco, L, Harrje, DT & Reardon, FH 1964 Velocity ef-
fects in transverse mode liquid propellant rocket com-
bustion instability. AIAA J. 2 (9), 1631–1641. 103
[66] De la Cruz Garcia, M, Mastorakos, E & Dowling, AP
2009 Investigations on the self-excited oscillations in a
kerosene spray flame. Combust. Flame 156 (2), 374–
384. 23, 68, 82
[67] Culick, F.E.C. 1963 Stability of high-frequency pressure
oscillations in rocket combustion chambers. AIAA J.
1. 67, 103
[68] Culick, Fred EC & Yang, Vigor 1995 Overview of com-
bustion instabilities in liquid-propellant rocket engines.
Liquid Rocket Engine Combustion Instability 169, 3–37.
18
[69] Culick, F. E. C. 1988 Combustion instabilities in liquid-
fueled propulsion systems- an overview. AGARD Con-
ference Proceedings 450 pp. 1–74. 9, 104
[70] Culick, F. E. C. & Kuentzmann, P. 2006 Unsteady Mo-
tions in Combustion Chambers for Propulsion Systems.
NATO Research and Technology Organization. 4, 8,
11, 12, 27, 30, 63, 101
[71] DiCicco, M. & Buckmaster, J. 1996 Role of slip in
the generation of acoustic instabilities in gas turbine.
J. Prop. Power 12. 9
[72] Dowling, A. P. 1995 The calculation of thermoacoustic
oscillations. J. Sound Vib. 180 (4), 557–581. 15
[73] Dowling, A. P. 1997 Nonlinear self-excited oscillations
of a ducted flame. J. Fluid Mech. 346, 271–290. 24
[74] Dowling, A. P. 1999 A kinematic model of ducted flame.
J. Fluid Mech. 394, 51–72. 67
[75] Dowling, A. P. & Stow, S. R. 2003 Acoustic Analysis
of Gas Turbine Combustors. J. Prop. Power 19 (5),
751–764. 67
[76] Druzhinin, O. A. 1995 On the two-way interaction in
two-dimensional particle-laden flows - the accumula-
tion of particles a nd flow modification. J. Fluid Mech.
297, 49–76. 87
[77] Duchaine, Florent, Boileau, Matthieu, Sommerer, Yan-
nick & Poinsot, Thierry 2014 Large eddy simulation of
flow and heat transfer around two square cylinders in a
tandem arrangement. J. Heat Trans. 136 (10), 101702.
147
[78] Duchaine, F., Boudy, F., Durox, D. & Poinsot, T. 2011
Sensitivity analysis of transfer functions of laminar
flames. Combust. Flame 158. 68, 82, 147
[79] Duchaine, F., Corpron, A., Pons, L., Moureau, V., Nicoud,
F. & Poinsot, T. 2009 Development and assessment of a
coupled strategy for conjugate heat transfer with large
eddy simulation: Application to a cooled turbine blade.
Int. J. Heat Fluid Flow 30, 1129–1141. 147
[80] Ducros, F, Nicoud, F & Poinsot, T 1998 Wall-adapting
local eddy-viscosity models for simulations in complex
geometries. In Proceedings of 6th ICFD Conference on
Numerical Methods for Fluid Dynamics (1998), pp. 293–
299. 86
[81] Ducruix, Se´bastien, Durox, Daniel & Candel, Se´bastien
2000 Theoretical and experimental determinations of
the transfer function of a laminar premixed flame.
Proc. Combust. Inst. 28 (1), 765–773. 67
[82] Ducruix, S, Rey, C & Candel, S 2005 A method for the
transverse modulation of reactive flows with applica-
tion to combustion instability. Combust. Theory and
Modelling 9 (1), 5–22. 105
[83] Ducruix, S, Schuller, T, Durox, D & Candel, S 2003
Combustion dynamics and instabilities: elementary
coupling and driving mechanisms. J. Prop. Power
19 (5), 722–734. 21
[84] Dupere, I. & Dowling, A.P. 2002 The absorption of
sound by helmholtz resonators with and without flow.
AIAA J. 2590. 13
[85] Dupe`re, I. & Dowling, A. 2005 The use of helmholtz res-
onators in a practical combustor. J. Eng. Gas Turb.
and Power 127 (2), 268–275, 10.1115/1.1806838. 13
[86] Durox, Daniel, Schuller, Thierry & Candel, Se´bastien
2005 Combustion dynamics of inverted conical flames.
Proceedings of the combustion Institute 30 (2), 1717–
1724. 82
[87] Durox, D., Schuller, T., Noiray, N. & Candel, S. 2009
Experimental analysis of nonlinear flame transfer func-
tions for different flame geometries. Proc. Combust.
Inst. 32 (1), 1391–1398. 66
157
REFERENCES
[88] Duvvur, A., Chiang, C. & Sirignano, W. 1996 Oscillatory
fuel droplet vaporization: Driving mechanism for com-
bustion instability. J. Prop. Power 12. 9
[89] Duwig, Christophe & Fuchs, Laszlo 2005 Study of flame
stabilization in a swirling combustor using a new
flamelet formulation. Combust. Sci. Tech. 177 (8),
1485–1510. 19
[90] Duwig, C. & Fureby, C. 2007 Large-eddy simulation of
unsteady lean stratified premixed combustion. Com-
bust. Flame 151 (1-2), 85–103. 108
[91] Emerson, Benjamin, O’Connor, Jacqueline, Juniper,
Matthew & Lieuwen, Tim 2012 Density ratio effects on
reacting bluff-body flow field characteristics. J. Fluid
Mech. 706, 219–250. 20, 108
[92] Erickson, RR & Soteriou, MC 2011 The influence of re-
actant temperature on the dynamics of bluff body sta-
bilized premixed flames. Combust. Flame 158 (12),
2441–2457. 20, 70
[93] Ern, A. & Giovangigli, V. 1994 Multicomponent Transport
Algorithms. Lecture Notes in Physics 55/3140-543210.
Heidelberg: Springer Verlag. 39
[94] Evesque, Stephanie, Park, S, Riley, AJ, Annaswamy, AM
& Dowling, AP 2004 Adaptive combustion instability
control with saturation: theory and validation. Journal
of propulsion and power 20 (6), 1086–1095. 15
[95] Feldman, KT 1968 Review of the literature on rijke ther-
moacoustic phenomena. J. Sound Vib. 7 (1), 83–89.
3, 4
[96] Ferziger, J. H. & Peric´, M. 2002 Computational Methods
for fluid Dynamics, 3rd edn. Springer. 36
[97] Fe´vrier, P., Simonin, O. & Squires, K. 2005 Partition-
ing of particle velocities in gas-solid turbulent flows
into a continuous field and a spatially uncorrelated ran-
dom distribution: Theoretical formalism and numerical
study. J. Fluid Mech. 533, 1–46. 48, 87
[98] Filippi, Paul, Bergassoli, Aime, Habault, Dominique &
Lefebvre, Jean Pierre 1998 Acoustics: basic physics, the-
ory, and methods. Academic Press. 2
[99] Fleifil, M., Annaswamy, A. M., Ghoneim, Z. A. & Ghoniem,
A. F. 1996 Response of a laminar premixed flame to flow
oscillations: A kinematic model and thermoacoustic in-
stability results. Combust. Flame 106 (4), 487–510. 67
[100] Florenciano Merino, Juan Luis 2013 E´tude de la re´ponse
d’un e´coulement avec transfert parie´tal de masse a` un
forc¸age acoustique: application au refroidissement des
chambres de combustion ae´ronautiques. PhD thesis,
L’Universite´ de Pau et des pays de L’Adour. 19
[101] Franzelli, B., Riber, E., Sanjose´, M. & Poinsot, T. 2010
A two-step chemical scheme for Large-Eddy Simulation
of kerosene-air flames. Combust. Flame 157 (7), 1364–
1373. 42, 86
[102] Fung, Yuan-cheng 2002 An introduction to the theory of
aeroelasticity. Courier Corporation. 2
[103] Fureby, C 2000 A computational study of combustion
instabilities due to vortex shedding. Proc. Combust.
Inst. 28 (1), 783–791. 70, 71, 108
[104] Fureby, C. 2010 LES of a multi-burner annular gas tur-
bine combustor. Flow, Turb. and Combustion 84, 543–
564. 28
[105] Gajan, P, Strzelecki, A, Platet, B, Lecourt, R & Giu-
liani, F 2007 Investigation of spray behavior down-
stream of an aeroengine injector with acoustic excita-
tion. J. Prop. Power 23 (2), 390–397. 23
[106] Ghoniem, Ahmed F, Park, Sungbae, Wachsman, Adam,
Annaswamy, Anuradha, Wee, Daehyun & Altay, H Mu-
rat 2005 Mechanism of combustion dynamics in a
backward-facing step stabilized premixed flame. Proc.
Combust. Inst. 30 (2), 1783–1790. 63, 64
[107] Giacomazzi, Eugenio, Battaglia, Valerio & Bruno, Clau-
dio 2004 The coupling of turbulence and chemistry in a
premixed bluff-body flame as studied by les. Combust.
Flame 138 (4), 320–335. 70
[108] Giauque, A., Selle, L., Gicquel, L., Poinsot, T., Buech-
ner, H., Kaufmann, P. & Krebs, W. 2005 System identifi-
cation of a large-scale swirled partially premixed com-
bustor using les and measurements. J. Turb. 6. 68
[109] Giuliani, F., Gajan, P., Diers, O. & Ledoux, M. 2002 In-
fluence of pulsed entries on a spray generated by an
air-blast injection device: An experimental analysis on
combustion instability processes in aeroengines. Proc.
Combust. Inst. 29. 23, 68
[110] Gough, Douglas & Toomre, Juri 1991 Seismic observa-
tions of the solar interior. Annual Review of Astronomy
and Astrophysics 29, 627–685. 2
[111] Granet, V., Vermorel, O., Leonard, T., Gicquel, L., &
Poinsot, T. 2010 Comparison of nonreflecting outlet
boundary conditions for compressible solvers on un-
structured grids. AIAA J. 48 (10), 2348–2364. 73
[112] Gruber, MR, Baurle, RA, Mathur, T & Hsu, K-Y 2001
Fundamental studies of cavity-based flameholder con-
cepts for supersonic combustors. J. Prop. Power
17 (1), 146–153. 20
[113] Guezennec, N. & Poinsot, T. 2009 Acoustically nonre-
flecting and reflecting boundary conditions for vorticity
injection in compressible solvers. AIAA J. 47, 1709–
1722. 73
[114] Gullaud, E., Mendez, S., Sensiau, C., Nicoud, F. &
Poinsot, T. 2009 Effect of multiperforated plates on
the acoustic modes in combustors. C. R. Acad. Sci.
Me´canique 337 (6-7), 406–414. 56
[115] Gupta, A. K., Lilley, D. G. & Syred, N. 1984 Swirl flows.
Abacus Press. 19, 20
[116] Haber, L.C. & Vandsburger, U. 2003 Combustion Science
and Technology, , vol. 175. Taylor & Francis. 65
[117] Haber, L.C., Vandsburger, U., Saunders, W.R. & Khanna,
V.K. 2000 An examination of the relationship between
chemiluminescent light emissions and heat release rate
under non-adiabatic conditions. Proceedings of the IGTI
ASME Turbo Expo 2000-GT-0121. 65
158
REFERENCES
[118] Hannebique, Gregory 2013 Etude de la structure des
flammes diphasiques dans les bruˆleurs ae´ronautiques.
PhD thesis, INP Toulouse. 48, 49, 82, 87
[119] Harrje, D. J. & Reardon, F. H. 1972 Liquid propellant
rocket instability. Tech. Rep. Report SP-194. NASA.
101, 104, 105
[120] Hemchandra, Santosh, Peters, Norbert & Lieuwen, Tim
2011 Heat release response of acoustically forced tur-
bulent premixed flames—role of kinematic restoration.
Proc. Combust. Inst. 33 (1), 1609–1617. 82
[121] Hermann, J, Orthmann, A, Hoffmann, S & Berenbrink, P
2001 Combination of active instability control and pas-
sive measures to prevent combustion instabilities in a
260mw heavy duty gas turbine. Tech. Rep.. DTIC Doc-
ument. 15
[122] Hermeth, S. 2012 Mechanisms affecting the dynamic re-
sponse of swirled flames in gas turbines. PhD thesis,
Institut National Polytechnique de Toulouse. 65, 148
[123] Hermeth, S., Staffelbach, G., Gicquel, L.Y.M. & Poinsot,
T. 2013 LES evaluation of the effects of equivalence ra-
tio fluctuations on the dynamic flame response in a real
gas turbine combustion chamber. Proc. Combust. Inst.
34 (2), 3165 – 3173. 68, 94
[124] Hertzberg, JR, Shepherd, IG & Talbot, L 1991 Vortex
shedding behind rod stabilized flames. Combust. Flame
86 (1), 1–11. 20
[125] Hirschfelder, J. O., Curtiss, C. F. & Bird, R. B. 1969
Molecular theory of gases and liquids. New York: John
Wiley & Sons. 39
[126] Howe, M. S. 1979 On the theory of unsteady high
reynolds number flow through a circular aperture.
Proc. R. Soc. Lond. A , Mathematical and Physical Sci-
ences 366 (1725), 205–223. 19
[127] Huang, Ying, Sung, Hong-Gye, Hsieh, Shih-Yang & Yang,
Vigor 2003 Large-eddy simulation of combustion dy-
namics of lean-premixed swirl-stabilized combustor.
J. Prop. Power 19 (5), 782–794. 105
[128] Huang, Y., Sung, H. G., Hsieh, S. Y. & Yang, V. 2003
Large eddy simulation of combustion dynamics of lean-
premixed swirl-stabilized combustor. J. Prop. Power
19 (5), 782–794. 108
[129] Huang, Ying, Wang, Shanwu & Yang, Vigor 2006 System-
atic analysis of lean-premixed swirl-stabilized combus-
tion. AIAA J. 44 (4), 724–740. 105
[130] Huang, Ying & Yang, Vigor 2009 Dynamics and stabil-
ity of lean-premixed swirl-stabilized combustion. Prog.
Energy Comb. Sci. 35 (4), 293–364. 3, 12, 15, 20
[131] Huber, A. 2009 Impact of fuel supply impedance and
fuel staging on gas turbine combustion stability. PhD
thesis, Technische Universita¨t Mu¨nchen. 82, 147, 148
[132] Ingard, U. & Singhal, V. K. 1975 Effect of flow on the
acoustic resonances of an open-ended duct. J. Acous.
Soc. Am. 58 (4), 788–793. 10, 11
[133] Jaegle, F. 2009 Les of two-phase flow in aero-engines.
PhD thesis, Universite´ de Toulouse - Ecole doctorale
MEGeP, CERFACS - CFD Team, Toulouse. 48, 49
[134] Jaegle, F., Senoner, J.-M., Garcia, M., Bismes, F.,
Lecourt, R., Cuenot, B. & Poinsot, T. 2011 Lagrangian
and eulerian simulations of evaporating fuel spray in an
aeronautical multipoint injector. Proc. Combust. Inst.
33, 2099–2107. 82
[135] Jameson, A., Schmidt, W. & Turkel, E. 1981 Numerical
solution of the euler equations by finite volume meth-
ods using runge-kutta time stepping schemes. In 14th
Fluid and Plasma Dynamic Conference (ed. AIAA paper
81-1259). Palo Alto. 51
[136] Jenny, P., Roekaerts, D. & Beishuizen, N. 2012 Model-
ing of turbulent dilute spray combustion. Progress in
Energy and Combustion Science 38. 23, 82
[137] J.O’Connor & T.Lieuwen 2012 Recirculation zone dy-
namics of a transversely excited swirl flow and flame.
Physics of fluids 24 (075107). 130
[138] Jones, WP, Lettieri, C, Marquis, AJ & Navarro-Martinez,
S 2012 Large eddy simulation of the two-phase flow in
an experimental swirl-stabilized burner. Int. J. Heat
Fluid Flow 38, 145–158. 82
[139] Joos, F. 2007 Technische Verbrennung: Verbren-
nungstechnik, Verbrennungsmodellierung, Emissionen.
Springer. 12
[140] Jourdain, Guillaume & Eriksson, Lars-Erik 2010 Analy-
sis of thermo-acoustic properties of combustors and af-
terburners. In ASME Turbo Expo 2010: Power for Land,
Sea, and Air , pp. 269–278. American Society of Me-
chanical Engineers. 70, 71
[141] Jourdain, Guillaume & Eriksson, Lars-Erik 2010 Com-
bustor stability analysis based on linearized flow solvers
and arnoldi-based eigenmode extraction techniques. In
16th AIAA/CEAS Aeroacoustics Conference (31st AIAA
Aeroacoustics Conference) 2010 , pp. 1–16. 101, 114
[142] Jourdain, Guillaume & Eriksson, Lars-Erik 2011 Time-
domain modeling of screech-damping liners in combus-
tors and afterburner. In ISABE-2011-1113 . 19
[143] Jourdain, Guillaume & Eriksson, Lars-Erik 2012 Numer-
ical comparison between the dynamic mode decompo-
sition and the arnoldi extraction technique on an af-
terburner test case. In 18th AIAA/CEAS Aeroacoustic
Conference, pp. 2012–2147. 70
[144] Jourdain, Guillaume & Eriksson, Lars-Erik 2014 Numer-
ical validation of a time domain perforated plate model
with nonlinear and inertial effects. Journal of Compu-
tational Acoustics 22 (04). 19
[145] Kaess, R., Polifke, W., Poinsot, T., Noiray, N., Durox,
D., Schuller, T. & Candel, S. 2008 Cfd-based mapping
of the thermo-acoustic stability of a laminar premix
burner. In Proc. of the Summer Program , pp. 289–302.
Center for Turbulence Research, NASA AMES, Stan-
ford University, USA. 147
[146] Karimi, N., Brear, M.J., Jin, S.-H. & Monty, J.P. 2009
Linear and non-linear forced response of a conical,
ducted, laminar premixed flame. Combust. Flame pp.
2201–2212. 66, 82
159
REFERENCES
[147] Kaskan, WE & Noreen, AE 1955 High-frequency oscilla-
tions of a flame held by a bluff body. ASME Transac-
tions 77 (6), 855–891. 103
[148] Kaufmann, A., Moreau, M., Simonin, O. & He´lie, J. 2008
Comparison between lagrangian and mesoscopic eule-
rian modelling approaches for inertial particles sus-
pended in decaying isotropic turbulence. J. Comput.
Phys. 227 (13), 6448–6472. 48
[149] Kaufmann, A., Nicoud, F. & Poinsot, T. 2002 Flow forc-
ing techniques for numerical simulation of combustion
instabilities. Combust. Flame 131, 371–385. 53
[150] Kerstein, A. R., Ashurst, W. & Williams, F. A. 1988 Field
equation for interface propagation in an unsteady ho-
mogeneous flow field. Phys. Rev. A 37 (7), 2728–2731.
67
[151] Kim, K. T., Lee, J. G., Quay, B. D. & Santavicca, D. A.
2010 Response of partially premixed flames to acoustic
velocity and equivalence ratio perturbations. Combust.
Flame 157 (9), 1731 – 1744. 66, 147
[152] Kinsler, L. E., Frey, A. R., Coppens, A. B. & Sanders,
J. V. 1982 Fundamental of Acoustics. John Wiley. 2,
149
[153] Kolmogorov, A. N. 1941 The local structure of tur-
bulence in incompressible viscous fluid for very large
reynolds numbers. C. R. Acad. Sci. , USSR 30, 301. 36
[154] Komarek, T. & Polifke, W. 2010 Impact of swirl fluc-
tuations on the flame response of a perfectly premixed
swirl burner. J. Eng. Gas Turb. and Power 132. 67
[155] Kopitz, Jan & Polifke, Wolfgang 2008 Cfd-based appli-
cation of the nyquist criterion to thermo-acoustic in-
stabilities. J. Comput. Phys. 227 (14), 6754–6778. 18
[156] Kornilov, V., Rook, R., ten Thije Boonkkamp, J. &
de Goey, L. 2009 Experimental and numerical inves-
tigation of the acoustic response of multi-slit bunsen
burners. Combustion and Flame 156. 82
[157] Krebs, W., Bethke, S., Lepers, J., Flohr, P., Prade, B.,
Johnson, C. & Sattinger, S. 2005 Thermoacoustic de-
sign tools and passive control: Siemens power genera-
tion approaches. Prog. in Astronautics and Aeronautics
210. 12
[158] Kru¨ger, U., Hu¨ren, J., Hoffmann, S., Krebs, W., Flohr,
P. & Bohn, D 2001 Prediction and measurement of ther-
moacoustic improvements in gas turbines with annular
combustion systems. J. Eng. Gas Turb. and Power 123.
13
[159] Kuenne, G. 2012 Large eddy simulation of premixed
combustion using artificial flame thickening coupled
with tabulated chemistry. PhD thesis, Technische Uni-
versita¨t Darmstadt. 38
[160] Kuo, K. K. 1986 Principles of Combustion. New York:
John Wiley. 43
[161] Kuo, K. K. 2005 Second Edition Principles of combus-
tion. Hoboken, New Jersey: John Wiley & Sons, Inc.
42
[162] Lamarque, N. 2007 Sche´mas nume´riques et conditions
limites pour la simulation aux grandes e´chelles de la
combustion diphasique dans les foyers d’he´licopte`re.
Phd thesis, INP Toulouse. 49, 51, 52
[163] Lang, W., Poinsot, T., Bourienne, F., Candel, S. & Espos-
ito, E. 1987 Suppression of combustion instabilities by
active control. In 23rd Joint Propulsion Conference (ed.
AIAA Paper 87-1876). 118
[164] Lang, W., Poinsot, T. & Candel, S. 1987 Active control
of combustion instability. Combust. Flame 70, 281–
289. 14, 138
[165] Langhorne, PJ, Dowling, AP & Hooper, N 1990 Practi-
cal active control system for combustion oscillations.
J. Prop. Power 6 (3), 324–333. 14
[166] Lawn, CJ 1982 Criteria for acoustic pressure oscillations
to be driven by a diffusion flame. In Symposium (Inter-
national) on Combustion, , vol. 19, pp. 237–244. Else-
vier. 65
[167] Lax, P. D. & Wendroff, B. 1960 Systems of conservation
laws. Commun. Pure Appl. Math. 13, 217–237. 52
[168] Lee, JG & Santavicca, DA 2003 Experimental diagnos-
tics for the study of combustion instabilities in lean
premixed combustors. J. Prop. Power 19 (5), 735–
750. 7
[169] Lefebvre, Arthur H 2010 Gas turbine combustion. CRC
Press. 20
[170] Le´gier, J.-Ph., Poinsot, T. & Veynante, D. 2000 Dynami-
cally thickened flame LES model for premixed and non-
premixed turbulent combustion. In Proc. of the Sum-
mer Program , pp. 157–168. Center for Turbulence Re-
search, NASA Ames/Stanford Univ. 46, 47
[171] Lepers, J., Krebs, W., Prade, B., Flohr, P., Pollarolo,
G. & Ferrante, A. 2005 Investigation of thermoacous-
tic stability limits of an annular gas turbine com-
bustor test-rig with and without helmholtz-resonators.
IGTI/ASME GT2005 68246 . 12
[172] Lieuwen, T. & Yang, V. 2005 Combustion Instabilities
in Gas Turbine Engines. Operational Experience, Funda-
mental Mechanisms and Modeling. Prog. in Astronau-
tics and Aeronautics AIAA Vol 210. 4, 5, 7, 20, 27
[173] Lieuwen, Tim C 2012 Unsteady Combustor Physics. Cam-
bridge University Press. 5, 10, 11, 19, 23, 150
[174] Lin, Kuo-Cheng, Tam, Chung-Jen, Boxx, Isaac, Carter,
Campbell, Jackson, Kevin & Lindsey, Martin 2007 Flame
characteristics and fuel entrainment inside a cavity
flame holder in a scramjet combustor. AIAA Paper
5381, 2007. 20
[175] Longwell, John P, Frost, Edward E & Weiss, Malcolm A
1953 Flame stability in bluff body recirculation zones.
Industrial & Engineering Chemistry 45 (8), 1629–1633.
20
[176] Lubarsky, Eugene, Shcherbik, Dmitriy, Bibik, A &
Zinn, BT 2003 Active control of combustion oscil-
lations by non-coherent fuel flow modulation. In
Ninth AIAA/CEAS Aeroacoustics Conference and Ex-
hibit, South Carolina, , vol. AIAA-3180. 14
160
REFERENCES
[177] Lubarsky, Eugene, Shcherbik, Dmitriy, Bibik, Alexander
& Zinn, BT 2004 Open loop control of severe combustion
instabilities by fuel flow modulation at non-resonant
frequencies. AIAA Paper 634, 2004. 14
[178] Lucca-Negro, O. & OA¨oˆDoherty, T. 2001 Vortex break-
down: a review. Prog. Energy Comb. Sci. 27. 67
[179] Luche, J., Reuillon, M., Boettner, J-C. & Cathonnet, M.
2004 Reduction of large detailed kinetic mechanisms:
application to kerosene / air combustion. Combust. Sci.
Tech. 176, 1935–1963. 87
[180] Male, Theodore, Kerslake, William R & Tischler, Adel-
bert O 1954 Photographic study of rotary screaming and
other oscillations in a rocket engine. National Advisory
Committee for Aeronautics. 103
[181] Marble, F. & Candel, S. 1975 Acoustic attenuation
in fans and ducts by vaporization of liquid droplets.
AIAA J. 13. 11
[182] Marble, F. E. & Candel, S. 1978 An analytical study
of the nonsteady behavior of large combustors. In 17th
Symp. (Int.) on Combustion, pp. 761–769. The Combus-
tion Institute, Pittsburgh. 7
[183] Marshall, W, Pal, S, Woodward, R, Santoro, RJ, Smith,
R, Xia, G, Sankaran, V & Merkle, CL 2006 Experimental
and computational investigation of combustor acoustics
and instabilities, part ii: Transverse modes. In 44th
Aerospace Sciences Meeting and Exhibit. AIAA 2006-
538. 104, 106, 131
[184] Mathur, Tarun, Gruber, Mark, Jackson, Kevin, Donbar,
Jeff, Donaldson, Wayne, Jackson, Thomas & Billig, Fred
2001 Supersonic combustion experiments with a cavity-
based fuel injector. J. Prop. Power 17 (6), 1305–1312.
20
[185] McManus, K., Poinsot, T. & Candel, S. 1993 A review of
active control of combustion instabilities. Prog. Energy
Comb. Sci. 19, 1–29. 14, 15
[186] Mejia, Daniel, Selle, L, Bazile, R & Poinsot, T 2014
Wall-temperature effects on flame response to acoustic
oscillations. Proc. Combust. Inst. . 140
[187] Melling, Thomas Henry 1973 The acoustic impendance
of perforates at medium and high sound pressure levels.
J. Sound Vib. 29 (1), 1–65. 19
[188] Merk, H. J. 1957 An analysis of unstable combustion
of premixed gases. In : Symposium (International) on
Combustion. Elsevier 6. 65
[189] Me´ry, Yoann, Hakim, Layal, Scouflaire, Philippe,
Vingert, Lucien, Ducruix, Se´bastien & Candel, Se´bastien
2013 Experimental investigation of cryogenic flame dy-
namics under transverse acoustic modulations. Comptes
Rendus Me´canique 341 (1), 100–109. 105
[190] Mirat, C, Durox, D & Schuller, T 2015 Stability analy-
sis of a swirl spray combustor based on flame describing
function. Proceedings of the Combustion Institute 35 (3),
3291–3298. 24, 68
[191] Moeck, Jonas P 2010 Analysis, modeling, and control of
thermoacoustic instabilities. PhD thesis, TU Berlin. 3
[192] Moeck, Jonas P, Bourgouin, Jean-Franc¸ois, Durox,
Daniel, Schuller, Thierry & Candel, Se´bastien 2012
Nonlinear interaction between a precessing vortex core
and acoustic oscillations in a turbulent swirling flame.
Combust. Flame 159 (8), 2650–2668. 22, 118
[193] Mongia, H., Held, T., Hsiao, G. & Pandalai, R. 2003 Chal-
lenges and progress in controlling dynamics in gas tur-
bine combustors. J. Prop. Power 19. 13
[194] Moreau, M., Be´dat, B. & Simonin, O. 2005 A priori test-
ing of subgrid stress models for euler-euler two-phase
LES from euler-lagrange simulations of gas-particle tur-
bulent flow. In 18th Ann. Conf. on Liquid Atomization
and Spray Systems. ILASS Americas. 51
[195] Motheau, Emmanuel 2014 Accounting for mean flow ef-
fects in a zero-mach number thermo-acoustic solver:
Application to entropy induced combustion instabili-
ties. PhD thesis, Universite´ de Toulouse - Ecole doc-
torale MEGeP. 11, 59
[196] Motheau, Emmanuel, Lederlin, Thomas, Florenciano,
Juan L & Bruel, Pascal 2012 Les investigation of the
flow through an effusion-cooled aeronautical combustor
model. Flow, Turb. and Combustion 88 (1-2), 169–189.
19
[197] Motheau, E., Nicoud, F. & Poinsot, T. 2012 Using bound-
ary conditions to account for mean flow effects in a zero
mach number acoustic solver. J. Eng. Gas Turb. and
Power 134 (11), 111502. 96
[198] Motheau, Emmanuel, Nicoud, Franck & Poinsot, Thierry
2014 Mixed acoustic–entropy combustion instabilities
in gas turbines. J. Fluid Mech. 749, 542–576. 4, 124
[199] Moureau, V., Lartigue, G., Sommerer, Y., Angelberger,
C., Colin, O. & Poinsot, T. 2005 Numerical methods for
unsteady compressible multi-component reacting flows
on fixed and moving grids. J. Comput. Phys. 202 (2),
710–736. 34, 52
[200] Mugridge, B. D. 1980 Combustion driven oscillations.
J. Sound Vib. 70, 437–452. 15, 65
[201] Munjal, M. L. 1986 Acoustics of Ducts and Muﬄers.
John Wiley & Sons. 11
[202] Murugappan, S, Gutmark, EJ, Acharya, S & Krstic, M
2000 Extremum-seeking adaptive controller for swirl-
stabilized spray combustion. Proc. Combust. Inst.
28 (1), 731–737. 15
[203] Netz, Reviel 2002 Proof, amazement, and the unex-
pected. Science 298 (5595), 967–968. 33
[204] Nickolaenko, Aleksandr Pavlovich & Hayakawa, M 2002
Resonances in the Earth-ionosphere cavity, , vol. 19.
Springer Science & Business Media. 2
[205] Nicoli, Colette & Haldenwang, Pierre 2010 A reso-
nant response of self-pulsating spray-flame submitted
to acoustic wave. Chem. Eng. Sci. 182 (4-6), 559–573.
23
[206] Nicoud, F., Benoit, L., Sensiau, C. & Poinsot, T.
2007 Acoustic modes in combustors with complex
impedances and multidimensional active flames. AIAA
J. 45, 426–441. 18, 70, 84, 119, 135
161
REFERENCES
[207] Nicoud, F. & Poinsot, T. 1999 Dns of a channel flow
with variable properties. In Int. Symp. On Turbulence
and Shear Flow Phenomena.. Santa Barbara, Sept 12-
15. 45
[208] Nicoud, F. & Poinsot, T. 2005 Thermoacoustic insta-
bilities: should the rayleigh criterion be extended to
include entropy changes ? Combust. Flame 142, 153–
159. 6
[209] Nicoud, F., Vernhet, H. & Dauzat, M. 2005 A numerical
assessment of wall shear stress changes after endovas-
cular stenting. Journal of Biomechanics 38 (10), 2019–
2027. 127
[210] Noiray, N., Durox, D., Schuller, T. & Candel, S. 2008
A unified framework for nonlinear combustion insta-
bility analysis based on the flame describing function.
J. Fluid Mech. 615, 139–167. 24
[211] Oberleithner, K, Sieber, M, Nayeri, CN, Paschereit, CO,
Petz, C, Hege, H-C, Noack, BR & Wygnanski, I 2011
Three-dimensional coherent structures in a swirling jet
undergoing vortex breakdown: stability analysis and
empirical mode construction. J. Fluid Mech. 679, 383–
414. 21, 124
[212] Oberleithner, Kilian, Terhaar, Steffen, Rukes, Lothar
& Paschereit, Christian Oliver 2013 Why nonuniform
density suppresses the precessing vortex core. J. Eng.
Gas Turb. and Power 135 (12), 121506. 21, 132
[213] O’Connor, Jacqueline, Acharya, Vishal & Lieuwen, Tim-
othy 2015 Transverse combustion instabilities: Acous-
tic, fluid mechanic, and flame processes. Prog. Energy
Comb. Sci. 49, 1–39. 18, 101
[214] O’Connor, Jacqueline & Lieuwen, Tim 2011 Disturbance
field characteristics of a transversely excited burner.
Combust. Sci. Tech. 183 (5), 427–443. 111
[215] O’Connor, Jacqueline & Lieuwen, Tim 2012 Recircula-
tion zone dynamics of a transversely excited swirl flow
and flame. Phys. Fluids (1994-present) 24 (7), 075107.
105
[216] Oefelein, Joseph C & Yang, Vigor 1993 Comprehensive
review of liquid-propellant combustion instabilities in
f-1 engines. J. Prop. Power 9 (5), 657–677. 104
[217] Palies, P, Durox, D, Schuller, T & Candel, S 2010 The
combined dynamics of swirler and turbulent premixed
swirling flames. Combust. Flame 157, 1698–1717. 67,
82
[218] Palies, P., Durox, D., Schuller, T. & Candel, S. 2011
Acoustic-convective mode conversation in an airfoil
cascade. J. Fluid Mech. 672. 67, 111
[219] Palies, P, Schuller, T, Durox, D & Candel, S 2011 Mod-
eling of premixed swirling flames transfer functions.
Proc. Combust. Inst. 33 (2), 2967–2974. 67
[220] Parmentier, J.-F., Salas, P., Wolf, P., Staffelbach, G.,
Nicoud, F. & Poinsot, T. 2012 A simple analytical model
to study and control azimuthal instabilities in annular
combustion chambers. Combust. Flame 159 (7), 2374–
2387. 108
[221] Paschereit, C., Gutmark, E. & Weisenstein, W. 1998
Structure and control of thermoacoustic instabilities in
a gas-turbine combustor. Combust. Sci. Tech. 138. 8
[222] Paschereit, Christian Oliver, Gutmark, Ephraim &
Weisenstein, Wolfgang 1999 Coherent structures in
swirling flows and their role in acoustic combustion
control. Phys. Fluids (1994-present) 11 (9), 2667–2678.
105
[223] Paschereit, C. O., Gutmark, E. & Weisenstein, W. 2000
Excitation of thermoacoustic instabilities by interac-
tion of acoustics and unstable swirling flow. AIAA J.
38 (6), 1025–1034. 118
[224] Paschereit, C. O., Polifke, W., Schuermans, B. & Matt-
son, O. 2002 Measurement of transfer matrices and
source terms of premixed flames. J. Eng. Gas Turb.
and Power 124, 239–247. 31
[225] Patel, N. & Menon, S. 2008 Simulation of spray–
turbulence–flame interactions in a lean direct injection
combustor. Combust. Flame 153 (1-2), 228–257. 82
[226] Perry, AE, Chong, MS & Lim, TT 1982 The vortex-
shedding process behind two-dimensional bluff bodies.
J. Fluid Mech. 116, 77–90. 20
[227] Pierce, A. D. 1981 Acoustics: an introduction to its physi-
cal principles and applications. New York: McGraw Hill.
11
[228] Poinsot, T. & Candel, S. 1987 Nonlinear studies of low-
frequency combustion instabilities. In Mathematic mod-
eling in combustion and related topics (ed. Nijhoff), , vol.
140, pp. 185–215. Dordrecht: NATO ASI Series. 108
[229] Poinsot, T. & Candel, S. 1988 Interactions between
acoustics and combustion. In Acoustics 88.. 138
[230] Poinsot, T, Candel, S, Esposito, E, Lang, W & Bouri-
enne, F 1989 Suppression of combustion instabilities by
active control. J. Prop. Power 5 (1), 14–20. 6
[231] Poinsot, T., Candel, S. & Trouve´, A. 1996 Application
of direct numerical simulation to premixed turbulent
combustion. Prog. Energy Comb. Sci. 21, 531–576. 38
[232] Poinsot, T., Chatelier, T. Le, Candel, S. & Esposito, E.
1986 Experimental determination of the reflection co-
efficient of a premixed flame in a duct. J. Sound Vib.
107, 265–278. 87, 122
[233] Poinsot, T. & Lele, S. 1992 Boundary conditions for di-
rect simulations of compressible viscous flows. J. Com-
put. Phys. 101 (1), 104–129. 52, 53, 73, 87, 122
[234] Poinsot, T., Trouve´, A., Veynante, D., Candel, S. & Es-
posito, E. 1987 Vortex driven acoustically coupled com-
bustion instabilities. J. Fluid Mech. 177, 265–292. 8,
63, 64
[235] Poinsot, T. & Veynante, D. 2005 Theoretical and Numer-
ical Combustion. R.T. Edwards, 2nd edition. 27, 39, 41,
43
[236] Poinsot, T. & Veynante, D. 2011 Theoreti-
cal and Numerical Combustion. Third Edition
(www.cerfacs.fr/elearning). 4, 5, 12, 13, 19, 23,
43, 55, 58, 149
162
REFERENCES
[237] Poinsot, T., Veynante, D., Bourienne, F., Candel, S., Es-
posito, E. & Surget, J. 1989 Initiation and suppression
of combustion instabilities by active control. Sympo-
sium (International) on Combustion 22. 14
[238] Polifke, W. 2004 Combustion instabilities. VKI Lecture
Series: Advances in Acoustics and Applications . 12
[239] Polifke, W. & Lawn, C. 2007 On the low-frequency limit
of flame transfer functions. Combustion and Flame 151.
66
[240] Pope, S. B. 2000 Turbulent flows. Cambridge University
Press. 36, 38, 74
[241] Porta, M. 2007 De´veloppement, ve´rification et valida-
tion des outils LES pour l’e´tude du bruit de combustion
et de l’interaction combustion/acoustique/turbulence -
th/cfd/07/46. PhD thesis, Institut National Polytech-
nique de Toulouse, France - Dynamique des Fluides,
CERFACS - CFD Team, Toulouse. 52
[242] Prasad, Anil & Williamson, Charles HK 1997 The insta-
bility of the shear layer separating from a bluff body.
J. Fluid Mech. 333, 375–402. 20
[243] Provansal, M, Mathis, C & Boyer, L 1987 Be´nard-
von ka´rma´n instability: transient and forced regimes.
J. Fluid Mech. 182, 1–22. 20
[244] Providakis, Theodore, Zimmer, Laurent, Scouflaire,
Philippe & Ducruix, Se´bastien 2013 Characterization of
the coherent structures in swirling flames stabilized in
a two-staged multi-injection burner: Influence of the
staging factor. C. R. Acad. Sci. 341 (1), 4–14. 13
[245] Putnam, Abbott A & Dennis, William R 1953 Organ-pipe
oscillations in a flame-filled tube. In Symposium (Inter-
national) on Combustion, , vol. 4, pp. 566–575. Elsevier.
103
[246] Raun, R.L., Beckstead, M.W., Finlinson, J.C. & Brooks,
K.P. 1993 A review of Rijke tubes, Rijke burners and
related devices. Prog. Energy Comb. Sci. 19 (4), 313
– 364. 4
[247] Rayleigh, L. 1878 On the instability of jets. Proc. Lon-
don Math. Soc 4, S1–10. 78
[248] Rayleigh, L. 1894 The Theory of Sound. Mac Millan
(reprinted by Dover, New York, 1945). 127
[249] Rayleigh, L. 1896 The theory of sound. Macmillan . 5
[250] Reuter, D., Hegde, U. & Zinn, B. 1990 Flowfield measure-
ments in an unstable ramjet burner. J. Prop. Power 6.
7
[251] Re´veillon, J. & Vervisch, L. 2005 Analysis of weakly
turbulent diluted-spray flames and spray combustion
regimes. J. Fluid Mech. 537, 317–347. 23
[252] Reynolds, O. 1883 An experimental investigation of the
circumstances which determine the motion of water
shall be direct or sinuous, and the law of resistance in
parallel channels. Phil. Trans. R. Soc. London A 174,
935–982. 35
[253] Reynolds, O. 1894 On the dynamical theory of incom-
pressible viscous flows and the determination of the cri-
terion. Phil. Trans. R. Soc. London A 186, 123–161. 35
[254] Riber, E. 2007 De´veloppement de la me´thode de sim-
ulation aux grandes e´chelles pour les e´coulements
diphasiques turbulents. Phd thesis, INP Toulouse. 48
[255] Riber, E., Moreau, M., Simonin, O. & Cuenot, B. 2005 To-
wards large eddy simulation of non-homogeneous par-
ticle laden turbulent gas flows using euler-euler ap-
proach. In 11th Workshop on Two-Phase Flow Predic-
tions. Merseburg, Germany. 51
[256] Richardson, BE 2010 Guitar making-the acoustician’s
tale. Proceedings of the Second Vienna Talk., Vienna,
Austria pp. 125–128. 2
[257] Richecoeur, Franck 2006 Expe´rimentations et simula-
tions nume´riques des interactions entre modes acous-
tiques transverses et flammes cryotechniques. PhD the-
sis, Ecole Centrale Paris. 106
[258] Richecoeur, Franck, Scouflaire, Philippe, Ducruix, Se-
bastien & Candel, Sebastien 2006 High-frequency trans-
verse acoustic coupling in a multiple-injector cryogenic
combustor. J. Prop. Power 22 (4), 790–799. 15
[259] Rienstra, S. W. & Hirschberg, A. 2003 An introduction
to acoustics. Eindhoven University of Technology. 126
[260] Rijke, P. L. 1859 Notice of a new method of causing a
vibration of the air contained in a tube open at both
ends. Phil. Mag. 17, 419–422. 4, 65
[261] Rijke, P. L. 1859 Notiz uber eine neue art, die in
einer an beiden enden offenen rohre enthaltene luft
in schwingungen zu ersetzen. Annalen der Physik 107,
339. 4, 65
[262] Rogers, D. E. & Marble, F. E. 1956 A mechanism for
high frequency oscillations in ramjet combustors and
afterburners. J. Prop. 26, 456–462. 8, 102, 103, 108,
111
[263] Roshko, A. 1976 Structure of turbulent shear flows.
AIAA J. 14, 1349–1357. 20
[264] Rudgyard, M. 1993 Cell vertex methods for steady in-
viscid flow. In Lectures Series 1993-04 (ed. Von Kar-
man Institute for Fluid Dynamics), , vol. 1993-04. Von
Karman Institute for Fluid Dynamics. 51
[265] Rudgyard, M., Schoenfeld, T., Struijs, R., Audemar, G.
& Leyland, P. 1995 A modular approach for compu-
tational fluid dynamics. Tech. Rep. TR/CFD/95/07.
CERFACS. 34
[266] Rudgyard, M. A. 1990 Cell vertex methods for compress-
ible gas flows. Phd thesis, Oxford University Comput-
ing Laboratory. 51
[267] Salas, P. 2013 Aspects nume´riques et physiques des in-
stabilite´s de combustion dans les chambres de combus-
tion annulaires. PhD thesis, Universite´ Bordeaux - IN-
RIA. 56
[268] Sanjose´, Marle`ne 2009 Evaluation de la me´thode euler-
euler pour la simulation aux grandes e´chelles des cham-
bres a` carburant liquide. PhD thesis, Universite´ de
Toulouse - Ecole doctorale MEGeP. 49
163
REFERENCES
[269] Sanjose´, M., Riber, E., Gicquel, L., Cuenot, B. & Poinsot,
T. 2008 Large Eddy Simulation of a two-phase reacting
flow in an experimental burner. In ERCOFTAC Work-
shop - DLES7 , pp. 251–263. Trieste, Italy. 87
[270] Saurabh, Aditya & Paschereit, CO 2013 Combustion in-
stability in a swirl flow combustor with transverse ex-
tensions. In ASME Turbo Expo 2013: Turbine Tech-
nical Conference and Exposition, pp. V01BT04A057–
V01BT04A057. American Society of Mechanical Engi-
neers. 105
[271] Scalo, Carlo, Bodart, Julien & Lele, Sanjiva K 2015
Compressible turbulent channel flow with impedance
boundary conditions. Phys. Fluids 27 (3), 035107. 19
[272] Scarinci, T.and Halpin, J. 2000 Industrial trent combus-
tor : Combustion noise characteristics. J. Eng. Gas
Turb. and Power 122. 13
[273] Schlichting, Hermann, Truckenbrodt, Erich, Schlicht-
ing, Hermann, Schlichting, Hermann, Truckenbrodt,
Erich & Truckenbrodt, Erich 1969 Aerodynamik des
Flugzeuges. Springer Berlin, Heidelberg. 2
[274] Schmid, Peter J 2010 Dynamic mode decomposition
of numerical and experimental data. J. Fluid Mech.
656 (1), 5–28. 59
[275] Schmid, Peter J. 2010 Dynamic mode decomposition of
numerical and experimental data. J. Fluid Mech. 656,
5–28. 79, 124
[276] Schmitt, P. 2005 Simulation aux grandes e´chelles de la
combustion e´tage´e dans les turbines a` gaz et son inter-
action stabilite´-polluants-thermique. Phd thesis, INP
Toulouse. 34, 46
[277] Schmitt, P., Poinsot, T., Schuermans, B. & Geigle, K. P.
2007 Large-eddy simulation and experimental study of
heat transfer, nitric oxide emissions and combustion
instability in a swirled turbulent high-pressure burner.
J. Fluid Mech. 570, 17–46. 14, 28, 108, 147
[278] Schmitt, T, Sadiki, A, Fiorina, Benoit & Veynante, Denis
2013 Impact of dynamic wrinkling model on the pre-
diction accuracy using the f-tacles combustion model
in swirling premixed turbulent flames. Proceedings of
the Combustion Institute 34 (1), 1261–1268. 47
[279] Schønfeld, T. & Rudgyard, M. 1994 A cell-vertex ap-
proach to local mesh refinement for the 3-d euler equa-
tions. In 32nd Aerospace Sciences Meeting & Exhibit (ed.
AIAA-94-0318). Reno, U.S.A.: AIAA. 34, 51
[280] Scho¨nfeld, Thilo & Rudgyard, Michael 1999 Steady and
unsteady flow simulations using the hybrid flow solver
avbp. AIAA J. 37 (11), 1378–1385. 51, 73
[281] Schuller, T., Durox, D. & Candel, S. 2002 Dynamics of
and noise radiated by a perturbed impinging premixed
jet flame. Combust. Flame 128, 88–110. 7
[282] Schuller, T., Durox, D. & Candel, S. 2003 A unified
model for the prediction of laminar flame transfer func-
tions: comparisons between conical and v-flame dy-
namics. Combust. Flame 134. 67
[283] Schuller, T., Durox, D., Palies, P. & Candel, S. 2012
Acoustic decoupling of longitudinal modes in generic
combustion systems. Combust. Flame 159, 1921–1931.
108
[284] Schwing, Joachim, Grimm, Felix & Sattelmayer, Thomas
2012 A model for the thermo-acoustic feedback of
transverse acoustic modes and periodic oscillations in
flame position in cylindrical flame tubes. In ASME
Turbo Expo 2012: Turbine Technical Conference and Ex-
position, pp. 553–566. American Society of Mechanical
Engineers. 130
[285] Schwing, Joachim & Sattelmayer, Thomas 2013 High-
frequency instabilities in cylindrical flame tubes: Feed-
back mechanism and damping. In ASME Turbo Expo
2013: Turbine Technical Conference and Exposition,
pp. V01AT04A003–V01AT04A003. American Society of
Mechanical Engineers. 15, 130, 140
[286] Searby, Geoffrey, Habiballah, Mohammed, Nicole,
Aure´lie & Laroche, Emmanuel 2008 Prediction of the
efficiency of acoustic damping cavities. J. Prop. Power
24 (3), 516–523. 11
[287] Searby, Geoffrey, Nicole, Aure´lie, Ordonneau, Ge´rard
& Habiballah, Mohammed 2009 A lightweight hybrid
method to estimate the linear acoustic damping of arbi-
trarily complex geometries. In 3rd European Conference
for Aerospace Sciences (EUCASS), pp. CDROM–ISBN.
von Karman Institute for Fluid Dynamics. 11
[288] Selle, L., Benoit, L., Poinsot, T., Nicoud, F. & Krebs,
W. 2006 Joint use of compressible large-eddy simula-
tion and Helmholtz solvers for the analysis of rotating
modes in an industrial swirled burner. Combust. Flame
145 (1-2), 194–205. 15, 22, 105
[289] Selle, L., Lartigue, G., Poinsot, T., Koch, R., Schild-
macher, K.-U., Krebs, W., Prade, B., Kaufmann, P. &
Veynante, D. 2004 Compressible large-eddy simulation
of turbulent combustion in complex geometry on un-
structured meshes. Combust. Flame 137 (4), 489–505.
28
[290] Selle, Laurent, Nicoud, Franck & Poinsot, Thierry
2004 Actual impedance of nonreflecting boundary con-
ditions: Implications for computation of resonators.
AIAA J. 42 (5), 958–964. 123
[291] Sengissen, A. 2006 Simulation aux grandes e´chelles
des instabilite´s de combustion: vers le couplage flu-
ide/structure - th/cfd/06/12. Phd thesis, Universite´ de
Montpellier II. 46
[292] Sengissen, A., Kampen, J. F. Van, Huls, R., Stoffels, G.,
Kok, J. B. W. & Poinsot, T. 2007 LES and experimen-
tal studies of cold and reacting flows in a swirled par-
tially premixed burner with and without fuel modula-
tion. Combust. Flame 150, 40–53. 34
[293] Senoner, JM 2010 De´veloppement de me´thodes
nume´riques pour la simulation aux grandes e´chelles
de la combustion diphasique. PhD thesis, PhD the-
sis, Universite´ de Toulouse-Ecole doctorale MEGeP,
CERFACS-CFD Team, Toulouse. 49
[294] Senoner, J.M., Sanjose´, M., Lederlin, T., , Jaegle, F.,
Riber, E., Cuenot, B., Gicquel, L., Pitsch, H. & Poinsot,
T. 2008 Evaluation of numerical strategies for two-
phase reacting flows. In 2nd Colloque INCA. Rouen,
France. 82
164
REFERENCES
[295] Senoner, Jean-Mathieu 2010 Simulations aux grandes
e´chelles de l’e´coulement diphasique dans un bruˆleur
ae´ronautique par une approche euler-lagrange. PhD
thesis, INP Toulouse. 48
[296] Sensiau, C. 2008 Simulations nume´riques des instabilite´s
thermoacoustiques dans les chambres de combustion
ae´ronautiques - th/cfd/08/127. PhD thesis, Universite´
de Montpellier II, - Institut de Mathe´matiques et de
Mode´lisation de Montpellier, France. 56
[297] Seume, J.R., Vortmeyer, N., Krause, W., Hermann, J.,
Hantschk, C., Zangle, P., Gleis, S., Vortmeyer, D. & Or-
thmann, A. 1998 Application of active combustion in-
stability control to a heavy gas turbine. J. Eng. Gas
Turb. and Power 120, 721–726. 15
[298] Shanbhogue, Santosh, Shin, Dong-Hyuk, Hemchandra,
Santosh, Plaks, Dmitriy & Lieuwen, Tim 2009 Flame-
sheet dynamics of bluff-body stabilized flames dur-
ing longitudinal acoustic forcing. Proc. Combust. Inst.
32 (2), 1787–1794. 20
[299] Shanbhogue, Santosh J, Husain, Sajjad & Lieuwen, Tim
2009 Lean blowoff of bluff body stabilized flames: Scal-
ing and dynamics. Prog. Energy Comb. Sci. 35 (1),
98–120. 20
[300] Shonerd, David E 1952 Studies of flame-front oscilla-
tions. Report no. 3-18. Jet Propulsion Laboratory. 8
[301] Sierra Sa´nchez, Patricia 2012 Modeling the dispersion
and evaporation of sprays in aeronautical combustion
chambers. PhD thesis, INP Toulouse. 48, 49
[302] Silva, C. F., Nicoud, F., Schuller, T., Durox, D. & Candel,
S. 2013 Combining a Helmholtz solver with the flame
describing function to assess combustion instability in a
premixed swirled combustor. Combust. Flame 160 (9),
1743 – 1754. 24
[303] Simonin, Olivier, Zaichik, Leonid I, Alipchenkov,
Vladimir M & Fe´vrier, Pierre 2006 Connection between
two statistical approaches for the modelling of parti-
cle velocity and concentration distributions in turbu-
lent flow: The mesoscopic eulerian formalism and the
two-point probability density function method. Phys.
Fluids 18, 125107. 48
[304] Sjunnesson, A, Henrikson, P & Lo¨fstro¨m, C 1992 Cars
measurements and visualization of reacting flows in a
bluff body stabilized flame. 28th Joint Propulsion Con-
ference and Exhibit AlAA 92-3650. 15, 23, 70, 72, 79,
108, 110, 145
[305] Sjunnesson, A, Nelsson, C & Max, E 1991 Lda measure-
ments of velocities and turbulence in a bluff body stabi-
lized flame. Proceedings of 4th International Conference
on Laser Anemometry 3, 83–90. 23, 70, 74, 79, 108, 145
[306] Sjunnesson, A, Olovsson, S & Sjoblom, B 1991 Validation
rig- a tool for flame studies. In International Symposium
on Air Breathing Engines, 10 th, Nottingham, England,
pp. 385–393. 23, 70, 79, 108, 145
[307] Smagorinsky, J. 1963 General circulation experiments
with the primitive equations: 1. the basic experiment.
Mon. Weather Rev. 91, 99–164. 51
[308] Smith, D. A. & Zukoski, E. E. 1985 Combustion instabil-
ity sustained by unsteady vortex combustion. In 21st
Joint Propulsion Conference, pp. AIAA paper 85–1248.
Monterey. 8
[309] Spalding, D. B. 1953 Experiments on the burning and
extinction of liquid fuel spheres. Fuel 32, 169–185. 87
[310] Staff, Lewis Laboratory 1954 A summary of prelimi-
nary investigations into the characteristics of combus-
tion screech in ducted burners. Tech. Rep. 1384. Na-
tional Advisory Committee for Aeronautics. 101
[311] Staffelbach, Gicquel, Gicquel, LYM, Boudier, G &
Poinsot, Thierry 2009 Large eddy simulation of self ex-
cited azimuthal modes in annular combustors. Proc.
Combust. Inst. 32 (2), 2909–2916. 15, 28, 29, 31, 51,
108
[312] Steele, R., Cowell, L., Cannon, S. & Smith, C. 2000 Pas-
sive control of combustion instability in lean-premixed
combustors. J. Eng. Gas Turb. and Power 122. 13, 14
[313] Steinberg, AM, Arndt, CM & Meier, W 2013 Parametric
study of vortex structures and their dynamics in swirl-
stabilized combustion. Proc. Combust. Inst. 34 (2),
3117–3125. 21, 118, 124, 134
[314] Steinberg, AM, Boxx, I, Sto¨hr, M, Carter, CD &
Meier, W 2010 Flow–flame interactions causing acous-
tically coupled heat release fluctuations in a thermo-
acoustically unstable gas turbine model combustor.
Combust. Flame 157 (12), 2250–2266. 22, 118
[315] Sto¨hr, Michael, Boxx, Isaac, Carter, Campbell D &
Meier, Wolfgang 2012 Experimental study of vortex-
flame interaction in a gas turbine model combustor.
Combust. Flame 159 (8), 2636–2649. 118
[316] Sto¨hr, M, Sadanandan, R & Meier, W 2011 Phase-
resolved characterization of vortex–flame interaction in
a turbulent swirl flame. Experiments in fluids 51 (4),
1153–1167. 21
[317] Stone, C & Menon, S 2001 Combustion instabilities in
swirling flows. AIAA Paper 3846. 19
[318] Straub, Douglas L & Richards, Geo A 1998 Effect of
fuel nozzle configuration on premix combustion dy-
namics. In ASME 1998 International Gas Turbine and
Aeroengine Congress and Exhibition, pp. V003T06A044–
V003T06A044. American Society of Mechanical Engi-
neers. 7
[319] Sujith, R.I. 2005 An experimental investigation of in-
teraction of sprays with acoustic fields. Experiments in
Fluids 38 (5), 576–587. 23
[320] Sujith, R.I., Waldherr, G.A., Jagoda, J.I. & Zinn, B.T.
2000 Experimental investigation of the evaporation of
droplets in axial acoustic fields. J. Prop. Power 16 (2),
278–285. 23
[321] Syred, N. 2006 A review of oscillation mechanims and
the role of the precessing vortex core in swirl combus-
tion systems. Prog. Energy Comb. Sci. 32 (2), 93–161.
21, 118
[322] Syred, Nicholas 2006 A review of oscillations mecha-
nisms and the role of the precessing vortex core (pvc)
in swirl combustion systems. Prog. Energy Comb. Sci.
32, 93–161. 133, 134
165
REFERENCES
[323] Tanida, Y, Okajima, A & Watanabe, Y 1973 Stability of
a circular cylinder oscillating in uniform flow or in a
wake. J. Fluid Mech. 61 (04), 769–784. 20
[324] Tay, L., Bomberg, S., Ulhaq, A., Komarek, T., & Polifke,
W. 2011 Comparative validation study on identification
of premixed flame transfer function. ASME Turbo Expo
GT2011-46342. 68
[325] Tay Wo Chong, L., Kaess, R., Komarek, T., Foller, S. &
Polifke, W. 2010 Identification of flame transfer func-
tions using les of turbulent reacting flows. In High
Performance Computing in Science and Engineering,
Garching/Munich 2009 (ed. Siegfried Wagner, Matthias
Steinmetz, Arndt Bode & Markus Michael Muller), pp.
255–266. Springer Berlin Heidelberg. 82
[326] Tay-Wo-Chong, Luis & Polifke, Wolfgang 2013 Large
eddy simulation-based study of the influence of ther-
mal boundary condition and combustor confinement on
premix flame transfer functions. Journal of Engineering
for Gas Turbines and Power 135, 021502. 147
[327] Tennekes, H. & Lumley, J. L. 1972 A first course in tur-
bulence. Cambridge: M.I.T. Press. 36
[328] Terhaar, S, Oberleithner, K & Paschereit, CO 2014 Key
parameters governing the precessing vortex core in re-
acting flows: An experimental and analytical study.
/pci . 21, 118
[329] Thompson, K. W. 1987 Time dependent boundary con-
ditions for hyperbolic systems. J. Comput. Phys. 68,
1–24. 52
[330] Tong, CH 2005 Imaging sunspots using helioseismic
methods. Philosophical Transactions of the Royal Soci-
ety A: Mathematical, Physical and Engineering Sciences
363 (1837), 2761–2775. 2
[331] Torenbeek, Egbert 1982 Synthesis of subsonic airplane
design: an introduction to the preliminary design of sub-
sonic general aviation and transport aircraft, with empha-
sis on layout, aerodynamic design, propulsion and perfor-
mance. Springer Science & Business Media. 2
[332] Torenbeek, Egbert 2013 Advanced Aircraft Design: Con-
ceptual Design, Technology and Optimization of Subsonic
Civil Airplanes. John Wiley & Sons. 2
[333] Truffin, K. & Poinsot, T. 2005 Comparison and exten-
sion of methods for acoustic identification of burners.
Combust. Flame 142 (4), 388–400. 53
[334] Venkataraman, K, Preston, L, Simons, D, Lee, B, Lee, J &
Santavicca, D 1999 Mechanism of combustion instabil-
ity in a lean premixed dump combustor. J. Prop. Power
15 (6), 909–918, doi: 10.2514/2.5515. 7
[335] Wandel, A. P., Chakraborty, N. & Mastorakos, E. 2009
Direct numerical simulations of turbulent flame expan-
sion in fine sprays. Proc. Combust. Inst. 32 (2), 2283–
2290. 82
[336] Wang, G., Boileau, M. & Veynante, D. 2011 Implementa-
tion of a dynamic thickened flame model for large eddy
simulations of turbulent premixed combustion. Com-
bustion and Flame 158 (11), 2199 – 2213. 47
[337] Warnatz, Ju¨rgen, Maas, Ulrich & Dibble, Robert W 1999
Combustion, , vol. 26. Springer. 4
[338] White, Frank M 1999 Fluid mechanics, wcb. ed:
McGraw-Hill, Boston . 40
[339] Wieczorek, K. 2010 Numerical study of mach num-
ber effects on combustion instability. PhD thesis,
Universite´ Montpellier II - Ecole Doctorale ISS -
Mathe´matiques et Mode´lisation. 11, 56
[340] Williams, F.A. 1985 The Mathematics of Combustion,
edited by J.D. Buckmaster . SIAM Philadelphia. 67
[341] Williams, F. A. 1985 Combustion Theory. Menlo Park,
CA: Benjamin Cummings. 4, 39, 46
[342] Williams, Forman Arthur, Barre`re, Marcel & Huang,
NC 1969 Fundamental aspects of solid propellant rock-
ets. Tech. Rep.. DTIC Document. 11
[343] Williams, JE Ffowcs 1984 Review lecture: Anti-sound.
Proceedings of the Royal Society of London. A. Mathe-
matical and Physical Sciences 395 (1808), 63–88. 14
[344] Williamson, J. H. 1980 Low-storage Runge-Kutta
schemes. J. Comput. Phys. 35 (1), 48–56. 51
[345] Wolf, P., Balakrishnan, R., Staffelbach, G., Gicquel,
L. & Poinsot, T. 2012 Using LES to study reacting
flows and instabilities in annular combustion chambers.
Flow, Turb. and Combustion 88, 191–206. 108, 121, 128
[346] Wolf, P., Staffelbach, G., Balakrishnan, R., Roux, A.
& Poinsot, T. 2010 Azimuthal instabilities in annular
combustion chambers. In Proc. of the Summer Program
(ed. Center for Turbulence Research), pp. 259–269. 29
[347] Worth, N. & Dawson, J. 2012 Self-excited circumferen-
tial instabilities in a model annular gas turbine com-
bustor: Global flame dynamics. Proc. Combust. Inst.
34, 1–8. 15, 128, 130
[348] Worth, Nicholas A & Dawson, James R 2013 Modal dy-
namics of self-excited azimuthal instabilities in an an-
nular combustion chamber. Combust. Flame 160 (11),
2476–2489. 121
[349] Yoshizawa, A. 1986 Statistical theory for compressible
turbulent shear flows, with the application to subgrid
modeling. Phys. Fluids 29 (7), 2152–2164. 51
[350] Zellhuber, Mathieu, Schwing, Joachim, Schuermans,
Bruno, Sattelmayer, Thomas & Polifke, Wolfgang 2014
Experimental and numerical investigation of thermoa-
coustic sources related to high-frequency instabilities.
International Journal of Spray and Combustion Dynam-
ics 6 (1), 1–34. 15, 106
[351] Zhu, M, Dowling, AP & Bray, KNC 2005 Transfer func-
tion calculations for aeroengine combustion oscilla-
tions. J. Eng. Gas Turb. and Power 127 (1), 18–26.
18
[352] Zinn, B. & Powell, E. 1971 Nonlinear combustion insta-
bility in liquid propellant rocket engines. Proc. Com-
bust. Inst. 13. 67
[353] Zoby, MRG, Navarro-Martinez, S, Kronenburg, A & Mar-
quis, AJ 2011 Evaporation rates of droplet arrays in
turbulent reacting flows. Proc. Combust. Inst. 33 (2),
2117–2125. 82
166
REFERENCES
[354] Zukoski, E. 1978 Afterburners. In: Aerothermodynamics
of Aircraft Engine Components. Air Force Aero Propul-
sion Laboratory. 9
[355] Zukoski, EE & Marble, FE 1955 Experiments concerning
the flame stabilization in the wakes of bluff bodies. In
Proceedings of the Symposium on Gas Dynamics, North
Western University, Evanston, IL, pp. 205–210. 102
167
