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Competing risks are used to model life of systems with multiple failure modes where the
observed failure is the minimum of the possible individual failures times. This research
studies the effect of ignoring the risks by considering how well a single Weibull model
approximates the competing risks model with Weibull risks. As a first approach to the
problem this is done for a model with Weibull independent risks and for a specific model
with Weibull dependent risks. Ignoring the risks may or not have a strong effect in the
competing risks model and it would be of interest to characterize situations where ignor-
ing the risks can cause serious biases in the competing risks model. The objective is to
characterize the effect of the risks and their interdependence in the competing risks model,
when the risks are Weibull distributed. Some recommendations are given on the correct
use of these models.
KEY WORDS: probability plots, log-location-scale family, Weibull distribution, multi-
variate Weibull with dependence, lognormal distribution, Kullback-Leibler information,
ignoring-mode-of-failure, maximum likelihood.
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González, mi codirectora, con quien di los primeros pasos con Kullback-Leibler. A todos
los colegas de la Escuela de Estad́ıstica, muchos mis profesores y mis alumnos, con quienes
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1. Introduction
Competing risks models are used to model life of systems with multiple failure modes. In
the literature such models are also called multi-risk, compound or series-system models.
Each risk is like a component in a series system, when one component fails, the system
fails. This is, the observed failure is the minimum of the possible individual failures.
Crowder (2001, 2012) show the actual importance of the subject and its broad scope of
application areas, e.g., medicine, biological sciences, and engineering reliability. Pintilie
(2006) gives many medicine applications. In reliability and survival analysis, important
authors such as Lawless (2003), Kalbfleisch and Prentice (2002) and Marshall and Olkin
(2007) devoted chapters to study the topic. Meeker and Escobar (1998) remark about the
practical uses of the subject. Meeker (2010) suggests that more research is needed in the
multiple failure modes area. Seal (1977) and David and Moeschberger (1978) give details
about the history of competing risks.
Kotz, Balakrishnan, and Johnson (2000) gave an account of the multivariate Weibull distri-
bution. We use their form B model (see, Kotz et al., 2000, page 408), which was developed
by Lee (1979). He proved that the minimum of two dependent Weibull random variables
with the same shape parameter is also Weibull with the same shape parameter. Hougaard
(1986, 1989) gave a generalized form of the multivariate Weibull which under appropiate
scaling has the property that the minimum is also a Weibull. The Weibull distribution is
useful in reliability and survival analysis and the bivariate Weibull mentioned above has
been used in dependent failure analysis, among others, by Hougaard (1986, 1989), and
Lu and Bhattacharyya (1990).
This research studies the effect of ignoring the risks by considering how welll a single
Weibull model approximates the competing risks model with Weibull risks. That is, we
show that when the minimum of two Weibull random variables is well approximated by
a single Weibull. As a first approach to the problem, the work is done for a model with
Weibull independent risks and for a specific model with Weibull dependent risks. Ignoring
the risks may or not have a strong effect in the competing risks model. The objective is to
characterize the effect of the risks and their interdependece in the competing risks model,
when the risks are Weibull distributed.
The thesis is structured as two self-contained papers. Each one has its abstract and its
conclusions. Next, a summary of their contents is separately presented as a description of
the thesis organization.
2 1 Introduction
Chapter 2 contains the first paper “Characteristics of two competing risks models with
Weibull distributed risks” which has been already published and the reference details are
in Yáñez, Escobar, and González (2014). The article analyses the properties of the com-
peting risks models on the Weibull probability plots which following Meeker and Escobar
(1998, Chapter 6) are useful with lifetime data to assess the distributional adequacy.
It is found that the characteristics of the Weibull competing risks model with indepen-
dent risks and the competing risks derived from the bivariate Weibull, call form B by
Kotz, Balakrishnan, and Johnson (2000), are similar. This is an interesting result which
was unknown to us at the outset of this study. On the other hand, at the outset of this
work, we thought that the results would extend readily to competing risks models with
independent risks from log-location-scale families, but we, however, found that some of
the results do not generalize to a competing riks model with independent lognormal risks.
That is a reason to develop the Weibull case only in this thesis. Some factors were found
to be important in deciding when the inference is robust to ignoring-mode-of-failure infor-
mation. Next chapter uses some of those factors to study the robustness of a competing
risks model with two independent Weibull distributed failure modes.
Chapter 3 contains the paper “Weibull approximation to a competing risks model with two
independent Weibull distributed failure modes.” This article presents an evaluation study
to explore the behavior of the ML single Weibull distribution fit ignoring-mode-of-failure
information to a competing risks model with two independent Weibull risks and complete
data. The evaluation study is based on: (i) the Kullback-Leibler information which allows
to find a best Weibull approximation to the independent Weibull competing risks model,
(ii) a relation, which is found here, between the Kullback-Leibler procedure and the ML
single Weibull distribution fit ignoring-mode-of-failure information, and (iii) the ratio be-
tween the largest and the smallest shape parameters as a criterion measure to assess a
Weibull approximation to the independent Weibull competing risks model. An important
result developed in detail in this thesis is that in large samples with complete data the best
Weibull model obtained by the Kullback-Leibler procedure is equivalent to the ML single
Weibull distribution fit ignoring-mode-of-failure. Based on that and other considerations
we check formally the conjectures made by Meeker, Escobar, and Hong (2009, Section 8)
for the Weibull case and make another findings related to the characteristics of the ML
estimators of the competing risks model ignoring-mode-of-failure information for large sam-
ples. Finally, some recommendations are given to help the practitioner correctly use the
ignoring-mode-of-failure model.
Each chapter suggest topics for future research. Among other things, Chapter 2 sug-
gests that there is a need to study other distributions beside the Weibull and to consider
other situations with dependent risks. The evaluation study of Chapter 3 might be ex-
tended to the competing risks model from the bivariate Weibull distribution presented in
Yáñez, Escobar, and González (2014) to determine the effect of the dependence for com-
3
plete data.
Finally, there is a Chapter 4 with title “Appendices”. This chapter contains 10 appendices
with technical details for some of the results given in the preceeding chapters. Appen-
dices A–D relate to Chapter 2 and Appendices E–J relate to Chapter 3. The purpose is
to make easier the flow of the main ideas in the two self-contained papers, in such a way
that the reader might skip the details in a first reading.

2. Characteristics of Two Competing
Risks Models with Weibull
Distributed Risks
2.1. Abstract
Lifetime and survival data are usually the lives of subjects, units, or systems that has
been exposed to multiple risks or modes of failure. In the analysis of the data, however, is
common to ignore the modes of failure because they are unknown, they are not recorded,
or because the complexity of including them in the modeling. It is of interest to know
when the conclusions might be robust to ignoring-mode-of-failure in the analysis. In par-
ticular, it would be useful to characterize situations where it could be safely said that the
modes of failure effect on the analysis would be negligible or that failing to include such
information could completely invalidate the conclusions drawn from the study. As a first
step in identifying when the failure modes have little or large influence on the competing
risks model, this article studies two different competing risks models: (a) a model with
independent risks; (b) a model derived from a multivariate Weibull with dependence.
Key words: competing risks, probability plots, log-location-scale family, Weibull distri-
bution, multivariate Weibull with dependence, lognormal distribution.
2.2. Introduction
In the analysis of lifetimes one is usually dealing with time to an event of interest like
failure of a component or system, death of an individual, or end of a subscription service.
In most cases, there are several competing reasons (risks or modes of failure) that cause
the event of interest. Say, for example, that we were interested in the first time that a
bicycle fails. In this situation, the competing risks for failure include: a flat tire, a broken
chain, or the rupture of a brake cable.
The interest in competing risks is old but the formal development and application of
the methodology to problems in engineering, survival analysis, and other applied areas
is relatively new. Crowder (2001, 2012) and Pintilie (2006) provide historical accounts,
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relevant references, and methodology.
It is interesting that, for many years, competing risks were not in the front end of reliability
and survival analysis. Beyond the statistical challenges of handling properly multiple risks
in an analysis, there are, however, some compelling reasons for which the competing risks
might have been ignored in the analysis of the data: (a) sometimes the competing risks
are hidden or unknown to the observer; (b) the competing risks may be well known but it
is difficult or expensive to identify the risk that caused the event; (c) in other cases the cost
and time spent on determining the failure cause ends being a waste of resources because
ignoring the competing risks in the analysis is as good as the analysis that takes them in
consideration. This is the case for example, with the analysis of the Shock Absorber data
in Meeker and Escobar (1998) where a simple Weibull analysis, that
es the failure modes, is basically indistinguishable of a Weibull analysis that takes in
consideration the two observed failure modes.
It would be useful to have a clear understanding on the situations (e.g., model, data
type, risk type) where the use of the competing risks information makes a difference in
the analysis. Meeker, Escobar, and Hong (2009, page 157), in the context of a complex
model and analysis, came to the conclusion that in a competing risks model with two
risks that are log-location-scale distributed with similar shape parameters, the distribution
of the competing risks can be approximated by the same log-location-scale distribution
with a shape parameter that is in between those for the marginal distributions and that
the adequacy of the approximation does not depend strongly on amount of association
between the two risks. One, however, would need a formal study of the problem to provide
a more definitive answer.
The purpose of this article is to study two simple competing risks models with Weibull
risks to assess the effect of the risks on the time to the event of interest and the inter-
relationships between the two models. This might be useful in setting a simulation study
that could provide broader guidelines on the situations where ignoring the competing risks
information in the analysis could lead to erroneous conclusions.
The rest of the paper is organized as follows. Section 2.3 is an introduction to competing
risks models (CRMs) and some features of their probability plots. Section 2.4 discusses the
competing risks model with Weibull independent risks and its characteristics. Section 2.5
presents a competing risks model derived from a bivariate Weibull distribution with de-
pendent risks. Section 2.6 describes generalization of the results to CRMs with k > 2
risks and anticipate some of the difficulties in generalizing the results to log-location-scale
families in general. Section 2.7 summarizes the results in the paper and outlines future
related work. Finally, Chapter 4 contains Appendices A–D with technical details for some
results given in this article.
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2.3. Competing Risks Models and Their Probability Plots
Lifetimes of units or individuals subject to two risks (or modes of failure), k = 2, can be
modeled as a series-system. Each risk is like a component in a series system with two
components. The unit has a potential lifetime associated with each risk. The observed
lifetime for the unit is the minimum of these individual potential lifetimes Ti, i = 1, 2.
Informally, we refer to Ti as the Risk i and to the model as the competing risks model
(CRM).
For a CRM with two risks, a quantity of interest is Tm = min (T1, T2) which has the
cumulative distribution function (cdf)
Fm(t) = Pr(Tm ≤ t) = 1− Pr(Tm > t)
= 1− Pr(T1 > t, T2 > t),
where Pr(T1 > t, T2 > t) is computed with respect to the joint distribution of (T1, T2).
When the risks are independent
Fm(t) = 1− Pr(T1 > t) Pr(T2 > t)
= 1− [1− F1(t)] [1− F2(t)] ,
where Fi(t) is the cdf for Ti, i = 1, 2.
In the case of k risks, Fm(t) = 1− Pr(T1 > t, . . . , Tk > t) for dependent risks and Fm(t) =
1−
∏k
i=1 Pr(Ti > t) = 1−
∏k
i=1 [1− Fi(t)] for independent risks, where Fi(t) is the cdf for
the i risk. See Meeker and Escobar (1998, chapter 15) for additional information.
2.3.1. Probability Plots and CRMs
In theoretical and applied work with lifetime data, probability plots have shown to be useful
for multiple purposes, see Meeker and Escobar (1998, chapter 6) for detailed explanation
on their construction, interpretation, and use. In this paper we will use probability plots to
display the distribution function of the competing risks model along with the distribution
of the individual risks. As illustrated later, with proper choice of the plot scales, the
distributions of the individuals risks, Fi(t), show up as straight lines in the probability
plot, but the CRM cdf, Fm(t), is usually a non-linear curve in the plot.
Graph of a Cdf on a Log-Location-Scale Plot
Consider a log-location-scale probability plot defined by the scales [ln t, Φ−1(p)] where
Φ(z) is a standardized continuous cdf that does not depend on unknown parameters, 0 <
p < 1, t > 0, and ln t denotes the natural logarithm of t. It is known, see for example
Meeker and Escobar (1998, chapter 6), that in these scales any cdf of the form Φ[(ln(t)−
µ)/σ] (where σ > 0) plots as a straight line with slope 1/σ.
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In a log-location scale probability plot, if a cdf F (t) is a fairly linear curve, then there is
strong information that, with properly chosen (µ, σ), the cdf F (t) is well approximated by
the distribution function Φ[(ln(t)−µ)/σ]. We will use this feature of probability plots later
in studying the properties of some CRMs.
The following result considers a probability plot defined by the scales [ln t, Φ−1(p)] and
the plot {ln t, Φ−1[F (t)]} of a cdf F (t), t > 0 on it.
Result 1. For an absolutely continuous cdf F (t) = Pr(T ≤ t), t > 0 the slope of the curve





φ {Φ−1 [F (t)]}
, (2.1)
where f(t) and φ(z) are the probability density functions (pdfs) corresponding to F (t) and
Φ(z), respectively.
The proof of (2.1) follows after differentiation of y with respect to ln t.
Because t, f(t), and the function φ(z) are all non-negative, the slope in (2.1) is non-negative.
This is the expected behavior because the cdf F (t) is a non-decreasing function of ln(t).
2.3.2. The Competing Risks Model for Independent Positive
Continuous Variables
For the CRM with two independent risks, k = 2,
Fm(t) = 1− [1− F1(t)][1 − F2(t)] and
dFm(t)
d ln t
= tf1(t)S2(t) + tf2(t)S1(t),
where Fi(t) and fi(t) are the cdf and pdf of Ti and Si = 1− Fi(t) for i = 1, 2. Then, using







The Competing Risks Model for Two independent Log-Location-Scale Continuous
Variables
Now suppose that the individual risks are independent and log-location-scale distributed.
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−∞ < µi < ∞, σi > 0, and Φ(z) is a differentiable cdf that does not depend on unknown
parameters. In this case,










where φi(z) is the pdf corresponding to the cdf Φi(z), i = 1, 2.
Thus for a competing risks model with two independent log-location-scale risks, the slope
of the curve {x = ln t, y = Φ−1[Fm(t)]} in the probability plot [ln t, Φ










φ[Φ−1{1− [1− Φ(z1)][1− Φ(z2)]}]
. (2.4)
In this case, the cdfs of the individual risks Ti appear as straight lines in the probability
plot. But the line corresponding to the CRM cdf is not necessarily linear. For an example,
see Figure 2.1 which is described in the following section.
2.4. Competing Risks Model With Independent Weibull
Risks
A Weibull cdf F (t) is often written as













, t > 0, (2.6)
where η > 0 is a scale parameter and β > 0 is a shape parameter. Φsev(z) = 1 −
exp[− exp(z)] is the standard smallest extreme value distribution, µ = ln(η), and σ = 1/β.
When T has a Weibull distribution, we indicate it by T ∼ WEI(η, β).
Although (2.5) and (2.6) are equivalent specifications of the Weibull cdf, (2.5) is commonly
used in engineering and (2.6) is convenient on theoretical developments, for numerical
stability in computations, and for notational standardization with other log-location scale
distributions. For additional details see Meeker and Escobar (1998) and Lawless (2003).
Then the Weibull competing risks model with two independent risks has the cdf
pmiw(t) = Fm(t) = 1− [1− Φsev(z1)][1− Φsev(z2)].


























Figure 2.1.: Weibull probability plot of a competing risks model with two independent
risks. Risk 1 and Risk 2 are WEI((η1 = 150, β1 = 1) and WEI(η2 = 150, β2 =
2) distributed, respectively.
Figure 2.1 shows pmiw(t) in a Weibull probability plot with scales [ln t, Φ
−1
sev(p)]. The plot
also shows, as straight lines, the cdfs for the two Weibull independent risks defining the
CRM model. In this case, because the plot of pmiw(t) is non-linear, we know that the
distribution of the CRM is not a Weibull distribution. For this and other figures in the
paper, the model parameters values were chosen for illustration purposes.
Important Properties of the CRM With Independent Weibull Risks
The following results characterize the CRM with independent Weibull risks.
Result 2. Consider the graph {x = ln t, y = Φ−1sev [pmiw(t)]} of the cdf pmiw, for the CRM
with independent Weibull risks, on a Weibull probability plot. The following results hold.
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To prove this result, note that the density and the quantile functions for Φsev(z) are
φsev(z) = exp[z − exp(z)]




sev(p)] = (1− p)[− ln(1− p)] and we get
φsev[Φ
−1
sev(pmiw(t))] = [1− Φsev(z1)][1− Φsev(z2)][exp(z1) + exp(z2)].
From (2.3) with Φ(z) = Φsev(z) and φ(z) = φsev(z), one obtains (2.7).
A more detailed proof of (2.7) can be obtained as the special case with θ = 1 in Ap-
pendix B.1.















Thus pmiw(t) is linear in the Weibull probability plot which implies that it is a Weibull
cdf. The particular form of the scale parameter is obtained from the anti-log of µt
in (2.11) with σ1 = σ2 = 1/β.
The fact that, in this case, pmiw(t) is a Weibull cdf is in agreement with the following
known result: the minimum of k independent Weibulls, that have a common shape pa-
rameter β but possibly differing scale parameters, is Weibull distributed with shape pa-
rameter equal to β. For details, see, for example, Meeker and Escobar (1998, page 372)
and the related Result 3 below.



























12 2 Characteristics of Two Competing Risks Models with Weibull Distributed Risks
This is consistent with the observation made in Meeker, Escobar, and Hong (2009,
page 157) where they found through simulation and sensitivity work that in modeling
competing risks data with a single Weibull distribution (i.e.,
ing-mode-of-failure), the estimated Weibull shape parameter tend to fall between the
two Weibull shape parameters used to simulate the data. This result suggest that the
closeness between the shape parameters of the risks’ cdfs might be an important factor
in determining if a single Weibull model could fit well a Weibull CRM with indepen-
dent risks.



























These limiting behaviors follow directly from (2.7) and the relationships βi = 1/σi,
for i = 1, 2.
In Figure 2.1, as ln(t) → −∞, the distribution pmiw(t) approaches the individual
risk F1(t) and also the derivative of pmiw(t) with respect to ln(t) converges toward β1.
Similarly, when ln(t) → ∞, pmiw(t) approaches F2(t) and the derivative of pmiw(t) with
respect to ln(t) converges toward β2.
(e) The curve {x = ln t, y = Φ−1sev[pmiw(t)]} is concave when β1 6= β2.














which is positive when σ1 6= σ2. This implies that the curve (ln t, y) is concave. Because
the curvature of the [ln t, y] is proportional to (2.10), see for example Courant and John
(1965, page 357), then it is also proportional to (1/σ1− 1/σ2)
2 = (β1 − β2)
2. Note that
derivative (2.10) is a special case of Appendix B.2 when θ = 1.
Large values of (2.10) are associated with large curvatures of the curve (ln t, y) and we
can use curvature as another criteria to help in the decision when a simple Weibull
distribution fits well the CRM model with independent Weibull risks. In particular, a
single Weibull model would fit well a Weibull CRM cdf with independent risks if the two
Weibull shape parameters in the CRM model are not far apart. There are situations,
however, where the curvature is large just in an interval with negligible probability
content with respect to the CRM cdf, in those cases the simple Weibull distribution will
fit well the CRM model in an interval of high probability with respect to the CRM cdf,
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regardless of sizes of the scale parameters. See the discussion at the end or Result 3
for a case where the curvature is large just in an interval with negligible probability
content with respect to the CRM cdf.
All the outcomes in Result 2 can be extended readily, with trivial minor changes, to a CRM
with k > 2 independent Weibull risks. See Jiang and Murthy (2003) for results related to
items (a) and (d) in Result 2.
CRM With Independent Weibull Risks and Similar Shape Parameters
An important problem is the modeling of competing risks data when the risks are Weibull
distributed with similar shape parameter. The following result considers that setting in
the special case when the risks are independent.
Result 3. Consider the cdf pmiw(t) of the CRM T = min(T1, T2) with independent risks.
Suppose Ti ∼ WEI(ηi, βi), i = 1, 2. Then when βi → β > 0, i = 1, 2, pmiw(t) converges to






To prove this result, it can be shown that (use Appendix C with θ = 1),























The proposed results follows after letting βi → β, i = 1, 2 (which is equivalent to σi →
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Note that (2.11) is well approximated by a Weibull distribution when µt is fairly constant.
That is, when µt does not depend strongly on t. Values of σ1 and σ2 closed to each other
might have that effect on µt. Observe, however, that µt could also be fairly linear in
an interval of high probability content (with respect to the CRM cdf), if exp(−µ1/σ1)
dominates t1/σ2−1/σ1 exp (−µ2/σ2) in that interval. Or equivalently, when F1(t) > F2(t)
in a interval with high pmiw(t) probability content. A similar situation arises when the
second risk is the dominant one, that is when F2(t) > F1(t) in a interval with high pmiw(t)
probability content. Thus to anticipate the linearity of the CRM cdf in a probability
plot, two factors emerge as important to be considered: (a) the closeness of the shape
parameters and (b) the crossing point of the cdfs F1(t) and F2(t) associated with the two
risks in the model. These two factors may or may not interact depending of the CRM
model parameters and the specific purpose of interest. For example the case of not quite
close shape parameters and a crossing point far to the right (i.e. when the dominant risk
is the one with the smallest slope in an interval of high probability) the CRM cdf might
be good approximated by a Weibull depending of the part of the curve that is of interest;
it may be that the approximation diverges a great deal from the truth for large quantiles,
but large quantiles may be of no interest. Extreme cases are when the crossing point is too
far to the right or to the left in the plot in whose case the CRM cdf can be approximated
well by a single Weibull distribution.
Next section studies a CRM derived from a bivariate Weibull distribution with dependence
between the risks. We will see that the properties for the CRM model with independent
Weibull risks extend to this new CRM.
2.5. Competing Risks Model Derived From a Bivariate
Weibull Distribution
In practical applications the competing risks might not be independent and the dependence
can greatly complicate the statistical modeling and the data analysis, see a detailed account
in Crowder (2001, chapter 7).
Here we consider a simple model that allows for positive dependence. In the analysis of
lifetime data, models that allow for risks with positive dependence are reasonable because
in those cases the risks are jointly leading toward shorter lives, but see Crowder (1989) for
a somehow dissenting opinion.
The setting here is that the risks (T1, T2) are jointly distributed with a joint survival
function S(t1, t2) = Pr(T1 > t1, T2 > t2) given by
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where ti ≥ 0, βi > 0, ηi > 0, i = 1, 2, and θ > 1. The ηis are scale parameters and the
βis are shape parameters. θ characterizes the association between the two variables. In
particular, the Kendall’s coefficient of association between T1 and T2 is equal to 1− 1/θ.
Johnson and Kotz (1972, pages 268-269) have an early description of this distribution.
Lee (1979, pages 268-269) discusses this distribution in a larger context of multivariate
distributions with Weibull properties. Kotz, Balakrishnan, and Johnson (2000, page 408)
call it a Weibull form B and show how to derive it through power transformations of the
variables from a bivariate exponential distribution. It can be shown that (2.13) corresponds
to a Gumbel-Hougaard survival copula evaluated at two Weibull survival marginals, see
Nelsen (2006, page 96).
This bivariate Weibull has been used in dependent failure-times analysis, among others,
by Hougaard (1986, 1989), and Lu and Bhattacharyya (1990).
Using the log-location scales wi = [ln(ti)− µi]/σi, with µi = ln(ηi), σi = 1/βi, the survival
distributions in (2.13) becomes
S(t1, t2) = exp
{




The joint distribution function of (T1, T2) is
F (t1, t2) = F1(t1) + F2(t2) + S(t1, t2)− 1, (2.14)
where F1(t1) and F2(t2) are the Weibull marginal distributions of T1 and T2 given by







= Φsev (zi) , i = 1, 2,
where the zi are as in (2.2).

















where for i = 1, 2

























Figure 2.2.: Density contours for the bivariate Weibull model with parameters (η1 =
150, β1 = 1), and (η2 = 150, β2 = 2), and θ = 1.5.
Figure 2.2 shows contours of the bivariate Weibull for a specific and convenient choice
of the parameters. The southwest to northeast orientation of the plot is an effect of the
positive dependence (θ = 1.5) between the two Weibull risks. With independence, that is
θ = 1, and everything else being the same, the density contours will be fairly symmetric
about a vertical line drawn at time t1 = 106.
The CRM Derived From the Bivariate Weibull
As before, using Tm = min(T1, T2), it follows that the survival function smdw(t) of Tm is

















2.5 Competing Risks Model Derived From a Bivariate Weibull Distribution 17
= exp
{




where zi = [ln(t)− µi]/σi, µi = ln(ηi), and σi = 1/βi.
The related distribution function pmdw for the CRM Tm is
pmdw(t) = 1− exp
{




With θ = 1, the pdf pmdw(t) is equal to the cdf pmiw(t) for the CRM with independent risks
T1 and T2.
Result 4. Consider the cdf, pmdw(t), given in (2.16). Then (see Appendix 3.8)
1. For each t, pmdw(t) is a monotone decreasing function of θ.





F1(t) if t ≤ tc
F2(t) if t ≥ tc,
where tc is the time at which the marginal distributions F1(t) and F2(t) cross. That












F1(t) if η1 ≤ η2
F2(t) if η2 ≤ η1
for all t > 0.
Result 4 implies that the cdf pmdw(t) of Tm, for the bivariate case with dependence, is
bounded from above by the cdf pmiw of Tm in the model with independent risks and below
by the marginals associated with the Weibull bivariate risks. For example, in Figure 2.3,
the dashed line (the one closest to the northwest corner) corresponds to the CRM with
θ = 1. The solid line is the CRM with θ = ∞. This cdf agrees with the distribution of
Risk 1 for times before the time at which the two marginals cross each other and with the
distribution of Risk 2 for times after that crossing point of the marginals.























CRM,  θ = 1
CRM,  θ = 1.5
CRM,  θ = ∞
Risk 1
Risk 2
Figure 2.3.: Weibull probability plot of the competing risks model with dependent risks.
Risk 1 and Risk 2 are WEI((η1 = 150, β1 = 1) and WEI(η2 = 150, β2 = 2),
respectively. θ = 1.0, 1.5,∞.
Important Properties of the CRM With Dependent Weibull Risks
Result 5. Consider the Weibull probability plot {x = ln t, y = Φ−1sev [pmdw(t)]} of the cdf
pmdw(t) in (2.16) for the CRM derived from the bivariate Weibull distribution in (2.14).
The following results hold.











where zi = [ln(t)− µi]/σi.
To verify this result, use (2.15) to obtain the y–ordinate
y = ln[− ln(smdw(t))]




ln [exp(θz1) + exp(θz2)] .
Then taking the derivative of y with respect to ln t yields (2.17), see Appendix B.1.
The similarity between (2.7) and (2.17) is more than a simple coincidence. We proceed
to show that the CRM pmdw(t) is an extension of the CRM pmiw(t) with characteristics
very similar to the pmiw(t) model. The similarities between the two models was unknown
to us at the outset of this study.














which implies that pmdw(t) is a WEI(η, β). The specific value of η is derived in Ap-
pendix C.
It is interesting that, even in the presence of dependence, the equality of the shape
parameters implies a Weibull distribution for the CRM cdf, pmdw(t).
See the related Result 6 below which shows that when the shape parameters of the risks
are close to each other, the CRM has a distribution that can be approximated by a
simple Weibull distribution.
(c) The slope of the curve [ln t, y] is bounded by (β1, β2) as follows
min (β1, β2) ≤
dy
d ln t
≤ max (β1, β2) .














As in the case of independent risks it is useful to know that the CRM cdf has a derivative
with respect to ln t that is bounded by the shape parameters of the risks defining the
model.










= min (β1, β2) .
(2.19)
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To prove this, note that if σ1 = σ2 the result holds in view of item (b) above. Then







1 for i = k









0 for i = k
1 for i 6= k.
(2.21)
Using (2.20) and (2.21), when taking the limits of dy/d ln t, yield the results in (2.19)
for the limiting behavior of the derivative function.
(e) The curve [ln t, y] is concave when β1 6= β2.











θ exp(θz1 + θz2)
[exp(θz1) + exp(θz2)]2
.
Because this second derivative is positive, the concavity of the curve follows. The
concavity, however, is also proportional to θ and large values of θ could imply large
concavity and curvature of the curve even in the presence of shape parameters that are
closed to each other. This is different to what happens in the independent risks case
where similar shape parameters imply small concavity.
CRM With Dependent Weibull Risks and Similar Shape Parameters
Result 6. Consider the cdf pmdw(t) of the CRM given in (2.16) and derived from the
bivariate model with dependence in (2.14). When βi → β > 0, i = 1, 2, pmdw(t) converges







See Appendix C for justification of this result.
Note that the limiting Weibull distribution WEI(η, β) was already obtained in (2.18) as a
special case of equal shape parameters. The special case with independent risks given in
Result 3 is obtained with the value θ = 1.
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2.6. Other Competing Risks Models
As noted earlier, the findings in Result 2 extend directly to a CRM with k > 2 independent
Weibull risks and cdf pmiw(t) = 1−
∏k
i=1[1−Φsev(zi)], where zi = [ln(t)−µi]/σi, i = 1, . . . , k.
The bivariate Weibull model described in (2.13) has been extended to the case of k > 2







where wi = [ln(ti)−µi]/σi. Lee and Wen (2009) derive the density and the general moments
of the distribution for any integer k ≥ 2. They also apply the model to a data set with







, zi = [ln(t)− µi]/σi, derived from this k > 2 dimensional
Weibull distribution with dependent risks.
There is a large number of other Weibull multivariate models. Murthy, Xie, and Jiang
(2004) provide a comprehensive collection of univariate and multivariate Weibull models
and Crowder (1989) proposes an interesting multivariate Weibull model. There is not,
however, assurance that the properties discussed here are satisfied by those models. For
other models of interest, their properties need to be studied separately.
A natural inquire is if the results presented here extend to the CRMmodel derived from log-
location-families. We have not studied this in detail, but the items in Result 2 do not extend
in their full generality to a CRM derived from a log-location-scale family. This was surpris-
ing and unexpected to us. For example, suppose Ti ∼ LOGNOR(µi, σi), i = 1, 2 with T1
and T2 independent. As before Tm = min(T1, T2). Thus, Fm(t) = 1 − Φnor(−z1)Φnor(−z2)













where φnor(z) and Φnor(z) are the standardized normal pdf and cdf, respectively. Figure 2.4












for t > 236. In contrast to the Weibull case, the slope of the Fm(t) in the lognormal
probability plot is not bounded by the σis as in (2.9).
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Figure 2.4.: Slope on lognormal probability plot of cdf for the CRM with independent
lognormal risks. Risk 1 and Risk 2 are LOGNOR(µ1 = 5, σ1 = 3) and
LOGNOR(µ2 = 6, σ2 = 2) distributed, respectively.
2.7. Conclusions and Future Work
The characteristics of the Weibull CRM with independent risks and the CRM derived from
the bivariate Weibull with dependence are very similar. For a CRM with two risks, based
on the information drawn from this work, we can say that important factors in deciding
when the inference is robust to ignoring-mode-of-failure include: (a) the relative sizes of
the Weibull shape parameters; (b) the crossing point of the marginal distributions; and
(c) the size of the dependence among the factors.
Similar conclusions apply to the models with k > 2 risks considered here. A single Weibull
model might describe the CRM well if: (a) the ratio between the largest and the smallest
shape parameters is small and the dependence among the risks is not large; or (b) there is
a dominant risk.
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It is plausible that these continue to be important factors when studying the CRM for other
distributions, but additional work is needed to corroborate these preliminary findings.
There is need to study other distributions beside the Weibull and the lognormal and to
consider other situations with dependent risks. The brief look into the lognormal case
indicates that caution should be exercised when trying to generalize the conclusions to
other distributions because the results do not seem to be completely generalizable to other
competing risks situations of interest like CRMs derived from general log-location-scale
families.
Eventually, the model robustness problem will have to be addressed using meaningful and
well formulated simulation studies with complete, dependent, and censored data. Toward
that end, the results of studies like the one pursued here would be useful because a good
understanding of the important factors in a model facilitate the test planning and the
interpretation of a simulation study.

3. Weibull Approximation to a




In different applications areas, e.g., medicine, biological sciences, and engineering reliability,
competing risks models are used to model life of systems with multiple failure modes. The
observed failure is the minimum of the possible individual failure times. For a competing
risks model it is of interest to identify when the inference is robust to ignoring-mode-of-
failure information. Toward that objective here we discuss an evaluation study to explore
the behavior of the ML single Weibull distribution fit ignoring-mode-of-failure information
as a Weibull approximation to a competing risks model with two independent Weibull risks
and complete data. The evaluation study is based on: (i) the Kullback-Leibler information
which allows to find a best Weibull approximation to the independent Weibull competing
risks model, (ii) a relation, which is derived here, between the Kullback-Leibler procedure
and the ML Weibull fit ignoring-mode-of-failure information, and (iii) the ratio between
the largest and the smallest shape parameters as a criterion measure to assess a Weibull
approximation to the independent Weibull competing risks model.
Key words: competing risks, Kullback-Leibler information, ignoring-mode-of-failure, Weibull
distribution, multiple failure modes, maximum likelihood.
3.2. Introduction
As discussed in Chapter 2, in using a CRM model derived fromWeibull risks it is of interest
to identify when the inference is robust to ignoring-mode-of-failure information. Here we
discuss the case of CRM with independent Weibull risks (ICR) for complete data. Thus
the objective is to characterize when an ICR with Weibull risks can be approximated by a
single Weibull model.
For that purpose we discuss an evaluation study to assess the performance of the ML
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Weibull fit ignoring-mode-of-failure information (IG) as a Weibull approximation to the
ICR. The evaluation study is based on: (i) the Kullback-Leibler (K-L) information which
permits one to assess when there is a good Weibull approximation to the distribution of
an ICR model, (ii) the ratio between the largest and the smallest shape parameters of the
Weibull risks, and (iii) the relation between (i) and (ii).
Using the K-L criterion, one finds the best Weibull approximation to the ICR model over
the range of the minimum times to failure. We show that this best Weibull model is, for
large samples and complete data, equivalent to the IG model. Therefore for robustness
with respect to ignoring-mode-of-failure, we identify useful patterns of the large samples
behavior of the IG model for complete data. Using these patterns, we explore the behavior
of the IG model for different sample sizes through a simulation study.
We show a procedure to uniquely transform any ICR model to another ICR model that
depends only on the ratio of the shape parameters. This procedure implies the evaluation
study can be done on the class of the transformed models which depends only on the
ratio of the shape parameters. This permits one to assess the goodness of the Weibull
approximation for the entire space of the ICR models. Thus the evaluation study depends
mainly on the ratio of the shape parameters which facilitates the interpretation of results.
We call this transformed class, the reduced class and show some of its properties related
to the K-L criterion.
The influence of the scale parameters in the ignoring-mode-of-failure information model, is
mainly due to their effect on the crossing point of the cdfs F1(t) and F2(t) associated with
the two risks in the model.
The rest of the chapter is organized as follows. Section 3.3 presents the best Weibull
approximation through Kullback-Leibler information. Section 3.4 discusses the asymptotic
equivalence between the K-L procedure and the IG model. Section 3.5 defines the reduced
class for the ICR models and discusses its properties. Section 3.6 gives the general scheme
for the evaluation study, and presents results and statements about the K-L parameters
properties. Section 3.7 studies the behavior of the IG model for different sample sizes
and gives recommendations on the correct use of the ICR models based on real data
examples. Section 3.8 presents results and future related work. Finally, Chapter 4 contains
Appendices E–J with technical details for some results given in this chapter.
The Kullback-Leibler information discrepancy is the basic criterion used by Akaike (1973,
1974) to develop AIC criterion to evaluate models. AIC is related to the BIC criterion
proposed by Schwarz (1978) in a Bayesian context, both of them are used in model selec-
tion. Konishi and Kitagawa (2008) is a useful reference book in this infomation-theoretic-
approach.
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3.3. Best Weibull Approximation Through
Kullback-Leibler Information
The Kullback-Leibler procedure is as follows. Suppose that F (x) is the cdf for a model
of interest and, let G(x) be an arbitrary specified model, where both F (x) and G(x) are
continuous. Denote by f(x) and g(x) the pdfs corresponding to F (x) and G(x), respec-
tively. The goodness of the model g(x), to approximate the model f(x), is measured by
the Kullback-Leibler information (K-L) defined as follows







= EF [ln f(X)]− EF [ln g(X)], (3.1)
where EF represents the expectation with respect to F (t). Small values of I(f ; g) indicate
that G(x) is a good approximation to F (x). The K-L information has the following prop-
erties: (a) I(f ; g) ≥ 0; (b) I(f ; g) = 0 ⇔ f(x) = g(x); (c) I(f ; g) 6= I(g; f). Because of
the properties (a) and (b) above, the smaller the I(f, g) in (3.1), the closer the model g(x)
is to f(x) under the K-L criteria. Property (c) shows that the K-L information is not a
proper metric or distance. In (3.1), the term EF [ln f(X)] is a constant that depends solely
on the true model f(x). Then to compare different model approximations to f(x), it is
sufficient to consider the second term on the right-hand side of (3.1).
In the Weibull independent competing risks model (ICR) setting, the cdf for the lifetimes
is
pmiw(t) = Fm(t) = 1− [1− Φsev(z1)][1− Φsev(z2)],
which is the model of interest and we write F (t) = Fm(t) hereafter. Recall that the
quantity of interest is T = min(T1, T2), where Ti ∼ WEI(ηi, βi), i = 1, 2 with T1 and T2
independent. G(t) and its density g(t; θ) are a univariate Weibull model with unknown
parameters θ = (η, β). To find the best Weibull approximation to the ICR using the
Kullback-Leibler information, we minimize I(f ; g) with respect to θ = (η, β). That is
θ̃ = (η̃, β̃) = argmin
(η,β)
I(f ; g) = argmin
(η,β)
{EF [ln f(T )]− EF [ln g(T ; θ)]}
= argmax
(η,β)
EF [ln g(T ; θ)]. (3.2)
We call θ̃ = (η̃, β̃) the Kullback-Leibler (K-L) parameters of η and β, which are
functions of F (t). This is, η̃ = η̃F (t) and β̃ = β̃F (t).
Specifically, since in the Kullback-Leibler optimization process the parameters of F (t) are
suppose to be known, the minimization in (3.2) with respect to θ = (η, β) yields the
K-L parameters θ̃ = (η̃, β̃) that give the best Weibull approximation g(t; θ) to f(t).
Thus, when I(f ; g) is near to zero, the ICR is well approximated by a univariate Weibull
distribution. The rule is that smaller I(f ; g) values are better (see Appendix E for details).
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3.4. Comparing K-L and ML Weibull Fit
Ignoring-Mode-of-Failure
For robustness practical reasons it is of interest to study the goodness of the ML fit IG
model as an approximation of the ICR model. Recall that the IG model refers to the
maximum likelihood Weibull fit ignoring-mode-of-failure information. For each sample
size n and complete data (i.e., no censoring or truncation), we obtain θ̂n = (η̂n, β̂n)
′, the
ML estimators for a univariate Weibull. We show that as n increases, θ̂n approaches
almost surely θ̃, which are the K-L parameters obtained in (3.2) that give the best Weibull
approximation to the ICR.
We denote random samples of size n with capital letters, say T1, . . . , Tn, and a realization
of the random sample (the observations) with lowercase letters, say t1, . . . , tn. Also we use
the vector notation T n = (T1, . . . , Tn)
′ and tn = (t1, . . . , tn)
′.
Result 7. Suppose Wi ∼ WEI(ηi, βi), i = 1, 2 with W1 and W2 independent and that the
data are complete (i.e., no censoring or truncation). Define T = min{W1,W2} and let
F (t) be the cdf of T . Suppose T n = (T1, . . . , Tn)
′ is a random sample from F (t). Then,




where a.s. indicates almost sure convergence and θ̂n are the ML estimators for the univari-
ate Weibull g(t; θ̃) obtained ignoring-mode-of-failure information.
The proof of this Result is given in Appendix F.
For the evaluation study we use the K-L procedure, which is free of sampling errors and
permits, formally, to assess a Weibull approximation which is the objective here. Later, we
explore the behavior of the IG model for different sample sizes, based on the K-L results
and the property given in Result 7. For practical purposes, the IG model is the useful
model, because the Weibull approximation parameters are not known beforehand and the
ML estimators are commonly accepted and its properties well studied.
Notice that the data T n on Result 7 are from the distribution of the ICR model, that is, the
Ti’s may not be Weibull distributed. Thus the θ̂n are ML using a misspecified model. It is
interesting that in this case the θ̂n converges to θ̃, and given our interest in characterizing
Weibull competing risks, we provide the details of the proof, because that adds knowledge
to the relation between the IG and the K-L properties. Indeed we did not find the proof
elsewhere. Pawitan (2001, chapter 13) sketches a generalization, for convergence in prob-
ability (i.e., weak convergence), of Result 7 just for a scalar parameter case and gives an
interesting discussion of the robustness of likelihood specification. Konishi and Kitagawa
(2008, chapter 3) mention a generalization, for weak convergence, of Result 7 without a
proof or reference to any source, in the multiparameter case, and give a comprehensive
view of the relation between the ML estimators and the Kullback-Leibler procedure.
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3.5. Reduced Class for the Weibull Independent
Competing Risks Models
Here, we use the ratio between the shape parameters of the competing risks model to state
a criterion measure to assess a Weibull approximation to the ICR model. From the
criterion measure and a log-location-scale transformation of the ICR, we define a reduced
class which eases the evaluation study. The properties of such a class are evaluated with
respect to the K-L information and presented in Weibull probability plots.
3.5.1. Weibull Fit Criterion Measure




= Dlnt(y) ≤ max(β1, β2),








Thus we use as a criterion measure to assess a Weibull approximation, the ratio r =
min(β1, β2)/max(β1, β2), 0 < r ≤ 1. Note that r is just the ratio between the smallest and
the largest beta parameter. An exact Weibull for the ICR model means r = 1, because the
distribution of the minimum of two independent Weibull random variables with the same
shape parameters is also a Weibull with the same shape parameter (See Result 2 part (c)
and Result 3).




, 0 < r ≤ 1.
3.5.2. A Log-Location-Scale Transformation for the ICR and its
Properties
Let the ICR model derived from T1 ∼ WEI(η1, β1) and T2 ∼ WEI(η2, β2). Define T =





where µ1 = ln(η1) and σ1 = 1/β1. We show that this transformation is a simple translation
and rotation in the Weibull probability plot, which preserves the Weibull cdfs as straight
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lines on the plot. Also, this location-scale transformation can be seen as a scaled power
transformation of the data, (T/η1)
β1.
Next we show that under this transformation: (i) the ICR is uniquely transformed to





, (ii) the K-L information I(f ; g)
between f(t), pdf of the ICR, and g(t) a univariate Weibull, is invariant to the transfor-
mation, (iii) the graphical representation of the ICR on Weibull probability plots remains
the same, and (iv) the K-L parameters have a functional equivalence property. The proofs
are as follow:
We know that
F (t) = 1− [1− Φ (z1)] [1− Φ (z2)] , (3.5)
where z1 = (ln t − µ1)/σ1, z2 = (ln t − µ2)/σ2, Φ(z) = Φsev(z) is the cdf of the smallest
extreme value distribution, and µi = ln(ηi), σi = 1/βi, i = 1, 2.




φ (z1) [1− Φ (z2)] +
1
σ2t




φ (z1)Φ (z2) +
1
σ2t
φ (z2) Φ (z1) ,
where Φ(z) = 1 − Φ(z) is the survival function corresponding to the cdf Φ(z) and φ(z) is
the pdf of the smallest extreme value distribution.
(i) From (3.5)
ST (t) = 1− F (t) = [1− Φ (z1)] [1− Φ (z2)] .
Also,
ST (t) = ST1(t)ST2(t).
From (3.4) consider the log-location-scale change of variables
ln t = σ1 lnw + µ1, t = exp (σ1 lnw + µ1). (3.6)
Directly from the algebra of monotone transformations of random variables
SW (w) = ST [exp (σ1 lnw + µ1)]
= ST1 [exp (σ1 lnw + µ1)]ST2 [exp (σ1 lnw + µ1)]
= Φ
{














3.5 Reduced Class for the Weibull Independent Competing Risks Models 31
From the first factor of the last expression, we have that T1 is log-location-scale trans-




β1 , r = β2/β1
]
. In fact, the Risk 2 survival function is
Φ
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respectively. This shows that under the log-location-scale transformation (3.4), any
ICR with components
WEI (η1, β1) , WEI (η2, β2) ,
is transformed to an ICR with components














. Thus the transformation preserves the Weibull cdfs as straight
lines on Weibull probability plots.













where z = (ln t − µ)/σ and µ = ln(η), σ = 1/β. The K-L information or distance
between f and g for the random variable T is

























φ (z1)Φ (z2) +
1
σ2











φ (z1)Φ (z2) +
1
σ2t
φ (z2) Φ (z1)
]
dt. (3.7)







Thus z1 = lnw, and
z2 =
(σ1 lnw + µ1)− µ2
σ2
=




(σ1 lnw + µ1)− µ
σ
=
lnw − (µ− µ1)/σ1
σ/σ1
Then, from (3.7) after the change of variables































Observe that (3.8) corresponds to the K-L information between the pdf of an ICR with











Then, we have proved that the K-L distance between f and g remains invariant under
log-location-scale transformations.
(iii) The left panel in Figure 3.1 shows the Weibull probability plot of the cdfs of the fol-
lowing four models: the ICR model and its components WEI(150, 2) and WEI(200, 1)
and the best K-L based Weibull approximation to the ICR. The right panel in Fig-
ure 3.1 shows the same four curves after the log-location-scale change of variables,
(ln t − µ1)/σ1, to the ICR components. In the Weibull probability plot, as we have
already mentioned, the transformation is equivalent to a translation and a rotation
of the ICR model components and the best K-L based Weibull model. Thus the
right hand side plots exhibits the same pattern of the plot on the left. Then we have
shown that the graphical representation of the ICR model on a Weibull probability
plot remains the same after the log-location-scale transformation. In particular, the
Weibull probability plot illustrates that the goodness of the fit using K-L information
remains invariant to the log-location-scale transformation, as was proved in (ii).
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(iv) Returning to equation (3.7), applying (3.2), we find the K-L parameters µ̃, σ̃ on the








This property permits finding the K-L parameters on the transformed class, and
from them, using (3.9), obtain the K-L parameters of any ICR model. This is the
functional form of the equivariance property of the maximum likelihood estimators for
the location-scale family of distributions (see Lawless, 2003), which from Result 7 can
be seen as an asymptotic form of the property. Then we say that the K-L parameters




























































Figure 3.1.: Weibull probability plots showing a) Left panel: the cdf of the risks T1 ∼
WEI(150, 2) and T2 ∼ WEI(200, 1), the cdf of the true independent compet-
ing risks model (ICR), and the cdf of the best (K-L) Weibull approximation.
b) Right panel: the same curves as in the figure on the left but after the
log-location-scale transformation.
Notice that the results on this section apply to the general log-location-scale family.
The two component distributions do not have to be of the same type. In fact, for any
log-location-scale distributions with cdfs Φi, i = 1, 2 and g(t) being a log-location-
scale distribution with cdf Φ, all the results still hold.
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3.5.3. The Reduced Class Definition
Because 0 < (η2/η1)
β1 < ∞ and assuming without loss of generality max(β1, β2) =
β1, we say that the reduced class, C(r), consist of the ICR models with components
WEI(1, 1), WEI(ην , r), 0 < r = β2/β1 ≤ 1, 0 < ην = (η2/η1)
β1 < ∞. Thus any ICR
model can be transformed, in a unique way, to an ICR in the class C(r), with an equiv-
alent K-L distance, the same graphical form on the Weibull probability plot, and the
K-L parameters functionally equivalent, as explained above in Section 3.5.2, item (iv).
It can be shown that for all members of C(r) the upper curvature bound is the same,
κ(t) ≤ (1− r)2/4(1 + r2)3/2 (see Appendix G for details).
Figure 3.2 illustrates on a Weibull probability plot three of the class C(0.8) ICRs members.
The Risk 1 cdf, which is the same for all the ICRs models in the class, is represented by
the continuous dark line. The Risk 2 cdfs have all the same slope equal to r = 0.8, which
is the identifier of the class C(0.8). One example has Risk 2 cdf WEI(1, 0.8). The other
two examples are extreme cases, the first, where the crossing point is far to the right, is
represented for the ICR with Risk 2 cdf WEI(0.02, 0.8), and the second, where the crossing
point is far to the left, is represented for the ICR with Risk 2 cdf WEI(50, 0.8).
3.5.4. Other Properties of the Class C(r)
For the purpose of identifying a good Weibull approximation to the ICR, we design an
evaluation study based on the reduced classes C(r), 0 < r ≤ 1. Thus, it is important
to study the properties of those classes. We show, first, an important relation between
the ratio r and the K-L information. Next, we discuss the extreme cases behavior (which
we know are the ones where the crossing point is too far to the right or to the left in
a Weibull probability plot) in terms of the scale parameters which in C(r) are summa-
rized in ην = (η2/η1)
β1 . Finally, we show that on C(r) the model with risks components
WEI(1, 1), WEI(1, r), which we call the r-based model, could approximately represent
the whole class from the point of view of Weibull approximation derived from the K-L
criterion.
Since for any ICR in C(r) its risks components are a WEI(1, 1) and a WEI(ην , r), 0 <
r ≤ 1, 0 < ην < ∞, the following result is a consequence of Result 3:
Result 8. Consider the cdf F (t) of an ICR in C(r). Then, when r → 1–, F (t) converges
to a WEI(η∗, 1) cdf where η∗ = ην/(1 + ην).









because, as r → 1–, F (t) approaches a Weibull distribution. Thus, we have that as r in-
creases toward one, the K-L distance decreases. Figure 3.3 illustrates the distance between




























Figure 3.2.: Weibull probability plot illustrating three of the class C(0.8) ICRs members.
The Risk 1 cdf, WEI(1, 1) is the continuous dark line which is the same for
all the ICRs in the class. One example has Risk 2 cdf WEI(1, 0.8). Two
extreme cases ICRs are represented for the risks cdfs, WEI(0.02, 0.8) and
WEI(50, 0.8), respectively.
the cdf of the best Weibull approximation (K-L) and the ICR cdf with risks components
WEI(1, 1) and WEI(1, r); observe that as r approaches one the two lines are closer. The
latter ICR model is defined on next section as the r-based model.
On Figure 3.2, we show two extreme cases depending on the crossing point; to give a
precise definition of those cases, we have from (G.1) in Appendix G, for the class C(r) that
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Thus, the extreme cases are seen as the ones where ην is very small or very large in the
class C(r) setting. Recall that ην = (η2/η1)
β1 , so the extreme cases carry information on
the scale parameters and it is important to study their behavior. For that consider ηℓ as
an small enough value such that Pr(T1 < T2) ≈ 0, where T1 has a WEI(1, 1) cdf and T2
has a WEI(ηℓ, r) cdf; and call ηu a large enough value such that Pr(T2 < T1) ≈ 0, where
T1 has a WEI(1, 1) cdf and T2 has a WEI(ηu, r) cdf. This is, the extreme cases are ηℓ and
ηu in the class C(r).
Result 9. i) As ην → ηℓ, F (t) is well approximated by a WEI(ηℓ, r) cdf and β̃ → r.
ii) As ην → ∞, F (t) is well approximated by a WEI(1, 1) cdf and β̃ → 1.
Notice that, since the best K-L approximation to a Weibull is the Weibull itself, we have
that the K-L parameter β̃ in i) approaches r, and in ii) approaches one.
Observe that for each r, there are different values of ηℓ and ηu which are empirically
determined on the next section (see Table 3.1). Also note that in ii), it can be said “as
ην → ηu”.
The r-based model
We seek a model close to the least-favorable case within C(r), in the K-L sense. That is,
the ICR which has the largest K-L best Weibull fit inside the class. Equivalently, we seek
for the ICR model where ǫr = maxην
[
min(η,β) I(f ; g)
]
is observed for some ην , in C(r). The
maximum is taken only with respect to ην in the class C(r), because the pdf for the ICR


















depends only on the parameter ην given that r is fixed.
From (3.10) and the definition of limit of a function, we have
For every ǫ > 0 there is a δ > 0 such that
min
(η,β)
I(f ; g) < ǫ if 1− δ < r < 1.









on the class C(r), thus
δ > 1− r, and 1− δ < r < 1.
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Thus, the value of ǫr exits and as r increases ǫr decreases. For the purpose of finding
the ICR least-favorable model within the class C(r), we proceed as follows: i) given r,
the ǫr in (3.11) is numerically obtained and it is verified that is unique, ii) find the value
of ην , say ηrmax, such that its respective ICR attains the solution ǫr in item i), iii) the
latter ICR is the least-favorable model, which has risks WEI(1, 1) and WEI(ηrmax, r), and
iv) it is shown numerically that the ICR in C(r) with ην = 1 has a minimum K-L value
close to ǫr, and in the K-L metric this model is considered equivalent to the least-favorable
model. We call the latter, the r-based model, that is the one derived from the risks
components WEI(1, 1), WEI(1, r). Thus, we say that the r-based model approximately
represents the whole class C(r). For the r-based model, the crossing point for the two
risks is tc = 1, which is the 0.632 quantile of both Weibull risks components. See Figure
3.2 for illustration in C(0.8). Appendix H shows details of the described procedure for
r = 0.4, 0.5, 0.6, 0.7, 0.8, 0.85, 0.9, 0.95, 1.
We have shown that to study the ICR models with the same slope ratio, it suffices to
explore the r-based model and the results are inferred to the entire class C(r). This idea
is the foundation for the evaluation study design, which we present in the next section.
3.6. Evaluation Study for the K-L Best Weibull
Approximation
Now we outlined an evaluation study to compare the K-L best Weibull fit with the cor-
respondent ICR model. For each r, on a Weibull probability plot, we draw the cdf of the
r-based model and the cdf of the K-L best Weibull fit and assess the goodness of the K-L
Weibull approximation. Choosing a fine grid for values of r, 0 < r ≤ 1, furnishes a good
cover of the entire ICR model space. The evaluation study is done over a wide range of
r values which provides a reasonable information for characterizing when an ICR is well
approximated by a single Weibull model.
In the following section, based on the evaluation results and the knowledge that the IG
model approaches the K-L best Weibull fit in large samples, we explore the behavior of the
IG model for different sample sizes.
3.6.1. General Evaluation Scheme
We use the following evaluation scheme:
i) Choose a grid for values of r, in (0, 1]. We present the results for r = 0.1, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9, 0.99.
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ii) Draw on a Weibull probability plot the cdf of the r-based model and the cdf of the
corresponding K-L best Weibull approximation.
iii) Use Weibull probability plots to assess the goodness of the Weibull approximation
to the ICR model as a function of r.
3.6.2. Results and Statements
Figure 3.3 shows the Weibull probability plots for the r-based models for some values of
r. From the closeness between the curve (ICR) of the r-based model cdf, and the straight
line (K-L) of the best Weibull approximation cdf, we observe that for r ≥ 0.8 the Weibull
approximation to the ICR model is good. In conclusion, we have:
Statement 1
Suppose Ti ∼ WEI(ηi, βi), i = 1, 2 with T1 and T2 independent. Assume β1 ≥ β2. Define
T = min{T1, T2}, and r = β2/β1. When r ≥ 0.8, the independent competing risks model is
well approximated by a WEI(η̃, β̃), where (η̃, β̃) are the Kullback-Leibler parameters of the
best Weibull approximation to the ICR model for T .
Statement 1 is based entirely on the value of r, regardless of the value of ην = (η2/η1)
β1 .
This is, they are founded only on the closeness between the shape parameters. It is a
consequence of the evaluation scheme which uses the r-based model which can be considered
the “worst” model on C(r) following the K-L criterion. From the extreme cases on Result 9,
however, we have seen that for each r, the closer ην is to ηℓ or to ηu, the better the Weibull
approximation is. Table 3.1 summarizes, for different values of r, the extreme case values
ηℓ and ηu, choosing a ην where the min(η,β) I(f ; g) ≈ 10
−10. Notice that as r ≥ 0.8 the
extreme case values are moderate, while for small r this values are very large and without
practical use. However it emphasizes the importance of r ≥ 0.8 on Statement 1 .
Then, we have
Statement 2a
On each class C(r) according to Table 3.1
i) as ην approaches to ηℓ, the ICR is well approximated by a WEI(ηℓ, r).
ii) as ην approaches to ηu, the ICR is well approximated by a WEI(1, 1).
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Table 3.1.: Extreme cases for each r: ηℓ is the value where there is a good approximation
to a WEI(ηℓ, r), and ηu is the value where there is a good approximation to
WEI(1, 1)
r ηℓ ηu
0.1 2× 10−10 1× 1025
0.2 2× 10−5 1× 1015
0.3 2× 10−3 1× 108
0.4 2× 10−2 1× 106
0.5 2× 10−2 70,000
0.6 2× 10−2 3,500
0.7 2× 10−2 300
0.8 2× 10−2 50
0.9 2× 10−2 2
1 2× 10−2 1
Note that Statement 2a can be written in terms of the crossing point because, from (G.1)







Then, for r fixed
if ην → 0, tc → ∞, and
if ην → ∞, tc → 0.
Thus as in Chapter 2, we have:
Statement 2b
Extreme cases are when the crossing point is too far to the right or to the left in the
Weibull probability plot in whose case the ICR cdf is well approximated by a single Weibull
distribution.
Statement 1 relates to the observation in Meeker, Escobar, and Hong (2009, page 157),
from the optimal K-L criterion, that the closeness between the shape parameters of the
risks cdfs is an important factor in determining when a single Weibull model fits well a
Weibull ICR.
Statements 2a and 2b give a rule to account for the effect of the scale parameters given
the ratio between the shape parameters, r is fixed. Namely, if ην = (η2/η1)
β1 is small or
large, the K-L Weibull approximation improves.
From Result 9 and Statement 2a, considering the K-L parameter β̃ as a function of ην on
C(r), say β̃(ην),
as ην → 0, β̃(ην) → r, and
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as ην → ∞, β̃(ην) → 1.




= r ≤ β̃ ≤ 1,
which implies
β2 ≤ β1β̃ ≤ β1.
Using the functional equivalence property (3.9), β̃0 = β1β̃ is the K-L slope parameter on




This relates another observation made by Meeker, Escobar, and Hong (2009, page 157). In
particular, we have:
Statement 3a
The K-L shape parameter of the Weibull approximation is in between those of the marginal
distributions.
Besides we have checked on C(r) that (see Appendix I)
0 < η̃ ≤ 1.
Using the functional equivalence property (3.9)
0 < η̃ = (η̃0/η1)
β1 ≤ 1,
where η̃0 is the K-L scale parameter on the original scale-shape units. This implies
0 < η̃0 ≤ η1.
Thus, it gives
Statement 3b
The K-L scale parameter of the Weibull approximation is bounded above by the scale pa-
rameter of the risks component associated with the max{β1, β2}.
Those statements are obtained under the optimum K-L divergence criterion. Next section
explores the behavior of the ignoring-mode-of-failure model (IG) for different sample sizes
based on the relation with the best K-L model and the knowledge so far adquired.

































































































































































































































Figure 3.3.: Weibull probability plots showing the cdfs of the risks T1 ∼ WEI(1, 1) and
T2 ∼ WEI(1, r) of the r-based model, the cdf of r-based model (ICR), and
the cdf of the best (K-L) Weibull approximation, for r = 0.1, 0.4, 0.5, 0.6,
0.7, 0.8, 0.9, 0.99.
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3.7. Behavior of the Ignoring-Mode-of-Failure Model for
Different Sample Sizes
Recall that the IG procedure obtains the maximum likelihood Weibull distribution fit
ignoring-mode-of-failure information. From (3.3), it follows that for large samples and com-
plete data the ignoring-mode-of-failure (IG) approach is equivalent to the Kullback-Leibler
methodology. To study the behavior of the IG model, we compare the K-L parameters
θ̃ = (η̃, β̃), with the ML estimators, θ̂n = (η̂n, β̂n)
′, for different sample sizes and values of r.
It is shown that the statements in Section 3.6 relative to the K-L parameters are extended
to the IG model under the constrain that the shape parameters of the risks components are
close to each other. We indicate the difficulty of checking the hypothesis of similarity of the
shape parameters for small and moderate sample sizes. Finally using Weibull probability
plots analysis and examples with real data, we give some recommendations to help the
practitioner on the use of the IG model.
3.7.1. K-L Parameters Versus ML Estimators
To explore the behavior of θ̂n = (η̂n, β̂n)
′ relative to θ̃ = (η̃, β̃)′, we perform a simulation
experiment. To fit the IG model for a sample size n, since the risks T1 and T2 are indepen-
dent Weibull variables, we generate n independent pairs (t1i, t2i) and take the minimum of
each pair to obtain T , say ti = min{t1i, t2i}, i = 1, ..., n. Using t1, ..., tn a Weibull univariate
model is fitted using ML to obtain θ̂n = (η̂n, β̂n)
′. Note that the ICR simulated data used
here, are exact failures times from T1 and T2. Thus the data are pairs (ti, δi) where δi is
a discrete variable for the mode of failure: δi = 1 if the failure comes from T1 and δi = 0
if comes from T2. We can estimate the marginal cdf of Ti, i = 1, 2. For T1, the data are
(t1i, δi) with δi = 1 if t1i < t2i and δi = 0 otherwise.
The simulation scheme is the following:
i) Choose a class C(r) and its respective r-based model, which is the one derived from
WEI(1, 1), WEI(1, r). For r = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.
ii) Given r find θ̃ = (η̃, β̃)′ for the r-based model on C(r).
iii) Use sample sizes, n = 20, 30, 50, 80, 100. For each n, generate 10,000 random sam-
ples from the r-based model and, through the IG fitting procedure, obtain (η̂ni, β̂ni),
i = 1, ..., 10,000.
iv) Calculate the mean squared error of β̂n around β̃
MSEβ̂n =
∑10,000
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v) Calculate MSEη̂n .
vi) Calculate
√




From Table 3.2, observe that for r ≥ 0.8 and different values of n, the relative errors for
the estimates β̂n and η̂n remain stable. For example, for r = 0.8 and n = 80, the relative
error for β̂n is 0.091194 and relative error for η̂n is 0.132710; and for for r = 1 and n = 80,
the relative error for β̂n is 0.092391 and for η̂n is 0.1117467. Note that for r=1 the ICR
model is an exact Weibull which corresponds to the WEI(η̃, β̃). Then for this case θ̃ is
the true value of the Weibull distribution from where the data comes, and there is not
missespecification problem. This is, for r=1, we are in the maximum likelihood setting
and the Weibull approximation problem can be treated as a usual ML estimation approach
for different sample sizes. Thus from the comparison between θ̃ and θ̂n on Table 3.2, we
conclude that for r ≥ 0.8 is reasonable to say that the ICR model is well approximated
by a WEI(η̂n, β̂n), where ((η̂n, β̂n) are the ML estimators of the ignoring-mode-of-failure
model (IG) for a sample size n. This is the ML version of Statement 1 in the preceding
section.
We have done simulation experiments using the class C(r) which allow for r ≥ 0.8 to
extend the K-L parameters results on Section 3.7.2 to the ML estimators of the IG model.
Namely the Statements 2a, 2b relative to the extreme cases and the crossing point, and
the Statements 3a, 3b relative to the bounds of the ML estimators of the shape and scale
parameters.
Unfortunately, the variability of r̂ = β̂2/β̂1 is large and in practical problems renders very
little use for inference about the value of r (see discussion on Appendix J). For example,
to test r ≥ 0.8, it is needed an extremely large sample of about n = 700. Furthermore,
with actual data, it might be that the mode of failure information is not available, thus r
can not be estimated. Then we lack of a practical test to help the user to decide when the
shape parameters are similar.
The evaluation study has provided a large sample framework for the behavior of θ̂n =
(η̂n, β̂n) which are the ML estimators using the missespecified IG model. Next section
presents ML Weibull probability plot analyzes of four real data examples which supply
elements to make some practical recommendations about the use of the ignoring-mode-of-
failure model.
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Table 3.2.: Comparison for different sample sizes, between the K-L parameters θ̃ = (η̃, β̃)
for the r-based model and the MLE θ̂n = (η̂n, β̂n) for the ignoring-mode-of-
failure (IG). Results for MSEβ̂n , MSEη̂n , relative error of β̂n =
√
MSEβ̂n/β̃,
relative error of η̂n =
√
MSEη̂n/η̃ where n is the sample size, and r, 0 < r ≤ 1,










r = 1, η̃ = 0.5, β̃ = 1
20 0.047827 0.014044 0.218694 0.237017
30 0.028017 0.009288 0.167384 0.192752
50 0.015015 0.005573 0.122537 0.149305
80 0.008536 0.003450 0.092391 0.117467
100 0.006814 0.002763 0.082544 0.105132
r = 0.9, η̃ = 0.4809876, β̃ = 0.9473651
20 0.044182 0.014599 0.221873 0.251202
30 0.023901 0.009483 0.163189 0.202464
50 0.012924 0.005785 0.120001 0.158131
80 0.007495 0.003589 0.091384 0.124553
100 0.006100 0.002876 0.082441 0.111499
r = 0.8, η̃ = 0.4579446, β̃ = 0.8888258
20 0.038704 0.014864 0.221341 0.266227
30 0.022026 0.010158 0.166973 0.220088
50 0.011811 0.005848 0.122273 0.166993
80 0.006570 0.003693 0.091194 0.132710
100 0.005475 0.002947 0.083248 0.118549
r = 0.7, η̃ = 0.4295934, β̃ = 0.8231907
20 0.034609 0.015739 0.225994 0.292034
30 0.019465 0.010248 0.169482 0.235642
50 0.010214 0.006157 0.122772 0.182658
80 0.006016 0.003794 0.094222 0.143379
100 0.004574 0.002973 0.082157 0.126930
r = 0.6, η̃ = 0.3941343, β̃ = 0.7488188
20 0.029620 0.015921 0.229834 0.320143
30 0.016536 0.010554 0.171727 0.260654
50 0.009005 0.006181 0.126729 0.199481
80 0.005351 0.003854 0.097686 0.157516
100 0.004087 0.003101 0.085369 0.141284
r = 0.3, η̃ = 0.2138016, β̃ = 0.4481033
20 0.013989 0.014143 0.263952 0.556235
30 0.008191 0.008543 0.201975 0.432296
50 0.004614 0.005050 0.151595 0.332387
80 0.002702 0.003139 0.116005 0.262067
100 0.002091 0.002472 0.102039 0.232533
r = 0.1, η̃ = 0.01879366, β̃ = 0.1603796
20 0.003105 0.003100 0.347535 2.969326
30 0.001648 0.001326 0.253152 1.942071
50 0.000892 0.000596 0.186319 1.302219
80 0.000510 0.000285 0.140884 0.899570
100 0.000392 0.000208 0.123524 0.769090
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3.7.2. Examples
We use four real sets of data, to illustrate some patterns of the ignoring-mode-of-failure
model which allows to state practical recommendations. The ignoring-mode-of-failure data
analysis is used for a three-fold objective: i) determine if there is good Weibull fit; ii) when
a single Weibull fit is good, determine if the competing risks analysis could be safely ignored.
This is, to check when the analysis ignoring-mode-of-failure is considered basically the same
as the one that takes into consideration the two risks, for an specific purpose, and iii) in
both cases, regardless of the goodness of the Weibull fit, determine the evidence of multiple
failure modes information.
For all the examples, the risks components are well fitted by Weibull distributions, therefore
we can aposteriori validate the effect of the ignoring-mode-of-failure on the competing risks
model. The risks modes are assumed independent.
Shock Absorber Failure Data
Table 3.3 gives the failure times (in number of kilometers of use), of vehicle shock absorbers,
first reported in O’Connor (1985). The table shows two different failure modes, denoted
by M1 and M2, there are 27 censored observations and 11 failures. The failure modes M1
and M2 are assumed independent. Meeker and Escobar (1998) use this data as one of the
examples of Weibull fit in probability plotting for the ignoring-mode-of-failure data.
Table 3.3.: Shock Absorbers Distance to failure
Distance (km) Failure Mode Distance (km) Failure Mode
6700 M1 17520 M1
6950 Censored 17540 Censored
7820 Censored 17890 Censored
8790 Censored 18450 Censored
9120 M2 18960 Censored
9660 Censored 18980 Censored
9820 Censored 19410 Censored
11310 Censored 20100 M2
11690 Censored 20100 Censored
11850 Censored 20150 Censored
11880 Censored 20320 Censored
12140 Censored 20900 M2
12200 M1 22700 M1
12870 Censored 23490 Censored
13150 M2 26510 M1
13330 Censored 27410 Censored
13470 Censored 27490 M1
14040 Censored 27890 Censored
14300 M1 28100 Censored
These data are multiple right-censored. Figure 3.4, shows that the Weibull distribution fits
well the data ignoring-mode-of-failure and Figure 3.5 presents the ML Weibull fit of the IG
model together with a pointwise 95% confidence intervals, which account for the variability
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Figure 3.4.: Weibull probability plot of the Shock Absorber data for the IG model and
nonparametric-simultaneous approximate 95% confidence bands for the true
cdf.
of the small data set. The pointwise confidence intervals suffice to explain the variability,
because in reliability, generally, the interest is on a few quantiles or failure probabilities.
Figures 3.4–3.5 do not provide evidence of multiple failure modes. To check the validity
of the inferences we know beforehand there are two failure modes which in Figures 3.4–3.5
are hidden. Figure 3.6 shows the ML estimates for the cdfs of the two individual failure
modes, the estimated ICR model and the estimated IG model. It is seen that the cdf for the
ICR looks superimposed over the cdf of the IG model which suggests that the IG model is
a good Weibull approximation to the ICR model. In fact, there is an slight difference (not
shown in Figure 3.6) when the probability axis approaches zero because the M2 failure
cdf will be dominant, that is the ICR slope approaches the M2 slope. Also, Figure 3.6
suggest that the distributions of the failure modes are similar, which implies that the shape
parameters are close to each other.
These data were at the start of the proposed problem of ignoring-mode-of-failure in the
analysis because, it might be as good as the analysis that takes them in consideration.
Paraphrasing Chapter 2, Section 2.2 or Yáñez, Escobar, and González (2014, Section
1), “This is the case for example, with the analysis of the Shock Absorber data in
Meeker and Escobar (1998) where a simple Weibull analysis, ignoring-mode-of-failure, is
basically indistinguishable of a Weibull analysis that takes in consideration the two ob-
served failure modes.”
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Figure 3.5.: Weibull probability plot of the Shock Absorber data for the Weibull ML
estimate for the IG model and pointwise 95% confidence intervals. The pa-
rameter estimates for the IG model are η̂ and β̂.
Figure 3.6.: Weibull probability plot of the Shock Absorber data, showing the ML esti-
mates of the cdf for the M1 failure only, the cdf estimate for the M2 failure
only, the cdf estimate of the ignoring-mode-of-failure model (IG), and the cdf
of the estimated independent competing risks model (ICR).
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Connection Strength Data
Table 3.4 shows breaking strenghts of 20 wire connections transcribed from Nelson (1982,
page 111), eliminating three values from the original data for the reasons mentioned by
Nelson (1982) and Crowder (2001, page 7). There are two types of failure: breakage at the
bonded end (B failure) and breakage along the wire itself (W failure).
Table 3.4.: Breaking strenghts of wire connections and cause of failure
Breaking Type Breaking Type Breaking Type
Strenght of break Strenght of break Strenght of break
550 Bond 1150 Bond 1450 Wire
750 Wire 1150 Bond 1550 Bond
950 Bond 1250 Bond 1550 Wire
950 Wire 1250 Bond 1550 Wire
1150 Wire 1350 Wire 1850 Wire
1150 Wire 1450 Bond 2050 Bond
1150 Wire 1450 Bond
Figure 3.7.: Weibull probability plot of the Connection Strength data for the IG model
and nonparametric-simultaneous approximate 95% confidence bands for the
true cdf.
Figure 3.7, shows that the Weibull distribution fits well the data ignoring-mode-of-failure
and Figure 3.8 presents the ML Weibull fit of the IG model together with a pointwise 95%
confidence intervals. Figures 3.7–3.8 do not give evidence of multiple failure modes.
Figure 3.9 suggests that the modes of failure could be safely ignored. The failure mode
analysis for this example is similar to the failure mode analysis for the Shock Absorber data.
It is pertinent to observe that the Weibull probability plots mechanics work, generally, the
same for censored and complete data from the goodness of fit interpretation point of view.
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Figure 3.8.: Weibull probability plot of the connection strength data for the Weibull ML
estimate for the IG model and pointwise 95% confidence intervals. The pa-
rameter estimates for the IG model are η̂ and β̂.
Figure 3.9.: Weibull probability plot of the connection strenght data, showing the ML
estimates of the cdf for the W failure only, the cdf estimate for the B failure
only, the cdf estimate of the ignoring-mode-of-failure model (IG), and the cdf
of the estimated independent competing risks model (ICR).
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Turbine Device Data
The data are taken from Meeker and Escobar (1999). Table 3.5 gives failure times mea-
sure in millions of cycles of 50 turbine devices with two failure modes. The data shown
are from an experiment that was conducted to estimate the life distribution of a newly
designed turbine device that was to be installed in an appliance. Prototype turbines were
manufactured and each was installed in a special test fixture that would allow a given load
and a constant presure to be applied to turn the turbine. The turbines were tested at
the same level of pressure and run until failure, defined as the point in time when power
output from the unit decreased below a given threshold. Each failed unit was inspected
to determine the exact cause of failure. Most failure were due to a cracking of the turbine
(C failure), resulting in a sudden decrease in power output. Some of the failures were,
however, due to a fracture of the test fixture itself (F failure), a failure mode that would
not be expected in the actual appliance application.








184 Crack 169 Crack 169 Crack
145 Crack 179 Crack 80 Fixture
16 Fixture 152 Crack 169 Crack
200 Crack 139 Crack 172 Crack
142 Crack 36 Fixture 166 Crack
166 Crack 166 Crack 190 Crack
160 Crack 204 Crack 184 Crack
80 Fixture 160 Crack 185 Crack
176 Crack 155 Crack 6 Fixture
158 Crack 152 Crack 145 Crack
158 Crack 182 Crack 140 Crack
167 Fixture 158 Crack 172 Crack
188 Crack 180 Crack 182 Crack
163 Crack 169 Crack 198 Crack
158 Crack 39 Fixture 164 Crack
166 Crack 48 Fixture 169 Crack
161 Crack 134 Fixture
Figure 3.10, shows that the data for the IG do not fit a Weibull distribution and it suggests
the existence of two distinct modes of failure. Figure 3.11 shows the ML estimates for the
cdfs of the two individuals failure modes, the ICR cdf estimate and the IG cdf estimate.
There is a great difference between the ICR and the IG and the conclusion is that the
competing risks must be included in the analysis.
This example exhibits a case where before the crossing point the mode C failure cdf is dom-
inant, and after it the mode F failure cdf is dominant. Figure 3.10 shows this information
which allow to infer that the riks components slopes are not close to each other.
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Figure 3.10.: Weibull probability plot of the turbine device data for the IG model and
nonparametric-simultaneous approximate 95% confidence bands for the true
cdf.
Figure 3.11.: Weibull probability plot of the turbine device data, showing the ML esti-
mates of the cdf for the C failure only, the cdf estimate for the F failure only,
the cdf estimate of the ignoring-mode-of-failure model (IG), and the cdf of
the estimated independent competing risks model (ICR). The parameter
estimates for the IG model are η̂ and β̂.
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Device-G Data
The data are taken from Meeker and Escobar (1998). Table 3.6 gives times of failure
and running times up to 300 thousand cycles for a 30 units sample of devices from a field
tracking study. Two modes of failure are considered: S indicates an electrical surge failure,
these failure predominate carly in life, W indicates a wearout failure which began to appear
after 100 thousand cycles of use and – indicates a unit still operating after 300 thousand
cycles.
Table 3.6.: Device-G failure times and cause of failure for devices that failed and running
times for units that did not fail
Thousands Failure Thousands Failure Thousands Failure
of Cycles Mode of Cycles Mode of Cycles Mode
275 W 106 S 88 S
13 S 300 – 247 S
147 W 300 – 28 S
23 S 212 W 143 S
181 W 300 – 300 –
30 S 300 – 23 S
65 S 300 – 300 –
10 S 2 S 80 S
300 – 261 S 245 W
173 S 293 W 266 W
Meeker and Escobar (1998) did the Weibull analysis which is replicated here. Figure 3.12–
3.13 seem to show that the Weibull distribution fits well the IG data, and no evidence of
multiple failure information.
Figure 3.12.: Weibull probability plot of the Device-G data example for the IG model and
nonparametric-simultaneous approximate 95% confidence bands for the true
cdf.
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Figure 3.13.: Weibull probability plot of the Device-G data for the Weibull ML estimate
for the IG model and pointwise 95% confidence intervals. The parameter
estimates for the IG model are η̂ and β̂.
Figure 3.14.: Weibull probability plot of the Device-G data, showing the ML estimates
of the cdf for the W failure only, the cdf estimate for the S failure only, the
cdf estimate of the ignoring-mode-of-failure model (IG), and the cdf of the
estimated independent competing risks model (ICR).
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Figure 3.14 for the actual data, shows, on the contrary, that there are two risks components
with dominant risks before and after the crossing point and that the IG is not a good
Weibull approximation to the ICR model. In conclusion, caution should be exercised
when the ignoring-mode-of-failure analysis is used in practice because, it does not always
uncovers the competing risks information, this can lead to severe erroneous conclusions.
3.7.3. Recommendation
In summary, we have the following patterns for the ignoring-mode-of-failure: i) cases
where is suggested a goodWeibull fit but there is not evidence of the multiple failure modes.
Such is the behavior of the Device-G, the Shock Absorber and the Connection Strenght but
when the modes of failure are used the Device-G leads to different conclusions, while the
other two examples drive to the same conclusions. Also, for the Device-G the risks shape
parameters are far away whereas the other two have the shape parameters close to each
other and it could be said that the risks distributions are similar, ii) cases as the Device-G
and Turbine Device where the actual data show dominant competing risks information
that is not apparent in the Device-G ignoring-mode-of-failure analysis.
Therefore we suggest as a general recommendation to design studies that take into consid-
eration the competing risks information to avoid erroneous inferences.
3.8. Conclusions and Future Work
We have shown a procedure to uniquely transform an ICR model into another ICR model
depending on the ratio of the shape parameters. The result is what is called the reduced
class C(r), 0 < r ≤ 1, which is central in the evaluation and simulation studies, insofar as
it allows one to obtain a good cover of the entire ICR model space.
Based on the K-L divergence criterion we have validated some characteristics of the ML
estimators of the competing risks model with two independent Weibull risks for complete
data and large samples. If the shape parameters of the risks components are close to each
other: (a) the IG model approximates well the ICR model; (b) the ML shape parameter
estimator of the IG model is in between the ML estimators of the risks components; (c) the
ML estimator of the scale parameter is bounded above by the ML estimator of the scale
parameter associated with the maximum ML shape parameter estimator of the risks com-
ponents; and (d) for fixed shape parameters ratio, as the estimated crossing point moves
the Weibull approximation improves.
For practical purposes from the ignoring-mode-of-failure information, when the sample
size is small or moderate and the data are complete or censored, there is not a clear
way of identifying the presence of the competing risks, neither a way to detect when the
shape parameters are close to each other. Thus the ignoring-mode-of-failure approach pro-
vides useful information just in special cases like the Shock Absorber and the Connection
3.8 Conclusions and Future Work 55
Strength data, and we recommend to design studies that take into consideration the com-
peting risks information, because once the data are collected there is little one can do to
remedy the problem.
The evaluation study could be extended to the competing risks model from the bivariate
Weibull distribution presented in Chapter 2 or Yáñez, Escobar, and González (2014), to




A. Appendix: Monotonicity of the CRM
cdf pmdw(t) as a Function of θ




, where R = exp(θz1) + exp(θz2), and zi = [ln(t) −








θz1 exp(θz1) + θz2 exp(θz2)
θ2R
=
θz1 exp(θz1) + θz2 exp(θz2)− R ln(R)
θ2R
=
[θz1 − ln(R)] exp(θz1) + [θz2 − ln(R)] exp(θz2)
θ2R
.
Note that ln(R) = ln[exp(θz1) + exp(θz2)] > ln[exp(θzi)] = θzi, for i = 1, 2. Thus for fix
t, [∂ ln(R1/θ)/∂θ] < 0. This implies that R1/θ is monotone decreasing in θ. Consequently,
smdw(t) is increasing in θ and pmdw(t) = 1− smdw(t) is decreasing in θ.

B. Appendix: Important Properties of
the CRM
This appendix provides details of the properties of the CRM derived from the bivariate
Weibull defined in (2.13). The correspondent properties for the CRM with independent
Weibull risks are obtained by setting the dependence parameter to θ = 1.






From the definition of φsev(z) and Φ
−1
sev(p) in (2.8) and using (2.15) and (2.16), we get that
for 0 < p < 1,
φsev[Φ
−1
sev(p)] = exp {ln [− ln(1− p)]} exp {− exp [ln(− ln(1− p))]}
= −(1 − p) ln(1− p).
Then with p = pmdw(t), we get
φsev[Φ
−1
sev(pmdw(t))] = −[1 − pmdw(t)] ln[1− pmdw(t)]
= smdw(t) {− ln[smdw(t)]} . (B.1)
Now we compute t dmdw(t), where dmdw(t) is the density corresponding to the cdf pmdw(t)
given in (2.16). Direct differentiation of pmdw(t) yields


















which is the result suggested in (2.17). Note that with θ = 1, one obtains the independent
risks case suggested in (2.7).
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θ exp[θ(z2 − z1)]
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θ exp[θ(z1 + z2)]
[exp(θz1) + exp(θz2)]
2 > 0.
For the CRM with independent Weibull risks, use θ = 1. In this case the second partial
derivative is still positive and takes the value suggested in (2.10).
C. Appendix: Cdf for the CRM With
Weibull Dependent Risks and Similar
or Equal Shape Parameters
pmdw(t) = 1− exp
{










































When βi → β > 0, i = 1, 2, it follows that σi → σ = 1/β > 0, i = 1, 2, and
















Thus pmdw(t) is the cdf of a WEI(η, β), where






Note that: (a) when β1 = β2 = β, pmdw(t) is the cdf of a WEI(η, β) with η given by (C.1);
(b) when β1 = β2 = β and θ = 1, pmdw(t) = pmiw(t) and they are the cdf of a WEI(η, β)
with η given by (C.1) evaluated at θ = 1. This is the CRM cdf with independent Weibull
risks considered in Result 3.

D. Appendix: Bivariate Density for the
Bivariate Weibull Distribution
Defined by (2.13)
The density is given by the mixed second partial derivative of S(t1, t2) with respect to t1 and
t2. For simplicity write S = S(t1, t2) and define M = − ln(S) = [exp(θw1) + exp(θw2)]
1/θ .
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See Lu and Bhattacharyya (1990, page 554) for an equivalent expression for the density.
E. Appendix: Calculation of the
Kullback-Leibler Information for Two
Independent Weibull
True Model: The Weibull independent competing risks model (ICR) with known param-
eters β1, β2, η1, η2 and









































Specified Model: Univariate Weibull






















, t > 0.
Thus the objective is finding the model G(t) that best fits or approximates F (t) using the
following criteria.
Calculations:


























































From (E.1), we have
θ̃ = (η̃, β̃) = argmin
(η,β)
I(f ; g) = argmin
(η,β)
{EF [ln f(T )]−EF [ln g(T )]}.
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Then, evaluating g(t) at (η̃, β̃) and using I(f ; g) = EF{ln[f(T )/g(T )]} one obtains the
calculated value of the K-L information I(f ; g).
Remark E.1. Following Konishi and Kitagawa (2008, Section 3.2, Page 35) note that
from (E.1)
I(f ; g) = EF [ln f(T )]−EF [ln g(T )]. (E.2)
Then, because the first term on the right-hand side of (E.2) is a constant no depending on
(η, β), to obtain the optimum Weibull approximation, it suffices to maximize the second
term on the right-hand side. The larger this value is for a model, the smaller its Kullback-
Leibler information is, and the better the model is. Then for our problem an equivalent
way to find θ̃ = (η̃, β̃) is
θ̃ = (η̃, β̃) = argmax
(η,β)
EF [ln g(T )] = argmin
(η,β)






















Then evaluating g(t) at θ̃ we obtain EF [ln g(T )|θ̃].
An Alternative Computational Procedure
To find (η̃, β̃), we can proceed as follows: from (E.3), we have
max
(η,β)





































Taking partial derivatives with respect to η and β and equating the derivative to 0, we get















f(t)dt = 0, (E.4)




















f(t)dt = 0. (E.5)
The solution (η̃, β̃) are the values of η and β satisfying simultaneously (E.4) and (E.5). A



























Substituting this into (E.5), we get
1
β















f(t)dt = 0. (E.7)
There is not a closed form solution for β in (E.7). Thus the solution β̃ is obtained numer-
icaly and η̃ is obtained by plugging β̃ into (E.6).
This method of finding the maximum based on solving equations derived from equating
partial derivatives to zero, can be unstable when the solution is on the boundary or on
a ridge. A prefered approach is to obtain the solution to (E.1) or (E.3) using a search
algorithm like the Differential Evolution (DE) optimization procedures as implemented,
for example, in the R package “DEoptim.” Price, Storn, and Lampinen (2006) describes
the excellent performance of the DE search algorithm for global optimization. For details of
the package “DEoptim,” see the documentation for the package in R. We use the solution
to (E.6) and (E.7) just to check the results obtained with the DE search algorithm.
The R programs to solve (E.1) and (E.3) using the DE optimization procedure, are, re-
spectively, the following.
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R programs: The optimization uses the package “DEoptim” of R.
R Code E.1.
############################################




#Check that the inputs satisty the constraints beta1>0, bet a2>0, eta1>0, eta2>0.




log((x1ˆx2)/x2) + integrate(function(t) ((1-x2) * log(t) + (t/x1)ˆx2 +
log(((beta1 * tˆ(beta1-1))/(eta1ˆbeta1)) + ((beta2 * tˆ(beta2-1))/(eta2ˆbeta2)))-
((t/eta1)ˆbeta1 + (t/eta2)ˆbeta2)) * ((((beta1 * tˆ(beta1-1))/(eta1ˆbeta1)) +
((beta2 * tˆ(beta2-1))/(eta2ˆbeta2))) * exp(-((t/eta1)ˆbeta1+(t/eta2)ˆbeta2))),0,Inf)$value
}
library(DEoptim)
#1)For beta: lower_bound=beta2 and upper_bound=beta1 .
#2)For eta the lower and upper bound are calculated using (E. 7) with beta2 and
# beta1 respectively.
lower=c((integrate(function(t) tˆbeta2 * ((((beta1 * tˆ(beta1-1))/(eta1ˆbeta1)) +
((beta2 * tˆ(beta2-1))/(eta2ˆbeta2))) * exp(-((t/eta1)ˆbeta1 +
(t/eta2)ˆbeta2))),0,Inf )$value)ˆ(1/beta2) ,beta2)
upper=c( (integrate(function(t) tˆbeta1 * ((((beta1 * tˆ(beta1-1))/(eta1ˆbeta1)) +
((beta2 * tˆ(beta2-1))/(eta2ˆbeta2))) * exp(-((t/eta1)ˆbeta1 +
(t/eta2)ˆbeta2))),0,Inf )$value )ˆ(1/beta1),beta1)
set.seed(1234)
sol=summary(DEoptim(f1,lower,upper,DEoptim.control( trace=FALSE, F= 0.8, CR=0,








#Check that the inputs satisty the constraints beta1>0, bet a2>0, eta1>0, eta2>0.




-log(x2/x1)+(x2-1) * log(x1)-integrate(function(t) ((x2-1) * log(t)-(t/x1)ˆx2) *
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((((beta1 * tˆ(beta1-1))/(eta1ˆbeta1)) + ((beta2 * tˆ(beta2-1))/(eta2ˆbeta2))) *
exp(-((t/eta1)ˆbeta1 + (t/eta2)ˆbeta2))) ,0,1000000)$v alue
}
library(DEoptim)
#1)For beta: lower_bound=beta2 and upper_bound=beta1.
#2)For eta the lower and upper bound are calculated using (E. 7) with beta2 and
# beta1 respectively.
lower=c((integrate(function(t) tˆbeta2 * ((((beta1 * tˆ(beta1-1))/(eta1ˆbeta1)) +
((beta2 * tˆ(beta2-1))/(eta2ˆbeta2))) * exp(-((t/eta1)ˆbeta1 +
(t/eta2)ˆbeta2))),0,Inf )$value)ˆ(1/beta2) ,beta2)
upper=c( (integrate(function(t) tˆbeta1 * ((((beta1 * tˆ(beta1-1))/(eta1ˆbeta1)) +
((beta2 * tˆ(beta2-1))/(eta2ˆbeta2))) * exp(-((t/eta1)ˆbeta1 +
(t/eta2)ˆbeta2))),0,Inf )$value )ˆ(1/beta1),beta1)
set.seed(1234)
sol=summary(DEoptim(f2,lower,upper,DEoptim.control( trace=FALSE, F= 0.8, CR=0,
iter=1000),beta1,beta2,eta1,eta2)) # The parameters inp ut are given here.

F. Appendix: Proof that θ̂n Converges
to θ̃ Almost Surely
Here we give a detailed proof of equation (3.3) which is an important property of the
ML estimators for the IG model with respect to the K-L estimators. In fact, it states a
consistency result of the ML estimators θ̂n for a Weibull fit of a misspecified model, to the
K-L parameters θ̃. Also, relevant properties of the K-L parameters are found.




ln g(ti; θ). (F.1)
Lemma 1. Let tn be a set of n observations from a WEI(η, β), then the likelihood equations
∂ℓn(θ; tn)/∂θ = 0, always have a unique solution.
Proof. See Lehmann (1983, example 5.1, pages 436–437). For an extension to right cen-
sored data of Type I or Type II, see Farnum and Booth (1997); and for a more general ex-
tension to include progressive, Type I, and Type II censoring, see Balakrishnan and Kateri
(2008). 
Remark 1. Similar to Lemma 1, suppose tn is a realization of a random sample from T ,
an absolutely continuous and positive random variable, not necessarily Weibull distributed,
with cdf F (t), then the likelihood equations for the Weibull fit to these data have also
a unique solution. This follows because equations (1)–(4) in Lehmann (1983, example
5.1) still hold. Note that in this case ℓn(θ, tn) =
∑
ln g(ti; θ) is the log-likelihood for a
misspecified model because the Ti’s may not be Weibull distributed.
Lemma 2. Suppose Wi ∼ WEI(ηi, βi), i = 1, 2 with W1 and W2 independent. Define
T = min{W1,W2} and let F (t) be the cdf of T . Suppose T n = (T1, . . . , Tn)
′ is a random





−→ EF [ln g(T ; θ)], for all θ, (F.2)
where a.s. indicates almost sure convergence.
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Proof.
EF [ln g(T ; θ)] =
∫
ln g(T ; θ)dF (t).
Denote by F̂ the empirical cumulative distribution function of the probability function
∆F̂ (ti) = 1/n, i = 1, . . . , n that assigns probability 1/n to each of the n failure times.
Thus, we obtain
EF̂ [ln g(T ; θ)] =
∫
ln g(t; θ)dF̂ (t) =
n∑
i=1













−→ EF [ln g(T ; θ)], for all θ. (F.3)





−→ EF [ln g(T ; θ)], for all θ.

Lemma 3. Assume the same conditions as in Lemma 2. Then θ̃, the maximizer of Υ(θ) =
EF [ln g(T ; θ)], as defined in (3.2), exists and is unique.
Proof. For this purpose we solve the equations








The interchange between differentiation and expected value is valid, because ∂ ln g(T ; θ)/∂θ
exists and the derivatives |∂ ln g(T ; θ)/∂θ| are integrable functions (see, e.g., Shao, 2003,
example 1.8, page 13). We proceed with details on the integrability of the derivatives.
From





where g(t; θ) is a Weibull pdf and f(t) is the pdf of F (t) in Lemma 2, it follows that
EF
[










































To check that |∂ ln g(T ; θ)/∂θ| are integrable, we first prove that (F.4) is finite.
The pdf for the independent competing risks model is
f(t) = f1(t)S2(t) + f2(t)S1(t), (F.6)
where Si(t) and fi(t) are the survival and density funtions, of the i
th Weibull components,





































because β > 0 and all the positive moments of a Weibull distribution exist. So (F.4) is
finite, and |∂ ln g(T ; θ)/∂η| is integrable.



















[tf1(t) + tf2(t)] dt
= EF1(T ) + EF2(T )
< ∞.
For 0 < t ≤ 1, consider
∫ 1
0
ln(t) [f1(t)S2(t) + f2(t)S1(t)] dt ≤ 0. (F.8)
To show that (F.8) is finite, it suffices to prove that
∫ 1
0
ln(t)f1(t)S2(t)dt is finite because
the other term has a similiar form.







and using the expression for the pdf f1(t)





























≤ 1, for 0 < t ≤ 1.
Now, integrating by parts the right hand side term in (F.9)





























ln(t)f1(t)S2(t)dt is bounded from below.
Then we can conclude that (F.7) is finite. Similary, we could prove that the absolute value





is finite. Thus, we have proved that |∂ ln g(T ; θ)/∂β| is also integrable.
Now, returning to our objective of determining the maximizer θ̃, equating (F.4) and (F.5)
























where the notation η(β) indicates that the solution for η depends on β.
Denote the left hand side of (F.10) by h(β), we show that it is a monotone increasing
function of β for β > 0 and h(β) > 0. Since 1/β is strictly decreasing with right limit
∞ at 0, it would then follow that the plots of h(β) and 1/β intersect exactly once, at β̃.
Therefore [η(β̃), β̃] = θ̃ would be the maximizer of Υ(θ).






















To ensure that h(β) is increasing, we need to prove that h′(β) > 0. For that purpose, to
use Cauchy-Schwartz inequality, let













































Observe that it is a strict inequality, because a(t)p(t)1/2 6= p(t)1/2, for all t > 0 and β > 0.
Thus h′(β) > 0 for all β > 0, and h(β) is increasing in β. Finally, it can be shown that
limβ→0+ h(β) = 0 and since h(β) is increasing in β, we have that h(β) > 0. This completes
the proof. 
Figure F.1 illustrates with an example the main arguments for the existence and uniqueness
of β̃, which in this case is β̃ = 0.8888. The plot shows that h(β) is monotone increasing in
β and since 1/β is decreasing in β the unique solution, β̃, is attained at the intersection of
h(β) and 1/β.
Lemma 4. Assume the same setting of Lemma 2. Suppose θ̃ is the maximizer of Υ(θ) =
EF [ln g(T ; θ)]. Then as n → ∞
P
θ̃






−→ Υ(θ̃) = max
θ







> 1, for all θ 6= θ̃,
and the result follows. 
Remark 2. This Lemma 4 is similar to Theorem 3.2 from Lehmann and Casella (1998,
page 444) but here the assumptions are as follows: i) θ is a vector ii) assumption (A2)
is replaced for (A2′) T1, . . . , Tn, are a random sample from F (t). The approach here uses
the maximizer of Υ(θ), θ̃, as the “true” parameter of the family of densities g(t; θ), θ ∈
(0,∞)× (0,∞).














0.1 0.8 1 2
Figure F.1.: Plot illustrating the main ideas in proving the existence and uniqueness of β̃
in Lemma 3.
Now, we are in conditions to prove Result 7, which is the main objective of this appendix.
For that, we rewrite the mentioned result in terms of the lemmas so far proved:




where θ̂n are the maximum likelihood estimators (MLE) for the univariate Weibull g(t; θ̃)
for each n.
Proof. We adapt the ideas of Stuart and Ord (1991, section 18.6, pages 659–660).
Using a Taylor expansion of the first derivatives of the maximum log-likelihood ℓn(θ̂n)

















(θ̂n − θ̃), (F.13)
where θ∗ is on the line segment between θ̂n and θ̃.
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because of Lemma 3, since θ̃ is the maximizer of Υ(θ) = EF [ln g(T, θ)]. Also from the













where J(θ) = −EF
[
∂2 ln g(T, θ)
∂θ∂θT
]
, which is positive definite (see, e.g., Konishi and Kitagawa,
2008, page 49, equations 3.60 and 3.63). Also, from (F.4) and (F.5), it can be proved that
J(θ) exists for the Weibull case.
Therefore on (F.13), we must have
lim
n→∞






Remark 3. Another proof of Result 7 can be done using Lemma 4, and the fact that
ℓn(θ̂n) ≥ ℓn(θ), for all θ, from Lemma 1. So, roughly speaking, as n → ∞ ℓn(θ̂n) ≈ ℓn(θ̃).
This idea follows the lines of Stuart and Ord (1991, section 18.10, page 655), which is
presented in a more rigorous way by Cox and Hinkley (1974, pages 288–289).

G. Appendix: Some Properties for the
Curvature in the Class C(r)
This appendix establishes relations between the crossing point, the curvature, and the
closeness between the shape parameters given by r. These ideas were presented in Chapter 2
as important factors to determine when the competing risks could be safely ignored. Here
we show some geometrical properties of the CRM curvature which are intuitevely appealing
and can be seen as another criterion measure to assess a Weibull approximation to the ICR
model. Also, it is found that for the members in the class C(r), defined in Section 3.5.3,
there is an upper curvature bound which is attained at the crossing point of any CRM
model in C(r). The upper curvature bound is written only in terms of r in C(r), and it is
seen that the curvature is a function of r only. Thus the definition of the reduced class C(r)
only in terms of r, as a Weibull fit criterion measure, carries the curvature information and
is sufficient to characterize the CRMs with the same shape parameters ratio.
Let the ICR model derived from the risks components T1 ∼ WEI(η1, β1) and T2 ∼ WEI(η2, β2).
Define the crossing point, denoted by tc, as the value where the cdfs of T1 and T2 cross
each other. Because the Weibull cdfs are







= Φsev(zi), t > 0; i = 1, 2,
where zi = [ln(t) − µi]/σi, µi = ln(ηi), and σi = 1/βi; it follows that the crossing point is
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Figure G.1 shows in a Weibull probability plot an example of an ICR model with crossing
point tc = 150, which is the value on the time axis where the two risks cdfs cross each other.




















10 20 50 100 tc 200 500
Figure G.1.: Weibull probability plot showing the crossing point tc of the cdfs of T1 and T2,
which are WEI(η1 = 150, β1 = 1) and WEI(η2 = 150, β2 = 2), respectively.
ICR is the cdf of the independent competing risks model.
For an ICR model its cdf is F (t) and in a Weibull probability plot is represented by the
curve {x = ln t, y = Φ−1sev[F (t)]}. We know that if dy/d ln(t) is approximately linear, the
ICR can be well approximated for a Weibull and consequently d2y/d(ln t)2 approaches zero.
As discussed in Chapter 2, the curvature of the [ln(t), y] is proportional to d2y/d(ln t)2 and
it can be used as an alternative criterion to assess a Weibull approximation to the ICR.
The curvature for (ln t, y) is given by (see, e.g., Courant and John, 1965, page 357)
κ(t) =
d2y/d(ln t)2
[1 + (dy/d ln t)2]3/2
.
Then κ(t) ≥ 0, and as d2y/d(ln t)2 approaches zero, κ(t) approaches zero. This is, κ(t) = 0
means an exact Weibull distribution for the ICR model and as κ(t) gets smaller the better is
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the Weibull approximation to the ICR model. The following result shows that d2y/d(ln t)2
takes its maximum at the crossing point tc and that it is symmetric around tc in the
logarithmic scale. We present the result in the more general setting of the CRM derived
from the bivariate Weibull distribution.
Result 10. Consider the Weibull probability plot {x = ln t, y = Φ−1sev[F (t)]} of the cdf F (t)
in (2.16) for the CRM derived from the bivariate Weibull distribution in (2.14). The
following results hold.
(a) The second derivative y
′′
(t) = d2y/d(ln t)2 takes its maximum at t = tc, where tc is
the crossing point.
(b) The maximum of y
′′
(t) is θ(β2 − β1)
2/4.
























θ exp(θz1 + θz2)
[exp(θz1) + exp(θz2)]2
, (G.2)
where zi = [ln(t) − µi]/σi, µi = ln(ηi), σi = 1/βi, and θ > 1 characterizes the association
between the two variables. Dividing the numerator and denominator by exp(2θz1) and
defining l(t) = exp(θz2)/ exp(θz1),
y
′′













Since l(t) is a one-one function of t, we find the extreme value of y
′′
(t) with respect to t
from the extreme values of y
′′
























82 G Appendix: Some Properties for the Curvature in the Class C(r)
Make {dy
′′
[l(t)]/d [l(t)]} = 0, then l(t) = 1 and consequently z1 = z2, which means
t = tc is a critical point of y
′′
(t). Now, we verify that y
′′




























Therefore, tc is the value where y
′′



















(c) For a > 0, it can be seen that l(atc) = a




















































This shows the symmetry of d2y/d(ln t)2 about tc on the logarithmic scale.

Figure G.2 shows an illustration of the Result 10 for the example on Figure G.1. The
plot for d2y/d(ln t)2 is observed to have the maximum at the crossing point tc = 150, and
it is symmetric around tc in the logarithmic scale.
Figure G.2.: Plot of d2y/d(ln t)2 as a function of t in a logarithmic scale, of an ICR
model. T1 and T2 are WEI(η1 = 150, β1 = 1) and WEI(η2 = 150, β2 = 2),
respectively.
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Proof. We know from (2.9) and the assumption max(β1, β2) = β1 on Section 3.5.1 that
β2 ≤ y
′(t) = [dy/d(ln t)] ≤ β1, then
(1 + β22)
3/2 ≤ {1 + [y
′






















Note for the class C(r) with risks components WEI(1, 1) and WEI(ην , r), the upper bound





Observe that as r → 1, κ(t) → 0, i.e., the Weibull approximation to the ICR model is
better as r approaches 1, so the two measures give equivalent information. Graphically,
the ICR curve becomes an straight line. This κ(t) can be used to give another criterion of
Weibull approximation, but the criterion based directly on r is easier to interpret and to
handle and we prefer it.
H. Appendix: The r-Based Model as
the Least-Favorable Model in the
Class C(r)
This appendix shows the procedure to find numerically, in the class C(r), the least-favorable
model in the K-L sense, that is the model with maximum K-L information. We show
numerically that the r-based model has a K-L information close to the one of the least-
favorable model, and in that context we say that the r-based model is the least-favorable
in the class C(r). As outlined in Section 3.5.4 the procedure is as follows: i) given r, the
ǫr in (3.11) is numerically obtained and it is verified that is unique, ii) find the value of
ην , say ηrmax, such that its respective ICR attains the solution ǫr in item i), iii) the latter
ICR is the least-favorable model, which has risks WEI(1, 1) and WEI(ηrmax, r), and iv) it
is shown numerically that the ICR in C(r) with ην = 1 has a minimum K-L value close to
ǫr, and in the K-L metric this model is considered equivalent to the least-favorable model.
We call the latter, the r-based model, that is the one derived from the risks WEI(1, 1)
and WEI(1, r). First we describe the numerical procedure for the class C(0.8) and finally
we summarize the result for other values of r.
For the class C(0.8):
i) To find ǫr = maxην
[
min(η,β) I(f ; g)
]
. Section 3.5.4 explains that in seeking for the
maximum, ǫr, the only parameter to vary is ην . Then it suffices to explore the value
K-L=min(η,β) I(f ; g) for ην in the interval [0.02, 50] which endpoints are the extreme
cases in the class C(0.8). These extreme values are found numerically on Section 3.6
based on Result 9 and they are listed in Table 3.1. Specifically, ηℓ = 0.02 is the value
where the ICR is well approximated by a WEI(ηℓ, r) and ηu = 50 is the value where
the ICR is well approximated by a WEI(1, 1). We obtain ǫr = 1.55828×10
−4 attained
at ηrmax = 1.23. Now, for smoothing purposes we work in the standardized scale
K-Lstd(ην) = K-L/ǫr and plot K-Lstd(ην) versus ην ; in FigureH.1 it is observed that the
maximum is unique and is attained at ην = 1.23, where the figure is plotted on a fine
grid for values of ην close to ηrmax. Because of the standardization K-Lstd(1.23) = 1.
ii) From i) ηrmax = 1.23.
iii) The least-favorable model is the ICR with risks WEI(1, 1) and WEI(1.23, 0.8).
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iv) For the r-based model which has ην = 1, we find that is minimum K-L, min(η,β)
I(f ; g)rbm = 1.53426 × 10
−4 (“rbm” denotes r-based model) and the ratio with
respect to the maximum K-L is
[
min(η,β) I(f ; g)rbm
]
/ǫr = 0.98458. This ratio is close
to one, meaning that with respect to the K-L metric the two models can be considered
equivalent and for practical purposes of the evaluation study, we consider the r-based
model as a good representative of the entire class C(0.8). Thus, it suffices to explore
the r-based model and the results are inferred to the entire class C(0.8).
Figure H.2 shows, on Weibull probability plots, the r-based model and the model with
ηrmax = 1.23 where ǫr is observed. The figure shows that the two ICR models are similar.
Figure H.3 shows the Weibull probability plots for different values of ην in the interval
[ην = 0.02, ην = 12]. This plot supports the choice of the r-based model as representative
of C(0.8) for the evaluation study. We observe from Figure H.3, how as ην increases from
0.02 to 1.2 (i.e., ηrmax) the distance between the ICR and the K-L increases, and as ην
increases from 1.2 to 12, the distance decreases. This illustrates the least-favorable model































Figure H.1.: Plot of the K-Lstd(ην) versus ην in the class C(0.8), showing ηrmax = 1.23




























































Figure H.2.: Weibull probability plots showing a) Left panel: the cdfs of the risks
T1 ∼ WEI(1, 1) and T2 ∼ WEI(1, 0.8) of the r-based model; the cdf of
the r-based model (ICR), and the cdf of the best (K-L) Weibull approxima-
tion, for r = 0.8. b) Right panel: the same curves as in the figure on the left
but for ηrmax = 1.23.
In summary, to find an approximation to the ǫr = maxην
[
min(η,β) I(f ; g)
]
in the class
C(r), it is sufficient to explore the models with ην in [ηℓ, ηu] which endpoints are the
extreme cases in the class C(r) listed in Table 3.1. Table H.1 shows that for different
values of r, the ratios [min I(f ; g)rbm]/ǫr are close to one where [min I(f ; g)rbm] is the K-L
distance for the r-based model. Then, for all practical purposes we consider the r-based
model as the representatives of the entire class C(r), that is the one derived from the risks
WEI(1, 1), WEI(1, r).

































































































































































































































Figure H.3.: Weibull probability plots showing the cdf of the risks T1 ∼ WEI(1, 1)
and T2 ∼ WEI(1, 0.8) of the r-based model, the cdf of the r-based
model (ICR), and the cdf of the best (K-L) Weibull approximation, for
ην = 0.02, 0.4, 0.6, 1, 1.2, 3, 7, 12 in the class C(0.8).
89
Table H.1.: The minimum Kullback-Leibler distance for the r-based model is
min I(f ; g)rbm; ǫr = maxην
[
min(η,β) I(f ; g)
]
in the class C(r), for different
values of r; ηrmax is the value where the maximum value ǫr is reached, and ηu
is the value where there is a good approximation to a WEI(1, 1)
r ηrmax ǫr min I(f ; g)rbm min I(f ; g)rbm/ǫr ηu
0.40 3.40 2.93474 × 10−2 2.55885 × 10−2 0.87191 > 106
0.50 2.20 1.12146 × 10−2 1.02288 × 10−2 0.91209 7× 104
0.60 1.47 3.69298 × 10−3 3.50156 × 10−3 0.94816 3,500
0.70 1.40 9.60565 × 10−4 9.28772 × 10−4 0.96690 300
0.80 1.23 1.55828 × 10−4 1.53426 × 10−4 0.98458 50
0.85 1.15 4.46690 × 10−5 4.42648 × 10−5 0.99095 7
0.90 1.10 7.97879 × 10−6 7.93649 × 10−6 0.99469 2
0.95 1.04 4.75662 × 10−7 4.73655 × 10−7 0.99578 1.5
1.00 1.00 0.00000 0.00000 1 1

I. Appendix: Bounds for the K-L
Parameters of the Best Weibull
Approximation
I.1. Bounds for the Shape Parameter β̃
Here, we check numerically the statement that the shape parameter of the best (K-L)
Weibull approximation to the ICR model is in the interval [min(β1, β2),max(β1, β2)] defined
by the shape parameters of the individual Weibull component risks.
Without loss of generality, we restrict the checking to the class C(r), where an ICR model
is derived from the risks components WEI(1, 1) and WEI(ην , r), with 0 < ην < ∞. That
is, the statement for C(r) is
r ≤ β̃ ≤ 1, (I.1)
where β̃ is the shape parameter for the K-L model.




β̃(ην) = r, and lim
ην→∞
β̃(ην) = 1. (I.2)
Thus, a sufficient condition to prove the statement in (I.1) is that β̃(ην) is an increasing
function in ην . To check this numerically, we use the following scheme:
i) Choose a grid for values of r in (0, 1].
ii) For each r, consider values of ην in the grid [ηℓ, ηℓ+δ, ηℓ+2δ, . . . , ηu] for a small δ, say
δ = 0.01, where ηℓ and ηu are the extreme model cases in C(r) which are presented
in Table 3.1.
Figure I.1 illustrates the relationship between β̃(ην) and ην in the class C(r), for r =
0.5, 0.7, 0.8, where ην is in the interval [0.02, 50] which endpoints are the extreme cases of
the class C(0.8). It is observed that the function β̃(ην) is monotone increasing in ην .
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From (E.7), Appendix E, it follows that there is not closed form for β̃(ην) for each ην .
Thus the procedure is completely numerical. Next, we present an alternative approach




















Figure I.1.: Plot of β̃(ην) in the class C(r) for r = 0.5, 0.7, and 0.8.
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An Alternative Checking Scheme
Given that the lower bound for β̃ appears to be r which measures the closeness between
the shape parameters of the distributions of the component risks, and the convergence of β̂
to β̃, where β̂ is the ML shape parameter of the IG model in finite samples, it is important
to consider the properties of the K-L parameters. Thus we present another approach to
the objective of this Appendix which uses properties of the K-L parameters developed
previously.
We know that the K-L parameters, θ̃, the maximizer of Υ(θ) = EF [ln g(T ; θ)], for the
Weibull case, exist and are unique. This is proved in Lemma 3 of Appendix F. The basic
ideas of such a proof are the following: to find the maximum, the equations
EF
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The left hand side of the above equation is called h(β) and it has been shown for β > 0,
that h(β) > 0, and h(β) is monotone increasing in β. Also the solution must satisfy
h(β) = 1/β, and since 1/β is strictly decreasing with right limit ∞ at 0, the unique
solution, β̃, is attained at the intersection of h(β) and 1/β.


















which depends on ην , we have for each ην = (η2/η1)
β1 fixed, that there is one h(β), which











































We have checked numerically, following a similar scheme as the used above to verify that
β̃(ην) is increasing, that the class of functions hην (β) is strictly decreasing in ην . This is,
for β > 0, if ην1 < ην2 then hην1(β) > hην2(β) .


























0.1 0.8 1 2 3
Figure I.2.: Illustration of the β̃ην solutions at the intersection of hην (β) and 1/β. The plot
of 1/β is the continuous dark line and the dashed lines are the plots of hην (β)
for different values of ην in the class C(0.8), ην = 0.02, 0.3, 1, 3, 50 = ηu.
We know from (I.2) that limην→0+ β̃(ην) = r, limην→∞ β̃(ην) = 1, and assuming hην (β)
decreasing in ην then β̃(ην), (which is attained at the intersection between hην (β) and
1/β), must comply
r ≤ β̃ην ≤ 1,
which gives the desired result.
Figures I.2 illustrates the preceeding arguments on C(0.8) by a plot of 1/β and hην (β) for
different values of ην = 0.02, 0.3, 1, 3, 50 = ηu. Thus, it is observed that 0.8 ≤ β̃ ≤ 1.
Figures I.3 illustrates the preceeding arguments for C(0.1) with a plot of 1/β and hην (β)
for different values of ην = 0.02, 1, 100, 1× 10
6, 1× 109, 1× 1025 = ηu. Thus, it is observed
that 0.1 ≤ β̃ ≤ 1.




















0.1 0.8 1 2 3
Figure I.3.: Illustration of the β̃ην solutions at the intersection of hην (β) and 1/β. The
plot of 1/β is the continuous dark line and the dashed lines are the plots of
hην (β) for different values of ην in the class C(0.1), ην = 0.02, 1, 100,
1 × 106, 1 × 109, 1 × 1025 = ηu.
I.2. Bounds for the Scale Parameter η̃
Adittionally, we show that for an ICR, the K-L scale parameter is bounded above by the
scale parameter of the component risk associated with the max{β1, β2}. This is to prove
that in the class C(r),
0 < η̃ ≤ 1.













, w ≥ 0.
And from the basic moment inequalities, we have that η(β) is non-decreasing in β (see,
e.g., Loève, 1963, page 156, item c). Assuming that r < β̃ ≤ 1, we have
0 < [E (W r)]1/r ≤ η̃ ≤ EF (W ), 0 < r ≤ 1. (I.3)
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Now, we have β̃(ην) is increasing in ην , and from (I.2) limην→∞ β̃(ην) = 1, which from
Result 9, it is known that such extreme case corresponds to an ICR with a WEI(1, 1) cdf,
that has EF (W ) = 1.
Also η(β̃) = η̃, η(β̃) is increasing in β̃, and 0 < β̃ ≤ 1 therefore from (I.3)
0 < η̃ ≤ 1,
and we have completed the proof.
J. Appendix: Inadequacy of r̂ for
Inference Purposes
This Appendix discusses the inadequacy of the ML estimator r̂ for determining the value
of r. Since r = min (β1, β2)/max (β1, β2) is the Weibull fit criterion measure which we have
used to assess a K-L Weibull approximation to the ICR model, it is pertinent to analyze
the unfortunately little use of r̂ for inference about the value of r.
To explore the behavior of r̂, we have done a simulation experiment to determine the
behavior of its empirical distribution, with the following scheme:
i) Choose a class C(r) and its respective r-based model, which is the one derived from
WEI(1, 1), WEI(1, r). For r = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95, 0.99, 1.
Notice that ην = 1 is assumed to be fixed, because we have checked for several values
of ην around one and the results are similar.
ii) Use sample sizes, n = 200, 300, 500, 600, 700, 800. For each n, generate 10,000 ran-
dom samples from the r-based model and obtain r̂ni = min (β̂1ni, β̂2ni)/max (β̂1ni, β̂2ni),
i = 1, . . . , 10,000, where β̂2ni and β̂1ni are the estimates of the slope marginals for each
n and i.
iii) Calculate the percentiles r̂n α, at α = 0.025, 0.1, 0.25, 0.5, 0.75, 0.975 for the empirical
distribution of r̂ni, i = 1, . . . , 10,000 in samples of size n.
It have been seen that the function r̂ = min (β̂1, β̂2)/max (β̂1, β̂2) evaluated 10,000 times
for each sample size seems not to be smooth enough to guarantee the good behavior of the
ML estimator.
Table J.1 displays the empirical distribution of r̂ni = 1. . . . , 10,000, with some of its quan-
tiles, thus for example a 95% confidence interval for r = 0.8, n = 700 is (0.71141, 0.89517)
which is barely useful for such an extreme sample size, and a 95% confidence interval for
r = 0.8, n = 200 is (0.64126, 0.97406) which is not useful to test r = 0.8.
Therefore, r̂ is not a good estimator of r.
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Table J.1.: Empirical distribution of r̂ni, i = 1, . . . , 10,000 in samples of size n and differ-
ent values of r, for the r-based model in C(r); r̂n α is the α-percentile of the
empirical distribution
n r r̂n 0.25 r̂n 0.5 r̂n 0.75 r̂n 0.1 r̂n 0.025 r̂n 0.975
200 0.1 0.09043 0.09919 0.1079 0.08009 0.00000 0.131
0.2 0.1835 0.1985 0.2146 0.17103 0.15823 0.24878
0.3 0.2762 0.2983 0.322 0.25787 0.23846 0.37222
0.4 0.3689 0.3983 0.4298 0.34423 0.31892 0.49671
0.5 0.4618 0.4982 0.5372 0.43125 0.39846 0.62071
0.6 0.5548 0.5984 0.6449 0.51797 0.47943 0.7439
0.7 0.6481 0.6993 0.7538 0.60565 0.561 0.86768
0.8 0.741 0.799 0.8614 0.69259 0.64126 0.97406
0.9 0.8326 0.8931 0.9466 0.77893 0.72271 0.99449
0.95 0.867 0.9198 0.9614 0.81654 0.76056 0.99614
0.99 0.8787 0.9272 0.9647 0.83143 0.77698 0.99643
1 0.8796 0.9271 0.9649 0.83208 0.77839 0.99641
300 0.1 0.09236 0.09942 0.1063 0.08419 0.00000 0.12196
0.2 0.1868 0.199 0.212 0.17641 0.16535 0.23895
0.3 0.2808 0.299 0.3182 0.26536 0.24915 0.35763
0.4 0.3749 0.3989 0.4242 0.35461 0.33336 0.47741
0.5 0.4688 0.4986 0.5301 0.44336 0.41647 0.59618
0.6 0.5629 0.5988 0.6369 0.53237 0.50017 0.71473
0.7 0.6576 0.699 0.7429 0.62225 0.58532 0.83442
0.8 0.7521 0.7992 0.8495 0.71175 0.66895 0.95254
0.9 0.8455 0.8977 0.9461 0.79973 0.75183 0.99419
0.95 0.8861 0.931 0.9667 0.84228 0.79326 0.9967
0.99 0.9007 0.9403 0.9712 0.86074 0.81498 0.99722
1 0.9008 0.9407 0.9717 0.86139 0.81528 0.99723
500 0.1 0.09435 0.09956 0.1048 0.089 0.00000 0.11547
0.2 0.1899 0.1994 0.2095 0.18169 0.17288 0.22959
0.3 0.2852 0.2994 0.3142 0.27287 0.25976 0.34439
0.4 0.3805 0.3991 0.4187 0.36434 0.34706 0.45838
0.5 0.4758 0.4993 0.5235 0.45578 0.43366 0.57285
0.6 0.5716 0.5994 0.6284 0.54758 0.52192 0.68785
0.7 0.667 0.6992 0.7335 0.639 0.60911 0.80235
0.8 0.7626 0.7997 0.8383 0.73063 0.69645 0.91654
0.9 0.8582 0.8994 0.9416 0.82253 0.78412 0.99312
0.95 0.9035 0.9409 0.9713 0.86797 0.82826 0.99711
0.99 0.9218 0.9532 0.9777 0.89003 0.85349 0.99779
1 0.9225 0.954 0.978 0.89168 0.85519 0.99773
600 0.7 0.66973 0.69949 0.73081 0.64469 0.61819 0.79146
0.8 0.76562 0.79888 0.83440 0.73618 0.70389 0.90650
700 0.7 0.67192 0.70005 0.72825 0.64819 0.62195 0.78332
0.8 0.76856 0.79987 0.83209 0.74125 0.71141 0.89517
800 0.7 0.67334 0.69880 0.72591 0.65071 0.62521 0.78022
0.8 0.77081 0.79989 0.83056 0.74576 0.71794 0.89252
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