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Cap´ıtol 1
Resum
L’estudi de malalties infeccioses ha estat una tema`tica d’intere`s des dels inicis de la histo`ria
de la cie`ncia i, en el present continua sent objecte de gran preocupacio´ social. Actualment, les
malaties infeccioses so´n la primera causa de mortalitat al mo´n amb un gran efecte en la sanitat
i l’economia global. Millorar la nostra comprensio´ sobre aquestes malalties e´s clau per a poder
mitigar els seus impactes. En aquest treball ens hem centrat en models matema`tics per Co`lera,
una malaltia present en molts pa¨ısos en vies de desenvolupament.
Hem considerat primer un model descrit per equacions diferencials ordina`ries a para`metres
constants per a modelitzar les dina`miques del Co`lera. La introduccio´ de distribucions de proba-
bilitat me´s realistes per als per´ıodes d’immunitat que un individu adquireix davant la malaltia
do´na lloc a solucions perio`diques, les quals no so´n possibles en la consideracio´ cla`ssica de distribu-
cions exponencials. El Teorema de la bifurcacio´ de Hopf ens anuncia l’existe`ncia d’aquestes o`rbites
perio`diques. Pel model me´s senzill en el que existeixen o`rbites perio`diques estables hem realitzat
un ana`lisi detallat d’existe`ncia i estabilitat de les solucions. Mitjanc¸ant l’aplicacio´ de Poincare´,
hem determinat les regions de l’espai de para`metres on existeixen o`rbites perio`diques estables i hem
trobat nume`ricament les o`rbites inestables per a algunes combinacions de para`metres. El resultat
me´s rellevant d’aquest ana`lisi e´s la determinacio´ de la regio´ en l’espai de para`metres on coexis-
teixen tres equilibris: un node estable, una o`rbita perio`dica estable i una o`rbita perio`dica inestable.
La introduccio´ de para`metres dependents del temps en el sistema d’equacions do´na lloc a
dina`miques molt diverses. Les simulacions nume`riques mostren que la consideracio´ d’una taxa de
transmissio´ estacional pot generar solucions perio`diques no trivials (subharmo`niques, amb dues
frequ¨e`ncies predominants,etc.). L’exploracio´ nume`rica s’ha dut a terme considerant les diferents
regions de l’espai de para`metres delimitades en el model a para`metres constants. Finalment, a me´s
d’una component estacional tambe´ hem considerat una component interanual. Aquest nova con-
sideracio´ amplia el ventall de possibles solucions permetent que les solucions canvi¨ın d’un atractor
a un altre.
La interpretacio´ de certes caracter´ıstiques dels models usant cadenes de Markov i distribucions
de probabilitat no les hem sabut trobar a la literatura existent i, per tant, les podem considerar com
una aportacio´ pro`pia d’aquest treball. L’existe`ncia de solucions perio`diques ja estava demostrada,
pero` els resultats que determinen les regions d’existe`ncia en l’espai de para`metres i el ca`lcul de les
o`rbites perio`diques inestables so´n originals. L’exploracio´ de solucions dins les regions d’estabilitat
considerant una taxa de transmissio´ estacional tambe´ so´n noves. I les simulacions nume`riques
introduint una component interanual que mostra la possibilitat de canviar d’un equilibri a un altre
tambe´ apareixen aqu´ı per primera vegada.

Cap´ıtol 2
Estat de l’Art
2.1 Context
L’estudi de malalties infeccioses ha estat una a`rea d’estudi de gran intere`s al llarg
de la histo`ria de la cie`ncia i, actualment, continua sent un a`mbit de gran intere`s social.
Actualment, les malalties infeccioses so´n la causa principal de mortalitat al mo´n, amb un
creixent efecte en l’economia global i la salud pu´blica [12]. Brots d’epide`mies de noves
i antigues malalties apareixen perio`dicament, incrementant la ca`rrega total d’infeccions.
Millorar el nostre coneixement en les dina`miques de les malalties e´s essencial per a poder
mitigar els seus impactes.
L’ana`lisi matema`tic i la modelitzacio´ so´n una potent eina en l’a`mbit de l’epidemi-
ologia. Darrerament, el nombre de publicacions sobre com aplicar models matema`tics a
l’estudi de l’evolucio´ de les malalties ha augmentat notablement, donant lloc a avenc¸os
que permeten un gran progre´s en aquesta a`rea. Com per exemple, predir les dina`miques
de l’epide`mia a nivell poblacional des d’un coneixement a nivell individual, predir l’evolu-
cio´ d’una epide`mia coneixent les primeres dina`miques d’invasio´ o evaluar l’impacte d’es-
trate`gies de control com la vacunacio´. Els models ens permeten millorar l’enteniment dels
mecanismes interns que regulen una malaltia, i tambe´ dels factors externs que influeixen
sobre aquests mecanismes, oferint una eina per a poder fer prediccio´ i optimitzar els re-
cursos dels que disposem amb l’objectiu de poder fer control o eradicar la invasio´ sobre la
poblacio´.
2.2 Les malalties i els models
Les malalties infeccioses so´n causades per microorganismes patoge`nics, com bacte`ries,
virus, para`sits o fongs. Les malalties infeccioses poden ser transmissibles o no transmissi-
bles. Les malalties infeccioses transmissibles es propaguen d’un individu infectat a un altre
individu (directament o indirectament mitjanc¸ant un vector, l’aire o l’aigua), mentre que
les no transmissibles es desenvolupen individualment al llarg de la vida. L’epidemiologia
de malalties no transmissibles e´s ba`sicament un estudi de riscos associat a la predisposicio´
de desenvolupar una malaltia; en canvi, en malalties infeccioses transmissibles s’analitza
el risc d’infeccio´ quan la malaltia e´s present en una poblacio´ local.
Tot model es pot pensar com una eina conceptual que ens explica com un sistema
d’objectes es comporta, un model matema`tic usa el llenguatge de les matema`tiques per a
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donar una descripcio´ me´s precisa del sistema. Tenim una a`mplia varietat de models, des
dels me´s complexes als me´s simples. Per definicio´, tot model e´s incorrecte en el sentit de
que fins i tot els me´s complexes assumeixen algunes simplificacions, per triar un model que
s’adequ¨i al nostre objecte d’estudi triarem el que reculli les caracter´ısiques me´s essencials
del nostre sistema. Hi ha un gran nombre d’estudis centrats en la construccio´ de models
epide`mics [1, 7, 14, 13], dels quals podem distingir, essencialment, dos grans grups:
- Els models mecan´ıstics, que descriuen les dina`miques d’una malaltia considerant un
conjunt de variables que evolucionen al llarg del temps i, algunes vegades, en l’espai.
Una caracter´ıstica important d’aquests models e´s que ofereixen un significat f´ısic o
biolo`gic a les seves components. Essencialment, es basen en un bon enteniment dels
principis de transmissio´ i recuperacio´ de la malaltia. La seva transpare`ncia permet
analitzar com les diferents components del model influeixen les dina`miques generades
i com aquests components interactuen.
- Els models estad´ıstics, que tambe´ recuperen l’evolucio´ en el temps d’un conjunt de
variables, pero` no descriuen processos biolo`gics o f´ısics. E´s a dir, les components del
model so´n valors o funcions faltats d’un prec´ıs significat real. No obstant aixo`, els
models estad´ıstics so´n una eina molt u´til quan la prediccio´ e´s el principal objectiu
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Figura 2.1: Esquema de l’evolucio´ de les dina`miques del patogen i la resposta immunolo`gica
davant una infeccio´ al llarg del temps. Aix´ı com la divisio´ en classes segons l’estat me`dic i l’estat
d’infeccio´
En aquest treball ens centrarem en els models mecan´ıstics per a malalties infeccio-
ses transmissibles, concretament en un conjunt de models cla`ssics desenvolupats per a la
malaltia de co`lera. Els models mecan´ıstics ens permeten interpretar les dina`miques d’una
malaltia a nivell poblacional; les variables del model descriuen un estat que agrupa part
de la poblacio´. De manera general, els estats del sistema es consideren ana`logament a les
fases per les quals passa un individu exposat a la malaltia. Aix´ı, en una poblacio´ infectada
es classifiquen els individus en diferents conjunts disjunts segons el seu estat d’infeccio´: els
Susceptibles so´n els individus amb predisposicio´ a e´sser infectats, els Exposats so´n aquells
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que han estat infectats pero` que encara no so´n infecciosos, els Infecciosos so´n els que po-
den transmetre la malaltia a altres individus i finalment els Recuperats so´n la part de la
poblacio´ que ja ha superat una infeccio´ i ha adquirit immunitat contra aquesta. La figura
2.1 mostra un exemple del perfil d’una malaltia modelada com un SEIR (Susceptible -
Exposat - Infeccio´s - Recuperat). La immunitat que s’adquireix despre´s d’una infeccio´ pot
ser o no permanent, e´s a dir, hi ha malalties que nome´s es poden patir un vegada a la
vida, com per exemple el xarampio´, i n’hi ha d’altres on la immunitat te´ una certa durada
i despre´s d’un per´ıode un individu que ja ha tingut contacte amb la malaltia pot tornar a
ser susceptible, com la grip.
2.3 El co`lera
En aquest treball ens volem centrar en la modelitzacio´ del co`lera. En aquest apartat
introduirem les caracter´ıstiques biolo`giques de la malaltia i repassarem alguns dels treballs
me´s destacats.
Durant el segle XIX, el co`lera es va propagar pel mo´n des del seu reservori original, el
delta del Ganges, a la I´ndia. Actualment, e´s present en la majoria de pa¨ısos en vies de
desenvolupament, essent ende`mic en molts d’aquests. Es calcula que cada any hi ha entre
tres i cinc milions de casos de co`lera i entre cent mil i cent vint mil casos que resulten en
defuncions [20].
El co`lera e´s una infeccio´ intestinal aguda causada per la ingestio´ de la bacte`ria Vibrio
Cholerae. El per´ıode d’incubacio´ de la malaltia e´s curt (entre dues hores i cinc dies),
durant aquest per´ıode es produeix una toxina als intestins que do´na lloc a una forta di-
arrea que ra`pidament pot provocar la deshidratacio´ si no s’aplica el tractament de forma
adequada. La majoria de persones infectades amb Vibrio Cholerae no desenvolupen els
s´ımptomes de la malaltia, tot i que la bacte`ria e´s present als excrements entre set i catorze
dies.
En refere`ncia a la seva modelitzacio´, degut a la curta durada del temps d’incubacio´ e´s
habitual desestimar la classe dels Exposats i simplificar el model a tres classes (Susceptibles
- Infectats - Recuperats). Moltes de les infeccions resulten en casos assimptoma`tics, e´s
a dir, no mostren els s´ımptomes externament pero` contribueixen en la transmissio´ de
la malaltia, per aixo` afegim una classe al model que recull els casos observats com una
proporcio´ dels infectats. Els individus que han patit una infeccio´ de co`lera adquireixen una
immunitat temporal que, passat un per´ıode de temps, perden i tornen a ser susceptibles
a la malaltia. Aleshores, el model mecan´ıstic que millor representa l’evolucio´ del co`lera e´s
el SIRS, que expressa malalties infeccioses de transmissio´ directa i immunitat temporal,
a continuacio´ un diagrama de fluxes que mostra els conjunts en els que es divideix la
poblacio´ i la direccio´ de la transfere`ncia entre ells:
El moviment de Susceptibles a Infectats involucra la transmissio´ de la malaltia, aques-
ta transmissio´ ve determinada per tres factors: la proporcio´ d’infectats en la poblacio´,
l’estructura de contactes que s’estableix en aquesta poblacio´ i la probabilitat de transmis-
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Figura 2.2: Diagrama de fluxes del model SIRS
sio´ quan es do´na el contacte entre un individu infectat i un de sa. Un cop superada la
infeccio´, un individu passa a l’estat de recuperat. Habitualment, la durada del per´ıode de
temps que un individu roman en estat infeccio´s es distribueix al voltant d’un temps mig,
aleshores s’acostuma a simplificar el model donant un valor constant a aquesta durada.
L’invers d’aquest valor s’anomena la taxa de recuperacio´. De la mateixa manera, la dura-
da de temps que un individu resta com a recuperat es condidera tambe´ constant. L’invers
d’aquest valor denota la taxa de pe`rdua d’immunitat.
2.4 Model SIRS a coeficients constants
En aquest apartat volem analitzar el model SIRS com un sistema d’equacions difer-
encials ordina`ries i presentar els resultats me´s importants, aix´ı com posar en evide`ncia
les limitacions d’aquest model per a poder justificar les extensions que presentarem en els
segu¨ents apartats.
Considerem un model dina`mic per descriure l’evolucio´ al llarg del temps d’un punt a
l’espai. Concretament, ens centrem en un model mecan´ıstic, e´s a dir, el sistema d’equa-
cions d’escriu l’evolucio´ temporal del proce´s assumint un coneixement previ sobre aquest.
Descrivim algunes propietats generals dels sistemes que considerarem: (a) a temps
continu, (b) no lineal i (c) determinista.
(a) El proce´s que volem descriure es desenvolupa a temps continu, tot i que les
observacions que poguem obtenir seran en punts discrets del temps.
(b) Aquest sistema esta` enfocat a l’epidemiologia, on els processos no lineals so´n
frequ¨ents.
(c) En aquest treball ens volem centrar en entendre les solucions que es poden de-
sprendre d’un model determinista, en futurs treballs introduirem diferents fonts
d’estocasticitat per a poder establir les relacions entre les dades observades i les
equacions deterministes.
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Consideracions sobre la poblacio´ i les relacions entre els diferents estats en que dividim la
poblacio´:
1. La poblacio´ e´s de mida constant N . Aleshores, considerarem que les taxes de naixe-
ment i mort so´n iguals. Suposem que tots els recent nascuts so´n susceptibles, i que
la mortalitat e´s present a totes les classes de la poblacio´ de manera proporcional. Si
denotem la taxa de mortalitat per µ, el temps promig de vida e´s 1/µ.
2. La poblacio´ e´s uniforme i interactua de manera homoge`nia. La taxa d’infeccio´ per
unitat de temps es denota per β i representa el risc d’infeccio´ si hi ha un encontre
entre un susceptible i un infectat, per tant, el nombre d’infeccions secunda`ries per un
sol infectat durant un interval de temps sera` βS, i el nombre total de nous infectats
sera` βSI.
3. Els individus es recuperen i adquireixen immunitat a la malaltia amb una taxa cons-
tant ν. El temps promig de la durada del per´ıode d’infeccio´ e´s 1/ν.
4. La immunitat adquirida e´s temporal. Els individus recuperats perden la immunitat
amb una taxa constant γ, per tant, 1/γ e´s el temps mig que dura la immunitat.
Per descriure el model i les consideracions anteriors, usem el segu¨ent sistema d’equa-
cions diferencials ordina`ries, per simplificar fixem la poblacio´ total com N = 1:
dS
dt
= µ− βS(t)I(t) + γR(t)− µS(t) (2.1)
dI
dt
= βS(t)I(t)− νI(t)− µI(t) (2.2)
dR
dt
= νI(t)− γR(t)− µR(t) (2.3)
Considerant la poblacio´ constant (1 = S(t) + I(t) + R(t)) podem reduir el sistema a
dues equacions:
dS
dt
= µ− βS(t)I(t) + γ(1− S(t)− I(t))− µS(t) (2.4)
dI
dt
= βS(t)I(t)− νI(t)− µI(t) (2.5)
i R(t) = 1− S(t)− I(t)
A nivell poblacional hi ha un para`metre que governa les dina`miques de l’epide`mia,
s’anomena la taxa ba`sica de reproduccio´ i es denota per R0. El nombre ba`sic de repro-
duccio´ e´s el nombre de persones que serien infectades al introduir un individu infectat en
una poblacio´ en equilibri sense malaltia. Aquest para`metre e´s de gran relleva`ncia ja que
permet cone`ixer si una malaltia pot envair una poblacio´ o permet calcular la proporcio´ de
vacunes que s’haurien de subministrar a una poblacio´ per eradicar la malaltia.
Estat de l’Art 8
En el nostre cas, el nombre ba`sic de reproduccio´ es correspon amb
R0 = β
ν + µ
El sistema (2.4-2.5) te´ dos punts d’equilibri:
E0 : (1, 0)
Ep :
(
ν+µ
β ,
µ+γ
µ+γ+ν (1− ν+µβ )
)
=
(
1/R0, µ+γµ+γ+ν (1− 1/R0)
)
Observem que l’equilibri E0 representa l’extincio´ de la malaltia, els susceptibles so´n
la poblacio´ total i els infectats so´n zero. En canvi, amb l’equilibri Ep la malaltia roman
estable dins la poblacio´, on la proporcio´ d’infectats es mante´ positiva.
El teorema 2.4.1 ens diu que per R0 ≤ 1 l’u´nic punt d’equilibri no negatiu e´s E0
aleshores, tot I(t) no negatiu s’aproxima a 0 quan t → ∞, per tant, tota solucio´ tendeix
a E0. Per R0 > 1, E0 e´s inestable i cap solucio´ positiva pot aproximar-se a zero. Aquesta
e´s una de les caracter´ıstiques que fa que el coneixement de la taxa de contacte ba`sic
sigui rellevant en els estudis epidemiolo`gics, el valor R0 identifica el llindar on la malaltia
s’extingeix (R0 ≤ 1) o roman ende`mica (R0 > 1).
Teorema 2.4.1 (H.Hethcote, 1976) [5]
Denotem per D el triangle S ≥ 0, I ≥ 0, S + I ≤ 1. Sigui (S(t), I(t)) una
solucio´ del sistema (2.4-2.5). Si R0 > 1, aleshores D\(S, 0) : 0 ≤ S ≤ 1 e´s una
regio´ d’estabilitat asimpto`tica pel punt d’equilibri Ep. I si R0 ≤ 1 aleshores D
e´s una regio´ d’estabilitat asimpto`tica per l’equilbri E0.
Quan R0 < 1, l’u´nic equilibri possible e´s E0, ja que per Ep obtenim un valor major
a 1 en els susceptibles i un valor negatiu per als infectats. En aquest cas, les arrels del
polinomi caracter´ıstic del sistema (2.4-2.5) linealitzat en E0 so´n reals negatives, per tant
tenim un node atractor i el sistema decau exponencialment cap a la posicio´ d’equilibri.
Quan R0 > 1, els valors propis del sistema en E0 so´n reals amb signes oposats, E0
e´s un punt de sella. En l’equlibri Ep, les arrels del polinomi caracter´ıstic so´n complexes
amb part real negativa, per tant, l’equilibri ende`mic e´s un atractor. Aquest cas e´s un bon
exemple d’oscil·lador amortitzat, les dina`miques inherents contenen un component forta-
ment oscil·latori pero` l’amplitud d’aquestes fluctuacions disminueix alhora que el sistema
s’equilibra.
A la figura 2.3 hem simulat les dina`miques per a la classe dels susceptibles per a dues
combinacions de para`metres que impliquen, en un cas R0 > 1 i en l’altre R0 < 1.
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Figura 2.3: Simulacio´ de la varaible S del model SIRS amb para`metres ν = 1/0.45 en la primera
gra`fica i ν = 1/0.6 en la segona, en ambdo´s casos β = 2, γ = 1/(12· 5.5) i µ = 0. Els corresponents
nombres ba`sics de reproduccio´ so´n R0 = 1.2 a dalt i R0 = 0.9 a baix
2.5 Feno`mens Oscil·latoris
La periodicitat i altres feno`mens oscil·latoris han estat observats en la incide`ncia de
moltes malalties. Degut a aquesta periodicitat en els casos observats de moltes malal-
ties, e´s de gran intere`s l’estudi de com poden surgir solucions perio`diques en els models
epidemiolo`gics. Les oscil·lacions poden ser causades per diferents feno`mens, diferenciem
especialment entre els factors intr´ınsecs i els extr´ınsecs a la malaltia. E´s a dir, com a
factors intr´ınsecs entenem tots els factors que tenen a veure amb l’evolucio´ de la mateixa
malaltia, les taxes de transmissio´ i les relacions que s’estableixen entre els diferents estats.
Com a factors extr´ınsecs tindrem en compte altres feno`mens externs a la malaltia pero`
amb una forta repercussio´ en l’evolucio´ d’aquesta. Hi ha una extensa bibliografia que
relaciona feno`mens socials, ecolo`gics o migratoris amb el desenvolupament de les malalties
infeccioses [1, 7, 8, 10, 12, 14, 13, 18].
A continuacio´ volem presentar unes extensions del model SIRS introduit a la seccio´
precedent que donen lloc a solucions ben diferents de les estudiades anteriorment. Ana-
litzarem dos casos concrets, un model a coeficients constants que do´na lloc a solucions
perio`diques en el que les oscil·lacions s’associen a la mateixa naturalesa de la malaltia, i
un segon model amb forc¸ament extern on les oscil·lacions so´n introduides mitjanc¸ant un
feno`men extern a la malaltia que transmet les seves propietats oscil·lato`ries al sistema.
Aquests en so´n nome´s uns exemples, pero` enfocarem el treball en aquesta direccio´
donada la simplicitat del mecanisme i el fa`cil enteniment d’aquestes idees a la complexitat
de les dina`miques. A la segu¨ent seccio´ intentarem justificar amb me´s detalls aquesta
el·leccio´.
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2.5.1 Les distribucions dels per´ıodes d’infeccio´ i immunitat
Una de les suposicions matema`tiques que es consideren en el model SIRS presentat
anteriorment, e´s que les taxes de deixar la classe dels infectats i la classe dels recuper-
ats so´n constants. Aquesta suposicio´ no te´ en compte el temps que un individu porta
a la classe, donant lloc a distribucions exponencials als per´ıodes d’infeccio´ i recuperacio´.
Aquest plantejament resulta poc realista [9, 19], des d’un punt de vista biolo`gic seria me´s
adequada una formulacio´ que doni lloc a una distribucio´ amb tende`ncia me´s centrada, on
la ditribucio´ no sigui tan dispersa. E´s a dir, que la probabilitat de canviar de classe vingui
donada per una funcio´ que depengui del temps que un individu porta en aquesta classe, de
manera que inicialment la probabilitat de canviar e´s petita pero` aquesta va augmentant
quan s’acosta al temps mig del per´ıode d’infeccio´ o recuperacio´ i, de la mateixa manera
va disminuint a l’allunyar-se d’aquest temps mig.
Per descriure aquestes distribucions tenim diferents exemples a la literatura. D’una
manera generalitzada, podem considerar que la probabilitat d’estar infectat ve governada
per la funcio´ Q(t) i que la probabilitat de romandre a la classe dels recuperats durant t
unitats de temps e´s P (t), aleshores les equacions integrals per I i R so´n:
I(t) = I0Q(t) +
∫ t
0
βS(τ)I(τ)Q(t− τ)dτ (2.6)
R(t) = R0P (t) +
∫ t
0
γI(τ)P (t− τ)dτ (2.7)
Hethcote et al., per exemple, estudien aquest sistema combinant una funcio´ exponen-
cial e−γt/γ i una funcio´ esglaonada, aixo` do´na lloc a una equacio´ integrodiferencial. Altres
autors com Blythe et al. [2] assignen una distribucio´ gamma al per´ıode d’infeccio´ i/o d’im-
munitat.
Tot i que la descripcio´ de distribucions no exponencials s’esta` incorporant en la modelit-
zacio´ de malalties amb un llarg per´ıode d’infeccio´, es creu que en models per malalties amb
curta durada d’infeccio´, la distribucio´ del per´ıode d’infeccio´ te´ poc efecte en les dina`miques
que se’n deriven [9]. Per aixo` en aquest treball en centrarem en la modificacio´ de la dis-
tribucio´ en el per´ıode d’immunitat, donat que en el cas de co`lera el per´ıode infeccio´s dura
menys de catorze dies.
Una alternativa a la consideracio´ de la distribucio´ gamma en l’interval de temps que
es passa en una classe e´s dividir aquest estat en diferents subestats. Una sequ¨e`ncia de
subclasses de recuperats retrassa el retorn dels individus amb immunitat temporal a la
classe dels susceptibles. Introduint n subclasses en R, i assumint que el temps mig d’es-
tada en cada una de les subclasses e´s nν, estem considerant una distribucio´ gamma amb
para`metres (n, 1/nν). Per tant, si n = 1 obtindrem el model cla`ssic SIRS amb distribucio´
exponencial, mentre que per n → ∞ obtindrem un per´ıode d’immunitat temporal fixat.
Observem que el temps mig que un individu roman immune e´s, en tots els casos, 1/ν pero`
la varianc¸a disminueix a mida que augmentem el nombre de subclasses n (veure Annex 1
per la justificacio´ d’aquestes afirmacions i me´s detalls).
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2.5.2 Introduccio´ de subestats en l’estat dels recuperats
A continuacio´ volem donar alguns detalls sobre les caracter´ıstiques i implicacions
d’aquesta nova formulacio´ en les solucions del sistema. Per aixo` anem a descriure una
de les seccions de Nonlinear Oscillations In Epidemic Models de H.W. Hethcote,H.W.
Stech i P. Van Den Driessche [6].
Esquema`ticament, un model SIRnS es descriu com:
S I R1 R2 . . . Rn
De nou, considerarem que la poblacio´ total e´s constant amb N = 1, e´s a dir
S(t) + I(t) +R1(t) + · · ·+Rn(t) = 1
Hethcote et al. van ser els primers en escriure el sistema (2.8-2.10) per descriure el
model SIRnS. En aquest cas, la taxa de mortalitat-natalitat, µ, es considera igual a zero.
El sistema d’equacions diferencials per I(t) i R(t) e´s doncs:
dI
dt
= β
(
1− I(t)−
n∑
k=1
Rk(t)
)
I(t)− γI(t) (2.8)
dR1
dt
= γI(t)− νR1(t) (2.9)
dRk
dt
= νRk−1(t)− νRk(t) per k = 2, 3, · · · , n (2.10)
Definim dos para`metres α = γ/ν i σ = β/γ, i reescalem el sistema per escriure’l
en funcio´ d’aquests nous para`metres, observem que hem dividit les equacions entre el
para`metre ν:
dI
dt
= ασ
(
1− I(t)−
n∑
k=1
Rk(t)
)
I(t)− αI(t) (2.11)
dR1
dt
= αI(t)−R1(t) (2.12)
dRk
dt
= Rk−1(t)−Rk(t) per k = 2, 3, · · · , n (2.13)
Aquest sistema te´ dos punts d’equilibri:
E0 = (0, 0, · · · , 0) (2.14)
Ep = (I∗, αI∗, · · · , αI∗) (2.15)
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on
I∗ =
1− 1/σ
1 + nα
(2.16)
De nou, l’equilibri E0 es correspon a una poblacio´ sense infeccions i Ep a un equilibri
ende`mic. Ana`logament al cas de coeficients constants, l’equilibri E0 e´s un node atractor
quan R0 < 1 i e´s un punt de sella quan R0 > 1. Ara pero`, l’equilibri Ep pot presentar
diferents formes depenent dels valors que prenen els para`metres n, α i σ.
L’equacio´ caracter´ıstica de la linealitzacio´ del sistema (2.11-2.13) en l’equilbri Ep e´s:
z + α
σ − 1
1 + nα
[
1 +
α
z
(
1− (z + 1)−n)] = 0 (2.17)
Per n ≤ 2 l’equilibri Ep sempre e´s un node atractor, mentre que per n ≥ 3 obtenim
regions on es poden donar solucions perio`diques en certes regions de l’espai de para`metres.
Me´s concretament, l’equacio´ caracter´ıstica (2.17) te´ arrels imagina`ries pures z = µi si i
nome´s si n ≥ 3; i a me´s, si 4m ≤ n + 1 ≤ 4(m + 1) aleshores existeixen exactament m
corbes parametritzades per µ que defineixen les arrels imagina`ries pures en el pla (σ, α).
En la figura 2.4 hem dibuixat aquestes corbes pels casos concrets n = 3, 4, 5, 6. Sobre
aquestes corbes es produeix una bifurcacio´ de Hopf, concretament tenim un conjunt de
combinacions dels para`metres α i σ pel qual la bifurcacio´ de Hopf e´s subcr´ıtica i un altre
conjunt on e´s supercr´ıtica.
En el cap´ıtol 3 tornarem a revisar aquests resultats i presentarem algunes aportacions
nostres que el completen.
Figura 2.4: Corbes d’arrels imagina`ries pures per a l’equacio´ caracter´ıstica (2.17) en el pla (σ, α)
per a diferents valors de n
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2.5.3 Models amb coeficients perio`dics
Entendre els mecanismes que generen l’aparicio´ perio`dica de moltes malalties ha estat
un dels centres d’atencio´ des dels inicis de l’epidemiologia. Un dels avenc¸os me´s impor-
tants en aquest a`mbit va e´sser desenvolupat per H.E. Soper al 1929 [17]. Soper, treballant
amb un model SIR, va estimar la taxa de transmissio´ relativa per a cada mes de dades
de xarampio´ a Glasgow durant el per´ıode 1905-1916, i va trobar que la transmissio´ esti-
mada era molt baixa durant els mesos d’estiu i mostrava un pic als inicis de la tardor. En
aquest cas, donat que e´s una malaltia que afecta ba`sicament a la poblacio´ infantil, aquesta
variacio´ es pot explicar associant aquesta periodicitat amb el cicle escolar, durant l’estiu
els contactes entre els individus disminueixen i, per tant, tambe´ la taxa de transmissio´,
al recuperar el contacte la transmissio´ augmenta. Aquest nou marc conceptual va e´sser
seguit per London i Yorke [10], qui varen explorar les influe`ncies de l’estacionalitat en la
transmissio´ estimant les taxes per xarampio´, varicel·la i parotiditis a la ciutat de Nova
York.
Donada la relleva`ncia de tots aquests estudis en les malalties infeccioses que afecten
a la poblacio´ infantil, es va comenc¸ar a investigar la influe`ncia d’altres feno`mens en la
transmissio´ de diferents malalties. La grip, per exemple, e´s una malaltia de transmissio´
directa que cada any afecta entre tres i cinc milions de persones al mo´n, les epide`mies de
grip es repeteixen anualment assolin el ma`xim nombre de casos durant la tardor i l’hivern
en regions de clima temperat. No e´s clar per que` els casos es donen de manera tan esta-
cional, pero` hi ha un seguit de condicions que faciliten la transmissio´ durant el per´ıode
de tardor-hivern. E´s ben conegut que els virus poden sobreviure durant me´s temps a
l’exterior d’un cos quan les temperatures so´n baixes, les temperatures elevades i l’escassa
humitat redueixen la mucositat i, per tant, disminueix el risc de transmissio´ a trave´s de la
tos o l’esternut, tambe´ s’ha de considerar que durant l’hivern els contactes interpersonals
augmenten ja que es passen me´s hores a les escoles i llocs tancats.
Tots aquests treballs revelen la gran importa`ncia de la variacio´ estacional en les taxes
de transmissio´ entre susceptibles i infectats en l’estudi de les dina`miques de moltes malal-
ties infeccioses. Altizer et al. [1] van publicar al 2006 un resum dels treballs realitzats que
relacionen diferents variables amb un ampli rang de malalties.
2.5.4 Clima i malalties
Les caracter´ıstiques distribucions geogra`fiques i les variacions estacionals de moltes
malalties infeccioses fan evident que la seva ocurre`ncia esta` vinculada al clima i al temps.
Molts estudis mostren que factors com la temperatura, la pluja, la humitat o l’abunda`ncia
vegetal afecten al cicle de molts pato`gens i vectors, i aquests poden regular potencialment
el moment i la intensitat de les epide`mies. La importa`ncia del clima en relacio´ a les altres
variables, pero`, s’ha d’evaluar en el context de cada situacio´. El clima no nome´s deter-
mina la distribucio´ espacial i estacional dels brots epide`mics sino´ que tambe´ te´ un paper
rellevant en la variabilitat interanual i les tende`ncies a llarg termini.
Tot i que hi ha altres factors influents en la propagacio´ d’agents infecciosos, en aquesta
seccio´ volem ressaltar espec´ıficament el rol del clima en la incide`ncia de les malalties.
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Una manera de classificar les malalties, e´s segons el seu mecanisme de transmissio´;
sota aquest criteri tenim tres grans grups: les malalties de transmissio´ vectorial, les que
es propaguen per l’aire i les que es propaguen per l’aigua.
Les malalties de transmissio´ vectorial so´n aquelles que requereixen d’un hoste (la gran
majoria artro`podes o rossegadors) com a portador del patogen. Actualment, dues de les
malalties de transmissio´ vectorial me´s persistents al mo´n so´n la mala`ria i el dengue. Les
malalties de propagacio´ per l’aire es refereixen a aquelles que so´n causades per un agent
patogen i es transmeten a trave´s de l’aire. Els agents causants so´n expulsats del cos al
tossir, esternudar, parlar, etc. i poden romandre en suspensio´ i desplac¸ar-se amb les cor-
rents d’aire. En so´n un exemple, la grip i la meningitis. Les malalties que es propaguen
per l’aigua so´n causades per microorganismes patoge`nics que entren en contacte amb els
individus al consumir aigua contaminada. El co`lera e´s una infeccio´ intestinal aguda cau-
sada per la ingestio´ d’aigua o aliments contaminats amb la bacte`ria Vibrio Cholerae i e´s
una de les malalties de propagacio´ per aigua que infecta me´s individus anualment al mo´n
[20].
Definir la distribucio´ geogra`fica d’una malaltia dins una regio´ e´s fonamental per en-
tendre la seva epidemiologia. Aixo` tambe´ permet comparar entre malalties, analitzar les
tende`ncies temporals i identificar les influe`ncies dels factors clima`tics, entre d’altres. Per
exemple, les malalties de transmissio´ vectorial es concentren en zones humides i calentes
del planeta, mentre que les infeccions bacterials so´n me´s habituals en pa¨ısos amb una
llarga estacio´ seca. Els petits canvis locals en l’u´s de la terra so´n un fet important en les
variacions de transmissio´ en algunes a`rees, la deforestacio´ de l’Amazones, per exemple,
ha augmentat l’abunda`ncia d’alguns vectors que aniden en llocs me´s oberts en lloc de en
zones de selva, elevant tambe´ el risc de moltes malalties [18].
Quan analitzem la influe`ncia del clima hem de distingir entre dos feno`mens: l’estacio-
nalitat i la variabilitat interanual. Entenem per estacionalitat l’estudi dels feno`mens que es
repeteixen anualment amb un mateix cicle. En les zones de clima temperat, per exemple,
les estacions estiu-tardor-hivern-primavera marquen una periodicitat de la temperatura al
llarg de l’any, en canvi, en la majoria de regions tropicals les estacions van regides per les
plujes, donant lloc a estacions plujoses i a estacions seques. Hi ha feno`mens que es donen
c´ıclicament cada un cert nombre d’anys i hi ha canvis globals en la tende`ncia del clima
del nostre planeta, aquestes variacions so´n les que anomenem variabilitat interanual. Un
dels ı´ndexs de variabilitat interanual me´s important i relacionat amb les malalties e´s el El
Nin˜o-Southern Oscillation (ENSO). Aquest fenomen s’origina a l’est del Pac´ıfic Equatori-
al, a l’alc¸ada de Peru´, on al voltant del desembre les aigu¨es, que haur´ıen de ser fredes, es
troben amb un front d’aigua calenta que prove´ de l’oest. Aquest esdeveniment te´ efecte
en els patrons de temps de tot el mo´n. Un altre fenomen d’impacte global relacionat amb
les malalties e´s l’Oscil·lacio´ de l’Atla`ntic Nord (NAO), e´s un fenomen clima`tic del nord de
l’ocea` Atla`ntic de les fluctuacions en la difere`ncia de la pressio´ atmosfe`rica a nivell del mar
entre la depressio´ d’Isla`ndia i l’Anticiclo´ de les Ac¸ores que permet determinar la direccio´
i la forc¸a dels vents de l’oest.
Les malalties sensibles al clima exhibeixen patrons perio`dics ben diferents. Identificar
els factors clima`tics que donen lloc a per´ıodes amb un alt risc de transmissio´ e´s important
aix´ı com entendre que aquests factors so´n ben diferents entre les malalties i que poden
variar segons les regions ecolo`giques.
Estat de l’Art 15
En les malalties de transmissio´ vectorial les condicions ambientals afecten tant a la
poblacio´ de vectors com al desenvolupament del patogen dins l’hoste. Els esdeveniments
extrems poden promoure o inhibir la transmissio´ d’una malaltia, les fortes plujes poden,
com a exemple destrossar els caus dels rossegadors o arrosegar les larves dels mosquits. Li
et al. [8] va identificar una correlacio´ negativa entre les fortes plujes i els casos de dengue
a Mala`sia.
La quantitat i la qualitat de l’aigua d’u´s huma` es pot associar a canvis ambientals.
Les inundacions poden col·lapsar les plantes de tractament d’aigu¨es o els sistemes se`ptics,
o en condicions de sequera els contaminants es troben en alta concentracio´ en l’aigua
disponible dificultant el seu tractament. E´s clar doncs, que el cicle anual de plujes jugara`
un paper important en la quantitat i qualitat de l’aigua, pero` la variabilitat interanual dels
esdeveniments que regulen aquests feno`mens ens donaran molta me´s informacio´ sobre el
seu impacte. A Bangladesh, per exemple, les epide`mies de co`lera esta`n relacionades amb
el final de l’estacio´ de monsons en la variacio´ anual [14] i amb ENSO en una frequ¨e`ncia
interanual [13].
2.5.5 Taxa de transmissio´ estacional
En aquesta seccio´ volem analitzar alguns dels resultats d’introduir una taxa de trans-
missio´ perio`dica en un model SIRS.
Reescrivim el sistema (2.4-2.5) amb una taxa de transmissio´ dependent del temps:
dS
dt
= µ− β(t)S(t)I(t) + γR(t)− µS(t) (2.18)
dI
dt
= β(t)S(t)I(t)− (ν + µ)I(t) (2.19)
dR
dt
= νI(t)− (γ + µ)R(t) (2.20)
Dietz va ser el primer en descriure aquest sistema mitjanc¸ant les equacions diferencials
(2.18-2.20) i va trobar, amb simulacions nume`riques, solucions de per´ıode un, dos, quatre
i sis anys [3]. Me´s endavant, Smith va demostrar rigurosament l’existe`ncia de solucions de
per´ıode dos anys depenent de la resona`ncia entre el forc¸ament extern de per´ıode un any i
la tende`ncia natural del sistema auto`nom, definint β(t) = β¯(1 + cos 2pit) [16]. Me´s recent-
ment, al 2002, Greenhalgh i Moneim demostren l’existe`ncia de solucions perio`diques per a
una taxa d’infeccio´ generalitzada com β(t) T-perio`dica, acotada, positiva i no ide`nticament
zero [4].
Sota aquestes consideracions, per β(t) no constant existeix un u´nic punt d’equilibri del
sistema que correspon a l’equilibri sense malaltia:
E0 ≡ (S∗, I∗, R∗) = (1, 0, 0)
Denotem per β¯ el valor mig que pren β(t) en un cicle: β¯ = 1T
∫ T
0 β(τ)dτ . Aleshores, el
nombre ba`sic de reproduccio´ es defineix com:
R0 = β¯
µ+ ν
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De nou, R0 e´s un valor llindar per determinar l’estabilitat de l’equilibri E0: si R0 ≤ 1
l’equilibri E0 e´s globalment estable i si R0 > 1 E0 e´s inestable. Quan R0 > 1 Greenhalgh
i Moneim demostren l’existe`ncia de solucions T-perio`diques i troben, mitjanc¸ant simula-
cions nume`riques, solucions de per´ıode nT per n = 1, 2, 3, 4 i 5 i solucions aperio`diques.
Cap´ıtol 3
Oscil·lacions
En aquest cap´ıtol volem reproduir alguns dels resultats descrits en el cap´ıtol anterior
i presentar les nostres aportacions.
3.1 Ana`lisi del model auto`nom amb me´s d’una classe de
recuperats
En aquesta seccio´ revisarem els resultats referents a l’existe`ncia d’o`rbites perio`diques
per al model amb n subclasses de recuperats i aportarem alguns resultats nous sobre l’ex-
iste`ncia i l’estabilitat d’aquestes o`rbites. Analitzarem el cas n = 3 i determinarem les
regions de l’espai de para`metres on existeixen o`rbites perio`diques i determinarem la seva
estabilitat. Per algunes combinacions de para`metres calcularem nume`ricament aquestes
o`rbites estables i inestables.
Per dur a terme aquest ana`lisi reprendrem el sistema d’equacions (2.11)-(2.13), on
s’han reescalat els para`metres per a reduir el sistema a dos, recordem el canvi considerat:
α = γ/ν i σ = β/γ. Reescrivim el sistema anunciat a l’apartat anterior en funcio´ dels
para`metres α i σ:
dI
dt
= ασ
(
1− I(t)−
n∑
k=1
Rk(t)
)
I(t)− αI(t) (3.1)
dR1
dt
= αI(t)−R1(t) (3.2)
dRk
dt
= Rk−1(t)−Rk(t) per k = 2, 3, · · · , n (3.3)
Recordem que per aquest sistema hav´ıem vist que existeixen dos punts d’equilibri,
E0 denota l’equilibri corresponent a la poblacio´ sense infeccio´ i Ep que denota l’equilibri
ende`mic.
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3.1.1 Existe`ncia i ca`lcul d’o`rbites perio`diques, i la seva estabilitat
Reconstruccio´ de les corbes d’arrels imagina`ries pures
Partim de l’equacio´ caracter´ıstica 2.17 dels valors propis del sistema linealitzat al
voltant del punt d’equilibri ende`mic
z + α
σ − 1
1 + α
[
1 +
α
z
(
1− (z + 1)−n)] = 0 (3.4)
Volem cone`ixer la relacio´ entre els para`metres α i σ quan les arrels de l’equacio´ (3.4)
so´n imagina`ries pures, e´s a dir, so´n de la forma z = µi. Denotem:
y = (z + 1)−n =
(
1− µi
1 + µ2
)n
Per a que es satisfaci l’equacio´ (3.4), tant la part real com la part imagina`ria ambdues
hauran de ser zero, aleshores:
part real:
α
σ − 1
1 + nα
[
1− α
µ
Im(y)
]
= 0
1− α
µ
Im(y) = 0
=⇒ α = µ
Im(y)
(3.5)
part imagina`ria:
µ+ α
σ − 1
1 + nα
[
−α
µ
(1−Re(y))
]
= 0
=⇒ σ = 1 + µ
2(1 + nα)
α2(1−Re(y)) (3.6)
Ara, considerem la corba Γ parametritzada per µ com:
Γ(µ) ≡ (σ, α) =
(
1 +
Im(y)(Im(y) + nµ)
(1−Re(y)) ,
µ
Im(y)
)
(3.7)
Observem que per n = 2 la part imagina`ria de y e´s exactament Im(y) = −2µ
1+µ2
, per tant,
el para`metre α sera` negatiu. Aixo` no e´s possible per construccio´, ja que aquest para`metre
correspon al quocient entre el temps que un individu resta en R i el temps que resta en I.
Aleshores, per n = 2 no existeixen arrels imagina`ries pures per a l’equacio´ caracter´ıstica
(3.4) del sistema. Quan considerem n = 1 recuperem el model SIRS cla`ssic, que ja hem
vist al cap´ıtol anterior que nome´s do´na lloc a solucions constants.
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Per tant, el model SIRnS pot donar lloc a solucions perio`diques si i nome´s si n ≥ 3
com havien mostrat Hethcote et al. [6]. A la figura 3.1 hem representat la corba Γ(µ) per
a n = 3.
Figura 3.1: Corba Γ de les arrels imagina`ries de l’equacio´ caracter´ıstica 3.4 per n = 3 en el pla
(σ, α)
D’ara en endavant, ens centrarem en el cas n = 3 perque`, encara que pugui o no ser
realista, e´s el me´s senzill que do´na lloc a solucions perio`diques per causa d’una bifurcacio´
de Hopf.
Estabilitat
Per entendre que esta` passant al voltant d’aquestes corbes aplicarem el teorema de
la bifurcacio´ de Hopf. Aproximadament, el teorema de Hopf diu que si per a un sistema
d’equacions ordina`ries de dimensio´ n, x˙ = fθ(x), que depe`n d’un para`metre real θ trobem
un parell de valors propis conjugats de la linealitzacio´ del sistema sobre un punt d’equilibri
que creuen l’eix imaginari al variar θ per certs valors cr´ıtics, aleshores existeixen uns cicles
l´ımits propers a aquest punt d’equilibri.
A continuacio´ anunciem el Teorema de Hopf (3.1.1), que e´s una adaptacio´ de [11]. A
la font original no tots els casos que es donen so´n inclosos, per aixo` presentem la segu¨ent
extensio´.
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Teorema 3.1.1 (Teorema de Hopf – adaptat de [11])
Sigui fθ un camp vectorial en Rn (n ≥ 2) parametritzat per θ ∈ R i Ck (k ≥ 4)
en x ∈ Rn i θ. Suposem fθ(xˆ(θ)) = 0 per a un punt xˆ(θ) i denotem per Jθ el
jacobia` (Df)xˆ(θ). Suposem:
(a) Jθ te´ un parell de valors propis complexes conjugats simples λ(θ) i
λ¯(θ) per els quals Re(λ(θ)) = 0 quan θ = θ0 i
d
dθ
Re(λ(θ)) > 0, Im(λ(θ)) > 0
en θ = θ0
(b) Tot valor propi ν(θ) de Jθ, excepte λ(θ) i λ¯(θ) satisfa`
Re(ν(θ0)) 6= 0
(c) El coeficient de curvatura, Re(Ψ) (veure expressio´ (3.8)), e´s diferent
de zero
Aleshores, hi ha un rang de valors positius o negatius de ∆θ ≡ θ − θ0 on ca-
da valor de θ correpon a un u´nic cicle l´ımit a dista`ncia O(|∆θ|1/2) de xˆ(θ), i
per´ıode 2pi/Im(λ(θ0)) +O(∆θ).
A me´s,
(d) Si Re(Ψ) < 0 el cicle l´ımit existeix per ∆θ > 0, i si Re(Ψ) > 0 existeix
per ∆θ < 0. Si Re(Ψ) < 0 i Re(ν(θ0) < 0) ∀ν, el cicle l´ımit e´s atractor,
i si Re(Ψ) > 0 i Re(ν(θ0) > 0) el cicle l´ımit e´s repulsor. En els altres
casos el cicle l´ımit e´s inestable encara que no sigui un repulsor.
El coeficient de curvatura es correspon a la part real de Ψ on (Poore, [15]):
Ψ = upvjvkv¯l
[
fpjkl − 2fpjmJ−1mqf qkl − fplm(J − 2iω)−1mqf qjk
]
(3.8)
Hem considerat J = Jθ0, uT i v so´n vectors propis de J corresponents a λ(θ0)
per l’esquerra i per la dreta respectivament i de manera que uT v = 1. Hem
denotat ω = Im(λ(θ0)). Els sub´ındex repetits indiquen la suma de 1 a n. f
p
jk
es correspon a ∂fθp (x)/∂xk∂xj evaluada a x = xˆ(θ0).
Observem que en el nostre problema no tenim un u´nic para`metre, sino´ que el sistema
depe`n de dos para`metres independents: α i σ. Per aplicar el Teorema fixarem un dels
para`metres per a trobar-nos en les mateixes condicions. Per a un punt (σˆ, αˆ) de la corba
Γ, fixarem α = αˆ i farem variar σ per a definir la direccio´ en la que apliquem el Teorema,
per a que es satisfaci la condicio´ (a) hem de variar el para`metre σ cap a l’interior de la
regio´ delimitada per la corba Γ. E´s a dir, sobre un conjunt de punts de Γ, el para`metre
del teorema es correspon amb θ = σ i sobre un altre conjunt de punts es correspon amb
θ = −σ.
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Calculem el coeficient de curvatura i els valors propis del jacobia` sobre els punts de la
corba, i trobem dues situacions diferents:
1. Hi ha un conjunt de punts on es satisfan les condicions (a)-(c) amb Re(Ψ) < 0 i
Re(ν(θ0)) < 0
2. I hi ha un altre conjunt de punts on es tambe´ es satisfan les condicions (a)-(c) pero`
Re(Ψ) > 0 i Re(ν(θ0)) < 0
E´s a dir, tenim un conjunt de punts de la corba Γ on apareixen cicles l´ımits atractors
per ∆θ > 0 (situacio´ 1) i, un altre conjunt de punts on apareixen cicles l´ımits inestables
per ∆θ < 0 (situacio´ 2). En el primer cas tenim una bifurcacio´ de Hopf supercr´ıtica i en
el segon una bifurcacio´ de Hopf subcr´ıtica. Hem calculat nume`ricament aquests valors i
a la figura 3.2 hem representat les dues regions sobre el conjunt de punts de la corba Γ,
mitjanc¸ant una l´ınia cont´ınua per indicar l’aparicio´ d’o`rbites perio`diques estables (Hopf
supercr´ıtica) i una l´ınia discont´ınua per identificar les inestables (Hopf subcr´ıtica).
Figura 3.2: Els dos casos de bifurcacio´ sobre la corba Γ. Ambdues regions s’han dibuixat evaluant
la funcio´ Ψ de (3.8)
En l’article de Hethcote et al. aquests resultats ja van ser presentats, pero` no queden
clars (en el text de l’article s’anuncien uns resultats i en el peu de la figura (3) de [6]
s’anuncia el contrari), per aquest motiu hem reproduit els mateixos ca`lculs, encara que
mitjanc¸ant altres me`todes.
A continuacio´ utilitzarem l’aplicacio´ de Poincare´ per veure aquests resultats en alguns
casos concrets. Una aplicacio´ de Poincare´ e´s una aplicacio´ definida en un hiperpla` de
l’espai d’estats del sistema, aquest hiperpla` s’anomena seccio´ de Poincare´, i la imatge d’un
punt de l’hiperpla` e´s la primera interseccio´ de l’o`rbita que el conte´ amb aquest hiperpla`.
Aquesta aplicacio´ tambe´ e´s coneguda com l’aplicacio´ de primer retorn.
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En el nostre cas, usarem l’aplicacio´ de Poincare´ per determinar la regio´ de l’espai de
para`metres on existeixen o`rbites perio`diques estables, i trobar nume`ricament les o`rbites
perio`diques inestables per a algunes combinacions de para`metres.
Definim la seccio´ de Poincare´ com l’hiperpla` H de dimensio´ 3 de variables (R1,R2,R3)
amb I fixat prenent el valor de la solucio´ d’equilibri ende`mic donat a l’equacio´ (2.16). Per
construir el mapa de Poincare´ hem dissenyat dues funcions nume`riques:
• ‘Interseccio´ amb H’ que donat un punt qualsevol de quatre components (I,R1,R2,R3)
ens retorna un punt de l’hiperpla` H corresponent a la interseccio´ entre H i l’o`rbita
que conte´ el punt donat. E´s a dir, la funcio´ segueix l’o`rbita que conte´ el punt do-
nat de quatre components fins a trobar-se amb l’hiperpla` fixat, de manera que ens
retorna un punt de tres components que pertany a H
• ‘Mapa de Poincare´’ que correspon a l’algorisme de l’aplicacio´ de Poincare´. Donat
un punt de H ens retorna la primera interseccio´ de l’o`rbita que el conte´ amb H
L’aplicacio´ de Poincare´ ens permet detectar les o`rbites perio`diques d’un sistema dina`mic.
Donada una o`rbita per´ıodica del sistema que conte´ un punt p, podem construir una seccio´
transversal T a l’o`rbita que contingui el punt p. Aleshores, l’aplicacio´ de Poincare´ sobre
la seccio´ T :
P : T → T
satisfa`
P(p) = p
e´s a dir, un punt p ∈ T contingut en una o`rbita perio`dica e´s un punt fix de l’aplicacio´ de
Poincare´.
Per construccio´, l’hiperpla` H que hem introduit anteriorment e´s una seccio´ transversal
per a una o`rbita perio`dica del nostre sistema. Tot i que una o`rbita perio`dica talla aquest
hiperpla` en dos punts, per aixo` haurem de considerar una direccio´ de interseccio´.
Aquest problema de trobar punts fixos de l’aplicacio´ de Poincare´, el podem transformar
en un problema de buscar zeros de la funcio´:
Q(p) ≡ P(p)− p
Aleshores, per trobar les o`rbites perio`diques del nostre sistema buscarem els zeros de
la funcio´ Q. Per abordar aquest problema, hem fet u´s dels algorismes per trobar zeros de
funcions de que disposa MatLab, en aquests l’estabilitat del sistema no e´s influent. Conc-
retament, hem usat la funcio´ ’fsolve’ amb l’algorisme que aplica el me`tode Trust-Region
Dogleg Method, que e´s una variant me´s robusta del Me`tode de Newton-Raphson.
En les regions on l’equilibri ende`mic e´s l’u´nica solucio´ estable, donat un punt R =
(R1,R2,R3) qualsevol de la seccio´ de Poincare´ H, la imatge que retorna l’aplicacio´ de
Poincare´ es correspon a les components de l’equilibri ende`mic Ep (equacio´ (2.15)). El
Teorema (3.1.1) ens diu que hi ha una regio´ on variant els para`metres cap a l’interior
del pla delimitat per la corba Γ l’equilibri ende`mic esdeve´ inestable i apareix una o`rbita
perio`dica estable.
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Si fixem el valor de α i considerem σ com el para`metre de bifurcacio´, podem distingir
dues situacions diferents sobre els punts de la corba Γ. Per alguns valors de α tenim
dos punts de la corba on es produeix una bifurcacio´ de Hopf supercr´ıtica. En canvi, per
altres valors de α tenim una bifurcacio´ de Hopf supercr´ıtica i una subcr´ıtica. A contin-
uacio´ estudiarem dos casos concrets com a exemples representatius d’aquestes dues regions.
Cas α = 120
Fixem el para`metre α = 120, per a aquest valor tenim dos punts de la corba Γ:
(α, σ1) = (120, 1.095) i (α, σ2) = (120, 1.155) en els que es produeix una bifurcacio´ de
Hopf supercr´ıtica. Prenem diferents valors de σ entre 1.09 i 1.158 i per a cada combinacio´
de para`metres definim la seccio´ de Poincare´ com hem indicat anteriorment. Considerem
un punt d’aquesta seccio´ (diferent del corresponent a l’equilbiri) com a condicions inicials
per a la funcio´ ’fsolve’, les coordenades que ens retorna corresponen a un punt fix de l’apli-
cacio´ de Poincare´ i, per tant, hi ha una o`rbita perio`dica que el conte´. A la figura 3.3 hem
representat la coordenada S dels punts d’equilibri en funcio´ del para`metre σ. En negre
l’equilibri ende`mic i en vermell l’o`rbita perio`dica; en l´ınia cont´ınua els equilibris estables
i en discont´ınua els inestables. Observem que e´s per a σ = σ1 on apareixen les primeres
o`rbites perio`diques i l’equilibri ende`mic Ep esdeve´ inestable; i en σ = σ2 desapareixen les
o`rbites perio´diques i l’equilibri ende`mic torna a ser estable.
Figura 3.3: Estabilitat dels equilibris per a α = 120. Representacio´ del punts d’interseccio´ de la
variable S amb l’hiperpla` H
Cas α = 400
Prenem ara, un valor de α pel qual existeixen dos punts de la corba Γ, un on es produeix
una bifurcacio´ supercr´ıtica i un altre on e´s subcr´ıtica. Triem α = 400, ara σ1 = 1.021 es
correspon al cas supercr´ıtic i σ2 = 1.123 al subcr´ıtic. Per a cada combinacio´ de para`metres
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definim la seccio´ de Poincare´ fixant la variable I com hem descrit anteriorment i contruim
el mapa de Poincare´. A la figura 3.4 (a dalt) hem representat els valors de la variable S
donats pel mapa de Poincare´, en l´ınia cont´ınua els equilibris estables i en discont´ınua els
inestables, en negre l’equilibri ende`mic i en vermell l’o`rbita perio`dica. En σ = σ2 l’equi-
libri ende`mic passa de ser inestable a ser estable i, observem que en aquest cas l’o`rbita
perio`dica apareix en σ = σ1 pero` continua present per valors de σ majors que σ2 i de-
sapareix sobtadament en σ3 = 1.141. Tenim doncs una regio´ on conviuen dues solucions
estables del sistema.
Figura 3.4: Estabilitat dels equilibris per a α = 400. Representacio´ del punts d’interseccio´ de la
variable S amb l’hiperpla` H
En aquesta regio´ amb me´s d’una solucio´ estable l’aplicacio´ de Poincare´ e´s molt sensible
a les condicions inicials que li donem, e´s a dir, si el punt inicial e´s una petita pertorbacio´
de l’equilibri ens retorna l’equilibri ende`mic Ep, pero` si la pertorbacio´ e´s major podem
obtenir l’o`rbita perio`dica. Per recuperar correctament les o`rbites perio`diques en aquesta
regio´ hem aprofitat la continu¨ıtat en el valor de l’amplitud de les o`rbites en funcio´ del
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para`metre de bifurcacio´ θ = σ. Situant-nos en la regio´ delimitada per la corba Γ, on
nome´s existeix un equilibri estable, trobem fa`cilment el zero de Q corresponent a l’o`rbita
perio`dica. Construim una successio´ de valors de {θn}n=0...m on θ1 = σ2 i θm = σ3, de
manera que θ0 e´s dins la regio´ delimitada per Γ. Denotem per x0 ∈ H el zero de la fun-
cio´ Q quan considerem el para`metre de bifurcacio´ θ0. Aleshores, per a trobar les o`rbites
perio`diques per θ1 usarem el valor obtingut en θ0. Denotem per y0 la imatge de la funcio´
Interseccio´ amb H per al punt x0 i d’aquesta manera obtenim unes condicions inicials
properes a x0 per a buscar un zero de Q. Seguim aquest procediment per a tot n, per a
trobar els zeros de Q per al valor del para`metre de bifurcacio´ θn usarem com a condicions
inicials un punt de la solucio´ perio`dica per al valor θn−1 que hem obtingut pre`viament.
El Teorema 3.1.1 ens diu que per σ = σ2, fent variar els para`metres cap a l’interior de
la regio´ delimitada per Γ, hi ha una o`rbita perio`dica inestable que desapareix donant lloc
a un equilibri inestable.
Per trobar aquesta o`rbita inestable tambe´ usarem l’aplicacio´ de Poincare´, pero` haurem
de triar correctament les condicions inicials de les que partim. El primer valor de σ que
prendrem e´s el punt mig entre σ2 i σ3 que denotarem per σˆ, ja que queda a la mateixa
dista`ncia d’un punt i de l’altre i podem esperar que a l’entorn d’aquest e´s on les o`rbites
estables queden me´s lluny. Com a condicions inicials per a l’algorisme de trobar zeros
de Q, prendrem el punt mig de les coordenades dels dos equilibris en σˆ. De la mateixa
manera que en el cas de les solucions estables, construim una successio´ {θn}n=−m1...m2 on
θ0 = σˆ, θ−m1 = σ2 i θm2 = σ3. Un cop trobat l’equilibri per θ0 anirem avanc¸ant fins a θm2
i retrocedint fins a θ−m1 , i com a condicions inicials per l’algorisme usarem el punt de l’e-
quilibri que hem trobat per al valor de la successio´ anterior (com hem descrit anteriorment).
D’aquesta manera hem pogut recuperar l’o`rbita inestable, veiem a la figura 3.4 (a baix)
la reconstruccio´ de la variable S sobre la seccio´ de Poincare´ per α = 400. En negre hem
representat l’equilibri ende`mic, en l´ınia cont´ınua les regions on e´s estable i en discont´ınua
on e´s inestable. En vermell l’o`rbita perio`dica estable i en blau l’o`rbita perio`dica inestable.
A la figura 3.5 hem representat les tres solucions existents per a la combinacio´ de
para`metres: α = 400 i σ = 1.1535. Seguint la mateixa notacio´, en negre l’equilibri
ende`mic, en vermell l’o`rbita perio`dica estable i en blau l’o`rbita perio`dica inestable.
Figura 3.5: A l’esquerra, simulacio´ de la variable S en el temps de les tres o`rbites existents per
als para`metres α = 200 i σ = 1.1535. A la dreta, les o`rbites en la projeccio´ S-I.
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Refent aquest mateix procediment hem determinat els valors de σ3 per a diferents
valors de α, i podem doncs acotar la regio´ on coexisteixen una o`rbita perio`dica estable,
una inestable i un node atractor. Observem que σ3 e´s punt de sella, una o`rbita perio`dica
estable i una inestable colisionen i desapareixen. A la figura 3.6 hem representat la corba
Γ en negre i en vermell una nova corba que delimita aquesta regio´.
Figura 3.6: En negre i l´ınia cont´ınua on es produeix una bifurcacio´ de Hopf supercr´ıtica, en l´ınia
discont´ınua on es produeix una bifurcacio´ de Hopf subcr´ıtica (ambdues variant els para`metres cap
a l’interior de la regio´ delimitada per Γ) i en vermell on es produeix una bifurcacio´ de sella
3.1.2 Sistemes l´ımit
A la seccio´ anterior hem analitzat l’aparicio´ d’o`rbites perio`diques i la seva estabilitat
dins d’una regio´ limitada de l’espai de para`metres, la regio´ d’estudi ens ha semblat prou
significativa per recollir tots els esdeveniments pero` no podem justificar que sigui aix´ı en
tot l’espai de para`metres. En aquesta seccio´ voldr´ıem estudiar el sistema quan α → ∞ i
σ → 1, per a poder generalitzar els resultats obtinguts a tot l’espai de para`metres. En
la seccio´ anterior hem analitzat uns casos concrets i hem pogut fer un seguiment de les
o`rbites perio`diques que apareixen degut a una bifurcacio´ de Hopf i veure que desapareixen
o be´, per una bifurcacio´ de Hopf, per valors petits de α, o be´ per una bifurcacio´ de sel-
la al colisionar amb una o`rbita perio`dica inestable resultant d’una bifurcacio´ de Hopf de
subcr´ıtica. L’objectiu en aquesta seccio´ e´s poder afirmar que aquest patro´ es mante´ per
al sistema l´ımit que construim al prendre els l´ımits en els para`metres governants α→∞ i
σ → 1. A continuacio´ veurem que per a la branca de la corba Γ on es produeix la bifurcacio´
de Hopf supercr´ıtica podem prendre l´ımits fent un canvi de variables adequat pero` per a
l’altra branca, on es produeix la bifurcacio´ de Hopf subcr´ıtica, no hem pogut finalitzar els
ana`lisis que voldr´ıem. En aquest segon cas la part imagina`ria dels valors propis tendeix a
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infinit, convertint el problema en un cas degenerat dif´ıcil de tractar, en aquesta situacio´,
el nostre estudi es centrara` en descriure la forma dels valors propis com a funcions dels
para`metres del sistema.
Per comenc¸ar, volem veure si s’estableix alguna relacio´ entre els para`metres α i σ quan
prenem els l´ımits α→∞ i σ → 1. Reescrivim l’equacio´ caracter´ıstica (3.4) en funcio´ d’uns
nous para`metres que so´n propers a zero:
ε ≡ 1
α
τ ≡ σ − 1
Aleshores, l’equacio´ caracter´ıstica:
ε(3 + ε)(ω4 − 3ω3i− 3ω2 + ωi) + τε(−ω3i− 3ω2 + 3ωi+ 1) + τ(−ω2 + 3ωi+ 3) = 0
Per a que es satisfaci aquesta equacio´, tant la part real com la imagina`ria han de ser
zero, imposem-ho:
part real:
ε(3 + ε)ω4 − (3ε(3 + ε) + 3τε+ τ)ω2 + τ(3 + ε) = 0
part imagina`ria:
ω
(−(3ε(3 + ε) + τε)ω2 + ε(3 + ε) + 3τ(ε+ 1)) = 0{
ω = 0
ω2 = ε(3+ε)+3τ(ε+1)3ε(3+ε)+τε
Denotem:
ωn = ε(3 + ε) + 3τ(ε+ 1) ωd = 3ε(3 + ε) + τε
i substituim a la part real:
ε(3 + ε)ω2n − (3ε(3 + ε) + 3τε+ τ)ωnωd + τ(3 + ε)ω2d = 0
Desenvolupem:
0 = −ε(−27τε+ 198τε2 + 30τ2ε+ 216ε2 + 216ε3 +
+72ε4 + 141ε3τ + 82τ2ε2 + 24ε4τ + 24τ2ε3 + 8τ3ε2 + 9τ3ε+ 3τ3 + 8ε5)
Apliquem el me`tode del Pol´ıgon de Newton per simplificar el polinomi:
ε
τ
3
2 3 4 51
1
2
4
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Ens quedem amb els termes me´s significatius i reescrivim el polinomi:
3τ3 − 27τε+ 216ε2 = 0
Resolem per ε:
τ3 − 9ετ + 72ε2 = 0
ε =
9τ ±√81τ2 − 288τ3
144
=
9τ ± 3τ√9− 32τ
144
Desenvolupem l’arrel en se`ries de Taylor al voltant de zero:
Primer ordre:
√
9− 32τ ' 3 + o(τ) aleshores,
ε =
9τ ± 9τ
144
=
{
0
τ/8 =⇒ α(σ − 1) = 8
Segon ordre:
√
9− 32τ ' 3− 16τ/3 + o(τ2) aleshores,
ε =
9τ ± 3τ(3− 16τ/3)
144
=
{
τ2/9 =⇒ α(σ − 1)2 = 9
τ(1/8− τ/9)
Hem trobat dues relacions entre els para`metres α i σ quan portem aquests als seus
valors l´ımit. Reescrivim el sistema d’equacions tenint en compte aquestes relacions i
estudiem el canvi en les equacions que aquest reescalament suposa:
Cas α(σ − 1) = 8 :
Denotem A = α(σ − 1) i B = σ − 1. Sabem que quan α→∞ i σ → 1 tindrem que
A→ 8 i B → 0
Sistema d’equacions:
dI
dt
= AI(t)− A
B
(B + 1)(R1(t) +R2(t) +R3(t) + I(t))I(t) (3.9)
dR1
dt
=
A
B
I −R1(t) (3.10)
dR2
dt
= R1(t)−R2(t) (3.11)
dR3
dt
= R2(t)−R3(t) (3.12)
Observem que no podem prendre el l´ımit B → 0 ja que tenim fraccions amb denom-
inador B. Per decidir el canvi de variables que ens conve´ aplicar estudiem com es
comporten els equilibris del sistema quan prenem l´ımits:
L’expressio´ per l’equilibri ende`mic e´s ara:
Ep = (I∗,
A
B
I∗,
A
B
I∗,
A
B
I∗) (3.13)
on
I∗ =
B2
(B + 1)(3A+B)
Oscil·lacions 29
Si prenem l´ımit B → 0, totes les variables de l’equilibri tendeixen a zero, el terme
dominant per a I∗ e´s B2 i e´s B per a les variables R∗j , e´s a dir:
I∗
B2
→ 1
3A
i
R∗j
B
→ 1
3
quan B → 0
Aleshores, el canvi que farem e´s:
I¯ =
AI
B2
R¯ =
R
B
Despre´s de canvi de variables el sistema e´s:
dI¯
dt
= AI¯(t)−A(B + 1)(R¯1(t) + R¯2(t) + R¯3(t))I¯(t)−B(B + 1)I¯(t)2 (3.14)
dR¯1
dt
= I¯ − R¯1(t) (3.15)
dR¯2
dt
= R¯1(t)− R¯2(t) (3.16)
dR¯3
dt
= R¯2(t)− R¯3(t) (3.17)
Ara s´ı podem prendre el l´ımit B → 0:
dI¯
dt
= AI¯(t)−A(R¯1(t) + R¯2(t) + R¯3(t))I¯(t) (3.18)
dR¯1
dt
= I¯ − R¯1(t) (3.19)
dR¯2
dt
= R¯1(t)− R¯2(t) (3.20)
dR¯3
dt
= R¯2(t)− R¯3(t) (3.21)
Analitzant els valors propis d’aquest sistema obtenim que per A = 8 es do´na una
bifurcacio´ de Hopf i apareixen solucions perio`diques, com pod´ıem esperar de l’estudi
realitzat en la seccio´ anterior.
Cas α(σ − 1)2 = 9 :
Denotem K = α(σ− 1)2 i B = σ− 1. Sabem que quan α→∞ i σ → 1 tindrem que
K → 9 i B → 0
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Sistema d’equacions:
dI
dt
=
K
B
I(t)− K
B2
(B + 1)(R1(t) +R2(t) +R3(t) + I(t))I(t) (3.22)
dR1
dt
=
K
B2
I(t)−R1(t) (3.23)
dR2
dt
= R1(t)−R2(t) (3.24)
dR3
dt
= R2(t)−R3(t) (3.25)
Procedim de manera ana`loga al cas anterior per decidir el canvi de variables a real-
itzar.
L’expressio´ per l’equilibri ende`mic e´s:
Ep = (I∗,
K
B2
I∗,
K
B2
I∗,
K
B2
I∗) (3.26)
on
I∗ =
B3
(B + 1)(3K +B2)
Prenent el l´ımit B → 0 tenim que I∗ → 0 i R∗j → 1/3, de manera que el canvi de
variables de triem e´s:
I¯ =
I
B3
R¯ =
R
B
Aleshores, el sistema es reescriu com:
dI¯
dt
=
K
B
I¯(t)− K
B
(B + 1)(R1(t) +R2(t) +R3(t))I¯(t)−KB(B + 1)I¯(t)2
dR1
dt
= KI¯(t)−R1(t) (3.27)
dR2
dt
= R1(t)−R2(t) (3.28)
dR3
dt
= R2(t)−R3(t) (3.29)
Observem que despre´s del canvi de variables igualment tenim termes amb denom-
inador B que no ens permeten prendre el l´ımit B → 0. En aquest cas, no podem
trobar un sistema en els para`metres B i K, a continuacio´ buscarem una expressio´
pels valors propis del sistema en funcio´ d’aquest dos para`metres.
Reescrivim la matriu del sistema (3.22-3.25) linealitzat en l’equilibri Ep:
− KB
3K+B2
− K
B(3K+B2)
− K
B(3K+B2)
− K
B(3K+B2)
K −1 0 0
0 1 −1 0
0 0 1 −1
 (3.30)
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Volem trobar els valors propis prop de K = 9 i B = 0, el polinomi caracter´ıstic
corresponent a (3.30) e´s:
p1 =
(
(3BK +B3)x4 + (9BK + 3B3 +B2K)x3 + (9BK +K2 + 3B3 + 3B2K)x2+
+(3BK + 3K2 +B3 + 3B2K)x+ 3K2 +B2K
) 1
B(3BK +B3)
(3.31)
Eliminem el denominador considerant p2 = B(3BK +B3)p1, aleshores:
p2 = (3BK +B3)x4 + (9BK + 3B3 +B2K)x3 + (9BK +K2 + 3B3 + 3B2K)x2 +
+(3BK + 3K2 +B3 + 3B2K)x+ 3K2 +B2 (3.32)
Si prenem els valors B = 0 i K = 9 obtenim el segu¨ent polinomi:
q2 = K2x2 + 3K2x+ 3K2 (3.33)
I les arrels d’aquest polinomi so´n:
x1,2 = −32 ±
√
3
2
i (3.34)
D’aquesta manera nome´s obtenim dos valors propis del sistema (3.22-3.25), al con-
siderar B = 0 els termes de grau 3 i 4 de p2 es fan zero. Per a poder determinar els
altres dos valors propis considerarem el polinomi en ordre invers i desenvoluparem
per Taylor al voltant de B = 0 i K = 9 les seves solucions.
Fem els canvis de variable B = b2 i x = 1z i considerem el polinomi rp3 = z
4p2,
aleshores:
rp3 = (3b2K + b6) + (9b2K + 3b6 + b4K)z + (9b2K +K2 + 3b6 + 3b4K)z2 +
+(3b2K + 3K2 + b6 + 3b4K)z3 + (3K2 + b4K)z4 (3.35)
Fem u´s del Maple per resoldre i desenvolupar per Taylor al voltant de B = 0 i K = 9
les solucions del polinomi (3.35). L’expressio´ pel polinomi d’ordre 8 que obtenim e´s
la segu¨ent:
T6 = RootOf(3 Z2 + b2)
(
1− 1
18
(K − 9) + 1
216
(K − 9)2 − 5
11664
(K − 9)3+
− 4
27
b4 +
35
839808
(K − 9)4 − 7
1679616
(K − 9)5 + 7
162
b4(K − 9) + 5
27
b6 +
− 25
2916
b4(K − 9)2 + 77
181398528
(K − 9)6
)
+
1
27
b6(K − 9) +
− 1
4374
b4(K − 9)3 − 1
162
b4(K − 9) + 1
729
b4(K − 9)2 − 1
9
b6 (3.36)
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Tenim dues arrels complexes conjugades:
T6 = ±
√
3
3
b
(
1− 1
18
(K − 9) + 1
216
(K − 9)2 − 5
11664
(K − 9)3 − 4
27
b4+
+
35
839808
(K − 9)4 − 7
1679616
(K − 9)5 + 7
162
b4(K − 9) + 5
27
b6 +
− 25
2916
b4(K − 9)2 + 77
181398528
(K − 9)6
)
i+
1
27
b6(K − 9) +
− 1
4374
b4(K − 9)3 − 1
162
b4(K − 9) + 1
729
b4(K − 9)2 − 1
9
b6 (3.37)
Aquestes es corresponen a les arrels del polinomi (3.35), per obtenir els valors propis
hem de trobar l’invers de (3.37). Considerem l’invers i tornem a desenvolupar en
se`rie de Taylor, aleshores els valors propis x3,4 de (3.30) so´n:
Re(x3,4) = − 154B(K − 9)−
1
3
B2 +
1
486
B(K − 9)2 + 2
27
B2(K − 9) +
− 1
4374
(K − 9)3B + 1
81
B2(K − 9)2 − 1
13122
(K − 9)4B +
− 4
729
B3(K − 9)− 8
81
B4 +
25
13122
B3(K − 9)2 + 38
729
(K − 9)B4 +
− 17
39366
B3(K − 9)3 (3.38)
Im(x3,4) =
√
3√
B
(
−1− 1
18
(K − 9) + 1
648
(K − 9)2 − 1
11664
(K − 9)3 − 4
27
B2+
+
5
839808
(K − 9)4 + 13
486
(K − 9)B2 − 7
15116544
(K − 9)5 + 5
27
B3 +
− 11
2916
(K − 9)2B2 + 7
181398528
(K − 9)6 + 5
243
(K − 9)B3 +
− 25
26244
(K − 9)3B2 + 11
272097792
(K − 9)7
)
(3.39)
Per triar els termes me´s significatius de les expressions (3.38-3.39) representem el di-
agrama de Newton i construim el pol´ıgon de Newton. En el cas de la part imagina`ria
utilitzarem les variables K − 9 i b i construirem el diagrama partint de l’expressio´
b · Im(x3,4):
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Part Real Part Imagina`ria
B
K − 9
2 3 4 51
1
2
3
4
5
6
7
b
K − 9
1 2 3
En el diagrama de Newton de la part real podem trobar l’envolvent convexa dels
exponents (representada en vermell), per tant, l’expressio´ per a la part real e´s:
Re(x3,4) = B
(
− 1
54
(K − 9)− 1
3
B + · · ·
)
(3.40)
En el diagrama de la part imagina`ria no e´s possible considerar l’envolvent convexa, en
aquest cas n’hi hauria prou considerant un terme, pero` ho extendrem i ens quedarem
amb el termes inclosos dins el triangle vermell de la figura, d’aquesta manera, l’ex-
pressio´ per a la part imagina`ria dels valors propis e´s:
Im(x3,4) =
√
3√
B
(
−1− 1
18
(K − 9)− 4
27
B2 + · · ·
)
(3.41)
Resumint, tenim quatre valors propis del sistema (3.22-3.25), dos d’aquest valors
propis al prendre l´ımits B → 0 i K → 9 tenen l’expressio´ (3.34). Els altres dos
queden expressats en funcio´ dels para`metres B i K i podem observar que al prendre
l´ımits, la seva part real tendeix a cero i la seva part imagina`ria a infinit de la forma
1/
√
B.
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3.2 Taxa de transmissio´ funcio´ del temps
En un model sense forc¸ament extern cal esperar que el nombre d’infeccions d’una
malaltia amb aquesta estructura d’estats disminuira` quan el conjunt de susceptibles es
buida i ja no pot transferir me´s individus al conjunt dels infectats. Pero` les observacions
suggereixen que sovint no es do´na aquesta situacio´ i que el nombre d’infeccions disminueix
perque els contactes entre infectats i susceptibles disminueixen o be´ perque es donen unes
condicions ambientals on els agents infecciosos no poden sobreviure.
Per aquest motiu es considera una taxa de transmissio´ que varia amb el temps.
3.2.1 Taxa de transmissio´ perio`dica al models SIRS
La periodicitat anual e´s la me´s observada en malalties infeccioses. Per aixo` e´s habitual
considerar una taxa de transmissio´ estacional amb per´ıode un any.
La forma que assignem a la taxa de transmissio´ depe`n dels factors externs que volguem
reflexar en el nostre model. La variacio´ estacional deguda a canvis climatolo`gics en el temps
e´s semblant a una funcio´ sinusoidal. D’altra banda, les variacions en la taxa de contacte
associades a per´ıodes escolars queden me´s ben representades per una funcio´ esglao´ [4]. En
el nostre cas, estudiarem l’efecte d’una taxa de transmissio´ amb forma sinusoidal ja que
les variacions en co`lera s’associen a factors clima`tics.
Podem considerar la taxa de transmissio´ com una funcio´ sinusoidal de la forma:
β(t) = β0 (1− β1 cos(2piωt)) (3.42)
on β1 e´s l’amplitud de la variacio´ en la taxa (anomenada forc¸a d’estacionalitat) i β0 e´s
el valor mig de la taxa de transmissio´. Assumir una taxa de transmissio´ sinusoidal e´s,
en moltes malalties, una aproximacio´ poc acurada. La forma de la taxa dependra` de les
principals causes que donen lloc a l’estacionalitat, en alguns casos la transicio´ entre els
diferents valors de la taxa de transmissio´ e´s suau i la forma sinusoidal resulta adequada, en
altres casos els canvis poden ser bruscs representant finestres temporals on la transmissio´
de la malaltia augmenta notablement. Per exemple, en molts estudis de xarampio´, on les
etapes escolars expliquen gran part de l’estacionalitat, la transmissio´ estacional es defineix
com una funcio´ esglaonada:
β(t) = β0 + β1∆t (3.43)
on
∆(t) =
{
1 periode escolar
−1 periode no escolar
Greenhalgh et al. van estudiar el model SIRS per a diferents taxes de transmis-
sio´ estacionals, incloent la forma sinusoidal i la funcio´ esglao´ [4]. Considerant una taxa
T−perio`dica van trobar solucions de per´ıode nT per diferents valors de n, com per exem-
ple n = 1, 2, 3, 4 i 5, i solucions aperio`diques.
A mode d’exemple, hem fet algunes simulacions nume`riques per a observar aquest
comportament. Fixant un conjunt de para`metres obtenim les solucions d’equilibri deixant
Oscil·lacions 35
co`rrer el sistema en el temps per eliminar les solucions transito`ries.
En el cas de la taxa sinusoidal tenim dos para`metres que defineixen la funcio´: el valor
mig β0 i la forc¸a d’estacionalitat β1. Considerant el temps t en escala mensual, una taxa
de per´ıode anual s’escriu com:
β(t) = β0 (1− β1 cos(2pit/12))
Figura 3.7: Model amb un sol estat en R, k = 1, pla S-I per a la simulacio´ amb difrents
amplituds de beta indicades a la llegenda. A dalt: Para`metres considerats: ε = 0.005556 (∼ 15
anys d’immunitat), γ = 1/0.45 (∼ 13 dies d’infeccio´), β0 = 3.1 A baix: Bifurcacio´ de duplicacio´
de per´ıode. Para`metres considerats: ε = 0.016667 (∼ 5 anys d’immunitat), γ = 1/0.3 (∼ 9 dies
d’infeccio´), β0 = 7
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A la figura 3.7 hem fixat diferents valors per β0 = 3.1 i 7 i hem considerat va`ries
amplituds (β1), podem observar que per algunes combinacions l’increment en l’amplitud
resulta en una bifurcacio´ de flip, donant lloc a solucions de per´ıode 24 mesos. A la figura
3.8 tenim dues representacions de l’evolucio´ de la variable I en el temps per β0 = 7 i dues
amplituds de la taxa de transmissio´ diferents, a dalt per β1 = 0.01 podem observar el
per´ıode de 12 mesos i a baix per β1 = 0.05 podem observar el per´ıode de 24 mesos.
Figura 3.8: Model amb un sol estat en R. Para`metres considerats: k = 1, β0 = 7, ε = 0.01667,
γ = 1/0.3. A dalt β1 = 0.01 i a baix β1 = 0.05
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3.2.2 Taxa de transmissio´ perio`dica al model SIRnS
En aquest apartat introduim una taxa de transmissio´ sinusoidal al model amb tres
subestats al conjunt dels recuperats. Per explorar el tipus de solucions que podem obtenir
al considerar para`metres estacionals en el model SIRnS distingirem entre les tres regions
que hem determinat anteriorment per al model a para`metres constants.
En les regions de l’espai de para`metres on nome´s existeix l’equilibri ende`mic, les solu-
cions que obtenim so´n similars al cas amb un subestat vist a l’apartat anterior. A la
figura 3.9 representem les solucions per al sistema amb taxa de transmissio´ d’amplitud
variable en el pla S − I, la introduccio´ d’un para`metre amb periodicitat anual resulta en
la generacio´ de solucions amb el mateix per´ıode.
Figura 3.9: k = 3, α = 200, σ = 1.04 (β0 = 3.4667, ε = 0.016667, γ = 1/0.3, β1 indicada a la
llegenda)
A la figura 3.10 hem representat les solucions per a la combinacio´ de para`metres
α = 200 i σ = 1.1 que es troba dins la regio´ on l’u´nic equilibri estable e´s una o`rbita
perio`dica. Al introduir una taxa de transmissio´ amb per´ıode anual es genera un tor en
el que els dos per´ıodes predominants so´n 12 mesos, que l’hem introduit mitjanc¸ant el
parametre β, i un proper al que es dedueix dels valors propis del sistema. A la figura
podem veure dues projeccions diferents, en el pla S − I i en el pla R1 −R2.
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Figura 3.10: k = 3, α = 200, σ = 1.1 (β0 = 3.6, ε = 0.016667, γ = 1/0.3, β1 indicada a la
llegenda)
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La regio´ de me´s intere´s e´s en la que tenim dos equilibris estables. En aquesta regio´ les
condicions inicials que donem per simular el sistema so´n rellevants ja que ens situen prop
d’un equilibri o de l’altre. Hem triat la combinacio´ de para`metres α = 200 i σ = 1.1535
dins d’aquesta regio´; a les figures 3.11 - 3.14 podem veure les solucions del sistema en
les dues projeccions S − I i R1 −R2 per a diferents amplituds en la taxa de transmissio´
perio`dica i amb condicions inicials diferents.
A les figures 3.11 i 3.12 hem donat unes condicions properes a l’equilibri ende`mic,
podem observar que apareixen altres frequ¨e`ncies a me´s de la que hem donat al sistema
mitjanc¸ant els para`metres. Quan introduim una taxa de transmissio´ que varia amb el
temps desestabilitzem l’equilibri ende`mic i els altres equilibris coexistents exerceixen la se-
va influe`ncia. En aquest cas, pels mateixos para`metres tenim una o`rbita perio`dica estable
i una d’inestable, a me´s de l’equilibri ende`mic. A la figura 3.11 hem considerat amplituds
de β petites i al figura 3.12 hem considerat amplituds me´s grans. En ambdo´s casos, podem
observar tors amb dues frequ¨e`ncies predominants. Si contrastem aquestes figures amb la
3.9, veiem que obtenim resultats ben diferents, ja que tot i trobar-nos prop de l’equilibri
ende`mic en un cas tenim altres atractors que coexisteixen per les mateixes combinacions
de para`metres i en l’altre cas l’equilibri ende`mic e´s l’unic equilibri del sistema.
A les figures 3.13 i 3.14 hem considerat els mateixos para`metres pero` les condicions
inicials ara so´n properes a l’o`rbita perio`dica estable, observem que per amplituds petites
les solucions oscil·len al voltant de l’o`rbita estable, pero` al augmentar l’amplitud obtenim
solucions ben diferents.
Podem observar que les solucions que obtenim so´n ben diferents a les obtingudes en
condicions similars pero` en regions de l’espai de para`metres on nome´s existeix una solu-
cio´ estable (figures 3.9 i 3.10). Les noves frequ¨e`ncies observades no les podem deduir
anal´ıticament del sistema. Observem que al introduir una variacio´ estacional en la taxa de
transmissio´ estem variant el para`metre σ i, per tant, en molts casos ens apropem o entrem
a regions d’estabilitat diferents. A me´s, estem situats en una regio´ on coexisteixen un
node estable, una o`rbita perio`dica estable i una inestable, de manera que al desestabilitzar
un dels equilibris estables les altres o`rbites poden influenciar la trajecto`ria de la solucio´.
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Figura 3.11: k = 3, α = 200, σ = 1.1535 (β0 = 3.845, ε = 0.016667, γ = 1/0.3, β1 indicada a la
llegenda)
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Figura 3.12: k = 3, α = 200, σ = 1.1535 (β0 = 3.845, ε = 0.016667, γ = 1/0.3, β1 indicada a la
llegenda)
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Figura 3.13: k = 3, α = 200, σ = 1.1535 (β0 = 3.845, ε = 0.016667, γ = 1/0.3, β1 indicada a la
llegenda)
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Figura 3.14: k = 3, α = 200, σ = 1.1535 (β0 = 3.845, ε = 0.016667, γ = 1/0.3, β1 indicada a la
llegenda)
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3.2.3 Esdeveniments interanuals
En aquest apartat introduirem una component interanual a la taxa de transmissio´.
Anomenarem component interanual als esdeveniments que inclouen me´s d’un any. Per
exemple, en climatologia el feno`men de El Nin˜o-Southern Oscillation n’e´s un exemple.
Donat el gran ventall de solucions que podem obtenir amb el model SIRnS, estudiat
anteriorment, volem mostrar que petites variacions puntuals en la taxa de transmissio´
afecten notablement l’equilibri del sistema. A mode d’exemple, definirem dues compo-
nents interanuals i mostrarem les simulacions que ens han semblat me´s interessants.
Considerarem la taxa de transmissio´ com el producte de la component estacional (βseas)
i la component interanual (βinter). Com a la seccio´ anterior, la component estacional
l’escrivim:
βseas = β0(1− β1 cos(2pit/12))
Aleshores, la taxa de transmissio´ tindra` la forma:
β = βinterβseas
La component interanual e´s un para`metre funcio´ del temps que considerarem amb
diferents formes:
t
βinter
t1
n0
n1
t
βinter
t1 t2
n0
n1
Figura 3.15: Formes per a la component interanual βinter. A la l’esquerra l’esglao´ S (equacio´
3.44) i a la dreta l’esglao´ T (equacio´ 3.45)
Esglao´ S: defineix el para`metre βinter com una funcio´ esglao´ que pren dos valors diferents
en dos intervals de temps (veure costat esquerre de la figura 3.15)
βinter =
{
n0 si t ≤ t1
n1 si t > t1
(3.44)
Esglao´ T: defineix el para`metre βinter com una funcio´ esglao´ que pren dos valors diferents
en tres intervals de temps (veure costat dret de la figura 3.15)
βinter =
{
n0 si t ≤ t1 o t ≥ t2
n1 si t1 < t < t2
(3.45)
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L’esgalo´ S es correspon a l’augment o disminucio´ de la taxa de transmissio´, aixo` implica
una variacio´ en el para`metre σ i, per tant, pot donar lloc a un canvi de regio´ d’estabilitat.
L’esgalo´ T representa l’augment o la disminucio´ de la taxa durant un per´ıode i despre´s
retorna al seu valor original, aquesta component interanual desestabilitza el sistema pun-
tualment. A continuacio´ veurem que en la regio´ on tenim me´s d’un equilibri estable aquest
esglao´ pot fer que la solucio´ canvi¨ı d’un atractor a l’altre.
Per a fer les simulacions partirem d’unes condicions inicials per les quals el sistema
e´s en equilibri. Mostrarem uns exemples on hem representat la variable I en funcio´ del
temps per un per´ıode de 150 anys per a poder visualitzar l’efecte d’introduir una compo-
nent interanual i, tambe´ hem fet la projeccio´ en el pla S − I per a un per´ıode me´s llarg
de temps, d’aquesta manera podem veure com la solucio´ s’estabilitza novament despre´s
de l’efecte de la component interanual.
Donarem primer un parell d’exemples considerant l’esglao´ de tipus S. A la figura 3.16
hem considerat els para`metres α = 200 i σ = 1.04 del sistema d’equacions, ens situem
per tant en la regio´ on l’u´nica solucio´ estable e´s l’equilibri ende`mic, amb una amplitud
β1 = 0.005 per a la taxa de transmissio´ i prenem els valors n0 = 1 i n1 = 1.05 per a la
component interanual. Podem veure que quan la component interanual augmenta de valor
canviem de regio´ d’estabilitat.
En la segu¨ent figura 3.17 hem fixat els para`metres α = 200 i σ = 1.14, de manera
que som dins la regio´ on la solucio´ estable e´s una o`rbita perio`dica. Considerem els valors
n0 = 1 i n1 = 1.0119 per a la component interanual. Novament, l’efecte d’un augment
en la taxa de transmissio´ modifica la regio´ d’estabilitat i ens situa dins la regio´ on tenim
dos equilibris estables. En aquest cas, tenim una solucio´ que sempre mante´ dos per´ıodes
predominants, pero` l’esglao´ en modifica l’amplitud i la frequ¨e`ncia del per´ıode de me´s d’un
any.
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Figura 3.16: k = 3, α = 200, σ = 1.04 (β0 = 3.4667, ε = 0.016667, γ = 1/0.3, β1 = 0.005).
Component interanual de tipus esglao´ S, amb n0 = 1 i n1 = 1.05.
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Figura 3.17: k = 3, α = 200, σ = 1.14 (β0 = 3.8, ε = 0.016667, γ = 1/0.3, β1 = 0.0005).
Component interanual de tipus esglao´ T, amb n0 = 1 i un any amb n1 = 1.0119.
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Els exemples que donarem a continuacio´ per a l’esglao´ de tipus T els situem a la regio´
on coexisteixen tres equilibris, fixem els para`metres α = 200 i σ = 1.1535 i donem diferents
valors a la taxa de transmissio´. Quan considerem l’esglao´ de tipus T, donarem valor un
any a l’interval de temps pel qual la taxa e´s diferent (t2 − t1).
A la figura 3.18 hem considerat una amplitud β1 = 0.005, l’esglao´ de tipus T amb valors
n0 = 1 i n1 = 1.05, i condicions inicials properes a l’equilibri ende`mic. Podem observar
com la solucio´ del sistema inicialment es troba en equilibri prop de l’equilibir ende`mic i
l’augment durant un any de la taxa de transmissio´ provoca que la solucio´ canvi¨ı d’atractor
i s’estabilitzi prop de l’o`rbita perio`dica. En aquest cas, l’amplitud de la taxa de transmis-
sio´ de la component estacional e´s molt petita (β1 = 0.005) aixo` fa que prop de l’equilibri
ende`mic, on les oscil·lacions intr´ınseques del sistema tenen una amplitud petita, el per´ıode
predominant ve donat pels para`metres , en canvi, al canviar d’atractor i situar-nos prop
de l’o`rbita perio`dica on les oscil·lacions tenen una amplitud me´s gran, l’efecte de la com-
ponent estacional no e´s apreciable.
A la figura 3.19 hem considerat el mateix esglao´ que a la figura anterior pero` prenent
una amplitud per a la component estacional major, concretament β1 = 0.06. Els resultats
so´n similars als que hem pogut observar a la figura 3.18 pero` en aquest cas l’efecte de la
component estacional e´s me´s notable i el podem apreciar tambe´ quan la solucio´ es troba
prop de l’o`rbita perio`dica donant lloc a un tor.
Continuem treballant amb l’esglao´ de tipus T pero` partim ara d’unes condicions ini-
cials properes a l’o`rbita perio`dica. Fixem l’amplitud de la taxa de transmissio´ β1 = 0.06
i els valors per a la component interanual n0 = 1 i n1 = 1.05. A la figura 3.20 tenim els
resultats per a les simulacions realitzades amb aquests para`metres. Podem observar que
la desestabilitzacio´ provocada per l’esglao´ T do´na lloc a un augment de l’amplitud i a un
per´ıode me´s llarg, que es pot apreciar a la figura superior. Si deixem co`rrer el sistema me´s
temps per a que desapareguin les solucions transito`ries podem observar a la figura inferior
que el sistema s’estabilitza pero` no ho fa de la mateixa manera que a l’interval de temps
inicial. Un cop el sistema s’estabilitza els per´ıodes predominants so´n els mateixos que
obtenim a l’inici, e´s a dir, un proper al donat pels valors propis i l’introduit mitjanc¸ant el
para`metre beta; pero` l’amplitud i el valor mig queden lleugerament modificats despre´s de
l’amplificacio´ puntual de la taxa de transmissio´ donada per la component interanual.
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Figura 3.18: k = 3, α = 200, σ = 1.1535 (β0 = 3.845, ε = 0.016667, γ = 1/0.3, β1 = 0.005).
Component interanual de tipus esglao´ T, amb n0 = 1 i n1 = 1.05.
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Figura 3.19: k = 3, α = 200, σ = 1.1535 (β0 = 3.845, ε = 0.016667, γ = 1/0.3, β1 = 0.06).
Component interanual de tipus esglao´ T, un any amb n1 = 1.05 i la resta amb n0 = 1.
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Figura 3.20: k = 3, α = 200, σ = 1.1535 (β0 = 3.845, ε = 0.016667, γ = 1/0.3, β1 = 0.06).
Component interanual de tipus esglao´ T, amb n0 = 1 i n1 = 1.05.

Ape`ndix A
Distribucions de probabilitat
A.1 Cadenes de Markov a temps continu
Sigui E un espai d’estats, definim X = {X(t) : t ≥ 0} com una famı´lia de variables
aleato`ries que prenen valor a l’espai E en el temps [0,∞).
Aquest proce´s X s’anomena cadena de Markov si satisfa` la propietat de Markov:
P(X(tn) = j|X(t1) = i1, . . . , X(tn−1) = in−1) = P(X(tn) = j|X(tn−1) = in−1)
per a tot j, i1, . . . , in−1 ∈ S i qualsevol sequ¨e`ncia de temps t1 < t2 < · · · < tn.
Definim la probabilitat de transicio´ com
pij(s, t) = P(X(t) = j|X(s) = i) per s ≤ t
e´s a dir, la probabilitat de trobar-se en l’estat j a temps t sabent que ens troba`vem a
l’estat i en temps s. La cadena e´s homoge`nia si pij(s, t) = pij(0, t − s) per a tot i, j, s, t;
en aquest cas escrivim pij(t− s) per referir-nos a pij(s, t)
Suposem que la cadena es troba a l’estat X(t) = i en temps t. En un interval (t, t+h)
per h petit poden passar:
(a) res (la cadena es queda estable en l’estat i) amb probabilitat pii(h) + o(h)
(b) la cadena canvia a l’estat j amb probabilitat pij(j) + o(h)
Podem pensar que pij(h) e´s aproximadament lineal en h quan h e´s petit, aixo` vol dir
que existeixen constants {gij : i, j ∈ E} tals que
pij(h) ' gijh si i 6= j, pii(h) ' 1 + giih
amb gij ≥ 0 per i 6= j i gii ≤ 0 per ∀i. La matriu G = (gij) s’anomena la matriu generatriu
de la cadena.
Per construccio´, hem d’esperar que
∑
j pij(t) = 1, aleshores
1 =
∑
j
pij(h) ' 1 + h
∑
j
gij
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Per tant,
∑
j gij = 0 ∀i.
Relacio´ entre Pt i Gt: Suposem X(0) = i, i escrivim X(t+ h) en funcio´ de X(t):
pij(t+ h) =
∑
k
pik(t)pkj(h) = pij(t)pjj(h) +
∑
k 6=j
pik(t)pkj(h)
' pij(t)(1 + gjjh) +
∑
k 6=j
pij(t)gkjh =
= pij(t) + pij(t)gjjh+
∑
k 6=j
pik(t)gkjh =
= pij(t) + h
∑
k
pik(t)gkj
Aleshores,
1
h
(pij(t+ h)− pij(t)) '
∑
k
pik(t)gkj = (PtG)ij
1
h
(Pt+h − Pt) ' PtG
Si h→ 0, P ′t = PtG.
De la mateixa manera, escrivint X(t+h) com a funcio´ de X(h), obtindr´ıem P
′
t = GPt.
D’aqu´ı veiem que:
Pt = etG =
∞∑
n=
tn
n!
Gn
A.2 Distribucio´ del temps de recuperacio´ al model SIRS
Considerem un espai E amb dos estats: R i S amb una u´nica transicio´ de R a S,
essent S un estat absorvent:
R Sε
Volem cone`ixer la probabilitat de sortir de l’estatR en un interval de temps determinat.
matriu generatriu:
G =
( −ε ε
0 0
)
pote`ncies de G:
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G0 =
(
1 0
0 1
)
Gn =
(
(−ε)n −(−ε)n
0 0
)
generem la matriu de probabilitats:
Pt =
∞∑
n=0
tn
n!
Gn =
(
1 0
0 1
)
+
∞∑
n=1
tn
n!
(
(−ε)n −(−ε)n
0 0
)
=
=
(
1 0
0 1
)
+
(
e−εt − 1 −(e−εt − 1)
0 0
)
=
=
(
e−εt 1− e−εt
0 1
)
(A.1)
Aleshores la probabilitat de trobar-se a l’estat S en temps t sabent que a t0 = 0 ens
troba`vem a l’estat R ve donada per 1 − e−εt. E´s a dir, la cadena es mante´ estable en
R durant un temps t que segueix la distribucio´ exponencial exp(ε). Per tant, el temps
esperat que un individu roman a R e´s 1/ε amb varianc¸a 1/(ε)2.
A.3 Distribucio´ del temps de recuperacio´ al model SIRnS
A.3.1 Cas concret SIR1R2R3S
R1 R2 R3 S3ε 3ε 3ε
matriu generatriu:
G =

−3ε 3ε 0 0
0 −3ε 3ε 0
0 0 −3ε 3ε
0 0 0 0

pote`ncies de G:
G0 = I4×4
Gn =

(−3ε)n −n(−3ε)n n(n−1)2 (−3ε)n − (n−1)(n−2)2 (−3ε)n
0 (−3ε)n −n(−3ε)n (n− 1)(−3ε)n
0 0 (−3ε)n −(−3ε)n
0 0 0 0
 per n ≥ 2
Ens interessa cone`ixer la probabilitat PR1S(t), la de trobar-se a l’estat S en temps t
sabent que que a t0 = 0 ens troba`vem a R1 (tots els individus adquireixen immunitat
quan entren a R1, no hi ha individus que es puguin trobar a R2 o R3 sense haver passat
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pre`viament per R1).
Sabem que: PR1S(t) = 1− (PR1R1 + PR1R2 + PR1R3).
PR1R1(t) = 1 +
∞∑
n=1
tn
n!
(−3ε)n = e−3εt
PR1R2(t) =
∞∑
n=1
tn
n!
(−n)(−3ε)n = 3εt
∞∑
n=1
tn−1
(n− 1)!(−3ε)
n−1 = 3εte−3εt
PR1R2(t) =
∞∑
n=1
tn
n!
n(n− 1)
2
(−3ε)n = (3εt)
2
2
=
∞∑
n=2
tn−2
(n− 2)!(−3ε)
n−2
=
(3εt)2
2
e−3εt
Per tant,
PR1S(t) = 1−
(
e−3εt + 3εte−3εt +
(3εt)2
2
e−3εt
)
Aixo` es correspon a que el temps que la cadena resta estable en R segueix la distribucio´
gamma(3,1/3ε). Per tant, el temps esperat que un individu roman a R e´s 3· 1/(3ε) = 1/ε,
amb varianc¸a 1/(3ε2).
A.3.2 Forma General
Per induccio´ podem deduir la forma general de la funcio´ densitat segons el nombre de
subestats que considerem. Funcio´ densitat:
f(t) = nε
tj−1
(j − 1)!e
−nεt
on n e´s el nombre de subestats en R.
Figura A.1: Evolucio´ de la funcio´ densitat entre n = 1 (blau) fins n = 20 (vermell) subestats en R en
escala mensual, per al model amb subestats pero` sense recuperacio´. El para`metre ε e´s fixat en 1/(12 · 5)
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