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CONDITIONAL NONLINEAR EXPECTATIONS
DANIEL BARTL∗
Abstract. Let Ω be a Polish space with Borel σ-field F and countably gen-
erated sub σ-field G ⊂ F . Denote by L(F) the set of all bounded F-upper
semianalytic functions from Ω to the reals and by L(G) the subset of G-upper
semianalytic functions. Let E(·|G) : L(F) → L(G) be a sublinear increasing
functional which leaves L(G) invariant. It is shown that there exists a G-
analytic set-valued mapping PG from Ω to the set of probabilities which are
concentrated on atoms of G with compact convex values such that E(X|G)(ω) =
supP∈PG(ω)EP [X] if and only if E(·|G) is pointwise continuous from below
and continuous from above on the continuous functions. Further, given an-
other sublinear increasing functional E(·) : L(F) → R which leaves the con-
stants invariant, the tower property E(·) = E(E(·|G)) is characterized via a
pasting property of the representing sets of probabilities, and the importance
of analytic functions is explained. Finally, it is characterized when a nonlin-
ear version of Fubini’s theorem holds true and when the product of a set of
probabilities and a set of kernels is compact.
1. Introduction
The Daniell-Stone theorem is a basic but essential result in measure- and integra-
tion theory and states that an linear increasing functional preserving the constants
has an integral representation w.r.t. a probability measure if and only if it satisfies
the monotone convergence property. Its nonlinear version is significantly more in-
volved, builds on capacity theory, and is mainly due to Choquet [14]: Let Ω be a
Polish space with Borel σ-field F and denote by P(Ω) the set of all probabilities
on F . Further write Cb(Ω) and L(F) for the set of bounded functions from Ω to R
which are continuous and F -upper semianalytic, respectively (see Appendix A).
Theorem (Choquet). Let E(·) : L(F) → R be a sublinear expectation (i.e. a sub-
linear increasing functional satisfying E(X) = X for all constant functions X ∈ R).
Then there exists a convex and weakly compact set P ⊂ P(Ω) such that
E(X) = sup
P∈P
EP [X ] for all X ∈ L(F)(1)
if and only if E(Xn) ↓ E(X) for every sequence Xn ∈ Cb(Ω) with Xn ↓ X ∈ L(F)
pointwise and E(Xn) ↑ E(X) for every sequence Xn ∈ L(F) with Xn ↑ X ∈ L(F)
pointwise.
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See Choquet’s original work [14] for the theorem in a different form and e.g. [6, 25]
as well as [5, Section 2] for applications and the statement in precisely this form.
For convenience, a sketch of the proof is given in Appendix B.
The first goal of this article is to obtain a result of this type for conditional
sublinear expectations. To gain some feeling and find the right formulation, it
might be helpful to construct those objects first. To that end, let G ⊂ F be a
countably generated sub σ-field. Given a set of probabilities P , the first approach
“supP∈P EP [X |G]” is (in general) not well-defined as EP [·|G] is defined only up to
P -zero sets which are usually not the same over the class P , and the uncountable
supremum over P ∈ P may fail to be measurable. Instead, a representation over
kernels seems more feasible: denote by PG the regular version of the conditional
probability so that EP [X |P ] = EPG [X ] almost surely and PG(ω)([ω]G) = 1 for
almost all ω, where [ω]G :=
⋂
{A : ω ∈ A ∈ G} (note that if G = σ(φ) for some
Borel φ : Ω → S, where S is another Polish space, then G is countably generated
and [ω]G = {η ∈ Ω : φ(η) = φ(ω)}). Then, if for each ω ∈ Ω one is given a set of
probabilities PG(ω) on Ω such that P ([ω]G = 1) for all P ∈ PG(ω), one can define
E(·|G) : L(Ω)→ RΩ, E(X |G)(ω) := sup
P∈PG(ω)
EP [X ].(2)
The functional E(·|G) is pointwise sublinear and increasing, and E(X |G) = X for ev-
ery X ∈ L(G), where L(G) is the set of all bounded G-upper semianalytic functions.
Further, under the assumption that
Graph(PG) := {(ω, P ) ∈ Ω×P(Ω) : P ∈ PG(ω)} is an G ⊗ B(P(Ω))-analytic set,
the powerful theory of Luzin and Suslin applies and guarantees that E(·|G) is in
fact a mapping from L(F) to L(G). This pointwise construction of conditional
sublinear expectations (i.e. sublinear increasing functionals E(·|G) : L(F) → L(G)
satisfying E(X |G) = X for all X ∈ L(G)) has been used several times over the last
decades, see for instance [7, 10, 17, 21, 30]. The first main result of this article is the
reverse question, that is, whether an arbitrary mapping E(·|G) : L(F) → L(G) has
an associated family of probabilities (PG(ω))ω such that (2) holds, and if Graph(PG)
needs to be analytic, which was not studied so far.
Theorem 1.1. Let E(·|G) : L(F) → L(G) be a conditional nonlinear expectation.
Then there exists a set-valued mapping PG : Ω→ P(Ω) with nonempty, convex, and
weakly compact values such that Graph(PG) is an G ⊗ B(P(Ω))-analytic set and
P ∈ PG(ω) implies P ([ω]G) = 1 for which
E(X |G)(ω) = sup
P∈PG(ω)
EP [X ] for every ω ∈ Ω and X ∈ L(F)(3)
if and only if E(Xn|G) ↓ E(X |G) pointwise for every sequence Xn ∈ Cb(Ω) with
Xn ↓ X ∈ L(F) pointwise and E(Xn|G) ↑ E(X |G) pointwise for every sequence
Xn ∈ L(F) with Xn ↑ X ∈ L(F) pointwise.
In case of linear conditional expectations, next to monotonicity and preserva-
tion of G-measurable functions, the most important property is the tower property
E[·] = E[E[·|G]]. While the first two properties are part of the definition of con-
ditional sublinear expectations, the tower property E(·) = E(E(·|G)) (also called
dynamic programming principle) does not hold in general. However, it is possible
to characterize when it does hold true on the level of representing probabilities. A
more general version of the proceeding theorem is formulated in Theorem 2.11.
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Theorem 1.2. Assume that E(·) and E(·|G) satisfy the assumptions of the previous
theorems and therefore have the representations (1) and (3), respectively. If further
E(X |G) is G-measurable for every X ∈ Cb(Ω) and G = σ(φ) for some continuous
φ : Ω→ S where S is another Polish space, then E(·) = E(E(·|G)) if and only if
P = P ⊗ PG := {Q⊗R : Q ∈ P and R(·) ∈ PG(·) Q-almost surly},
where R : Ω→ P(Ω) is G-(universally) measurable.
Here Q ⊗ R ∈ P(Ω) is defined by EQ⊗R[X ] = EQ(dω)[ER(ω)[X ]] for X ∈
L(F). Note that it follows rather directly from results on analytic sets that E(·) =
E(E(·|G)) whenever P = P⊗PG . The actual statement of the theorem is the reverse
implication, which has the following application.
Theorem 1.3. Assume that G = σ(φ) for some continuous φ : Ω → S where S
is another Polish space. Let PG : Ω  P(Ω) be a set-valued mapping with convex
values such that P ([ω]G) = 1 for P ∈ PG(ω) and ω ∈ Ω, and ω 7→ supP∈PG(ω)EP [X ]
is G-measurable for every X ∈ Cb(Ω). Then
P ⊗ PG ⊂ P(Ω) is compact for every compact convex set P ⊂ P(Ω)
if and only if PG has compact values and ω 7→ maxP∈PG(ω)EP [X ] is upper semi-
continuous for every X ∈ Cb(Ω).
An application of this theorem to robust mathematical finance is given in Section
3.2. It is further characterized in which cases a nonlinear version of Fubini’s theorem
(on the interchanging of the order of integration) holds true in Proposition 3.5.
Examples to dynamic risk measures in the presence of Knightian uncertainty in
discrete time as well as the controlled Brownian motion are studied in Example 3.1
and Example 3.6, respectively.
Finally, notice that the choice of upper semianalytic functions as opposed to
canonical ones as Borel- or universally measurable functions is important (in fact,
fundamental): As Theorem 1.1 should be an extension of Choquet’s theorem, it
should at least include the case where PG(ω) in (3) depends as little as possible
on ω ∈ Ω. However, already then one can not expect E(X |G) to be G-measurable
for F -measurable X . As a matter of fact it is not possible (in general) to work
with vector spaces containing all bounded F or G-measurable functions. This is
discussed in detail in Remark 2.14.
The systematic treatment of nonlinear expectations with domain Cb(Ω) (and its
completion with respect to a seminorm induced by a capacity) started in [18, 34],
in particular with connections to the nonlinear Brownian motion introduced by
Peng [33]. The extension of the latter to measurable (upper semianalytic) func-
tions was carried out in [30] and generalized to nonlinear Le´vy-processes in [29].
In the framework of robust mathematical finance (in discrete time), conditional
nonlinear expectations were introduced in the seminal work of Bouchard and Nutz
[10] and successfully applied several times, see Section 3.1 for references. Further
applications can be found e.g in the context of (non-exponential) large deviations
[20, 26] where the tower property (therein refereed to as tensorization) plays a cru-
cial role, or in the context of fully nonlinear PDE’s where the tower property is
the flow/semigroup property, see [19] and references therein. If L(F) is replaced by
the quotient space L∞(Ω, P ∗) with respect to some reference measure P ∗, nonlinear
expectations and their dual representation were already studied in detail due to the
4 DANIEL BARTL
relation to risk measures, see e.g. [16, 23]. In a similar manner, [15] works in a set-
ting where essential suprema are assumed to exist; see [27] for the characterization
of this assumption.
The rest of this article is organized as follows: All results and proofs for condi-
tional nonlinear expectations (in a more general convex instead of sublinear form)
are presented in Section 2. Applications, the proof of Theorem 1.3, and examples
are given in Section 3. A summary together with basic facts about analytic sets is
given in Appendix A, and Appendix B contains a sketch of Choquet’s theorem as
stated in the introduction.
2. Main results
First fix notation. Recall that Ω is a Polish space with Borel σ-field F and
countably generated sub σ-field G. For any σ-field H on Ω, the set L(H) denotes the
set of all bounded H-upper semianalytic functions from Ω to R. A short summary
of analytic (and universally measurable) sets and functions is given in Appendix
A. Write Cb(Ω) and uscb(Ω) for the set of bounded functions from Ω to R which
are continuous and upper semicontinuous, respectively. For any function X : Ω →
[−∞,+∞], define it’s maximum norm ‖X‖∞ := supω∈Ω |X(ω)|. The set of σ-
additive Borel probability measures on Ω is denoted by P(Ω) and endowed with
the weak topology σ(P(Ω), Cb(Ω)), i.e. the coarsest topology making the mappings
P 7→ EP [X ] continuous for every X ∈ Cb(Ω). This renders P(Ω) a Polish space.
For P ∈ P(Ω), denote by PG the regular version of the conditional probability. For
P ∈ P(Ω) and P -measurable R : Ω → P(Ω) write Q := P ⊗ R for the probability
Q ∈ P(Ω) defined by EQ[X ] = EP (dω)[ER(ω)[X ]]; in particular P = P ⊗ PG . For
any Polish space S, denote by B(S) the Borel σ-field. Product spaces are endowed
with the product topology and when functions are in consideration, (in-) equalities
and convergence is to be understood in a pointwise sense, unless stated otherwise.
Definition 2.1. A mapping E(·|G) : L(F) → L(G) is called conditional nonlinear
expectation, if for all X,Y ∈ L(F) one has
• E(X |G) ≤ E(Y |G) whenever X ≤ Y ,
• E(X |G) = X whenever X ∈ L(G),
• E(λX + (1− λ)Y |G) ≤ λE(X |G) + (1 − λ)E(Y |G) for all λ ∈ [0, 1].
Further E(·|G) is said to be a conditional sublinear expectation if in addition
• E(λX |G) = λE(X |G) for all λ ∈ [0,+∞).
2.1. Continuity and representation. The goal of this section is to establish a
conditional version of Choquet’s theorem for nonlinear expectations. The sublinear
case, stated in Theorem 1.1, will be a special case; its proof is given at the end of
this section.
Definition 2.2. A conditional nonlinear expectation E(·|G) is said to be continuous
from above (on Cb(Ω)) if
(A) E(Xn|G) ↓ E(X |G) for all sequences Xn ∈ Cb(Ω) with Xn ↓ X ∈ L(F).
Similarly, E(·|G) is said to be continuous from below (on L(Ω)) if
(B) E(Xn|G) ↑ E(X |G) for all sequences Xn ∈ L(F) with Xn ↑ X ∈ L(F).
Before stating the main result, some facts about the continuity properties are
stated which are worth mentioning.
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Remark 2.3. If E(·|G) is a conditional nonlinear expectation which satisfies (A)
and (B), then E(Xn|G) ↓ E(X |G) for every sequence Xn ∈ uscb(Ω) with Xn ↓ X ∈
L(F). This is shown in the proof of Theorem 2.6.
Remark 2.4. A conditional nonlinear expectation E(·|G) satisfies (A) if and only
if it satisfies both
(A’) E(Xn|G) ↓ 0 for all sequences Xn ∈ Cb(Ω) with Xn ↓ 0,
(A”) supX∈Cb(Ω)(EP [X ] − E(X |G)) = supX∈uscb(Ω)(EP [X ] − E(X |G)) for every
probability P ∈ P(Ω).
Proof. Since Ω is a Polish space, every upper semicontinuous function can be writ-
ten as the decreasing limit of a sequence of continuous functions. Therefore it is
clear that (A) implies (A’) and (A”). The other direction will be shown within the
proof of Theorem 2.6. 
Remark 2.5. In the non-conditional case (i.e. when G is trivial) condition (A’)
is equivalent to the well-known “tightness” condition: There exists a sequence of
compact sets Kn ⊂ Ω such that E(m1Kcn) ↓ 0 for every positive real number m. In
the conditional case this no longer holds true.
Proof. Here it is only shown that in general there is no sequence of compact sets
Kn ⊂ Ω such that E(1Kcn |G) ↓ 0. The equivalence of (A’) and the tightness condition
in the non-conditional case is shown within the proof of Theorem 2.6. Let Ω = RN×
RN with canonical elements ω = (ω1, ω2) and G generated by the first coordinate,
that is, G = σ(ω 7→ ω1). Define
E(X |G)(ω) := X(ω1, ω1) for ω = (ω1, ω2) ∈ Ω and X ∈ L(F).
By [7, Lemma 7.30], one has E(X |G) ∈ L(G) for everyX ∈ L(F). Therefore E(·|G) is
a conditional sublinear expectation which clearly satisfies (A) and (B). Assume that
there exists a sequence of compact sets Kn ⊂ Ω such that E(1Kcn |G) ↓ 0 pointwise,
where one may assume without loss of generality that Kn = Cn ×Cn for Cn ⊂ RN
compact. Since E(1Kcn |G)(ω) = 1Ccn(ω1) it follows that R
N =
⋃
{Cn : n ∈ N}. Thus,
by the Baire category theorem, there exists some n such that Cn has nonempty
interior. However, every compact subset of RN clearly has empty interior, and thus
such a sequence Kn cannot exist. 
Theorem 2.6. Let E(·|G) be a conditional nonlinear expectation which satisfies
(A) and (B). Then there exists a G⊗B(P(Ω))-lower semianalytic function αG : Ω×
P(Ω) → [0,+∞] such that for every ω ∈ Ω it holds that αG(ω, ·) is convex,
infP αG(ω, ·) = 0, for every c ∈ R the set {αG(ω, ·) ≤ c} is compact, αG(ω, P ) < +∞
implies P ([ω]G) = 1, and one has
E(X |G)(ω) = sup
P∈P(Ω)
(EP [X ]− αG(ω, P ))(4)
for every ω ∈ Ω and X ∈ L(F).
Conversely, if αG : Ω × P(Ω) → [0,+∞] is a G ⊗ B(P(Ω))-lower semianalytic
function such that infP αG(ω, P ) = 0 and αG(ω, P ) < +∞ implies P ([ω]G) = 1
for every ω ∈ Ω, then E(·|G) defined by (4) is a conditional nonlinear expectation
satisfying (B). If in addition {αG(ω, ·) ≤ c} is compact and αG(ω, ·) is convex for
every ω ∈ Ω and c ∈ R, then E(·|G) also satisfies (A).
6 DANIEL BARTL
Remark 2.7. For a conditional nonlinear expectation E(·|G) satisfying (A) and
(B) there are in general many functions αG : Ω × P(Ω) → [0,+∞] such that (4)
holds, and not every αG needs to be lower semianalytic. However, if αG(ω, ·) is
required to be convex and lower semicontinuous (which particularly is satisfied if
all sublevel sets are compact) for every ω ∈ Ω, then αG is unique, G⊗B(P(Ω))-lower
semianalytic, and in fact given by
αG(ω, P ) = sup
X∈Cb(Ω)
(EP [X ]− E(X |G)(ω))(5)
for ω ∈ Ω and P ∈ P(Ω).
Proof. To show that αG needs not to be unique (or G⊗B(P(Ω))-lower semianalytic),
let Ω = [0, 1]2 with G generated by the first coordinate. Define αG(ω, P ) := 0 for
ω ∈ Ω and P ∈ P(Ω) with P ([ω]G) = 1 and +∞ else. By Theorem 2.6
E(X |G)(ω) := sup
P∈P(Ω)
(EP [X ]− αG(ω, P )) = sup
x∈[0,1]
X(ω1, x)
for ω = (ω1, ω2) ∈ Ω defines a conditional nonlinear expectation E(·|G) : L(F) →
L(G) which satisfies (A) and (B). Now let R : [0, 1] → be a non-universally mea-
surable function such that R(x)({x}× [0, 1]) = 1 but R(x) /∈ D(x) for all x ∈ [0, 1],
whereD(x) denotes the set of all probabilities P such that P ({x}×{y}) = 1 for some
y ∈ [0, 1]. Then, for α˜G(ω, P ) = +∞1D(ω1)c∩{R(ω1)}c(P ), one has E(X |G)(ω) =
supP∈P(Ω)(EP [X ]− α˜G(ω, P )). However, α˜G is not G-lower semianalytic as {αG ≤
0} is the disjoint union of {(ω, P ) : P ∈ D(ω1)} and {(ω,R(ω1)) : ω ∈ Ω}.
As for the second part, notice that (5) follows from the Fenchel-Moreau theorem.
It is shown within the proof of Theorem 2.6 that under conditions (A) and (B), the
function αG defined by (5) is G ⊗ B(P(Ω))-lower semianalytic. 
Proof of Theorem 2.6. Let E(·|G) be a conditional nonlinear expectation which
satisfies (A) and (B), and fix some ω ∈ Ω. Then the functional E(·|G)(ω) from
L(F) to R is a nonlinear expectation which satisfies all assumptions of Choquet’s
theorem (more precisely, the convex version as stated in [5, Section 2]). Thus
E(X |G)(ω) = sup
P∈P(Ω)
(EP [X ]− αG(ω, P )) for all X ∈ L(F),(6)
where αG(ω, P ) := supX∈Cb(Ω)(EP [X ] − E(X |G)(ω)). By [5, Theorem 2.2] the set
{αG(ω, ·) ≤ c} is compact for every c ∈ R and, as a supremum over affine function-
als, αG(ω, ·) is convex. To show that αG(ω, P ) < +∞ implies that P ([ω]G) = 1,
let λ ∈ R be arbitrary and define Y := λ1[ω]G ∈ L(G). As (6) holds for every
X ∈ L(F) and E(Y |G)(ω) = Y (ω) = λ by assumption, one obtains αG(ω, P ) ≥
EP [Y ] − E(Y |G)(ω) = λ(P ([ω]G) − 1); thus P ([ω]G) = 1. The only thing which
now remains open is to show that αG is G ⊗B(P(Ω))-lower semianalytic. As Ω is a
Polish space, there exists a metric d′ on Ω inducing the original topology such that
the space ucb(Ω, d
′) becomes separable [35, Lemma 3.1.4]. Here ucb(Ω, d
′) denotes
the set of all bounded functions from Ω to R which are uniformly continuous with
respect to d′, and this space is endowed with the maximum norm. Let D be a
countable dense subset. As −‖X‖∞ ≤ E(X |G) ≤ ‖X‖∞ for every X ∈ L(F) by
monotonicity of E(·|G), it follows for all c ∈ R, ω ∈ Ω, and X ∈ L(F) that
E(X |G)(ω) = sup
P∈Λ2c(ω)
(EP [X ]− αG(ω, P )) if ‖X‖∞ < c,(7)
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where Λ2c(ω) := {αG(ω, ·) ≤ 2c}. Fix ω ∈ Ω, P ∈ P(Ω), X ∈ Cb(Ω), ε ∈ (0, 1),
and let c := ‖X‖∞ + 1. As the set Λ2c(ω) ∪ {P} is compact, Prokhorov’s theorem
yields the existence of a compact set K ⊂ Ω such that
P (Kc) ≤
ε
c
and sup
Q∈∆2c(ω)
Q(Kc) ≤
ε
c
.
Moreover, X1K ∈ ucb(K, d′), and by a version of Tietze’s extension theorem [24,
Theorem 3] there exists a uniformly continuous function Y ∈ ucb(Ω, d′) such that
Y = X onK, where one can assume without loss of generality that ‖Y ‖∞ ≤ ‖X‖∞.
Moreover, as D ⊂ ucb(Ω, d′) is dense, there exists Y ′ ∈ D such that ‖Y −Y ′‖∞ ≤ ε.
Then in particular ‖Y ′‖∞ < c, so that for every Q ∈ Λ2c(ω), it holds
EQ[Y
′] ≤ EQ[Y
′1K ] + ε ≤ EQ[X1K] + 2ε = EQ[X ] + 3ε.
In combination with (7), this implies E(Y ′|G)(ω) ≤ E(X |G)(ω) + 3ε. Further,
changing the roles of X and Y ′ and replacing Q by P , one gets that EP [X ] ≤
EP [Y
′] + 3ε and therefore
EP [X ]− E(X |G)(ω) ≤ EP [Y
′]− E(Y ′|G)(ω) + 6ε
≤ sup
Z∈D
(EP [Z]− E(Z|G)(ω)) + 6ε.
As D is a subset of Cb(Ω) and X ∈ Cb(Ω), ε ∈ (0, 1) were arbitrary, this yields
αG(ω, P ) = sup
Z∈D
(EP [Z]− E(Z|G)(ω)).
Finally, for every Z ∈ D, the function (ω, P ) 7→ EP [Z]−E(Z|G)(ω) is G⊗B(P(Ω))-
lower semianalytic, as the sum of such functions. As the countable supremum, αG
inherits this property.
To prove the second statement, let αG : Ω × P(Ω) → [0,+∞] be a given G ⊗
B(P(Ω))-lower semianalytic function for which αG(ω, P ) < +∞ implies P ([ω]G) = 1
and infP αG(ω, P ) = 0 for every ω ∈ Ω. Define
E(X |G)(ω) := sup
P∈P(Ω)
(EP [X ]− αG(ω, P ))
for ω ∈ Ω and X ∈ L(F). For fixed X ∈ L(F), the mapping
Ω×P(Ω)→ [−∞,+∞), (ω, P ) 7→ EP [X ]− αG(ω, P )
is G ⊗B(P(Ω))-upper semianalytic [7, Proposition 7.48]. Therefore, it follows from
[8, Corollary 6.10.10] that ω 7→ E(X |G)(ω) is G-upper semianalytic. Further, as
infP αG(ω, P ) = 0, one has
−‖X‖∞ ≤ E(X |G)(ω) ≤ ‖X‖∞
so that E(X |G) ∈ L(G). For X ∈ L(G) and every P with αG(ω, P ) < +∞ one has
EP [X ] = X(ω), therefore E(X |G) = X . The other properties needed for E(·|G)
to be a conditional nonlinear expectation are immediate. Condition (B) follows
by interchanging two suprema and the monotone convergence theorem (applied to
each EP [·]).
Assume in addition that αG(ω, ·) is convex and Λc(ω) := {αG(ω, ·) ≤ c} is
compact for every c ∈ R and ω ∈ Ω. Fix some ω ∈ Ω and a sequence Xn ∈ uscb(Ω)
which decreases pointwise to some X ∈ L(F). Then it follows as in (7) that
E(Y |G)(ω) = max
P∈Λ2c(ω)
(EP [Y ]− αG(ω, P )) for Y ∈ {X,X1, X2, . . . },(8)
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where c := max{‖X1‖∞, ‖X‖∞} + 1. As Λ2m(ω) is compact and convex, Xn is a
decreasing sequence, and
P(Ω) ∋ P 7→ EP [Xn]− αG(ω, P )
is convex and upper semicontinuous for every n (approximate Xn from above by
continuous functions), it follows from (8), a minimax theorem [22, Theorem 2], and
the monotone convergence theorem that
inf
n∈N
E(Xn|G)(ω) = max
P∈Λ2m(ω)
inf
n∈N
(EP [Xn]− αG(ω, P )) = E(X |G)(ω).
Thus condition (A), the missing part of Remark 2.4, and Remark 2.3 are proven. 
Proof of Theorem 1.1. If E(·|G) satisfies (A) and (B) and is sublinear, then
Theorem 2.6 guarantees that E(·|G) has the representation (4) where αG is de-
fined by (5) (see the proof of the theorem or Remark 2.7). Now a scaling argu-
ment shows that αG only takes the values 0 or +∞. Indeed, one has αG(ω, P ) =
supX∈Cb(Ω)(EP [X ] − E(X |G)(ω)) ≥ 0 by plugging in the function X = 0. On
the other hand, if αG(ω, P ) > 0, there exists X ∈ Cb(Ω) such that EP [X ] −
E(X |G)(ω) > 0, hence αG(ω, P ) ≥ supλ≥0 λ(EP [X ] − E(X |G)(ω)) = +∞. There-
fore E(X |G)(ω) = supP∈PG(ω)EP [X ] for PG(ω) := {αG(ω, ·) = 0}. Notice that
Graph(PG) = {αG ≤ 0} is an G ⊗ B(P(Ω))-analytic set. Conversely, if PG is given,
just set αG(ω, P ) := +∞1PG(ω)c(P ). Then, since {αG ≤ c} is empty for c < 0 and
equals Graph(PG) otherwise, αG is G ⊗ B(P(Ω))-lower semianalytic. 
The following (somewhat auxiliary) result shows that given a nonlinear expec-
tation E(·) : L(F) → R with representing set P , it is possible to give meaning to
supP∈P EP [·|G]. However, without some assumption on the tower property (as will
be investigated in the next section), the resulting conditional nonlinear expectation
will have little to do with E(·).
Remark 2.8. Assume that G = σ(φ) for some Borel φ : Ω→ S where S is another
Polish space. Then, by [7, Proposition 7.27] (which is formulated for product spaces
but readily extends to the present setting), one can construct a regular version of
the conditional probability such that
Dis : Ω×P(Ω)→ Ω×P(Ω), (ω, P ) 7→ (ω, PG(ω))
is G ⊗ B(P(Ω))-measurable. In particular, if P ⊂ P(Ω) is an B(P(Ω))-analytic set
and PG(ω) := {PG(ω) : P ∈ P} for every ω ∈ Ω, then Graph(PG) = Dis(Ω × P) is
an G⊗B(P(Ω))-analytic set [8, Corollary 6.10.10]. Therefore E(·|G) defined through
E(X |G)(ω) := supP∈PG(ω)EP [X ] maps L(F) to L(G). In fact, one can also show
that P ′G : Ω P(Ω) defined as the closed convex hull of PG(ω) for each ω ∈ Ω has
G ⊗ B(P(Ω))-analytic graph.
2.2. The tower property. In contrast to the linear case, the tower property does
not need to hold in general. The goal of this section to characterize on the level of
representing sets of probabilities, in which cases the tower property holds true.
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Lemma 2.9. Let E(·|G) : L(F)→ L(G) be a conditional nonlinear expectation and
E ′(·) : L(G)→ R be a nonlinear expectation such that
E ′(X) = sup
P∈P(Ω)
(EP [X ]− β(P )) for X ∈ L(G),
E(X |G)(ω) = sup
P∈P(Ω)
(EP [X ]− γG(ω, P )) for X ∈ L(F)
for some β : P(Ω) → [0,+∞] such that β(P ) = β(Q) if P = Q on G and G ⊗
B(P(Ω))-lower semianalytic γG : Ω × P(Ω) → [0,+∞] such that γG(ω, P ) < +∞
implies P ([ω]G) = 1 for every ω ∈ Ω. Then E(·) := E ′(E(·|G)) defines a nonlinear
expectation from L(F) to R and
E(X) = sup
P=P⊗PG∈P(Ω)
(
EP [X ]−
(
β(P ) + EP [γG(·, PG(·))]
))
(9)
for X ∈ L(F).
Proof. It is clear that E(·) := E ′(E(·|G)) : L(F)→ R defines a nonlinear expectation.
For P = P ⊗ PG ∈ P(Ω) and X ∈ L(F) one has
E(X) = E ′(E(X |G)) ≥ EP [E(X |G)]− β(P )
≥ EP [EPG(·)[X ]− γG(·, PG(·))]− β(P )
= EP [X ]− (β(P ) + EP [γG(·, PG(·))]),
which shows that the left hand side in (9) is larger than the right hand side.
To prove the reverse inequality fix some X ∈ L(F) and ε > 0, and let Q ∈ P(Ω)
be such that
E ′(E(X |G)) ≤ EQ[E(X |G)]− β(Q) + ε.(10)
By [7, Proposition 7.48] the mapping
Ω×P(Ω)→ [−∞,+∞), (ω, P ) 7→ EP [X ]− γG(ω, P )
is G⊗B(P(Ω))-upper semianalytic and asX is bounded from above, by [8, Theorem
6.9.12], there exists a G-universally measurable mapping R : Ω→ P(Ω) such that
E(X |G)(ω) = sup
P∈P(Ω)
(EP [X ]− γG(ω, P )) ≤ ER(ω)[X ]− γG(ω,R(ω)) + ε
for every ω ∈ Ω. Define P := Q⊗R ∈ P(Ω). As R(ω)([ω]G) = 1 for all ω ∈ Ω, one
has that P = Q on G, and as R is measurable w.r.t. the P -completion of G, it is a
version of the conditional disintegration, that is R = PG P -almost surely. Together
with (10) this implies
E ′(E(X |G)) ≤ EQ[ER(·)[X ]− γG(·, R(·)) + ε]− β(Q) + ε
= EP [X ]−
(
β(P ) + EP [γG(·, PG(·))]
)
+ 2ε.
As ε was arbitrary, the claim follows. 
Remark 2.10. If in the above lemma both E ′(·) and E(·|G) satisfy condition (A),
then E ′(E(·|G)) does not necessary satisfy (A).
Proof. Let Ω = R2 with G generated by the first coordinate, and define
E ′(X) := sup
x∈[0,1]
X(x) and E(X |G)(ω) := X
(
ω1,
1
ω1
)
with
1
0
:= 0
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for X ∈ L(G) and X ∈ L(F), respectively, and ω = (ω1, ω2) ∈ Ω. Since x 7→
(x, 1/x) is Borel, it follows from [7, Lemma 7.30] that E(X |G) ∈ L(G). The sequence
of functions Xn ∈ Cb(Ω) defined by
Xn(ω) := (ω2 − n+ 1)1[n−1,n](ω2) + 1(n,∞)(ω2) for ω = (ω1, ω2) ∈ Ω
satisfies Xn ↓ 0 but
E ′(E(Xn|G)) = sup
x∈[0,1]
Xn
(
x,
1
x
)
≥ Xn
( 1
n
, n
)
= 1
for all n. Hence E ′(E(·|G)) does not satisfy condition (A), while both E ′(·) and
E(·|G) clearly do satisfy (A). 
In Lemma 2.9 is was shown that the composition of nonlinear expectations can
be represented by a function which equals the (integrated) sum over β and γG .
However, it was not shown that this function is minimal in the sense that it is lower
semicontinuous in P and thus given by formula (5). The following theorem shows
that, given additional regularity, this is true.
Theorem 2.11. Let E(·) : L(F) → R and E(·|G) : L(F) → L(G) be two (condi-
tional) nonlinear expectations which satisfy (A) and (B) and therefore
E(X) = sup
P∈P(Ω)
(EP [X ]− α(P )) for X ∈ L(F),
E(X |G)(ω) = sup
P∈P(Ω)
(EP [X ]− γG(ω, P )) for X ∈ L(F),
where α : P(Ω) → [0,+∞] is lower semicontinuous and γG : Ω × P(Ω) → [0,+∞]
is as in the first part of Theorem 2.6. Define β(P ) := supX∈L(G)(EP [X ] − E(X))
for P ∈ P(Ω). Then
E(·) ≤ E(E(·|G)) if and only if α(P ) ≥ β(P ) + EP [γG(·, PG(·))]
for all P = P ⊗PG ∈ P(Ω). Assume further that E(X |G) is G-measurable for every
X ∈ Cb(Ω). Then
E(·) ≥ E(E(·|G)) if and only if α(P ) ≤ β(P ) + EP [γG(·, PG(·))]
for all P = P ⊗ PG ∈ P(Ω).
Remark 2.12. If in the setting of Theorem 2.11 the function α has compact
sublevel sets {α ≤ c} for every c ∈ R and G = σ(φ) for some continuous φ : Ω→ S
where S is another Polish space, then the function β has the following more intuitive
formula
β(P ) = inf{α(Q) : Q ∈ P(Ω) such that Q = P on G} for P ∈ P(Ω).
Moreover, β is convex, the infimum over Q is attained, and {β ≤ c} is compact in
the (not Hausdorff) topology σ(P(Ω), Cb(Ω) ∩ L(G)) for every c ∈ R.
Proof. It follows from the definition of β(P ) = supX∈L(G)(EP [X ]−E(X)) that β is
convex and β(P ) = β(Q) if P = Q on G. At the beginning of the proof of Theorem
2.11 below, it will be shown that β(Q) ≤ α(Q) for all Q from which it follows that
β(P ) ≤ inf{α(Q) : Q = P on G}. On the other hand, let C := Cb(Ω) ∩ L(G), so
that
β(P ) ≥ sup
X∈C
(EP [X ]− E(X)) = sup
X∈C
inf
Q∈P(Ω)
(EP [X ]− EQ[X ] + α(Q)).
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Using a minimax theorem [22, Theorem 2] and the fact that P = Q on G if and only
if EP [X ] = EQ[X ] for all X ∈ C (this follows e.g. from a monotone class theorem)
one obtains that β(P ) ≥ inf{α(Q) : Q = P on G}; hence the claimed formula for β
holds. To show that the infimum is attained assume β(P ) < +∞ and let Qn be a
minimizing sequence. Due to compactness of {α ≤ c} for all c ∈ R, there is Q and
subsequence still denoted by Qn such that Qn → Q. As σ(C) = G, a monotone class
argument implies Q = P on G. The claim now follows from lower semicontinuity
of α. As for compactness, let Pθ be a net in {β ≤ c}. Then, by definition, there is
a net Qθ in {α ≤ c} with Qθ = Pθ on G. By compactness of {α ≤ c}, there is Q
and a subnet still denoted by Qθ with Qθ → Q. Let P := Q ∈ {β ≤ c}. Then, for
every X ∈ Cb(Ω) ∩ L(G), one has EP [X ] = EQ[X ] = limθ EQθ [X ] = limθ EPθ [X ]
showing that Pθ → P in σ(P(Ω), Cb(Ω) ∩ L(G)). 
Proof of Theorem 2.11. In a first step observe that
E(X) = sup
P∈P(Ω)
(EP [X ]− β(P )) for X ∈ L(G).(11)
Indeed, the left hand side in (11) is smaller than the right hand side by definition
of β(P ). On the other hand, (11) holds by assumption when β is replaced by α. As
α(P ) = sup
X∈Cb(Ω)
(EP [X ]− E(X)) = sup
X∈L(F)
(EP [X ]− E(X)) ≥ β(P )
where the first equality holds by Remark 2.7 due to lower semicontonuty of α and
the second one due to the dual presentation E(X) = supP∈P(Ω)(EP [X ]− α(P )), it
follows that (11) holds true. Now define
δ(P ) := β(P ) + EP [γG(·, PG(·))] for P = P ⊗ PG ∈ P(Ω).
It follows from Lemma 2.9 that
E(E(X |G)) = sup
P∈P(Ω)
(EP [X ]− δ(P )) for X ∈ L(F).(12)
In particular if α ≤ δ, then E(·) ≥ E(E(·|G)); and if α ≥ δ, then E(·) ≤ E(E(·|G)).
Now assume that E(·) ≥ E(E(·|G)) and fix some P ∈ P(Ω). By (12) it holds
E(X) ≥ E(E(X |G)) ≥ EP [X ]− δ(P ) for X ∈ L(F)
and therefore
α(P ) = sup
X∈Cb(Ω)
(EP [X ]− E(X)) ≤ sup
X∈Cb(Ω)
(EP [X ]− (EP [X ]− δ(P ))) = δ(P ).
As P was arbitrary, this shows α ≤ δ.
It remains to prove that α ≥ δ if E(·) ≤ E(E(·|G)) and E(X |G) is G-measurable
for every X ∈ Cb(Ω). To that end, one may argue as in the proof of Theorem
2.6 and choose a metric d′ on Ω under which the space of bounded and uniformly
continuous functions ucb(Ω, d
′) becomes separable. Let D be a countable dense
subset and define D′ := {X − q : X ∈ D and q ∈ Q}. For each n, let Dn ⊂ D′ such
that Dn consist of exactly n elements, 0 ∈ Dn ⊂ Dn+1, and
⋃
{Dn : n ∈ N} = D′.
Then it holds that
γG(ω, P ) = sup
n
γnG (ω, P ) for ω ∈ Ω and P ∈ P(Ω), where(13)
γnG (ω, P ) := max{EP [X ] : X ∈ Dn such that E(X |G)(ω) ≤ 0}
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for every n. Indeed, as Dn ⊂ Cb(Ω), it follows that γG(ω, P ) ≥ supn γ
n
G (ω, P ). For
the converse inequality, due to lower semicontinuity of γG(ω, ·), one has
γG(ω, P ) = sup
X∈Cb(Ω)
(EP [X ]− E(X |G)(ω)),
see Remark 2.7. Let X ∈ Cb(Ω) and ε > 0 be arbitrary. It then follows as in the
proof of Theorem 2.6 that there exists some Y ∈ D such that
EP [Y ]− E(Y |G)(ω) ≥ EP [X ]− E(X |G)(ω)− ε.
Now let q be rational such that 0 ≤ q − E(Y |G)(ω) ≤ ε and define Z := Y − q.
Then E(Z|G)(ω) ≤ 0 and
EP [Z] ≥ EP [Y ]− E(Y |G)(ω) − ε ≥ EP [X ]− E(X |G)(ω)− 2ε
Since Z ∈ Dn for some large n, it follows that
sup
n
γnG(ω, P ) ≥ EP [Z] ≥ EP [X ]− E(X |G)(ω)− 2ε
and, as X ∈ Cb(Ω) was arbitrary, supn γ
n
G (ω, P ) ≥ γG(ω, P )− 2ε. This establishes
(13).
For the remainder fix some P ∈ P(Ω). Note that 0 ∈ Dn and Dn ⊂ Dn+1 imply
0 ≤ γnG ≤ γ
n+1
G for all n, hence the monotone convergence theorem yields
δ(P ) = β(P ) + EP [γG(·, PG(·))]
= sup
Y ∈L(G)
(EQ[Y ]− E(Y )) + sup
n
EP [γ
n
G (·, PG(·))].
(14)
Fix some Y ∈ L(G) and n, and let Dn = {X1, . . . , Xn} be an enumeration of the
set Dn. Define i : Ω→ {1, . . . , n} by
i(ω) := min
{
i ∈ {1, . . . , n} : EPG(ω)[Xi] = γ
n
G (ω, PG(ω)) and E(Xi|G)(ω) ≤ 0
}
.
The three terms inside the minimum which depend on ω are G-measurable, hence
i is also G-measurable. Define the function
Z(ω) := Y (ω) +Xi(ω)(ω) for ω ∈ Ω.
Then Z is F -upper semianalytic and bounded (as Dn is a finite set), that is, Z ∈
L(F). For every P with P ([ω]G) = 1 one has EP [Z] = Y (ω) + EP [Xi(ω)(·)], hence
the dual representation of E(·|G) and choice of Xi(ω) imply that
E(Z|G)(ω) = Y (ω) + E(Xi(ω)|G)(ω) ≤ Y (ω).
Therefore, by monotonicity of E(·) and the assumption that E(·) ≤ E(E(·|G)), one
obtains E(Z) ≤ E(E(Z|G)) ≤ E(Y ) so that
EP [Z]− E(Z) ≥ EP [Y ] + EP (dω)[EPG(ω)[Xi(ω)(·)] − E(Y )
= EP [Y ]− E(Y ) + EP [γ
n
G (·, PG(·))].
As E(Z) ≥ EP [Z] − α(P ) by the dual representation of E(·), one has α(P ) ≥
EP [Z]− E(Z) and, as Y and n in (14) were arbitrary, it follows that α(P ) ≥ δ(P ).
This concludes the proof. 
Proof of Theorem 1.2. With the notation of Theorem 2.11: By Remark 2.7 one
has P = {α(·) = 0} and PG(ω) = {γG(ω, ·) = 0}. As E(·) is sublinear, β also only
takes the values 0 and +∞ (compare with the proof of Theorem 1.1), and one can
set
Q := {β ≤ 0} = {Q ∈ P(Ω) : there is P ∈ P with P = Q on G},
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where the last equality is due to Remark 2.12. Now, by Theorem 2.11, one has
E(·) = E(E(·|G)) if and only if α(P ) = β(P )+EP [γG(·, PG(·))] for all P = P ⊗PG ∈
P(Ω). By definition β(P )+EP [γG(·, PG(·))] = 0 if and only if P ∈ Q and, P -almost
surely, PG(·) ∈ PG(·), so that E(·) = E(E(·|G)) if and only if
P = {P ∈ P(Ω) : P ∈ Q and PG(·) ∈ PG(·) P -almost surely}.
Finally, as Q⊗PG = P ⊗ PG , the claim follows. 
Proposition 2.13. Let E(·|G) be a conditional sublinear expectation which satisfies
(A) and (B) and therefore E(X |G)(ω) = supP∈PG(ω)EP [X ] for some PG as in
Theorem 1.1. If Ω is compact, then E(X |G) is G-measurable for X ∈ Cb(Ω) if and
only if PG is weakly G-measurable, that is, for every open set O ⊂ P(Ω), the weak
inverse {ω ∈ Ω : PG(ω) ∩O 6= ∅} is in G.
Proof. Assume first that PG : Ω  P(Ω) is weakly G-measurable. Then, since it
has nonempty, convex, and compact values, it admits a Castaing representation [2,
Corollary 18.14]: There are G-measurable mappings Rn : Ω → P(Ω) such that the
closure of {Rn(ω) : n ∈ N} equals PG(ω) for every ω ∈ Ω. Therefore
E(X |G)(ω) = sup
n
ERn(ω)[X ] for ω ∈ Ω and X ∈ Cb(Ω)
and as ω 7→ ERn(ω)[X ] is Borel [7, Lemma 7.30] for every n, the claim follows.
On the other hand, assume that E(X |G) is G-measurable for every X ∈ Cb(Ω)
and let O ⊂ P(Ω) be open. Since the weak topology on P(Ω) is locally convex and
metrizable, there are closed and convex sets Cn ⊂ P(Ω) such that O =
⋃
{Cn :
n ∈ N}. Therefore PG(ω) ∩ O = ∅ if and only if PG(ω) ∩ Cn = ∅ for all n. Now,
as PG(ω) is compact and convex for every ω ∈ Ω by assumption, the hyper plane
separation theorem yields that PG(ω) ∩ Cn = ∅ if and only if
E(X |G)(ω) = sup
P∈PG(ω)
EP [X ] < inf
P∈Cn
EP [X ]
for some X ∈ Cb(Ω). As Cb(Ω) is separable (w.r.t. to the maximum norm), X can
in fact be chosen in some fixed (i.e. independent of ω and n) countable dense set
D ⊂ Cb(Ω). Therefore
{ω ∈ Ω : PG(ω) ∩O = ∅} =
⋂
n
⋃
X∈D
{
ω ∈ Ω : E(X |G)(ω) < inf
P∈Cn
EP [X ]
}
.
By assumption all sets on the right hand side are in G, hence the countable union
and intersection is in G, too. 
This section ends with an explanation why the upper semianalytic functions
(instead of e.g. Borel functions) are the natural domain and range for conditional
nonlinear expectations. For an illustration on the basis of a concrete example (the
G-Brownian motion) see [30], in particular Section 5.3 and Section 5.4 therein.
Remark 2.14. As already mentioned in the introduction, Theorem 1.1 should be
a extension of Choquet’s theorem to the conditional case. Therefore it should at
least cover the case of conditional nonlinear expectations which are represented
by a set-valued mapping PG which depends as little on ω as possible. However,
already in this setting it makes little sense to work with linear spaces instead of the
semianalytic functions.
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For example, let Ω := [0, 1]3 equipped with G generated by the first two coordi-
nates and H generated by the first coordinate. Define
E(X |G)(ω) := sup
x∈[0,1]
X(ω1, ω2, x), E(X |H)(ω) := sup
x,y∈[0,1]
X(ω1, x, y)
for ω = (ω1, ω2, ω3) ∈ Ω. Now assume that there are linear spaces of (bounded)
functions L(F), L(G), and L(H) such that L(F) contains all bounded F -measurable
functions, and E(·|G) and E(·|H) are mappings from L(F) to L(G) and L(H), respec-
tively. By the projective description of analytic sets, every B([0, 1]2)-analytic set
A ⊂ [0, 1]2 is the projection of some Borel set B ⊂ Ω. As E(1B|G)(ω) = 1A(ω1, ω2)
and L(G) is a linear space, it contains all complements of analytic sets. However,
the projection of Ac on the first component (denoted by N ⊂ [0, 1]) needs not to
be universally measurable, and E(1Ac |H)(ω) = 1N(ω1) implies that L(H) contains
non-universally measurable functions (in fact even non-Lebesgue-measurable ones
[30, Section 5.4]). But this implies that even if E(·) := EP [·] for some P , one can
not define E(X) for X ∈ L(H).
3. Applications, extensions, and examples
3.1. Risk measures under Knightian uncertainty. Let (Ω, (Ft)t=1,...,T ,F) be
a filtered space, where Ω is Polish with Borel σ-field F , T ∈ N, and each Ft is as-
sumed to be countably generated. For every t, let E(·|Ft) : L(F)→ L(Ft) be a con-
ditional sublinear expectation which satisfies (A) and (B) and therefore has the rep-
resentation E(X |Ft)(ω) = supP∈PFt (ω)EP [X ] as in Theorem 1.1. By (a slight mod-
ification of) Lemma 2.9 the composition Et,T (·) := E(E(· · · E(·|FT ) · · · |Ft+1)|Ft)
defines a sublinear expectation from L(F) to L(Ft) with representation
Et,T (X)(ω) = sup
P∈Pt,T (ω)
EP [X ] for ω ∈ Ω and X ∈ L(F),
where Pt,T (ω) := PFt(ω) ⊗ · · · ⊗ PFT . Now let l : R → R, x 7→ x
+/λ for some
λ ∈ (0, 1), and define the time-consistent robust average value at risk by Rt,T (·) :=
R(R(· · · R(·|FT ) · · · |Ft+1)|Ft), where
R(X |Ft)(ω) := inf
s∈R
(
E(l(X − s)|Ft)(ω) + s
)
(15)
for ω ∈ Ω and X ∈ L(F).
Example 3.1. For every t, the functional R(·|Ft) is a conditional sublinear expec-
tation which satisfies condition (A) and (B) and has the representation
R(X |Ft)(ω) = sup
Q∈QFt (ω)
EQ[X ] for ω ∈ Ω and X ∈ L(F)
where QFt(ω) is the set of all probabilities Q for which there exists P ∈ PFt(ω)
such that Q is absolutely continuous w.r.t. P and the Radon-Nykodim derivative
dQ/dP is bounded by 1/λ. Moreover
Rt,T (X)(ω) = sup
Q∈Qt,T (ω)
EQ[X ] for ω ∈ Ω and X ∈ L(F),
where Qt,T (ω) := QFt(ω)⊗ · · · ⊗ QFT .
Remark 3.2. In a one-period setting (i.e. T = 1), one class of examples in robust
mathematical finance emerges from taking an estimator P ∗ and replacing EP∗ [·] by
E(·) := supP∈P EP [·], where P is the neighborhood (say in Wasserstein distance)
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of P ∗; see e.g. [4, 32] and references therein for a motivation. It can be shown that
R(·|Ft) then has a simple formula [4, Example 2.10]. This example has a natural
lift to a multi-period setting by considering the set P of probabilities for which all
conditional distributions (w.r.t. the filtration) are in the neighborhood of the con-
ditional distributions P ∗; see e.g. [3, Chapter 2.3] for a discussion. When applying
standard static methods to tackle optimization problems with EP∗ [·] replaced by
E(·), it is often crucial for the set P to be compact. In Example 3.4 below, it will
be shown that a Feller condition on P ∗ is sufficient to guarantee compactness of P .
Proof of Example 3.1. As l is increasing, one has l(X − s) ∈ L(F) for every
X ∈ L(F) and s ∈ R so that R(·|Ft) is well-defined. Moreover, as the mapping s 7→
E(l(X−s)|Ft)(ω)+s is convex and real-valued for every ω ∈ Ω, it is continuous and
one may restrict the infimum in (15) to s ∈ Q. Therefore, as the countable infimum,
R(X |Ft) is Ft-upper semianalytic whenever X is. Elementary computations show
that R(·|Ft) is increasing, sublinear, and satisfies R(X |Ft) = X for X ∈ L(Ft).
By interchanging two infima and the fact that E(·|Ft) satisfies (A), one gets that
R(·|Ft) satisfies (A) as well. As for condition (B), fix ω ∈ Ω and let Xn ∈ L(F)
be a sequence which increases pointwise to X ∈ L(F). For every n, let sn ∈ R
such that E(l(Xn − sn)|Ft)(ω) + sn ≤ R(Xn|Ft)(ω) + 1/n. As the sequence Xn
is bounded uniformly in n and λ ∈ (0, 1), it follows that sn is bounded and thus
a subsequence, still denoted by sn, converges. The dual representation of E(·|Ft)
now implies that
R(X |Ft)(ω) ≤ E(l(X − s)|Ft)(ω) + s ≤ lim inf
n
(
E(l(Xn − sn)|Ft)(ω) + sn
)
.
The last term is smaller than R(X |Ft)(ω) due to the choice of sn and the fact that
R(Xn|Ft) ≤ R(X |Ft) for each n. HenceR(·|Ft) satisfies condition (B). The specific
form of QFt follows as in the case without Knightian uncertainty [23, Lemma 4.51
and Theorem 4.52], additionally using a suitable minimax theorem [22, Theorem 2],
see [4, Theorem 3.4]. The representation of Rt,T (·) is due to (a slight modification
of) Lemma 2.9. 
The nonrobust version of Example 3.1 can be found e.g. [13, Example 2.3.1].
For further literature which uses dynamic programming and conditional nonlinear
expectations in the context of mathematical finance under Knightian uncertainty
in discrete time, see e.g. [1, 9, 11, 12, 28, 31].
3.2. Compactness for product of measures and kernels.
Proof of Theorem 1.3. Assume first that ω 7→ maxP∈PG(ω)EP [X ] is upper semi-
continuous for every X ∈ Cb(Ω) and that the values of PG are compact. Define the
functional
E(·|G) : L(F)→ RΩ, E(X |G)(ω) := sup
P∈PG(ω)
EP [X ].
Then, by convexity and compactness of each PG(ω), the hyperplane separation
theorem shows that
Graph(PG) = {(ω, P ) ∈ Ω×P(Ω) : EP [X ] ≤ E(X |G)(ω) for all X ∈ Cb(Ω)}.
Further, the same argumentation as in the proof of Theorem 2.6 shows that one
can restrict to all X in a countable set D ⊂ Cb(Ω). For every X ∈ D the mapping
(ω, P ) → EP [X ] − E(X |G)(ω) is G ⊗ B(P(Ω))-measurable by assumption so that
Graph(PG), as a countable intersection, has the same measurability. Now Theorem
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1.1 implies that E(·|G) is a conditional nonlinear expectation which satisfies (A) and
(B); the same holds true for E ′(·) : L(F)→ R defined by E ′(X) := supP∈P EP [X ].
Therefore E(·) := E ′(E(·|G)) defines a nonlinear expectation, which clearly satisfies
(B). Moreover, it also satisfies (A). Indeed, let Xn ∈ Cb(Ω) be a sequence which
decreases pointwise to X ∈ L(F). By assumption E(Xn|G) ∈ uscb(Ω) decreases
pointwise to E(X |G), therefore E(Xn) decreases to E(X) by Remark 2.3. Now
Theorem 1.1 implies that E(X) = supP∈QEP [X ] for a (by Remark 2.7 unique)
convex compact set Q ⊂ P(Ω). As E(·) = E(E(·|G)) by definition, Theorem 1.2
yields that Q = P ⊗ PG , which proves the claim.
To show the reverse direction, assume that P⊗PG is compact for every compact
convex set P . If PG(ω) is not compact for some ω ∈ Ω, then neither is P ⊗ PG for
P := {δω}. So assume that PG has compact values but ω 7→ maxP∈PG(ω)EP [X ] is
not upper semicontinuous for some X ∈ Cb(Ω), i.e. there is ω ∈ Ω and a sequence
ωn ∈ Ω converging to ω such that
lim sup
n
max
P∈PG(ωn)
EP [X ] > max
P∈PG(ω)
EP [X ].(16)
For every n, pick some Pn ∈ PG(ωn) which attains the maximum in the left hand
side of (16). After passing to a subsequence (still denoted by Pn), one may assume
that EPn [X ] converges to the left hand side of (16). As C := {ωn : n ∈ N}∪{ω} ⊂ Ω
is compact, the set P := {P ∈ P(Ω) : P (C) = 1} is also compact (and obviously
convex). Now distinguish between two cases. If Pn does not have any convergent
subsequence, then neither does δωn ⊗ Pn ∈ P ⊗ PG which implies that the latter
set cannot be compact. Otherwise, possibly after passing to a subsequence, Pn
converges to some P and one has P /∈ PG(ω) by (16). However, as
P ⊗ PG ∋ δωn ⊗ Pn → δω ⊗ P /∈ P ⊗ PG ,
this implies that P ⊗ PG is not closed and completes the proof. 
Remark 3.3. By a variant of Berge’s maximum theorem [2, Lemma 17.30], if
PG : Ω P(Ω) is upper hemi-continuous with nonempty compact values, the map-
ping ω 7→ maxP∈PG(ω)EP [X ] is upper semicontinuous for X ∈ Cb(Ω).
Let φ in Theorem 1.3 such that φ(Ω) is Borel and there exists ψ : φ(Ω) → Ω
Borel with ψ(s) ∈ φ−1({s}) for all s ∈ φ(Ω). Then ω 7→ maxP∈PG(ω)EP [X ] is
G-measurable if and only if it is F -measurable and G-indistinguishable, that is,
φ(ω) = φ(η) implies maxP∈PG(ω)EP [X ] = maxP∈PG(η)EP [X ] for all ω, η ∈ Ω.
Example 3.4. Let Ω = Rd with euclidean distance, let p ∈ [1,∞), and denote
by Wp the p-Wasserstein distance; see e.g. [36, Chapter 6]. Let K : Ω → P(Ω) be
G-measurable and continuous w.r.t. Wp such that EK(ω)[|id|
p] < +∞ for all ω ∈ Ω,
and define
PG(ω) := {P ∈ P(Ω) :Wp(P,K(ω)) ≤ δ and P ([ω]G) = 1},
where δ > 0 is fixed. If G = σ(φ) for some continuous φ : Ω → S as in Remark
3.3, then ω 7→ supP∈PG(ω)EP [X ] is upper semicontinuous and G-measurable for
X ∈ Cb(Ω). In particular, for every compact set P ⊂ P(Ω), by Theorem 1.3, the
set P ⊗ PG is compact.
In case that P itself is the neighborhood of some measure P with EP [|id|p] < +∞
and EK(ω)[|id|
p] ≤ c(1+ |ω|p) for some constant c, the set P⊗PG is compact under
the topology induced by Wq for every q ∈ [1, p).
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Proof. With the notion of Remark 3.3, PG is G-indistinguishable. Therefore, by the
mentioned remark, upper semicontinuity of ω 7→ supP∈PG(ω)EP [X ] for X ∈ Cb(Ω)
also implies G-measurability of that mapping. To show upper semicontinuity, let
ωn ∈ Ω be a sequence with ωn → ω ∈ Ω. As K is continuous, the set {K(ωn) :
n ∈ N} ∪ {K(ω)} is compact. This can be used to show that
⋃
{PG(ωn) : n ∈
N} ∪ PG(ω) is relatively compact. Thus, if Pn denotes a (near) maximizer for
supP∈PG(ωn)EP [X ] for each n, there exists P and a subsequence, still denoted by
Pn, which converges to P . Now, by lower semicontinuous of Wp (which follows
e.g. from the dual representation [36, Theorem 5.9]), it follows that
Wp(P,K(ω)) ≤ lim inf
n
(
Wp(Pn,K(ωn)) +Wp(K(ωn),K(ω))
)
≤ δ.
Moreover, for every m ∈ N, the set Cm :=
⋃
{[ωn]G : n ≥ m} ∪ [ω]G = {η ∈ Ω :
φ(η) = φ(θ) for some θ ∈ {ω, ωm, ωm+1, . . . }} is closed and Pn(Cm) = 1 for all
n ≥ m. Therefore P (Cm) = 1 for all m, hence P ([ω]G) = 1 and so P ∈ PG(ω). This
shows the desired upper semicontinuity. The second statement is a consequence of
a characterization of the Wp topology [36, Theorem 6.8] and a Della-Valle-Poussin
type result for probabilities [23, Corollary A.47.]. 
3.3. Fubini’s theorem. Let Ω = Ω1 × Ω2 be the product of two Polish spaces.
While Lemma 2.9 can be seen as a nonlinear version of Fubini’s theorem on the
existence of the product of a measure and a kernel, one can also ask if there is a
nonlinear version of Fubini’s classical theorem (i.e. on the possibility to interchange
the order of integration when two measures are replaced by two sets of measures).
In general this is not true any more (take for example Ω1 := Ω2 := [0, 1] as well
as P1 := {(δ0 + δ1)/2} and P2 := P([0, 1])) but it is possible to characterize when
interchanging the order is possible.
Proposition 3.5. Let P1 ⊂ P(Ω1) and P2 ⊂ P(Ω2) be two convex and compact
sets of probabilities. Then it holds
sup
P∈P1
∫
Ω1
sup
Q∈P2
∫
Ω2
X(ω1, ω2)Q(dω2)P (dω1)
= sup
Q∈P2
∫
Ω2
sup
P∈P1
∫
Ω1
X(ω1, ω2)P (dω1)Q(dω2)
for all X ∈ L(Ω) if and only if
{P ⊗R : P ∈ P1 and R : Ω1 → P(Ω2) kernel with R(·) ∈ P2 P -as}
= {(Q⊗R) ◦ pi−1 : Q ∈ P2 and R : Ω2 → P(Ω1) kernel with R(·) ∈ P1Q-as},
where pi : Ω1 × Ω2 → Ω2 × Ω1 is given by pi(ω1, ω2) := (ω2, ω1).
Proof. The proof is similar to the one given for Theorem 1.3 but somewhat nota-
tionally involved, and shall be skipped. 
3.4. Controlled Brownian motion. This last example is in the spirit of [30, 33];
it’s purpose is to illustrate the results in a continuous time setting. For some fixed
time horizon T > 0 let Ω := C([0, T ],R) endowed with raw filtration (Ft)t∈[0,T ] and
a stopping time τ . Let B be the canonical process on Ω, denote by W the Wiener
measures, fix two numbers 0 < σ < σ, and write Σ for the set of all progressively
measurable processes σ : [0, T ] × C([0, T ]) → R to B which satisfy σ ∈ [σ2, σ2]
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W×dt-almost surely. For σ ∈ Σ, denote by Bω,t,σ := ω1[0,t]+(ω(t)+
∫ ·
t
σs dBs)1(t,T ]
the Brownian motion with volatility σ starting in (t, ω(t)).
Example 3.6. The functional
E(X |Fτ )(ω) := sup
σ∈Σ
EW [X(B
ω,τ(ω),σ)] for ω ∈ Ω and X ∈ L(F).
defines a conditional sublinear expectation.
Proof. First note that by Galmarino’s test, Fτ is countably generated. More-
over, Galmarino’s test extends to all F -upper semianalytic functions. Therefore
E(X |Fτ ) = X for every X ∈ L(Fτ ). To show that E(·|Fτ ) maps into L(Fτ ), endow
Σ with the norm ‖σ‖ := EW [
∫ T
0
σ2s ds]
1/2 which renders Σ a Polish space. Then
the mapping
Ω× Σ ∋ (ω, σ) 7→ Pω,τ(ω),σ :=W ◦ (Bω,τ(ω),σ)−1 ∈ P(Ω)
is F ⊗ B(Σ)-measurable. Indeed, for Lipschitz-continuous X : Ω → R, this is a
consequence of Doob’s inequality, and a monotone class argument yields that this
carries over to all bounded F -measurable X : Ω → R. Thus (ω, σ) 7→ Pω,τ(ω),σ is
F ⊗ B(Σ)-measurable [7, Proposition 7.26], hence for every X ∈ L(F)
(ω, σ)→ EPω,τ(ω),σ [X ] = EW [X(B
ω,τ(ω),σ)]
is F⊗B(Σ)-upper semianalytic [7, Proposition 7.48]. Therefore E(X |Fτ ) is F -upper
semianalytic [8, Corollary 6.10.10], and Gamarino’s test implies that it is actually
Fτ -upper semianalytic. 
Appendix A. Analytic sets
Let (S,A) be a measurable space. Then a subset A ⊂ S is call A-analytic
if it is the nucleus of a Suslin-scheme, that is, there are sets An1,...,nk ∈ A for
every k and (n1, . . . , nk) ∈ Nk such that A =
⋃
(nk)∈NN
⋂
k∈NAn1,...,nk . The set
of all A-analytic sets is stable under countable intersections and unions, however,
not under complementation. Another (useful) representation of A-analytic sets is
through the projection of higher dimensional sets, see e.g. [8, Chapter 6.10(ii)]. A
function f : S → [−∞,+∞] is call A-upper (resp. lower) semianalytic, if {f ≥ c}
(resp. {f ≤ c}) is a A-analytic set for every c ∈ R. If S is a Polish space together
with Borel σ-field A = B(S), it follows from the definition of B(S)-analytic sets that
every Borel set is B-analytic, and from Lusin’s theorem [7, Proposition 7.42] that
every B(S)-analytic set is universally measurable. The same of course holds true
if sets are replaced by functions in the previous sentence. For a countable family
{Xn : n ∈ N} of A-upper semianalytic functions, X1 +X2, supnXn, and infnXn
are again A-upper semianalytic. A comprehensive treatment of analytic sets well
suited for the present setting can be found in [7, Chapter 7] or [8].
Appendix B. Choquet’s theorem
For convenience, a brief sketch the proof of Choquet’s theorem for nonlinear
expectations is given below; a detailed proof is given e.g. in [5, Section 2]. Let
E(·) : L(F)→ R be an increasing convex functional which preserves the constants,
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is continuous from above on Cb(Ω), and continuous from below on L(F). By mono-
tonicity, E(·) is continuous w.r.t. the maximum norm on Cb(Ω) so that the Fenchel-
Moreau / Hahn-Banach theorem implies
E(X) = max
P∈Cb(Ω)∗
(〈X,P 〉 − E∗(P )) for X ∈ Cb(Ω),
where E∗(P ) := supX∈Cb(Ω)(〈X,P 〉 − E(X)) and Cb(Ω)
∗ denotes the topological
dual of (Cb(Ω), ‖ · ‖∞). For every P with E∗(P ) < +∞ a scaling argument implies
that P needs to be an increasing functional satisfying 〈1, P 〉 = 1 (indeed, if for
example 〈1, P 〉 6= 1, then E∗(P ) ≥ supλ∈R(〈λ, P 〉 − λ) = +∞). Moreover, as E(·) is
continuous from above on Cb(Ω), one can show that every P with E
∗(P ) < +∞ has
this property as well. Therefore, by the Daniell-Stone theorem, P can be viewed
as a probability on σ(Cb(Ω)) = F and 〈X,P 〉 = EP [X ] for all X ∈ Cb(Ω). This
implies that
E(X) = max
P∈P(Ω)
(EP [X ]− E
∗(P )) for X ∈ Cb(Ω)
and, using a minimax theorem (similar as in the proof of Theorem 2.6), this equality
extends to X ∈ uscb(Ω). In fact, as a closed subset of the unit sphere, {E∗ ≤ c} is
compact in σ(Cb(Ω)
∗, Cb(Ω)) by the Banach-Alaoglu theorem. As one can further
show that {E∗ ≤ c} is uniformly continuous from above, using the Daniell-Stone
theorem once more, one obtains that {E∗ ≤ c}, as a subset of P(Ω), is weakly
compact. Now notice that E(·) is a (functional) capacity in the sense of Choquet
by assumption, therefore his regularity result yields
E(X) = sup
Y≤X,Y ∈uscb(Ω)
E(Y ) = sup
Y≤X, Y ∈uscb(Ω)
max
P∈P(Ω)
(EP [Y ]− E
∗(P ))
for every function X which can be written as the nucleus of a Suslin scheme in
Cb(Ω), see [14, Section 3], that is, for every X ∈ L(F). The representation
E(X) = supP∈P(Ω)(EP [X ] − E
∗(P )) for X ∈ L(F) now follows from the repre-
sentation of E(Y ) for Y ∈ uscb(Ω), interchanging two suprema, and the fact that
supY≤X,Y ∈uscb(Ω)EP [Y ] = EP [X ] (to see this apply for example Choquet’s re-
sults to EP [·]). Finally, in case that E(·) is sublinear, it follows from a scaling
argument that as in the proof of Theorem 2.6 that E∗ only takes the values 0
and +∞. To recover the stated in the introduction it therefore remains to set
P := {P ∈ P(Ω) : E∗(P ) = 0}.
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