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RÉSUMÉ. Le déploiement d’applications pair à pair (P2P) dans des environnements où la qua-
lité de service doit être garantie passe par l’intégration de mécanismes de supervision. Nous
présentons ici une infrastructure de supervision pour la plate-forme JXTA. Celle-ci repose sur
un modèle de l’information de gestion générique pour la gestion des réseaux et services P2P
que nous avons conçu préalablement. Nous présentons la manière dont nous avons instancié ce
modèle à travers une architecture de supervision reposant sur un modèle gestionnaire/agent qui
nous permet d’obtenir une vue globale des éléments d’une communauté P2P JXTA ainsi que de
son évolution.
ABSTRACT. The deployement of P2P applications in environments where the quality of offered
services must be ensured requires the integration of management mechanisms. In this paper, we
present a management infrastructure for the JXTA P2P framework. It relies on a generic man-
agement information model for P2P networks and services we designed previously. We show
the way we instantiated this model through a manager-agent model which makes it possible to
get a global view of elements of a JXTA P2P community as well as its evolution.
MOTS-CLÉS : Pair à pair, supervision de réseaux, CIM, Jxta, JMX
KEYWORDS: Peer-to-peer, network management, CIM, Jxta, JMX
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1. Introduction
Le modèle P2P est un modèle distribué où les entités appelées pairs jouent le
double rôle de client et serveur et interagissent afin d’offrir à une communauté un
service de manière décentralisée. Cette décentralisation des ressources et des services
présente de nombreux avantages qui repoussent les limites induites par le modèle
client-serveur. Parmi celles-ci, on compte (1) une puissance de calcul qui dépasse
celle des infrastructures centralisées existantes, (2) la tolérance aux fautes, (3) l’équi-
libre du trafic et de la charge attribuée à chaque participant et (4) la réduction des coûts
liés à la mise en œuvre des équipements.
Toutes ces bonnes propriétés expliquent l’attention particulière qui est portée au
modèle P2P. Si les premières applications de ce modèle étaient exclusivement liées à
l’échange souvent illégal de données soumises à des droits d’auteur, c’est maintenant
l’ensemble des services réseaux qui peuvent être repensés pour être déployés selon
une approche P2P. Ce modèle ouvre donc de nouveaux horizons aux applications ré-
seaux déployées, non seulement chez des particuliers, mais aussi dans le cadre plus
formel des entreprises, administrations et universités. Ainsi, cette nouvelle utilisation
du modèle P2P, dans des environnements contraints où la qualité du service offert est
primordiale, nécessite la mise en place d’une infrastructure de supervision qui puisse
surveiller et contrôler les services reposant sur ce modèle.
Les approches de gestion actuelles sont conçues pour des services à caractère cen-
tralisé et s’adaptent mal aux propriétés du modèle P2P. De nouvelles approches de
supervision doivent ainsi être conçues et éprouvées. Le travail présenté ici s’inscrit
dans cette démarche et concerne : (1) la proposition d’un modèle de l’information de
gestion pour les réseaux et services pair à pair, (2) sa validation à travers une ins-
tanciation sur différentes infrastructures P2P existantes qui reposent sur des modèles
différents, et (3) sa mise en œuvre sur la plate-forme P2P JXTA, ce dernier point s’ins-
crivant dans le cadre du projet RNRT Safari1.
Le plan de cet article est le suivant. Avant de présenter nos travaux, nous nous in-
téressons dans la section 2 à l’ensemble des contributions actuelles qui sont relatives
à la supervision des services P2P. Ensuite, section 3, nous présentons le modèle de
l’information de gestion générique que nous avons conçu ainsi que les différentes ins-
tanciations que nous avons faites pour valider sa généricité. La section 4 s’intéresse
plus particulièrement au travail conduit sur la plate-forme JXTA, de la spécification
d’un modèle de l’information dédié, à la mise en œuvre d’une infrastructure de super-
vision complète. Enfin, la section 5 présente les conclusions de ce travail ainsi que les
travaux à venir.
1. https ://safari-rnrt.rd.francetelecom.com
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Supervision de la plate-forme JXTA
2. Etat de l’art
On compte actuellement plusieurs catégories de travaux qui portent sur la supervi-
sion des réseaux P2P. Celles-ci se différencient par la nature du problème, induit par
le modèle P2P, qu’elles traitent.
L’utilisation de modèles économiques repose sur des modèles de marché issus des
domaines de l’économie et des finances. Ils sont particulièrement adaptés aux appli-
cations de partage de contenu et exploitent la théorie des jeux [GOL 01], les notions
de monopole et concurrence [ANT 02] ou le dilemme du prisonnier [FEL 04]. Leur
utilisation permet entre autres la différenciation du service offert aux pairs suivant
leur participation, évitant ainsi les pairs “profiteurs” [BUR 03]. Conjointement aux
modèles économiques, on trouve des systèmes incitatifs fondés sur la confiance et la
réputation. Ceux-ci définissent et instancient : (1) une métrique d’évaluation de la
confiance [GUP 03, XIO 02], (2) une infrastructure de stockage et d’accès aux don-
nées qui stocke l’ensemble des données relatives à l’évaluation des pairs qui entrent
dans le cadre de la métrique choisie [ABE 01], et (3) un mécanisme de sécurité qui
puisse faire face aux pairs mal intentionnés [SCH 03]. Enfin, la majorité des applica-
tions P2P définissent une topologie fondée sur un réseau virtuel construit au-dessus
des réseaux physiques et logiques. Le maintien de cette topologie dans un bon état de
fonctionnement est crucial pour les services qu’ils supportent. Plusieurs travaux pro-
posent des solutions pour les superviser : Cyclon [VOU 05] est une infrastructure de
gestion de la topologie des réseaux P2P non structurés qui repose sur un algorithme de
shuffle. Ensuite, les travaux de Cooper et al. [COO 05] proposent, au sein d’une com-
munauté, de casser régulièrement les connexions entre les pairs en fonction de leur
charge. Enfin, AVP (Active Virtual Peer), proposée par Kouroulis et al. [KOU 03], ne
propose non pas une manière de construire une topologie non structurée efficace, mais
plutôt la manière d’utiliser au mieux une topologie donnée.
Conjointement à ces travaux on trouve l’approche duale qui est l’utilisation du P2P
pour la gestion de réseaux. En particulier, Konstantinou [KON 03] s’est penché sur la
réalisation d’une infrastructure d’autogestion reposant sur une infrastructure P2P pour
la supervision des réseaux et services.
Les approches présentées dans cette section reposent essentiellement sur l’intégra-
tion de mécanismes de supervision au sein du service supervisé. Notre démarche dif-
fère de ces dernières principalement sur deux points qui sont, d’une part, la séparation
effective entre les plans de service et plan de supervision, et d’autre part, l’utilisation
et l’adaptation de modèles et mécanismes de gestion existants.
3. Proposition d’un modèle de l’information de gestion
La première étape de la conception d’une infrastructure de supervision consiste
à définir un modèle de l’information des élements supervisés. Celui que nous avons
conçu pour les réseaux et services P2P [DOY 04] est un schéma d’extension de CIM
[BUM 00], un standard du DMTF pour la gestion des réseaux et services.
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Un des objectifs que nous nous sommes fixés durant la conception de notre mo-
dèle concerne la généricité. Il nous semble important que le modèle de l’informa-
tion proposé puisse être appliqué à n’importe quelle approche P2P. Par ce biais, une
application de gestion peut disposer d’une vue uniforme et cohérente de différentes
infrastructures P2P dont elle assure la supervision.
Notre travail a donc consisté à inventorier les concepts communs à toutes les ap-
proches P2P, qui sont à considérer dans le cadre de la gestion de réseaux et de ser-
vices et à les formaliser à travers différents sous-modèles qui concernent l’organisa-
tion communautaire, fonctionnelle et topologique, la communication, les ressources,
les services et le routage.
3.1. Instanciation du modèle sur différentes infrastructures
Afin de montrer la généricité de notre modèle, nous l’avons instancié sur plusieurs
infrastructures P2P existantes. Pour Chord [STO 01], nous avons montré que notre
modèle peut s’instancier sur une table de hachage distribuée (DHT), qui est une in-
frastructure fondamentale dans les applications P2P actuelles. Sur Pastry [ROW 01]
nous montrons que notre modèle est suffisamment générique pour pouvoir prendre
en compte les spécificités de n’importe qu’elle DHT. Enfin, pour JXTA [GON 01],
nous avons du prendre en compte le modèle hybride qu’il utilise, avec des pairs de
rendez-vous et des pairs relais.
Ces expériences concluantes ont montré la complétude actuelle de notre modèle
face aux services P2P existants. Si de nouveaux services introduisant de nouveaux
concepts apparaîssaient, l’extensibilité du formalisme CIM permettrait d’y intégrer
ces nouveaux concepts. Nous présentons ici l’instanciation que nous avons effectuée
sur JXTA en se focalisant sur les aspects inhérents au sous-modèle de l’organisation.
3.2. Proposition d’une infrastructure de déploiement
Afin de déployer notre modèle de l’information, nous proposons dans un premier
temps d’utiliser un modèle standard de type gestionnaire/agent ; l’utilisation d’une in-
frastructure gestionnaire/agent P2P fait l’objet de travaux complémentaires [DOY 05]
qui sortent du sujet de cet article. La figure 1 montre, qu’au sein d’une communauté
P2P, un pair est élu gestionnaire de la communauté. Sa fonction est alors d’agréger les
différents informations de gestion issues des agents exécutés par chaque pairs. Chaque
agent héberge ainsi une vue locale de notre modèle et le gestionnaire, une vue globale.
La vue locale permet de résoudre le problème d’implantation des instances d’objets
partagées (comme par ex. les pipes qui sont des canaux de communication virtuels).
D’un point de vue du fonctionnement, notre modèle effectue les opérations sui-
vantes : lorsqu’un pair rejoint une communauté, il n’a aucune information sur la pré-
sence d’un éventuel gestionnaire et le cas échéant, sur son identité. La première opé-
ration qu’il effectue consiste donc à demander aux pairs présents qui est gestionnaire
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Supervision de la plate-forme JXTA
Agent
Gestionnaire
Application
Plan de supervision
Plan de service
Pair
Communauté
Figure 1. L’organisation du plan de supervision
de ce groupe. Chaque pair du groupe reçoit cette requête et y répond seulement s’il est
le gestionnaire. Si un gestionnaire existe, à la réception de ce message, il enregistre le
nouveau pair dans la liste de ses agents. Si au bout d’un temps fixé, le nouvel agent ne
reçoit aucune réponse, il se proclame gestionnaire de la communauté.
L’utilisation de messages de rafraîchissement permet aux agents de détecter la
disparition du gestionnaire. Un nouveau gestionnaire est alors élu en utilisant une
métrique, renseignant sur la qualité du pair (ressources matérielles, comportement,
. . .), que l’on utilise pour déterminer un temps d’attente. Elle permet au meilleur pair
de s’annoncer en premier comme nouveau gestionnaire de la communauté.
4. Mise en œuvre de notre proposition sur JXTA
L’ensemble du travail de mise en œuvre de notre modèle de l’information a été ef-
fectué sur l’implantation java de la plate-forme JXTA. Nous avons intégré dans chaque
pair un agent de gestion construit autour d’un agent JMX (Java Management eXten-
sion) qui héberge des objets gérés et les rend accessibles par le biais du protocole RMI.
Un gestionnaire, exécuté lui aussi sur un pair, est élu pour chaque communauté, appe-
lée Peergroup dans le contexte de JXTA. Son rôle est d’agréger les différentes données
de gestion issues des agents et d’en fournir une vue synthétique qui suit le modèle
de l’information que nous avons conçu. Les objets gérés qu’il génère sont aussi enre-
gistrés dans un agent JMX, accessible par RMI. Enfin, une application de gestion qui
interagit avec le gestionnaire offre à un utilisateur une véritable interface de supervi-
sion pour la plate-forme. Afin d’assurer l’indépendance entre le plan de supervision et
le plan de service, nous utilisons la technologie RMI plutôt que les pipes JXTA.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
C
FI
P 
20
06
 - 
PO
ST
 P
R
IN
T 
 
 
4.1. Instanciation du modèle de l’information
Nous avons spécialisé notre modèle de l’information générique afin d’intégrer les
concepts relatifs à la plate-forme. L’ensemble des métriques inscrites sont issues de
l’instrumentation faite par le projet MMP (Metering and Monitoring Project), un pro-
jet de la communauté JXTA qui propose de concevoir et mettre en œuvre une infra-
structure de supervision pour l’implantation Java de la plate-forme ; ce travail étant
toutefois incomplet et reposant exclusivement sur l’utilisation des concepts de JXTA
pour sa propre supervision.
L’extension du sous-modèle de l’organisation que nous avons conçue, que nous
appelons par la suite “vue globale” est représentée sur la figure 2.a. Tout d’abord,
elle montre que nous avons étendu les notions génériques de pair et de commu-
nauté à travers les classes Jxta_JxtaPeer et Jxta_JxtaPeergroup qui correspondent aux
concepts introduits par JXTA. Le rôle d’un pair dans une communauté est décrit à
l’aide de la classe d’association Jxta_JxtaParticipatingPeer, qui hérite de la classe
P2P_ParticipatingPeers et dont les attributs sont mentionnés sur la figure 2.b. En-
suite, pour représenter les relations topologiques entre les pairs, nous avons conçu trois
classes d’associations qui héritent toutes de la classe générique P2P_TopologicalLink :
la classe Jxta_RendezvousConnection représente un lien entre un pair simple et un
pair de rendez-vous, la classe Jxta_RelayConnection, un lien entre un pair et un relais,
et enfin la classe Jxta_RendezvousPeerView, un lien entre deux pairs de rendez-vous.
Par le biais de ce modèle, nous sommes capables de représenter les différents pairs
JXTA, les groupes et leur organisation hiérarchique, ainsi que les différentes relations
topologiques que les pairs entretiennent.
4.2. Intégration d’un agent de gestion dans les pairs
4.2.1. Définition de la vue locale
La vue locale du modèle de l’information pour JXTA est très similaire à la vue
globale. Nous ne soulignons donc ici que la manière dont nous avons traduit des
classes partagées entre des pairs en pointeurs. Pour cela, nous utilisons l’exemple de
la figure 3 qui illustre le cas de la représentation de la connexion d’un pair simple
à son pair de rendez-vous. La figure 3.a montre qu’au niveau du modèle global, la
classe Jxta_RendezvousConnection lie un pair de rendez-vous à lui-même. Au ni-
veau de l’instanciation du modèle en Java, on trouvera donc un objet de la classe
Jxta_JxtaPeer représentant un pair simple, un objet de la même classe représentant
son pair de rendez-vous, et un objet de la classe Jxta_RendezvousConnection conte-
nant un pointeur vers chacun des deux objets cités précédemment. Les agents JMX
du pair simple et du pair de rendez-vous stockeront les instances respectives de la
classe Jxta_JxtaPeer. La question est alors : Où est stockée l’instance de la classe
Jxta_RendezvousConnection ? Pour résoudre ce problème, nous proposons dans notre
vue locale de définir la notion d’objet distant. Dans le cas d’un pair lié par le biais
d’une association topologique, nous avons défini la classe JxtaLocal_RemotePeer qui
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Supervision de la plate-forme JXTA
ParticipatingPeers
Antecedent: ref Community {key, 1..*}
Dependent: ref Peer {key, 1..*}
ArrivalTime: datetime
JxtaParticipatingPeer
Antecedent : ref JxtaPeerGroup {key, 1..*}
Dependent : ref JxtaPeer {key, 1..*}
State : string
IsRendezvous : boolean
IsRelay : boolean
TopologicalLink
Antecedent: ref Peer {key, *}
Dependent: ref Peer {key, *}
IsSymetric: boolean
Description: string
RendezvousConnection
Antecedent: ref JxtaPeer {key, 1}
Dependent: ref JxtaPeer {key, *}
PeerId: string
State: string
TransitionTime: datetime
Lease: uint64
BeginConnectionTime: uint64
Connected: boolean
Connecting: boolean
TimeConnected: uint64
Disconnected: boolean
DisconnectTime: uint64
NumConnectionsBeguns: uint32
NumConnectionsEstablished: uint32
NumConnectionsRefused: uint32
TotalTimesToConnect: uint64
LastLeaseRenewalTime: uint64
NumLeaseRenewals: uint32
NumDisconnects: uint32
TotalTimeConnected: uint64
TimeConnectionEstablished: datetime
RelayConnection
Antecedent: ref JxtaPeer {key, *}
Dependent: ref JxtaPeer {key, *}
RendezvousPeerView
Antecedent: ref JxtaPeer {key, *}
Dependent: ref JxtaPeer {key, *}
CommunityId: string {key}
Name: string {override}
Community
CreationClassName: string {key}
Name: string {override}
PeerId: string {key}
IsBehindFirewall: boolean
ArrivalTime: date
Peer
ParticipatingPeers
1..n
W 1..n
P2PTopologicalLink
*
JxtaPeerGroup
IsManageable: boolean
JxtaPeer
RendezvousConnection
RelayConnection
*
*
*RendezvousPeerView
JxtaParticipatingPeer
W 1..n1..n
1
1
*
*
(b)
(a)
Figure 2. (a) Le sous-modèle de l’organisation de JXTA– (b) Les classes d’association
du sous-modèle de l’organisation
représente un pair distant. Le schéma local de cette association est représenté sur la fi-
gure 3.b. L’ensemble des objets est ainsi hébergeable au sein de l’agent JMX implanté
dans le pair concerné.
4.2.2. Traduction des classes MOF en classes Java
Les modèles de l’information local et global que nous avons conçus sont spécifiés
sous forme de diagrammes UML que nous avons traduits dans le langage MOF (Ma-
naged Object Format) de CIM. Afin de traduire cette spécification MOF en classes
Java, nous avons utilisé l’outil MOF2MBean2 de Sun. Cet outil permet de générer
2. http ://java.sun.com/products/JavaManagement/JMXperience.html
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IsManageable: boolean
JxtaPeer
RendezvousConnection
*
1
CreationClassName: string {key}
Name: string {override}
PeerId: string {key}
IsBehindFirewall: boolean
ArrivalTime: date
Peer
IsManageable: boolean
JxtaPeer
RendezvousConnection
1
RemotePeer
*
(a) (b)
Figure 3. Exemple d’adaptation de notre modèle de l’information en une vue locale.
(a) Vue globale. (b) Vue locale.
des paquetages de classes qui sont organisées de manière à respecter les concepts de
CIM : chaque classe CIM génère une classe Java, l’héritage est respecté et certains
qualifieurs sont adaptés à Java.
MOF2MBean implante dans chaque classe Java une interface de type MBean stan-
dard qui permet de les intégrer dans un agent JMX. Un schéma de nommage qui ré-
férence de manière unique chaque instance de classe dans l’agent est aussi proposé.
Il se compose d’un nom de domaine qui peut être choisi arbitrairement et d’une série
de couples  
	 

	 qui est constituée des attributs clés de la classe CIM.
Un couple supplémentaire  
 

 qui renseigne sur la classe Java correspondant
à l’objet est ajouté.
4.2.3. Architecture et fonctionnement
L’architecture fonctionnelle des agents de gestion que nous avons insérés dans les
pairs JXTA est représentée sur la figure 4.a. Le cœur de l’agent a pour rôle principal
de détecter les groupes auxquels le pair participe et pour chacun de ces groupes, de
lancer un processus autonome, appelé PeerGroupTimerTask, qui se charge de collecter
et mettre à jour les informations de gestion relatives au groupe dont il s’occupe.
Chaque processus PeerGroupTimerTask rapatrie ses informations de gestion par
une méthode de polling. Ensuite, afin de limiter les opérations d’enregistrement et de
suppression d’objets de l’agent JMX, à chaque nouvelle scrutation, le processus Peer-
GroupTimerTask compare la vue qu’il possède avec celle qu’il vient d’obtenir. Seuls
les objets qui diffèrent entre ces deux vues conduisent à des opérations d’insertion et
de suppression dans l’agent.
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Supervision de la plate-forme JXTA
Instrumentation MMP
Plate-forme Jxta
Agent JMX
Connecteur RMI
Mbean standard
Agent de gestion
Noyau de
l’agent
Processus de collecte des
information d’un groupe
PeerGroup
TimerTaskPeerGroupTimerTaskPeerGroup
TimerTask
PeerGroup
Manager
Connecteur RMI
Remote
Agent
Remote
Agent
Remot 
Agent
Core
functions
Shared
Data
Processor
Agent JMX
(a) (b)
Figure 4. (a) Architecture fonctionnelle des agents – (b) Architecture fonctionnelle du
gestionnaire
4.3. Développement d’un gestionnaire
La vue offerte par notre gestionnaire suit le modèle de l’information présenté dans
la section 4.1. Afin de respecter le modèle d’organisation de JXTA fondé sur des
groupes, nous avons choisi de désigner, pour chaque groupe JXTA, un pair qui se
voit confier le rôle de gestionnaire.
4.3.1. Architecture et fonctionnement
L’architecture fonctionnelle du gestionnaire que nous avons développé est repré-
sentée sur la figure 4.b. Pour chaque groupe où le pair qui héberge ce service est
élu gestionnaire, un processus appelé PeerGroup Manager est créé. Ce processus a
pour fonction de collecter les données de gestion fournies par les différents agents
du groupe et d’en fournir une vue agrégée. Pour cela, le PeerGroup Manager utilise
trois composants. Le premier est le noyau du gestionnaire, appelé Core. Il répond aux
requêtes émises par les pairs qui recherchent un gestionnaire, et gère l’enregistrement
de nouveaux agents et leur suppression. Un agent peut en effet être supprimé du ges-
tionnaire pour deux raisons : la première est sa notification au gestionnaire qu’il quitte
la communauté ; la seconde est l’impossibilité pour le gestionnaire de se connecter à
l’interface RMI qu’offre son agent JMX. Le deuxième composant du gestionnaire est
le Remote Agent, un composant chargé de rapatrier les données de gestion fournies par
un agent particulier. Le PeerGroup Manager instancie autant de Remote Agents qu’il
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supervise d’agents. Le dernier composant, intitulé Shared Data Processor a pour rôle
de gérer les données partagées entre plusieurs agents qui n’ont qu’une vue locale.
4.3.2. Rapatriement des données de gestion
Pour construire la vue globale d’une communauté, le gestionnaire repose sur une
approche hybride composée de polling et de délégation. Le polling est utilisé pour
connaître la nature des objets de gestion qu’un agent héberge. Le gestionnaire peut
ainsi créer ses propres objets, à l’image de ceux qu’il a découverts dans les agents. La
délégation est utilisée pour récupérer la valeur des attributs de chacun des objets de
gestion. En effet, les attributs des objets hébergés par le gestionnaire ne contiennent
aucune valeur. Ils sont simplement des pointeurs vers les attributs des objets corres-
pondants dans l’agent auquel ils font référence. Ainsi, lorsque qu’une application in-
terroge l’agent JMX contenu dans le gestionnaire pour récupérer la valeur d’un attri-
but, celui-ci va déléguer cette requête à l’agent correspondant. Les valeurs des attributs
sont ainsi les plus proches possibles de la réalité.
4.4. Développement d’une application de gestion
Le travail d’agrégation des données de gestion effectué par le gestionnaire nous
a permis de développer une application de gestion qui offre à un administrateur une
interface de supervision de la plate-forme. Pour pouvoir accéder aux données héber-
gées par le gestionnaire d’un groupe, l’application doit découvrir son interface de
communication. Pour ce faire, elle exécute un pair JXTA qui va scruter les différents
groupes accessibles et chercher au sein de chaque groupe l’existence d’un gestion-
naire. Chaque gestionnaire présent répond à cette requête de découverte en indiquant
son adresse RMI. Une fois l’opération de recherche effectuée, le pair est arrêté.
Les fonctions offertes par notre application s’articulent principalement autour d’une
vue topologique qui distingue les différents types de pairs (pairs simples, pairs de
rendez-vous et relais) et les différents types de liens (connexion d’un pair à son pair
de rendez-vous, entre pairs de rendez-vous et d’un pair à un pair relais). Les fonctions
de surveillance permettent de s’abonner à une des métriques numérique proposées
dans les données de gestion et de surveiller sa valeur, avec un tracé de son évolution ;
le franchissement d’un seuil déclenchant une alarme (inscription dans un fichier jour-
nal, apparition d’un message dans l’application ou envoi d’un mail à l’administrateur).
D’un point de vue de la réalisation, nous avons délégué cette tâche aux agents à tra-
vers l’utilisation des objets     de JMX. Ces objets sont capables de surveiller
une métrique et d’envoyer des notifications en cas d’un franchissement de seuil. Cette
délégation évite ainsi tout goulot d’étranglement au niveau de l’application.
Concernant le contrôle de la plate-forme, la seule action que avons rendue possible
actuellement concerne, pour un pair donné, le démarrage et l’arrêt de services à dis-
tance. Cette fonctionnalité, combinée à celle de surveillance d’une métrique, permet
de créer des règles de fonctionnement que la plate-forme va devoir appliquer.
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Supervision de la plate-forme JXTA
5. Conclusion et travaux futurs
Le modèle P2P se présente actuellement comme une véritable alternative au mo-
dèle client-serveur. Néanmoins, son déploiement dans des environnements contraints
comme les entreprises ou les administrations où la qualité du service offert doit être
garantie passe par l’intégration de mécanismes de supervision. Les approches de ges-
tion actuelles s’intègrent mal aux caractéristiques du modèle P2P et doivent donc être
repensées.
C’est pourquoi, concernant la modélisation des informations de gestion, nous pro-
posons d’étendre CIM pour la supervision des réseaux et services P2P. Notre proposi-
tion est générique et peut donc être instanciée sur n’importe qu’elle infrastructure P2P
existante. Nous avons effectué ce travail sur Pastry, Chord et Jxta. Enfin notre modèle
est complet en ce sens qu’il prend en compte les différentes caractéristiques du mo-
dèle : l’organisation des communautés, la topologie, la communication, les ressources,
les services et le routage.
Nous avons déployé ce modèle de l’information sur Jxta. Pour ce faire, nous avons
spécialisé notre modèle en y intégrant les points caractéristiques de la plate-forme et
en nourrissant nos classes de métriques issues d’une instrumentation existante de Jxta.
A travers une architecture de supervision centralisée, nous avons montré la manière
dont un gestionnaire et une application de supervision pouvaient tirer parti de ces
informations et proposer ainsi des fonctions de surveillance et de contrôle.
Notre travail actuel porte sur la valorisation de notre réalisation. La communauté
Jxta est très favorable à ce travail et nous sommes en train de créer un projet Jxta qui
permette à certains d’utiliser notre prototype mais aussi à d’autres de contribuer à son
développement. Enfin, concernant les perspectives, nous prévoyons d’évaluer notre
réalisation à travers différents scénarii de tests qui puissent, entre autres, évaluer le
passage à l’échelle de notre proposition.
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