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LES ESPACES DE BERKOVICH SONT MODE´RE´S
[d’apre`s Ehud Hrushovski et Franc¸ois Loeser]
par Antoine DUCROS
Conventions pre´alables
Il sera question tout au long de ce texte de valuations, pour lesquelles deux notations
sont en concurrence : la notation additive et la notation multiplicative. Nous avons opte´
pour la notation multiplicative, naturelle en ge´ome´trie de Berkovich. Une valuation sur
un corps k consiste donc en la donne´e : d’un groupe abe´lien ordonne´ G note´ multiplica-
tivement d’e´le´ment neutre 1 ; et d’une application |.| de k vers G0 := G∪ {0} (ou` 0 est
absorbant, et plus petit que tout e´le´ment de G) telle que |0| = 0, |1| = 1, |ab| = |a| · |b|
et |a+ b| 6 max(|a|, |b|) pour tout (a, b) ∈ k2 ; nous n’exigeons pas que |k| = G0. L’an-
neau de la valuation |.| est e´gal a` {x ∈ k, |x| 6 1} ; on le notera k◦. Son ide´al maximal
est k◦◦ := {x ∈ k, |x| < 1} ; son corps re´siduel k◦/k◦◦ sera note´ k˜. Un corps value´ est
un corps muni d’une valuation ; un corps ultrame´trique est un corps muni d’une valeur
absolue ultrame´trique, c’est-a`-dire encore d’une valuation a` valeurs re´elles.
INTRODUCTION
A` la fin des anne´es quatre-vingt, Vladimir Berkovich a propose´ une nouvelle ap-
proche de la ge´ome´trie analytique ultrame´trique ([2], [3] ; cf. aussi l’expose´ [11] de ce
se´minaire). L’un de ses traits distinctifs est qu’elle fournit des espaces ayant d’excellentes
proprie´te´s topologiques, qui se sont ave´re´es tre`s utiles pour des raisons techniques, mais
aussi psychologiques dans la mesure ou` elles sont souvent remarquablement conformes
a` l’intuition classique : par exemple, le disque unite´ ferme´ est, dans ce contexte, une
partie compacte et a` bord non vide de la droite affine.
La connaissance de ces proprie´te´s topologiques a re´cemment progresse´ de manie`re
conside´rable graˆce a` l’article [17] de Ehud Hrushovski et Franc¸ois Loeser, auquel ce texte
est consacre´. Avant d’en pre´senter les grandes lignes, nous allons succinctement exposer
l’e´tat de l’art ante´rieur a` sa parution. On peut, grossie`rement, classer les proprie´te´s qui
e´taient connues jusqu’alors en trois cate´gories.
1) Celles qui rele`vent de la topologie ge´ne´rale. Les espaces de Berkovich sont lo-
calement compacts, localement connexes par arcs, et de dimension topologique finie
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lorsqu’ils sont compacts. Elles ont e´te´ e´tablies par Berkovich lui-meˆme (pour l’essen-
tiel dans [2]) aux de´buts de la the´orie. Leurs preuves reposent sur des arguments tre`s
ge´ne´raux, tel le the´ore`me de Tychonoff, ainsi que sur une e´tude explicite du disque
unite´.
2) Celles qui rele`vent de la mode´ration (1) homotopique. Elles sont la` encore dues a`
Berkovich, qui les a prouve´es dans l’article [4]. Soit X un espace analytique compact sur
un corps ultrame´trique complet k. Supposons que X admet un mode`le formel polystable
X sur k◦. La combinatoire des singularite´s de la fibre spe´ciale X⊗ k˜ de X peut eˆtre code´e
par un polytope P de dimension infe´rieure ou e´gale a` celle de X ; Berkovich de´montre,
en se ramenant par localisation e´tale a` une situation torique qui se traite a` la main, que
P est home´omorphe a` un ferme´ de X , sur lequel X se re´tracte par de´formation.
A` l’aide des alte´rations de de Jong, il en de´duit que si la valeur absolue de k n’est
pas triviale, tout espace k-analytique lisse est localement contractile ; il montre plus
ge´ne´ralement que c’est le cas de tout espace k-analytique localement isomorphe a` un
domaine strictement k-analytique d’un espace k-analytique lisse. Donnons quelques
tre`s bre`ves explications sur les termes employe´s, en renvoyant le lecteur en queˆte de
de´finitions de´taille´es au texte fondateur [3] de Berkovich. Les domaines analytiques d’un
espace analytique X sont des sous-ensembles de X qui ont une structure canonique d’es-
pace analytique. Parmi eux, on trouve entre autres les ouverts deX et certains compacts
inte´ressants mais pas, en ge´ne´ral, les ferme´s de Zariski de X (qui peuvent admettre plu-
sieurs structures analytiques, a` cause des phe´nome`nes de nilpotence). Quant a` l’adverbe
≪strictement≫, il fait re´fe´rence a` une condition sur les parame`tres de de´finition. Illus-
trons ces notions par un exemple : pour tout n-uplet r = (r1, . . . , rn) de re´els strictement
positifs, le polydisque ferme´ D
r
de polyrayon r est un domaine analytique compact de
l’espace affine analytique An,ank , et Dr est strictement k-analytique si et seulement si les
ri appartiennent a` |k
∗|Q. Mentionnons incidemment que An,ank est lisse, mais pas Dr car
ce dernier a un bord non vide.
3) Celles qui rele`vent de la mode´ration en matie`re de composantes connexes. Il y en
a essentiellement deux, l’une portant sur les ≪parties semi-alge´briques≫ de l’analytifie´
d’une varie´te´ alge´brique, et l’autre sur certaines ≪familles re´elles≫ d’espaces analytiques.
- Mode´ration des ensembles semi-alge´briques. Soit X une varie´te´ alge´brique sur un
corps ultrame´trique complet k. Une partie V de son analytifie´ Xan est dite semi-
alge´brique si elle peut eˆtre de´finie, localement pour la topologie de Zariski sur Xan,
par une combinaison boole´enne finie d’ine´galite´s de la forme |f | ⋊⋉ λ|g|, ou` f et g sont
des fonctions polynomiales, ou` λ ∈ R+, et ou` le symbole ⋊⋉ appartient a` {<,>,6,>}.
1. Nous ne chercherons pas ici a` de´finir pre´cise´ment le terme ≪mode´ration≫. Il est a` prendre dans
une acception assez vague, dans l’esprit d’Esquisse d’un programme : il e´voque une certaine forme de
finitude, ainsi que l’absence de pathologies.
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Toute partie semi-alge´brique de Xan a un nombre fini de composantes connexes, elles-
meˆmes semi-alge´briques. Ce re´sultat a e´te´ e´tabli dans [10] par l’auteur (2) ; la preuve
repose sur diffe´rents re´sultats difficiles d’alge`bre commutative norme´e, reliant les pro-
prie´te´s d’une alge`bre affino¨ıde a` celles de sa re´duction, qui sont dus a` Grauert et Rem-
mert d’une part ([13]), a` Bosch d’autre part ([8]).
- Mode´ration en famille re´elle. Soit X un espace analytique compact et soit f une
fonction analytique sur X . Pour tout ε > 0, notons Xε l’ensemble des x ∈ X tels
que |f(x)| > ε. Il existe une partition finie de P de R+ en intervalles, posse´dant la
proprie´te´ suivante : pour tout I ∈ P et tout couple (ε, ε′) d’e´le´ments de I tel que ε 6 ε′,
l’application naturelle π0(Xε′) → π0(Xε) est bijective. Ce the´ore`me a e´te´ prouve´ par
Je´roˆme Poineau dans [20], a` l’aide de deux re´sultats de de´singularisation : le ≪the´ore`me
de la fibre re´duite≫ (forme affaiblie du the´ore`me de re´duction semi-stable, de´montre´e
en toute dimension par Bosch, Lu¨tkebohmert et Raynaud dans [9]), et un the´ore`me
d’e´limination de la ramification sauvage, e´tabli par Epp dans [12]. Indiquons que le cas
particulier ou` la fonction f est inversible avait e´te´ traite´ ante´rieurement par Abbes et
Saito dans leur travail [1] sur la ramification sauvage.
Mentionnons pour conclure ce survol une interpre´tation conceptuelle de l’espace to-
pologique sous-jacent a` un espace analytique – ou a` tout le moins de sa cohomologie.
Soit k un corps ultrame´trique complet, soit ka une cloˆture alge´brique de k, et soit X
une k-varie´te´ alge´brique. La cohomologie de l’espace topologique Xan
k̂a
a alors tendance
a` s’identifier de manie`re Galois-e´quivariante, lorsque cela a un sens, a` la partie de poids
ze´ro de la cohomologie ≪usuelle≫ de Xka . Pour plus de pre´cisions, le lecteur inte´resse´
pourra consulter : l’article [5] de Berkovich, qui traite le cas d’un corps local, d’un corps
de type fini sur son sous-corps premier, et de C (la valeur absolue dans ces deux derniers
cas est triviale) ; et les articles [6] et [19] (le premier de Berkovich, le second de Johannes
Nicaise), qui traitent le cas du corps C((t)) muni d’une valeur absolue t-adique, en lien
avec les familles a` un parame`tre de varie´te´s complexes.
Les re´sultats de Hrushovski et Loeser. On peut les re´sumer en disant qu’ils e´tendent
2) et 3) a` toutes les situations provenant de la ge´ome´trie alge´brique (projective). Plus
pre´cise´ment, soit k un corps ultrame´trique complet, soit X une k-varie´te´ alge´brique
quasi-projective, et soit V une partie semi-alge´brique de Xan. Hrushovski et Loeser
de´montrent entre autres les assertions suivantes.
A) Mode´ration globale. Il existe un ferme´ S de V home´omorphe a` un complexe sim-
plicial fini de dimension infe´rieure ou e´gale a` celle de X , et une re´traction par
de´formation de V sur S telle que tous les points d’une trajectoire donne´e aient
meˆme image terminale sur S.
B) Mode´ration locale. L’espace topologique V est localement contractile.
2. Dans [10] seul le cas des varie´te´s affines est conside´re´, mais il est imme´diat qu’il entraˆıne le cas
ge´ne´ral.
1056–04
C) Mode´ration en famille alge´brique. Soit Y une k-varie´te´ alge´brique et soit f un
morphisme de X vers Y . L’ensemble des types d’homotopie des fibres de f an|V :
V → Y an est fini.
D) Mode´ration en famille re´elle. Soit g ∈ OX(X). Pour tout ε > 0, notons Vε l’en-
semble des x ∈ V tels que |g(x)| > ε. Il existe une partition finie de P de R+ en
intervalles, posse´dant la proprie´te´ suivante : pour tout I ∈ P et tout couple (ε, ε′)
d’e´le´ments de I tel que ε 6 ε′, l’inclusion Vε′ ⊂ Vε est une e´quivalence homotopique.
Commentaires. En ce qui concerne A), soulignons que meˆme dans le cas ou` X est
projective et lisse et ou` V = Xan, cette assertion n’e´tait jusqu’alors connue que lorsque
X admet un mode`le polystable, cf. les re´sultats globaux mentionne´s en 2).
En ce qui concerne B), notons que V posse`de une base de voisinages qui sont des
parties semi-alge´briques de Xan ; cela permet de de´duire B) de A) et de la locale contrac-
tibilite´ des complexes simpliciaux finis.
Par ailleurs, tout domaine analytique de Xan posse`de une base d’ouverts qui sont
des parties semi-alge´briques de Xan. Il s’ensuit que tout espace analytique localement
isomorphe a` un domaine analytique (de l’analytifie´) d’une varie´te´ alge´brique est loca-
lement contractile. Comme un espace analytique lisse est localement isomorphe a` un
ouvert d’une varie´te´ alge´brique lisse, on retrouve comme cas particulier les re´sultats
locaux mentionne´s plus haut en 2), de surcroˆıt un peu e´tendus : il n’y a plus besoin de
supposer que la valeur absolue de k est non triviale, ni que les domaines en jeu sont
strictement analytiques.
Les me´thodes de Hrushovski et Loeser. L’inte´reˆt de leur travail re´side non seulement
dans les re´sultats que nous venons d’e´voquer, mais aussi dans les me´thodes totalement
ine´dites qu’ils emploient pour aborder ce type de questions. Elles reposent entie`rement
sur la the´orie des mode`les des corps non trivialement value´s alge´briquement clos (dont
nous utiliserons l’acronyme anglophone ACVF), et plus pre´cise´ment sur des progre`s
re´cents en la matie`re dus a` Haskell, Hrushovski et Macpherson ([14], [15]). Contraire-
ment a` celles qui ont e´te´ utilise´es dans les preuves e´voque´es aux points 1), 2) et 3) plus
haut, elles ne font aucun appel a` l’e´tude de la re´duction des varie´te´s alge´briques ou des
espaces analytiques, ni a` travers les the´ore`mes sur la re´duction des alge`bres affino¨ıdes,
ni a` travers ceux qui assurent l’existence de mode`les pas trop singuliers (re´duction
semi-stable, alte´rations de de Jong, fibre re´duite).
Dans [14], Haskell, Hrushovski et Macpherson introduisent une version enrichie du
langage des corps value´s, dans laquelle la the´orie ACVF ≪e´limine les imaginaires≫, ce
qui veut dire que le quotient d’un foncteur de´finissable par une relation d’e´quivalence
de´finissable est encore un foncteur de´finissable. Nous allons donner un exemple d’un tel
quotient qui jouera un roˆle important dans la suite ; on utilise a` partir de maintenant
le langage de [14]. Soit (k, |.| : k∗ → G) un corps value´, et soit ka une cloˆture alge´brique
de k munie d’un prolongement |.| : (ka)∗ → GQ. Soit M la cate´gorie des mode`les F de
ACVF (c’est-a`-dire des corps non trivialement value´s et alge´briquement clos), munis
1056–05
d’un diagramme commutatif
F
|.|
// |F |
ka
OO
|.|
// GQ0
OO
dans lequel les fle`ches verticales sont des plongements. Soit T le foncteur qui envoie
F ∈ M sur le groupe {(
a b
0 a
)}
a∈F ∗,b∈F
.
Il est k-de´finissable ; on note T ′ le sous-foncteur k-de´finissable F 7→ T (F )∩GL2(F
◦)
de T . Le foncteur quotient T/T ′ est k-de´finissable par e´limination des imaginaires dans
la variante de ACVF utilise´e. On ve´rifie imme´diatement que l’application qui envoie la
matrice (
a b
0 a
)
sur la boule de centre b et de rayon |a| induit une bijection, fonctorielle en F , entre
T (F )/T ′(F ) et l’ensemble B(F ) des boules ferme´es de F dont le rayon appartient
a` |F ∗|. Ainsi, B est k-de´finissable. L’ensemble B(F ) des boules ferme´es de F dont le
rayon appartient a` |F | (le rayon nul est maintenant autorise´) est isomorphe a` B(F )
∐
F ,
fonctoriellement en F . Le foncteur B est donc lui aussi k-de´finissable.
Supposons que G = R et que k est complet, et soit F un corps ultrame´trique ap-
partenant a` M. On dispose alors d’une fle`che B(F )→ A1,ank , qui est surjective si F est
maximalement complet (cela signifie que toute famille de´croissante de boules ferme´es
de F a une intersection non vide). Si F = k la fle`che B(F ) → A1,anF est injective, et
bijective si F est maximalement complet.
Ce foncteur B peut s’interpre´ter comme un cas particulier d’une construction tre`s
ge´ne´rale de Hrushovski et Loeser, qui est au cœur de leur article et que nous allons
maintenant pre´senter. On ne suppose plus que G = R (ni que k est complet). Soit X
une k-varie´te´ alge´brique ; on identifie X au foncteur F 7→ X(F ) de M vers Ens.
Soit U un sous-foncteur (k,G)-de´finissable de X ; il est donne´, localement pour la
topologie de Zariski de X , par une combinaison boole´enne finie d’ine´galite´s de la forme
|f | ⋊⋉ λ|g|, ou` f et g sont des fonctions polynomiales a` coefficients dans k, ou` λ ∈ G, et
ou` le symbole ⋊⋉ appartient a` {<,>,6,>}. Si G = R et si k est complet, les formules
qui de´crivent U de´finissent sans ambigu¨ıte´ une partie semi-alge´brique Uan de Xan, et
toute partie semi-alge´brique de Xan est de cette forme.
Hrushovski et Loeser notent Û le foncteur qui envoie un corps F ∈ M sur l’ensemble
des types stablement domine´s F -de´finissables situe´s sur U . Nous ne donnerons pas dans
cette introduction la de´finition de type stablement domine´ ; c’est l’une des notions cen-
trales du livre [15], et nous en disons quelques mots dans ce texte au paragraphe 2.6. La
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formation de Û est fonctorielle en U , pour les applications de´finissables. Le foncteur Û
jouit des proprie´te´s suivantes.
a) Le foncteur Û est muni d’un plongement naturel U →֒ Û .
b) Le foncteur Û est (k,G)-pro-de´finissable, et (k,G)-de´finissable si X est de dimen-
sion 6 1.
c) Pour tout corps F ∈ M et toute fonction polynomiale g a` coefficients dans F sur
un ouvert de Zariski V de XF , la fonction |g| : V (F ) ∩ U(F ) → |F | se prolonge en
une fonction |g| : V̂ (F )∩ Û(F )→ |F |. On munit Û(F ) de la topologie la plus grossie`re
pour laquelle V̂ (F ) ∩ Û(F ) est ouvert et |g| continue pour tout (V, g) comme ci-dessus
(la topologie sur |F | est celle de l’ordre). Si F ⊂ F ′, la fle`che Û(F ) → Û(F ′) est une
injection ; elle est ouverte sur son image, mais pas continue en ge´ne´ral.
d) Pour tout F ∈ M, le plongement canonique U(F ) →֒ Û(F ) est un home´omorphisme
sur son image, laquelle est dense.
e) Supposons que X soit propre et que U soit de´fini Zariski-localement par une com-
binaison boole´enne positive d’ine´galite´s larges. Pour tout F ∈ M, l’espace topologique
Û(F ) est alors de´finissablement compact (cela signifie grosso modo que tout ultrafiltre
de´finissable, en un sens convenable, y converge).
f) Supposons que G = R et que k est complet, et soit F un corps ultrame´trique appar-
tenant a` M. On dispose d’une application continue Û(F )→ Uan, qui est une surjection
topologiquement propre si F est maximalement complet. Lorsque F = k, la fle`che
Û(F )→ Uan est injective (elle a pour image les points de Uan qui sont de´finissables, en
un sens a` pre´ciser), et c’est un home´omorphisme si F est maximalement complet.
Un exemple : le cas ou` U = X = A1k. Le foncteur Û est alors e´gal a` B. On a vu
plus haut que B est de´finissable, ce qui redonne b) dans ce cas particulier. Soit F ∈ M.
Le plongement mentionne´ en a) est celui qui envoie un e´le´ment de U(F ) = F sur la
boule singleton correspondante. La topologie mentionne´e en c) est telle que si x ∈ F ,
l’application qui associe a` r ∈ |F | la boule ferme´e de centre x et de rayon r induit un
home´omorphisme de |F | sur son image. Quant a` l’application mentionne´e en f), elle
co¨ıncide avec la fle`che B(F )→ A1,ank e´voque´e pre´ce´demment.
L’essentiel du travail de Hrushovski et Loeser est consacre´ a` l’e´tude des foncteurs de la
forme Û . Ils sont relativement proches des espaces de Berkovich en vertu de f) ; mais ils
sont en vertu de c) plus maniables du point de vue de la the´orie des mode`les, notamment
pour ce qui concerne la de´finissabilite´ et la mode´ration. Ils apparaissent plus pre´cise´ment
comme les objets d’une ge´ome´trie qui code l’ensemble des questions de mode´ration et
de de´finissabilite´ en ge´ome´trie de Berkovich. L’apport majeur de Hrushovski et Loeser
est, en un sens, la mise au jour de cette ge´ome´trie ; les preuves des assertions A), B), C)
et D) ci-dessus constituent le premier te´moignage de sa fe´condite´. Celles-ci sont pour
l’essentiel d’abord e´tablies dans le monde des espaces chapeaute´s, avant d’eˆtre rapatrie´es
a` la toute fin de l’article (chapitre 13) dans celui des espaces de Berkovich, graˆce aux
liens e´troits entre les deux ge´ome´tries, et notamment aux applications conside´re´es en f).
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A` titre d’exemple, nous allons de´crire plus avant cette strate´gie concernant l’assertion
A). Introduisons un peu de vocabulaire. On note Γ (resp. Γ0) le foncteur F 7→ |F
∗|
(resp. F 7→ |F |) de M dans Ens. Si a et b sont deux e´le´ments de |k| avec a 6 b, le
segment [a; b] sera conside´re´ comme un sous-foncteur de Γ0 envoyant F sur {x ∈ |F |, a 6
|x| 6 b}. Un segment ge´ne´ralise´ est un foncteur qui est une concate´nation finie de
segments, avec identifications des extre´mite´ et origine de deux segments conse´cutifs (3) ;
un segment ge´ne´ralise´ posse`de lui-meˆme deux extre´mite´s. Nous appellerons polytope un
sous-foncteur de Γn0 (pour un certain n) qui est k-de´finissable ; cela signifie qu’il peut
eˆtre de´crit par une combinaison boole´enne d’ine´galite´s de la forme a
∏
xnii ⋊⋉ b
∏
xmii ,
ou` a et b appartiennent a` |k|, les ni et mi a` N, et ⋊⋉ a` {6,>, <,>}. Si P est un polytope
(resp. un segment ge´ne´ralise´), alors pour tout F appartenant a` M, l’ensemble P (F ) est
de fac¸on naturelle un espace topologique (resp. un espace topologique de´finissablement
compact) ; il existe une notion naturelle de dimension d’un polytope.
L’avatar chapeaute´ de l’assertion A), dont celle-ci est de´duite, est le suivant. On
suppose que X est quasi-projective. Il existe alors :
• un sous-foncteur S de Û ;
• un polytope P de dimension infe´rieure ou e´gale a` celle de X , et un isomor-
phisme S ≃ P de´finissable sur une extension finie (4) de k contenue dans ka, tels que la
bijection S(F ) ≃ P (F ) soit un home´omorphisme pour tout F ∈ M ;
• un segment ge´ne´ralise´ I, d’origine o et d’extre´mite´ e ;
• une transformation naturelle de´finissable h : Û × I → Û qui fixe S point par point,
induit l’identite´ au-dessus de o et une re´traction Û → S au-dessus de e, satisfait les
e´galite´s h(h(x, t), e) = h(x, e) pour tout (x, t), et est telle que h(F ) soit continue pour
tout F ∈ M.
Disons quelques mots de la de´monstration. On fixe un ensemble fini F de fonctions
de´finissables de X̂ vers Γ0 qui contient la fonction caracte´ristique de Û . Dans ce qui suit,
toutes les re´tractions, homotopies, de´formations, etc. seront implicitement suppose´es
de´finissables. On dira qu’une homotopie h(., .) pre´serve F si ϕ ◦ h(t, .) = ϕ pour tout
ϕ ∈ F et tout t.
Quitte a` agrandir X , on peut la supposer projective. Le but est de de´former Û sur un
polytope. On va en re´alite´ de´former X̂ tout entier sur un polytope, en pre´servant F .
Cela garantira la stabilite´ de Û sous l’homotopie construite ; que l’image terminale de
Û soit un polytope re´sultera imme´diatement d’un argument de de´finissabilite´. Notons
qu’il est important de traiter le cas d’un ensemble F quelconque, meˆme si le cas ou`
F = {χÛ} semble suffire ici : certaines e´tapes de la re´currence qui est au cœur de
la preuve (et dont nous donnons une description extreˆmement succincte ci-dessous) re-
quie`rent en effet de savoir pre´server un ensemble fini arbitraire de fonctions de´finissables.
3. On prendra garde qu’un tel foncteur n’est pas en ge´ne´ral de´finissablement isomorphe a` un seg-
ment, cf. la remarque 1.10.
4. La pre´sence de cette extension finie est ine´vitable, cf. la remarque 3.9.
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On traite tout d’abord le cas ou` X est une courbe. Si X = P1k la de´monstration
se fait plus ou moins ≪a` la main≫ : dans une carte affine standard on construit, en
gros, l’homotopie requise en faisant croˆıtre le rayon des boules et en stoppant lorsqu’il
convient (rappelons que Â1k est l’espace des boules ferme´es). Si X est une courbe quel-
conque, on choisit un morphisme fini et plat f : X → P1k, et l’on cherche a` construire
une homotopie sur P̂1k qui se rele`ve sur X̂ en une homotopie re´pondant aux conditions
prescrites. C’est possible graˆce a` l’e´tude directe de P̂1k de´ja` mene´e, et graˆce a` un lemme
assurant que le cardinal des fibres de f̂ a un comportement raisonnable, en tant que
fonction a` valeurs entie`res sur P̂1k. Plus pre´cise´ment, on prouve d’abord que le ≪sens de
variation≫ de cette fonction est ge´ne´riquement ce qu’on attend, puis un argument de
de´finissabilite´ permet de passer de ce fait ge´ne´rique a` une assertion ferme.
Pour construire la re´traction dans le cas ge´ne´ral, on proce`de par re´currence sur la
dimension n de X (apre`s s’eˆtre ramene´ au cas e´quidimensionnel). Le caracte`re projectif
de X assure l’existence d’une modification X ′ → X , qui est un e´clatement de centre un
sous-sche´ma de dimension 0, telle que X ′ admette une fibration propre en courbes sur
une varie´te´ projective Y purement de dimension n− 1. Soit D la re´union des diviseurs
exceptionnels deX ′ → X . On cherche a` construire une re´traction de X̂ ′ sur un polytope,
qui pre´serve F et stabilise D̂. Cela assurera qu’elle descend a` X̂ , chaque composante
connexe de D, et partant de D̂, s’e´crasant sur un point. Pour garantir la stabilisation
de D̂, il suffit de rajouter sa fonction caracte´ristique a` l’ensemble F ; on peut ainsi
oublier D.
Pour re´tracter X̂ ′ sur un polytope en pre´servant F l’ide´e est, tre`s grossie`rement,
d’utiliser la fibration X̂ ′ → Ŷ en combinant une re´traction convenable de la base (fournie
par l’hypothe`se de re´currence) et une re´traction fibre a` fibre bien choisie (fournie par le
cas des courbes de´ja` traite´, dans sa variante relative.) Ce proce´de´ permet de construire
une homotopie h0 ayant les proprie´te´s requises, mais qui n’est de´finie que sur une partie
de X̂ ′ de la forme (X̂ ′ \ ∆̂) ∪ D̂0, ou` ∆ et D0 sont deux diviseurs sur X
′ (l’un des
points de´licats est la ve´rification de la continuite´ de h0). Pour obtenir une homotopie h
de´finie sur X̂ ′ tout entier, il faut encore travailler. On commence par faire pre´ce´der h0
d’une homotopie h1 dite d’inflation qui fixe D̂0 point par point, pre´serve F et e´loigne
un peu de ∆̂ les points de ∆̂− D̂0. On obtient ainsi une homotopie qui est de´finie sur
X̂ ′ tout entier, pre´serve F et de´forme X̂ ′ sur un polytope, mais ce dernier n’est plus
ne´cessairement fixe´ point par point pendant toute la dure´e du processus, l’homotopie
h1 pouvant le perturber. On re´sout le proble`me en faisant suivre la concate´nation de h1
et h0 d’une troisie`me homotopie h2, dont l’essentiel de la construction se de´roule dans
le monde polytopal.
Dans les grandes lignes que nous venons d’esquisser, la preuve semble reposer es-
sentiellement sur des ide´es ge´ome´triques. Mais les arguments de the´orie des mode`les
y sont omnipre´sents, notamment ceux tournant autour de la de´finissabilite´ et de la
compacite´ (au sens mode`le-the´orique du terme). Notons qu’a` chaque fois que l’on veut
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appliquer cette dernie`re, il est ne´cessaire de conside´rer tous les mode`les de ACVF conte-
nant le corps k. C’est pourquoi il est indispensable de faire intervenir tout au long de la
preuve des corps value´s quelconques, meˆme si la motivation initiale porte sur les corps
ultrame´triques complets ; pour plus de commentaires sur ce sujet, cf. 2.3 infra.
Pour conclure, mentionnons qu’Amaury Thuillier travaille actuellement a` l’extension
des re´sultats de mode´ration homotopique de Berkovich (aux espaces non ne´cessairement
lisses et/ou n’admettant pas ne´cessairement de mode`le polystable) par des me´thodes
plus proches de la strate´gie originale de Berkovich : utilisation des alte´rations de de
Jong et descente homotopique – c’est la mise en œuvre de ce dernier point qui ne´cessite
de nouvelles ide´es.
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1. UN PEU DE THE´ORIE DES MODE`LES
1.1. Langages, formules, e´nonce´s
Re´fe´rences : le lecteur inte´resse´ pourra par exemple consulter [18] ou [21].
De´finition 1.1. — Un langage est une collection de symboles comprenant :
• les symboles logiques usuels, ainsi qu’une liste (de´nombrable) de variables ;
• des symboles de fonctions, chacun ayant une arite´ fixe´e ;
• des symboles de relations, chacun ayant une arite´ fixe´e.
En ge´ne´ral, pour de´crire un langage, on se contente de donner la liste des symboles
de fonctions et de relations, les autres e´tant plus ou moins implicites ; les fonctions
d’arite´ 0 sont le plus souvent appele´es constantes. Dans ce qui suit, les langages seront
e´galement implicitement suppose´s contenir un symbole de relation = d’arite´ 2.
Donnons quelques exemples. Le langage Lann des anneaux comprend deux
constantes 0 et 1 et deux symboles fonctionnels d’arite´ 2, a` savoir + et ×. Le
langage Lco des corps ordonne´s comprend les meˆmes symboles, ainsi qu’un symbole
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de relation 6 d’arite´ 2. Le langage Lgao des groupes abe´liens ordonne´s (note´s multi-
plicativement, avec adjonction formelle d’un plus petit e´le´ment absorbant) comprend
une constante 1, une constante 0, un symbole de fonction × d’arite´ 2, et un symbole
de relation 6 d’arite´ 2.
Une structure d’un langage L est un ensemble non vide M muni : pour chaque sym-
bole fonctionnel f d’arite´ n de L , d’une fonction fM : M
n → M (souvent note´e sim-
plement f s’il n’y a pas d’ambigu¨ıte´) ; et pour chaque symbole de relation R d’arite´ n,
d’une relation a` n termes RM (ou simplement R), c’est-a`-dire d’un sous-ensemble de
Mn. On demande que la relation =M soit l’e´galite´ usuelle. Ainsi, une structure du lan-
gage des corps ordonne´s est un ensemble muni de deux e´le´ments distingue´s 0 et 1, de
deux lois de composition internes + et ×, et d’une relation binaire 6. Une sous-structure
d’une structure M est une partie non vide de M qui est stable par les (interpre´tations
des) symboles fonctionnels. On se permettra d’e´crire N ⊆ M pour signifier que N est
une sous-structure de M .
On peut e´crire des formules dans un langage L en agenc¸ant des symboles de L selon
les re`gles syntaxiques usuelles, en respectant les arite´s des symboles de fonction et de
relation. Par exemple,
∀x, ∃y, (y + x) 6 z ou (yt > u+ 1 et x = t)
est une formule du langage Lco. Une formule peut contenir des variables libres (qui ne
sont pas quantifie´es) ; dans la formule ci-dessus, z, u et t sont libres. Une formule sans
variable libre est appele´e un e´nonce´. A` titre d’illustration,
∀x, ∃y, x+ y = 0
est un e´nonce´ de Lann. Si L est un langage et si M est une structure de L , tout
e´nonce´ de L admet une interpre´tation dans M , laquelle peut eˆtre vraie ou fausse : par
exemple, l’e´nonce´ ∀x, ∃y, x+y = 0 est vrai dans la structure Z de Lann, mais faux dans
sa structure N.
Une formule ϕ de L donne naissance, si l’on remplace certaines de ses variables libres
par des e´le´ments de M , a` une formule du langage L a` parame`tres dans M ; lorsqu’on
spe´cialise ainsi toutes les variables libres de ϕ, on obtient un e´nonce´ du langage L
a` parame`tres dans M . Un tel e´nonce´ posse`de une valeur de ve´rite´ dans M , et plus
ge´ne´ralement dans toute structure M ′ ⊇M .
1.2. Langages multisortes
Les de´finitions des langages, structures, e´nonce´s et formules s’e´tendent dans un
contexte un peu plus ge´ne´ral, dit multisorte. On se donne un ensemble S . Un lan-
gage d’ensemble des sortes e´gal a` S se de´finit comme un langage au sens pre´ce´dent, a`
ceci pre`s qu’il ne suffit plus de fixer les arite´s des symboles fonctionnels et relationnels :
on doit e´galement pre´ciser la ou les sortes dans lesquels vivent leurs arguments, et leurs
valeurs pour les fonctions. Une structureM d’un tel langage est une famille (S(M))S∈S
d’ensembles non vides (on dit que S(M) est ≪la partie de sorte S≫, ou plus simplement
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≪la sorte S≫, de la structureM), munie d’une interpre´tation des symboles par de vraies
relations ou fonctions. Les de´finitions des e´nonce´s et formules dans ce cadre sont mutatis
mutandis celles du paragraphe pre´ce´dent.
Exemple 1.2. — Le langage des corps value´s Lval est un langage a` trois sortes : F, R et
Γ0. Ses symboles sont :
• les constantes 0F et 1F, 0R et 1R, 0Γ0 et 1Γ0 (la sorte est indique´e en indice) ;
• les fonctions +F et ×F, a` deux arguments dans la sorte F et a` valeurs dans la sorte F ;
• les fonctions +R et ×R, a` deux arguments dans la sorte R et a` valeurs dans la
sorte R ;
• la fonction ×Γ0 , a` deux arguments dans la sorte Γ0 et a` valeurs dans la sorte Γ0 ;
• la fonction |.| a` un argument, de la sorte F vers la sorte Γ0 ;
• la fonction res a` deux arguments, de la sorte F vers la sorte R ;
• la relation binaire 6 sur la sorte Γ0.
Soit (k, |.| : k → G0) un corps value´ (rappelons qu’on ne demande pas que |.| : k → G0
soit surjective). On peut le voir de fac¸on naturelle comme une structure de Lval, dont
les sortes sont
F(k, |.| : k → G0) = k, R(k, |.| : k → G0) = k˜, et Γ0(k, |.| : k → G0) = G0.
Les symboles 0, 1,+ et × indexe´s par les diffe´rentes sortes ont le sens que l’on imagine,
de meˆme que la fonction |.| et la relation 6. Quant a` res, elle envoie un couple (x, y)
sur (˜x/y) si |x| 6 |y| et y 6= 0 et sur (disons) 0 sinon.
Remarque 1.3. — Au lieu d’e´crire ≪soit (k, |.| : k → G0) un corps value´≫ nous dirons
souvent plus simplement ≪soit (k,G0) un corps value´≫, et nous identifierons (k,G0) a`
la structure de Lval qu’il de´finit. Lorsque nous e´crirons ≪soit k un corps value´≫ sans
mentionner explicitement G0, cela signifiera qu’on s’inte´resse au corps value´ (k, |k|) ;
autrement dit, on voit k comme une structure de Lval dont les sortes sont F(k) = k,
R(k) = k˜, et Γ0(k) = |k|.
1.3. The´ories
De´finition 1.4. — Soit L un langage, e´ventuellement multisorte. Une the´orie T dans
le langage L est un ensemble d’e´nonce´s de L qui est consistant ; cela signifie qu’il existe
une structure M de L dans laquelle tous les e´nonce´s de T sont vrais. On dit qu’une
telle structure est un mode`le de T .
Si M est une structure de L , l’ensemble des e´nonce´s vrais dans M est une the´orie,
qu’on appelle la the´orie de M . Voici maintenant quelques exemples moins triviaux qui
sont tre`s fre´quemment conside´re´s.
• Dans le langage Lann. La the´orie des corps, qui comprend les e´nonce´s de Lann vrais
dans n’importe quel corps, comme par exemple ∀x, (x 6= 0)⇒ (∃y, xy = 1). On de´finit
de meˆme la the´orie des corps alge´briquement clos, la the´orie des corps alge´briquement
clos de caracte´ristique fixe´e, etc.
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• Dans le langage Lco. La the´orie des corps ordonne´s ; la the´orie des corps re´els clos,
c’est-a`-dire des corps ordonne´s R tels que tout e´le´ment positif de R soit un carre´ dans R
et tels que tout polynoˆme de degre´ impair a` coefficients dans R ait une racine dans R.
• Dans le langage Lgao. La the´orie des groupes abe´liens ordonne´s ; la the´orie des
groupes abe´liens ordonne´s divisibles non triviaux, dite DOAG (divisible ordered abelian
groups).
• Dans le langage Lval. La the´orie des corps value´s, qui comprend les e´nonce´s
vrais dans toute structure (k,G0). Et la the´orie des corps non trivialement value´s
alge´briquement clos, dite ACVF (algebraically closed valued fields), qui comprend les
e´nonce´s vrais dans tout corps value´ et alge´briquement clos k tel que |k∗| 6= {1}.
Remarque 1.5. — Soit T l’une des the´ories que l’on vient d’e´nume´rer. On ve´rifie que
les mode`les de T sont exactement les structures dont elle porte le nom, car celles-ci sont
caracte´rise´es par un ensemble d’e´nonce´s dans le langage concerne´ ; par exemple, les
mode`les de ACVF sont exactement les corps non trivialement value´s et alge´briquement
clos.
On dit que T e´limine les quantificateurs si pour toute formule ϕ(x1, . . . , xn) dans
le langage L a` variables libres x1, . . . , xn, il existe une formule ψ(x1, . . . , xn) dans le
langage L a` variables libres x1, . . . , xn et sans quantificateurs telle que
∀(x1, . . . , xn), ϕ(x1, . . . , xn) ⇐⇒ ψ(x1, . . . , xn)
soit un e´nonce´ de T .
Lemme 1.6. — Supposons que T e´limine les quantificateurs, soit A une structure du
langage L , et soient M et M ′ deux mode`les de T tels que A ⊆ M et A ⊆ M ′. Soit Φ
un e´nonce´ du langage L a` parame`tres dans A. Il est alors vrai dans M si et seulement
si il est vrai dans M ′.
De´monstration. — Cela re´sulte de la de´finition d’une sous-structure si Φ est sans quan-
tificateurs, et l’hypothe`se faite sur T permet de se ramener a` ce cas.
La the´orie des corps alge´briquement clos, la the´orie des corps re´els clos, la the´orie
DOAG et la the´orie ACVF e´liminent les quantificateurs C’est pour be´ne´ficier de
l’e´limination des quantificateurs qu’on a choisi, en de´finissant ACVF, de se limiter
aux corps alge´briquement clos non trivialement value´s ; en effet, la the´orie T des corps
value´s alge´briquement clos ge´ne´raux (avec valuation triviale autorise´e) dans le langage
Lval n’e´limine pas les quantificateurs. Pour le voir, fixons un corps alge´briquement clos
k trivialement value´, et une extension non trivialement value´e et alge´briquement close
K de k. L’e´nonce´ ≪ ∃x, x 6= 0 et |x| 6= 1 ≫ est alors par construction faux dans k et vrai
dans K ; il en re´sulte en vertu du lemme 1.6 que T n’e´limine pas les quantificateurs.
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1.4. Ensembles et foncteurs de´finissables
Soit T une the´orie dans un langage L dont on note S l’ensemble des sortes ; on
suppose que T e´limine les quantificateurs. On note Σ(L ) la collection de toutes les
structures de L , a` laquelle on rajoute l’ensemble vide. Soit A ∈ Σ(L ). On note MA la
cate´gorie des mode`les de T tels que A ⊆ M (si A = ∅, on a donc affaire a` la cate´gorie
de tous les mode`les de T ) ; les morphismes sont les inclusions comme sous-structures.
Pour tout S ∈ S , on note SA la restriction de M 7→ S(M) a` MA.
De´finition 1.7. — Soit M appartenant a` MA et soit (nS)S∈S une famille d’en-
tiers presque tous nuls. Un sous-ensemble E de
∏
S(M)nS (resp. un sous-foncteur D
de
∏
SnSA ) est dit A-de´finissable s’il existe une formule Φ([xS ]S) du langage L , a` pa-
rame`tres dans A, en variables libres (xS) ou` chaque xS est un nS-uplet de variables de
la sorte S, telle que
E =
{
(aS) ∈
∏
S(M)nS ,Φ([aS ])
}
(resp. F (N) = {(aS) ∈
∏
S(N)nS ,Φ([aS ])} pour tout N ∈ MA).
Soit E un sous-ensemble A-de´finissable de
∏
S(M)nS et soit E ′ un sous-ensemble
A-de´finissable de
∏
S(M)mS . Une application f : E → E ′ est dite A-de´finissable si son
graphe est une partie A-de´finissable de
∏
S(M)nS+mS . Si f est A-de´finissable, f(E) est
un sous-ensemble A-de´finissable de
∏
S(M)mS .
De meˆme, soit D un sous-foncteur A-de´finissable de
∏
SnSA et soit D
′ un sous-
foncteur A-de´finissable de
∏
SmSA . Une transformation naturelle f : D → D
′ est dite
A-de´finissable si son graphe est un sous-foncteur A-de´finissable de
∏
SnS+mSA . Si f
est A-de´finissable, f(D) est un sous-foncteur A-de´finissable de
∏
SmSA .
Soit E un sous-ensemble A-de´finissable de
∏
S(M)nS et soit Φ comme dans la
de´finition 1.7. Le foncteur
N 7→
{
(aS) ∈
∏
S(N)nS ,Φ([aS ])
}
est un sous-foncteur A-de´finissable de
∏
SnSA . Supposons A 6= ∅. Ce foncteur ne de´pend
alors que de E, et pas du choix de la formule Φ utilise´e pour de´crire ce dernier. En
effet, si Ψ est une autre formule de´crivant E, le fait que Φ et Ψ de´crivent le meˆme
ensemble au niveau du mode`le M se propage en vertu du lemme 1.6 a` tout N ∈ MA
(c’est ici qu’on utilise le fait que A est non vide : le lemme 1.6 requiert l’existence d’une
sous-structure commune aux deux mode`les qu’il met en jeu). Il est de`s lors licite de
noter ce foncteur E.
Remarque 1.8. — L’assertion pre´ce´dente est fausse en ge´ne´ral lorsque A = ∅. Par
exemple, supposons que T est la the´orie des corps alge´briquement clos, et soit D
(resp. D′) le foncteur qui associe a` un mode`le F de T l’ensemble {x ∈ F, x + 1 = x}
(resp. l’ensemble {x ∈ F, x + x = 1}). Les foncteurs D et D′ sont ∅-de´finissables, et
si F est un mode`le de T de caracte´ristique 2, alors D(F ) = D′(F ) = ∅. Mais D et D′
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ne co¨ıncident pas pour autant : si F est un mode`le de T de caracte´ristique diffe´rente
de 2 alors D(F ) = ∅ et D′(F ) = {1/2}.
Soit M ∈ MA. Notons DA,M la cate´gorie de´finie comme suit.
• Ses objets sont les couples ((nS), E) ou` (nS)S∈S est une famille d’entiers presque
tous nuls, et E un sous-ensemble A-de´finissable de
∏
S(M)nS .
• Ses morphismes sont les applications A-de´finissables.
On de´finit de meˆme la cate´gorie DA en remplac¸ant sous-ensembles A-de´finissables de∏
S(M)nS par sous-foncteurs A-de´finissables de
∏
SnSA , et applications A-de´finissables
par transformations naturelles A-de´finissables. Si A est non vide, les fle`ches E 7→ E et
D 7→ D(M) e´tablissent alors un isomorphisme entre les cate´gories DA,M et DA.
Donnons maintenant quelques exemples.
• On suppose que L est le langage des corps ordonne´s, et que T est la the´orie des
corps re´els clos. Soit R0 un mode`le de T et soient a et b deux e´le´ments de R0. Le
sous-ensemble E := {x ∈ R0, a 6 x 6 b} de R0 est visiblement de´finissable sur la sous-
structure A := Q(a, b) de R0. Le foncteur E envoie R ∈ MA sur {x ∈ R, a 6 x 6 b} ;
on le note [a; b].
Le foncteur [0; 1] : R 7→ {x ∈ R, 0 6 x 6 1} est de´fini sur M∅ et est ∅-de´finissable.
• On suppose que L est le langage des corps value´s, et que T est e´gale a` ACVF. Soit
F0 un mode`le de T .
- Soient a et b deux e´le´ments de |F0|. Le sous-ensemble E := {x ∈ |F0|, a 6 x 6 b}
de |F0| est visiblement de´finissable sur la sous-structure A := (k0, 〈|k0|, a, b〉) de F0, ou`
k0 est le sous-corps premier de F0. Le foncteur E envoie un mode`le F appartenant a`
MA sur l’ensemble {x ∈ |F |, a 6 x 6 b} ; on le note [a; b].
Le foncteur [0; 1] : F 7→ {x ∈ |F |, 0 6 x 6 1} est de´fini sur M∅ et est ∅-de´finissable.
- Soit λ ∈ F et soit r ∈ |F |. Le sous-ensemble E := {y ∈ F, |y−λ| 6 r} est visiblement
de´finissable sur la sous-structure A := (k0(λ), 〈|k0(λ)|, r〉) de F0. Le foncteur E envoie
F ∈ MA sur {y ∈ F, |y − λ| 6 r} ; on le note b(λ, r). On dit que c’est la boule ferme´e
de centre λ et de rayon r. On de´finit de meˆme le foncteur bouv(λ, r) (boule ouverte de
centre λ et de rayon r).
Les foncteurs b(0, 1) : F 7→ {x ∈ F, |x| 6 1} et bouv(0, 1) : F 7→ {x ∈ F, |x| < 1} sont
de´finis sur M∅ et ∅-de´finissables.
Il arrive fre´quemment que l’on dise d’un foncteur covariant h : MA → Ens qu’il
est A-de´finissable. Cela signifie qu’il existe un foncteur D ∈ DA et un isomorphisme de
foncteurs h ≃ D. Le proble`me est que le foncteur D en question n’a a priori pas de
raison d’eˆtre canonique, si l’on s’en tient a` cette de´finition. En re´alite´, a` chaque fois
que l’on emploiera cette terminologie, le foncteur D sera bien de´fini, pour une raison
simple : on se donnera toujours implicitement un peu plus qu’un foncteur covariant
de MA vers Ens, et ces donne´es supple´mentaires rigidifieront la situation. Nous allons
expliquer ci-apre`s en de´tail de quoi il retourne.
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Soit D ∈ DA. Soit B ∈ Σ(L ) telle que A ⊆ B. Le foncteur D de´finit par restric-
tion un e´le´ment de DB, note´ DB, et partant un foncteur contravariant HomB(., DB)
de DB dans Ens ; si A ⊆ B ⊆ B′, on a une inclusion naturelle HomB(∆, DB) ⊂
HomB′(∆B′ , DB′) pour tout ∆ ∈ DB. Remarquons par ailleurs que pour tout M ∈ MA,
on a D(M) = HomM({∗}, DM), ou` {∗} est un singleton arbitrairement choisi dans un
produit
∏
S(M)nS quelconque (notons que {∗} est un objet de DM,M ≃ DM).
Soit CA la cate´gorie de´finie comme suit.
• Ses objets sont les couples (B,D), ou` B ∈ Σ(L ), ou` A ⊂ B, et ou` D ∈ DB.
• L’ensemble des morphismes de (B,D) dans (B′, D′) est l’ensemble HomB(D,D
′
B)
si B′ ⊆ B, et est vide sinon.
Si D ∈ DA alors (B,∆) 7→ HomB(∆, DB) est de fac¸on naturelle un foncteur
contravariant de CA vers Ens, note´ Hom•(., D•). On dira qu’un foncteur contrava-
riant h : CA → Ens est A-de´finissable s’il existe D ∈ DA tel que h soit isomorphe a`
Hom•(., D•). Le lemme de Yoneda assure que D est dans ce cas uniquement de´termine´.
On peut maintenant pre´ciser quelles sont les donne´es implicites e´voque´es plus haut.
Lorsqu’on dira qu’un foncteur covariant h : MA → Ens est A-de´finissable, il sera sous-
entendu :
- que le foncteur h ≪se met en familles de fac¸on naturelle≫, c’est-a`-dire qu’il existe
un foncteur contravariant h♯ de CA dans Ens, dont la de´finition est cense´e de´couler
clairement du contexte, et des identifications naturelles h(M) = h♯(M, {∗}) pour tout
M appartenant a` MA ;
- que le foncteur h♯ est A-de´finissable.
En pratique, la premie`re de ces conditions se produit lorsqu’on s’est donne´ une classe
d’objets C , lorsque h(M) se de´crit comme l’ensemble des objets de C de´finis sur M ,
et lorsque la notion de famille B-de´finissable d’objets de C tombe peu ou prou sous le
sens : on de´finit alors justement h♯(B,D) comme l’ensemble des familles B-de´finissables
d’objets de C parame´tre´es par D.
Soit h un foncteur A-de´finissable, c’est-a`-dire un foncteur covariant de MA dans
Ens qui est A-de´finissable au sens ci-dessus. Il existe un objet D ∈ DA, canonique-
ment de´termine´, tel que h ≃ D. Il en re´sulte une de´finition naturelle de sous-ensemble
A-de´finissable de h(M) pour tout M ∈ MA, de transformation naturelle A-de´finissable
de h vers un autre foncteur A-de´finissable h′, etc. Si A 6= ∅ alors pour tout M ∈ MA,
tout sous-ensemble A-de´finissable E de h(M) induit un sous-foncteur A-de´finissable E
de h ; et les fle`ches E 7→ E et g 7→ g(M) mettent en bijection l’ensemble des parties
A-de´finissables de h(M) et celui des sous-foncteurs A-de´finissables de h.
Si B ∈ Σ(L ) est telle que A ⊆ B, tout foncteur A-de´finissable h induit par restric-
tion a` MB un foncteur B-de´finissable hB. Donnons maintenant quelques exemples de
foncteurs de´finissables.
• On se place dans la the´orie des corps alge´briquement clos. Soit k un corps et soit
X un k-sche´ma de type fini ; il induit un foncteur k-de´finissable, encore note´ X .
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• On se place dans la the´orie des corps re´els clos. Soit k un corps ordonne´, et soit X
un k-sche´ma de type fini ; il induit un foncteur k-de´finissable, encore note´ X . Un sous-
foncteur U de X est k-de´finissable si et seulement si peut eˆtre de´fini Zariski-localement
sur X par une combinaison boole´enne d’ine´galite´s entre fonctions re´gulie`res.
•On se place dans la the´orie ACVF. Soit (k,G0) un corps value´, et soitX un k-sche´ma
de type fini ; il induit un foncteur k-de´finissable, encore note´ X . Un sous-foncteur U de
X(k,G0) est (k,G0)-de´finissable si et seulement si il peut eˆtre de´fini Zariski-localement
sur X par une combinaison boole´enne d’ine´galite´s de la forme |f | ⋊⋉ λ|g|, ou` f et g sont
des fonctions re´gulie`res, ou` λ ∈ G0 et ou` ⋊⋉∈ {<,>,6,>}.
• On se place dans la the´orie ACVF. Soit (k,G0) un corps value´, et soient (ai)16i6n
et (bi)16i6n deux familles finies d’e´le´ments de G0. Le foncteur qui envoie F ∈ M(k,G0)
sur (∐
i
{x ∈ |F |,min(ai, bi) 6 x 6 max(ai, bi)}
)
/R
ou` R identifie pour tout i 6 n − 1 l’e´le´ment bi du i-e`me sommande avec l’e´le´ment
ai+1 du (i + 1)-e`me sommande, est (k,G0) de´finissable. On appelle un tel foncteur un
segment ge´ne´ralise´ ; le foncteur singleton F 7→ {a1} (resp. F 7→ {bn}) est appele´ son
origine (resp. extre´mite´).
En s’autorisant a` identifier origines et/ou extre´mite´s de plus de deux segments, on
de´finit de meˆme des foncteurs (k,G0)-de´finissables appele´s graphes finis, dont certains
sont des arbres. Nous laissons au lecteur le soin d’en donner des de´finitions pre´cises.
Remarque 1.9. — SoitD un foncteur G0-de´finissable dans la the´orie DOAG. Le foncteur
D ◦ Γ0 : F 7→ D(|F |) est alors un foncteur (k,G0)-de´finissable dans la the´orie ACVF.
On ve´rifie que l’application ∆ 7→ ∆ ◦ Γ0 e´tablit une bijection entre l’ensemble des
sous-foncteurs G0-de´finissables de D et celui des sous-foncteurs (k,G0) de´finissables de
D ◦ |.| . En bref, la trace de la the´orie ACVF sur la sorte Γ0 co¨ıncide avec la the´orie
DOAG. De meˆme, la trace de la the´orie ACVF sur la sorte ≪corps re´siduel≫ co¨ıncide
avec la the´orie des corps alge´briquement clos.
Remarque 1.10. — On prendra garde qu’un segment ge´ne´ralise´ n’est pas, en ge´ne´ral,
de´finissablement isomorphe a` un segment F 7→ {x ∈ |F |, a 6 x 6 b}. Le lecteur
ve´rifiera par exemple que la concate´nation [0; 1]
∐
1=0
[0; 1] (qui est ∅-de´finissable) ne peut
pas eˆtre identifie´e a` un segment, car le langage autorise´ pour une telle identification est
Lgao (cf. la remarque 1.9 ci-dessus), qui comprend simplement la relation d’ordre et la
multiplication. Par contre, une concate´nation de segments a` extre´mite´s non nulles est
encore (de´finissablement isomorphe a`) un segment.
1.5. E´limination des imaginaires ; le langage des corps value´s de Haskell,
Hrushovski et Macpherson
Re´fe´rences : nous renvoyons le lecteur a` l’ouvrage [15], ainsi qu’aux transparents
d’expose´ d’Ehud Hrushovski ([16]).
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On conserve les notations de la section pre´ce´dente. Soit D un foncteur A-de´finissable.
On dira qu’un sous-foncteur R de D ×D est une relation d’e´quivalence A-de´finissable
si R est A-de´finissable et si R(M) est pour tout M ∈ MA le graphe d’une relation
d’e´quivalence sur D(M). Le foncteur quotient D/R est alors bien de´fini.
De´finition 1.11. — On dit que la the´orie T e´limine les imaginaires dans le langage
L si pour toute A ∈ Σ(L ), pour tout foncteur A-de´finissable D et toute relation
d’e´quivalence A-de´finissable R ⊂ D ×D, le quotient F/R est A-de´finissable (la fle`che
quotient F → F/R est alors automatiquement A-de´finissable).
Remarque 1.12. — Pour que T e´limine les imaginaires, il suffit que la condition ci-
dessus soit ve´rifie´e lorsque A = ∅ : cela provient du fait qu’en ge´ne´ral, toute relation
d’e´quivalence A-de´finissable peut eˆtre vue, en ≪faisant varier les parame`tres≫, comme
une spe´cialisation d’une relation ∅-de´finissable.
La the´orie des corps alge´briquement clos ou celle des corps re´els clos e´liminent les
imaginaires, mais ce n’est pas le cas de ACVF : on peut montrer que le foncteur quotient
F 7→ GL2(F )/GL2(F
◦) (autrement dit, le foncteur ≪espace des re´seaux du plan≫),
de´fini sur M∅, n’est pas ∅-de´finissable. Notons par contre que F 7→ GL1(F )/GL1(F
◦)
est isomorphe a` F 7→ |F ∗|, et est donc ∅-de´finissable.
Il existe un proce´de´ standard pour enrichir le langage L de fac¸on a` forcer la the´orie
T a` e´liminer les imaginaires : il consiste a` rajouter, pour toute famille (nS) d’en-
tiers presque tous nuls, tout sous-foncteur ∅-de´finissable D de
∏
SnS∅ et toute relation
d’e´quivalence ∅-de´finissable R ⊂ D ×D de´finissable sans parame`tres, une sorte ≪quo-
tient de D par R≫ et un symbole fonctionnel ≪application quotient de D vers D/R≫.
Ce langage e´tendu L ∗ posse`de les proprie´te´s suivantes :
• si A ∈ Σ(L ), si M ∈ MA et si D est un foncteur A-de´finissable, un sous-foncteur
de D (resp. un sous-ensemble de D(M)) est A-de´finissable au sens de L ∗ si et seulement
si il l’est au sens de L ;
• le lemme 1.6 est encore valable pour L ∗ ;
• la the´orie T e´limine les imaginaires dans le langage L ∗.
Par contre, la the´orie T n’e´limine plus ne´cessairement les quantificateurs dans le lan-
gage L ∗. On peut y reme´dier sans modifier l’ensemble des sortes, ni la notion de
foncteur ou de sous-ensemble A-de´finissable : il suffit de rajouter, au langage L ∗,
pour toute formule (quantifie´e) Φ de L∗ en les variables libres (x1, . . . , xn), un sym-
bole de relation n-aire σΦ, que l’on interpre`te dans un mode`le M de T en disant
que σΦ(m1, . . . , mn) ⇐⇒ Φ(m1, . . . , mn).
Si le langage ainsi obtenu a un inte´reˆt the´orique, il n’est en ge´ne´ral pas force´ment
tre`s explicite ni tre`s maniable, e´tant donne´e la profusion de sortes supple´mentaires in-
troduites. Aussi cherche-t-on, lorsque c’est possible, a` mettre en e´vidence un ensemble
limite´ de quotients tel que l’adjonction des sortes et symboles fonctionnels correspon-
dants suffise a` rendre de´finissables tous les quotients. C’est ce que Haskell, Hrushovski
1056–18
et Macpherson ont fait dans [14] a` propos de la the´orie ACVF. Ils ont de´montre´ que
pour qu’elle e´limine les imaginaires, il suffit de rajouter au langage Lval les sortes et
symboles fonctionnels suivants, ou` GLn (resp. GL
◦
n, resp. GL
◦◦
n ) de´signe le foncteur qui
envoie un mode`le F de ACVF sur GLn(F ) (resp. GLn(F
◦), resp. In + F
◦◦Mn(F
◦) ) :
• pour tout n > 0, une sorte Sn pour le quotient GLn/GL
◦
n, et un symbole fonctionnel
ρn codant l’application quotient correspondante ;
• pour tout entier n > 0, une sorte Tn pour le quotient GLn/GL
◦◦
n , et un symbole
fonctionnel τn codant l’application quotient GLn/GL
◦◦
n → GLn/GL
◦
n.
Remarque 1.13. — Soit F un mode`le de ACVF. On peut identifier naturellement Sn(F )
a` l’espace des re´seaux de F n, et Tn(F ), via l’application τn, a` l’espace total du ≪fibre´
des bases≫ d’un certain ≪ fibre´ vectoriel≫ sur Sn(F ) ; plus pre´cise´ment, la fibre de τn
en un point correspondant a` un re´seau Λ est l’espace des bases du Λ˜-espace vectoriel
Λ/F ◦◦Λ.
Appelons L ∗val le langage des corps value´s enrichi par les sortes Sn et Tn et les sym-
boles ρn et τn, et convenablement e´tendu de fac¸on a` assurer l’e´limination des quantifica-
teurs (5). C’est de´sormais avec lui que nous travaillerons, et l’acronyme ACVF de´signera
a` partir de maintenant la the´orie des corps non trivialement value´s et alge´briquement
clos dans le langage L ∗val. Cette nouvelle version de ACVF e´limine par construction les
quantificateurs et les imaginaires. Le foncteur des boules ferme´es B de M∅ vers Ens qui
associe a` un corps F ∈ M∅ l’ensemble {b(λ, r)F}λ∈F,r∈|F | est ∅-de´finissable ; en effet, il
se de´crit simplement, comme on l’a vu dans l’introduction (6), a` partir d’un quotient de
deux foncteurs en groupes ∅-de´finissables dans le langage classique Lval. On ve´rifie sans
peine que si F ∈ M∅, l’application de F × |F | vers B(F ) qui envoie (λ, r) sur b(λ, r)F
est ∅-de´finissable.
2. TYPES
Re´fe´rences : pour ce qui concerne les types, nous renvoyons le lecteur aux premiers
chapitres de l’article e´tudie´ [17], a` l’ouvrage [15], et aux transparents d’expose´s de
Hrushovski ([16]).
5. Nous avons explique´ ci-dessus comment atteindre ce dernier objectif par adjonction d’un ensemble
de symboles relationnels. Celui-ci peut sembler absolument gigantesque, et peu tangible. Mais dans loc.
cit., Haskell, Hrushovski et Macpherson exhibent un ensemble explicite et de taille raisonnable de tels
symboles qui s’ave`re suffisant.
6. Dans l’introduction, on travaillait au-dessus d’une structure A particulie`re, mais celle-ci ne jouait
aucun roˆle dans la description e´voque´e.
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2.1. Ge´ne´ralite´s
On fixe un langage L et une the´orie T dans le langage L ; on suppose que T e´limine
les quantificateurs. Soit A une structure de L , et soit D un foncteur A-de´finissable.
Soient N et N ′ deux objets de MA. Soit x ∈ D(N) et soit x
′ ∈ D(N ′). On dit que (N, x)
et (N ′, x′) sont A-e´quivalents si pour tout sous-foncteur A-de´finissable ∆ de D, on a
x ∈ ∆(N) ⇐⇒ x′ ∈ ∆(N ′)
(autrement dit, x et x′ ne sont pas discernables par une formule a` parame`tres dans A).
Un type sur D est une classe de A-e´quivalence de couples (N, x) comme ci-dessus. Si
t est la classe de (N, x), on dira que x re´alise le type t. Soit t un type sur D et soit x une
re´alisation de t, appartenant a` un mode`le N . Soit ∆ un sous-foncteur A-de´finissable
de D. L’appartenance ou non de x a` ∆(N) ne de´pend que de t ; si elle est ave´re´e, on
dira que t est situe´ sur ∆. Il n’y a pas de conflit de terminologie : le couple (N, x)
de´finit justement dans ce cas sans ambigu¨ıte´ un type sur ∆. Notons que le type t est
par de´finition caracte´rise´ par l’ensemble des sous-foncteurs A-de´finissables de D sur
lesquels il est situe´. On note S(D) l’ensemble (7) des types sur D.
Soit D′ un foncteur A-de´finissable et soit f : D → D′ une transformation naturelle
de´finissable. Soit t ∈ S(D) et soit x une re´alisation de t ; son image f(x) induit un type
sur D′ qui ne de´pend que de t, et que l’on note f(t).
Supposons que A soit un mode`le de T . Si x ∈ D(A) il de´finit un type sur D (dont
il est une, et meˆme la seule, re´alisation) ; un tel type est qualifie´ de simple. Donnons
maintenant quelques exemples plus inte´ressants.
(1) On suppose que L = Lann, et que T est la the´orie de corps alge´briquement clos.
Soit F un corps et soit X un F -sche´ma de type fini ; on peut le voir comme un foncteur
F -de´finissable. Soit x un point du sche´ma X et soit F ′ une extension alge´briquement
close du corps re´siduel F (x). Le point x de´finit un point de X(F ′), et partant un type
sur X . Cette construction induit une bijection entre l’ensemble sous-jacent au sche´ma X
et S(X).
A` titre d’illustration, supposons que X est inte`gre, et soit x son point ge´ne´rique. Le
type correspondant est alors caracte´rise´ par le fait qu’il n’est situe´ sur aucun ferme´ de
Zariski strict de X .
(2) On suppose que L = Lco, et que T est la the´orie des corps re´els clos. Soit R un
corps ordonne´, et soit X un R-sche´ma de type fini ; on peut le voir comme un foncteur
R-de´finissable. Rappelons que le spectre re´el Xr de X est l’ensemble des couples (x,6)
ou` x est un point du sche´ma X et 6 un ordre sur le corps re´siduel R(x) prolongeant
l’ordre sur R. Soit ξ = (x,6) un point de Xr et soit R
′ la cloˆture re´elle de (R(x),6). Le
7. Soit F l’ensemble des sous-foncteurs A-de´finissables de D (qui s’identifie, rappelons-le, a` l’en-
semble des parties A-de´finissables de D(M) pour tout M ∈ MA). On peut par ce qui pre´ce`de voir un
type sur D comme une application de F vers {0, 1} ; par conse´quent, S(D) est bien un ensemble.
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point x de´finit un point de X(R′), et partant un type sur X . Cette construction induit
une bijection entre l’ensemble Xr et S(X).
A` titre d’illustration, supposons que X = A1R, et soit u la fonction coordonne´e sur X .
Munissons R(u) de l’ordre tel que u > 0 et u < ε pour tout e´le´ment ε > 0 de R.
On de´finit par ce biais un point de Xr, supporte´ par le point ge´ne´rique de X . Le type
correspondant est note´ 0+R ; il est caracte´rise´ par le fait qu’il est situe´ sur ]0; ε[R pour
tout e´le´ment ε > 0 de R.
(3) On suppose que L = L ∗val, et que T est la the´orie ACVF. Soit F un corps value´,
et soit X un F -sche´ma de type fini ; on peut le voir comme un foncteur F -de´finissable.
Rappelons que le spectre valuatif Xv de X est l’ensemble des couples (x, |.|) ou` x est
un point du sche´ma X et |.| une valuation sur le corps re´siduel F (x), qui prolonge la
valuation de F . Soit ξ = (x, |.|) un point de Xv et soit F
′ une extension non trivialement
value´e et alge´briquement close de (F (x), |.|). Le point x de´finit un point de X(F ′), et
partant un type sur X . Cette construction induit une bijection entre l’ensemble Xv et
S(X).
A` titre d’illustration, supposons que X = A1F , et soit u la fonction coordonne´e
sur X . Soit λ ∈ F et soit r ∈ |F |. Munissons F (u) de la valuation |.| telle que l’on
ait |
∑
ai(u− λ)
i| = max|ai|r
i pour tout polynoˆme
∑
ai(u − λ)
i a` coefficients dans F .
On de´finit par ce biais un point de Xv, supporte´ par le point ge´ne´rique de X ; on note
ηλ,r,F le type correspondant. Si F est un mode`le de ACVF, le type ηλ,r,F est caracte´rise´
par le fait qu’il est situe´ sur b(λ, r)F , mais qu’il n’est situe´ sur aucune boule ferme´e
ou ouverte F -de´finissable contenue strictement dans b(λ, r)F ; il s’ensuit aise´ment que
ηλ,r,F = ηµ,s,F si et seulement si b(λ, r)F = b(µ, s)F . On appelle parfois ηλ,r,F le type
ge´ne´rique de b(λ, r)F .
Supposons que r > 0. Donnons-nous maintenant un groupe abe´lien ordonne´ contenant
|F ∗| ainsi qu’un e´le´ment ω tel que ω < 1 et α < ω pour tout α ∈ |F ◦◦|. Munissons F (u)
de la valuation |.| telle que l’on ait |
∑
ai(u − λ)
i| = max|ai|r
iωi pour tout polynoˆme∑
ai(u − λ)
i a` coefficients dans F . On de´finit par ce biais un point de Xv, supporte´
par le point ge´ne´rique de X ; on note ηλ,r−,F le type correspondant. Lorsque F est un
mode`le de ACVF, le type ηλ,r−,F est caracte´rise´ par le fait qu’il est situe´ sur b
ouv(λ, r)F
mais qu’il n’est situe´ sur aucune boule ferme´e β ∈ B(F ) contenue dans bouv(λ, r)F ; il
s’ensuit aise´ment que ηλ,r−,F = ηµ,s−,F si et seulement si b
ouv(λ, r)F = b
ouv(µ, s)F . On
appelle parfois ηλ,r−,F le type ge´ne´rique de b
ouv(λ, r)F .
(4) On travaille toujours avec le langage L ∗val ; soit k un corps ultrame´trique complet.
Soit X un k-sche´ma de type fini ; on peut le voir comme un foncteur k-de´finissable.
Rappelons que l’analytifie´ Xan de X (au sens de Berkovich) est l’ensemble des couples
(x, |.|) ou` x est un point du sche´ma X et ou` |.| est une valeur absolue ultrame´trique
sur le corps re´siduel k(x). Soit ξ = (x, |.|) un point de Xan et soit k′ une extension
ultrame´trique non trivialement value´e et alge´briquement close de (k(x), |.|). Le point x
de´finit un point de X(k′), et partant un type sur X qui est ultrame´trique, au sens ou`
il admet une re´alisation dans un mode`le ultrame´trique de ACVF. Cette construction
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induit une bijection entre l’ensemble Xan et l’ensemble des types ultrame´triques situe´s
sur X .
2.2. Topologies sur les espaces de types
On conserve les notations L et T introduites au de´but de 2.1. Soit A une structure
de L et soit D un foncteur A-de´finissable. On munit S(D) de la topologie dont une
base d’ouverts est constitue´e des S(∆), ou` ∆ parcourt l’ensemble des sous-foncteurs
A-de´finissables de D.
Reprenons l’exemple (1) de 2.1. L’ensemble S(X) s’identifie au sche´ma X . La topo-
logie sur X de´duite de celle de S(X) est alors la topologie constructible (celle qui est
engendre´e par les ouverts et les ferme´s de Zariski).
Reprenons l’exemple (2) de 2.1. On a vu que S(X) s’identifie au spectre re´el Xr
de X . La topologie sur Xr de´duite de celle de S(X) est alors la topologie constructible
(celle qui est engendre´e Zariski-localement par les combinaisons boole´ennes d’ine´galite´s
strictes ou larges entre fonctions re´gulie`res).
La topologie ainsi de´finie sur S(D) a l’avantage d’en faire un espace topologique
compact (nous discuterons cette proprie´te´ plus avant un peu plus bas). Elle a l’in-
conve´nient de faire de tout de´finissable un ouvert, inde´pendamment de la nature de la
formule qui le de´crit. Dans certaines circonstances, ou` l’on estime que certaines for-
mules ≪doivent≫ eˆtre ouvertes et d’autres non, on peut donc eˆtre amene´ a` introduire
une topologie alternative en prenant pour base d’ouverts les S(∆), pour ∆ parcourant
un certain sous-ensemble de l’ensemble des sous-foncteurs A-de´finissables de D.
Reprenons l’exemple (1) de 2.1. L’ensemble S(X) s’identifie au sche´ma X . On peut
munir S(X) de la topologie engendre´e par les S(∆), ou` ∆ est un ouvert de Zariski de
X . La topologie ainsi de´finie sur S(X) correspond e´videmment a` la topologie de Zariski
de X .
Reprenons l’exemple (2) de 2.1. On a vu que S(X) s’identifie au spectre re´el Xr de
X . On peut munir S(X) de la topologie engendre´e par les S(∆), ou` ∆ est de´fini Za-
riski localement par combinaison boole´enne positive d’ine´galite´s strictes entre fonctions
re´gulie`res. La topologie sur Xr a` laquelle elle correspond est la topologie usuelle du
spectre re´el.
2.3. Digression sur la compacite´
La compacite´ des espaces de type joue un roˆle majeur en the´orie des mode`les en
ge´ne´ral, et chez Hrushovski et Loeser en particulier, ou` elle intervient a` maints endroits
– meˆme si cela n’apparaˆıtra gue`re dans ce texte, ou` nous contenterons de brosser tre`s
grossie`rement les preuves. Le plus souvent, elle s’utilise sous la forme du principe sui-
vant, a` l’e´nonce´ volontairement vague : si P est une proprie´te´ a` l’e´nonce´ raisonnable
dans le langage L , il revient au meˆme de la de´montrer en situation relative sur un
mode`le M donne´ ou en situation absolue sur tous les mode`les M ′ tels que M ⊆ M ′.
C’est ce qui explique qu’il puisse eˆtre ne´cessaire, meˆme si l’on s’inte´resse a` un mode`le
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M bien de´fini, de travailler sur des mode`les e´ventuellement beaucoup plus gros. Nous
allons e´tayer notre propos a` travers deux exemples.
Le premier concerne la trivialisation constructible d’un faisceau cohe´rent. Soit F un
corps et soit X un F -sche´ma de type fini. Soit F un faisceau cohe´rent sur X . Il existe
alors une partition constructible finie et localement ferme´e (Xi) de X telle que F |Xi
soit libre pour tout i (ou` Xi est muni de sa structure re´duite). En effet, si x est un point
du sche´ma X alors F ⊗ F (x) est libre (c’est la forme absolue du re´sultat a` e´tablir, sur
le corps F (x)), et cette proprie´te´ se propage au-dessus d’un ouvert de Zariski non vide
de {x}red ; on conclut en invoquant la compacite´ de X pour la topologie constructible
– ou une re´currence noethe´rienne si l’on pre´fe`re, ce qui revient au meˆme.
On voit que si l’on s’e´tait contente´ de ne conside´rer que des F -points deX , on n’aurait
pas pu aboutir meˆme si F est alge´briquement clos : si x ∈ X(F ), la liberte´ de F ⊗F (x)
n’a aucune raison a priori de se propager au-dela` du singleton constructible {x}.
Le second concerne le the´ore`me de Hardt ; nous allons donner les grandes lignes de la
preuve qu’en ont propose´e Jacek Bochnak, Michel Coste et Marie-Franc¸oise Roy ([7],
th. 9.3.1) ou disons plutoˆt d’une traduction de celle-ci dans le langage des types (ils
utilisent quant a` eux celui du spectre re´el). Soit R un corps re´el clos, et soient Y ⊂ AnR
et X ⊂ AmR deux foncteurs R-de´finissables dans le langage des corps ordonne´s (on
dit aussi qu’ils sont semi-alge´briques). Soit f : Y → X une transformation naturelle
R-de´finissable. On la suppose continue dans le sens suivant : pour tout corps re´el clos
R′ contenant R, l’application f(R′) : Y (R′) → Y (R′) est continue pour les topologies
de´duites de l’ordre sur R′ (il suffit en vertu du lemme 1.6 de le tester sur un tel corps
R′, par exemple sur R). Il existe alors une partition finie et R-de´finissable (Xi) de
X et, pour tout i, un sous-foncteur R-de´finissable Zi de AnR telle que f
−1(Xi) soit R-
de´finissablement home´omorphe a` Zi×Xi. En effet, soit t ∈ S(X) et soit x une re´alisation
de t, appartenant a` X(S) pour un certain corps re´el clos S contenant R. La fibre
f−1S (x) est un sous-foncteur S-de´finissable de A
n
S, et posse`de a` ce titre une triangulation
S-de´finissable (8). L’ensemble simplicial correspondant admettant une re´alisation dans
AmS , il en admet une, disons Z, dans A
m
R (par le lemme 1.6). Par conse´quent, il existe
un home´omorphisme S-de´finissable f−1S (x) ≃ ZS (c’est la forme absolue du re´sultat a`
e´tablir, sur le corps re´el clos S). Cette proprie´te´ se propage : il existe un sous-foncteur
R-de´finissable T de X tel que t ∈ S(T ) et tel que f−1(T ) soit R-de´finissablement
home´omorphe a` Z × T . On conclut en utilisant la compacite´ de S(X).
On voit que si l’on s’e´tait contente´ de ne conside´rer que des R-points, on n’aurait pas
pu aboutir : le type d’home´omorphie semi-alge´brique de la fibre en un tel point x n’a
aucune raison a priori de se propager au-dela` du singleton {x}.
8. Cela signifie qu’elle s’identifie a` une union finie de cellules ouvertes d’un complexe simplicial (elle
n’est pas force´ment ferme´e borne´e) ; l’expression ≪ensemble simplicial≫ que nous employons ensuite
fait re´fe´rence a` la donne´e combinatoire de ces cellules ouvertes.
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Remarque 2.1. — SoitM un mode`le de T , et soitD un foncteurM-de´finissable. Soit x ∈
S(D), et soit Ex l’ensemble des sous-foncteurs M-de´finissables de D sur lesquels x est
situe´. L’ensemble Ux des partiesM-de´finissables deD(M) de la forme ∆(M), ou` ∆ ∈ E ,
est un ultra-filtre de partiesM-de´finissables. Re´ciproquement, il re´sulte de la compacite´
de S(D) que tout ultrafiltre de parties M-de´finissables de D(M) est de la forme Ux
pour un certain x ∈ S(D) (ne´cessairement unique par de´finition d’un type).
2.4. Types de´finissables
On conserve les notations L et T introduites au de´but de 2.1.
De´finition 2.2. — Soit M un mode`le de T , soit D un foncteur M-de´finissable et
soit t ∈ S(D). On dit que t est M-de´finissable s’il posse`de la proprie´te´ suivante : pour
tout foncteur M-de´finissable D′ et tout sous-foncteur M-de´finissable ∆ ⊂ D × D′, le
sous-ensemble de D′(M) forme´ des points x tels que t soit situe´ sur ∆×D′ {x} ⊂ D est
M-de´finissable.
Donnons quelques exemples et contre-exemples.
• Plac¸ons-nous dans la the´orie des corps alge´briquement clos, et soit D un foncteur
F -de´finissable pour un certain corps alge´briquement clos F . Tout type sur D est alors
F -de´finissable.
• Plac¸ons-nous dans la the´orie des corps re´els clos et soit R un corps re´el clos. Le type
0+R de´fini a` la fin de l’exemple (2) de 2.1 est R-de´finissable. Cela provient essentiellement
du fait suivant. Soit f ∈ R(u) et soit D le sous-foncteur de A1R de´fini par la condition
f ⋊⋉ 0, ou ⋊⋉ est un symbole appartenant a` {<,>,6,>}. Le type 0+R est alors situe´ sur D
si et seulement si il existe ε > 0 dans R tel que f(x) ⋊⋉ 0 pour tout x tel que 0 < x < ε,
et cette condition s’exprime visiblement par une formule de Lco a` parame`tres dans R
et portant sur les coefficients de f .
• Plac¸ons-nous dans la the´orie ACVF et soit F un mode`le de celle-ci. Les types ηλ,r,F
et ηλ,r−,F de´finis a` l’exemple (3) de 2.1 sont F -de´finissables : cela re´sulte essentiellement
de leurs descriptions par des formules de L ∗val a` parame`tres dans F .
• Plac¸ons-nous dans la the´orie des corps re´els clos, et soit R0 la fermeture alge´brique
de Q dans R (c’est un corps re´el clos). Le nombre re´el π ∈ A1(R) de´finit un type sur
A1R0 ; il n’est pas R0-de´finissable : si f ∈ R0(u), le signe de f(π) ne s’exprime pas par
une formule de Lco a` parame`tres dans R0 en les coefficients de f .
• On reste dans la the´orie des corps re´els clos. On se donne un corps re´el clos R
contenant strictement R (il existe alors dans R un e´le´ment supe´rieur a` tout re´el posi-
tif). Munissons R(u) de l’ordre pour lequel un e´le´ment f est strictement positif si et
seulement si il existe N ∈ N tel que f(x) soit strictement positif pour tout x appartenant
a` R et strictement supe´rieur a` N . On de´finit ainsi un point du spectre re´el de A1R, et
partant un type sur A1R. Ce type n’est pas R-de´finissable ; cela re´sulte essentiellement
du fait que R n’est pas une partie R-de´finissable de R.
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Restriction des types, extension des types de´finissables. Soit M un mode`le de T , soit
D un foncteur M-de´finissable, et soit M ′ ∈ MM . Soit θ un type sur DM ′. Si x de´signe
une re´alisation de θ, alors x induit un type sur D, qui ne de´pend que de θ, et pas du
choix de x ; on dispose ainsi d’une application naturelle S(DM ′) → S(D), parfois dite
de restriction au mode`le M .
Soit maintenant t un type M-de´finissable situe´ sur D. Il existe alors un ante´ce´dent
canonique t′ de t sur S(DM ′) qui est M
′-de´finissable (on dit que c’est l’extension cano-
nique de t au mode`le M ′) ; grossie`rement, le type t′ est de´fini par les meˆmes formules
que t. Plus pre´cise´ment, soit ∆ un sous-foncteur M ′-de´finissable de DM ′ . En ≪faisant
varier les parame`tres de la formule qui de´finit ∆≫, on montre l’existence d’un fonc-
teur M-de´finissable D1, d’un sous-foncteur M-de´finissable D2 de D×D1, et d’un point
x ∈ D1(M
′) tel que ∆ = D2,M ′ ×D
1,M′
{x}. Le type t e´tant M-de´finissable, il existe
un sous-foncteur M-de´finissable D3 de D1 tel que pour tout y ∈ D1(M), le point y
appartienne a` D3(M) si et seulement si t est situe´ sur D2 ×D1 {y}. Le type t
′ est alors
situe´ sur ∆ si et seulement si x ∈ D3(M
′).
Donnons maintenant quelques exemples d’extension canonique.
• Si x ∈ D(M) il de´finit un type simple t sur D ; l’extension canonique de t au mode`le
M ′ est le type simple sur DM ′ associe´ a` x ∈ D(M) ⊂ D(M
′).
• On reprend les notations de l’exemple (1) de 2.1, en supposant que F est
alge´briquement clos. Soit F ′ une extension alge´briquement close de F , soit t ∈ S(X),
et soit t′ ∈ S(XF ′) son extension canonique. Le type t correspond a` un point x du
sche´ma X . Le ferme´ de Zariski {x}F ′ de XF ′ est irre´ductible (car F est alge´briquement
clos). Son point ge´ne´rique x′ est pre´cise´ment le point du sche´ma XF ′ qui correspond
a` t′.
• On reprend les notations de l’exemple (2) de 2.1 en supposant que R est re´el clos.
Soit R′ une extension re´elle close de R. L’extension canonique du type 0+R au mode`le
R′ est le type 0+R′ .
• On reprend les notations de l’exemple (3) de 2.1 en supposant que F est un mode`le
de ACVF. Soit F ′ une extension value´e alge´briquement close de F . L’extension cano-
nique du type ηλ,r,F (resp. ηλ,r−,F ) au mode`le F
′ est le type ηλ,r,F ′ (resp. ηλ,r−,F ′).
Terminons ce paragraphe en mentionnant que si f : D → D′ est une transforma-
tion naturelle M-de´finissable entre deux foncteurs M-de´finissables, et si t est un type
M-de´finissable sur D, alors le type image f(t) est M-de´finissable.
2.5. Topologies de´finissables ; compacite´ de´finissable
On conserve les notations L et T introduites au de´but de 2.1. Soit A une structure
de T , et soit D un foncteur A-de´finissable. Une topologie de´finissable T sur D consiste
en la donne´e, pour tout M ∈ MA, d’une famille TM de sous-foncteurs M-de´finissables
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de DM , que l’on appelle les ouverts M-de´finissables de DM , posse´dant les proprie´te´s
suivantes (9) :
• la famille TM est stable par intersections finies ;
• si (Ui) est une famille d’e´le´ments de TM telle que
⋃
Ui(M) = V (M) pour un certain
sous-foncteur M-de´finissable V de DM alors V ∈ TM ;
• si M ⊆ M ′ et si U est un sous-foncteur M-de´finissable de DM alors U ∈ TM si et
seulement si UM ′ ∈ TM ′ .
Soit T une topologie de´finissable sur D. Elle induit pour tout M une topolo-
gie T (M) sur D(M), a` savoir celle engendre´e par les U(M) pour U parcourant TM .
LorsqueM ⊆M ′, la topologie T (M) est plus grossie`re (et, en ge´ne´ral, strictement plus
grossie`re) que la topologie induite par celle T (M ′). Si B est une structure telle que
A ⊆ B, on dira qu’un sous-foncteur B-de´finissable U de DB est un ouvert B-de´finissable
si UM est un ouvert de´finissable de DM pour tout M ∈ MB – il suffit que ce soit le cas
pour un tel M .
Si D′ est un foncteur A-de´finissable muni d’une topologie de´finissable T ′, une trans-
formation naturelle A-de´finissable f : D → D′ est dite continue si pour tout M ∈ MA
et tout U ∈ T ′M , le foncteur f
−1(U) appartient a` TM . Il revient au meˆme de demander
que f(M) : D(M)→ D′(M) soit continue pour tout mode`le M ∈ MA.
Soit M ∈ MA, soit t un type sur DM et soit x ∈ D(M). On dit que x adhe`re a` t si
pour tout U ∈ TM tel que x ∈ U(M), le type t est situe´ sur U .
On dira que D est de´finissablement compact si pour tout M ∈ MA et tout type
M-de´finissable t sur DM , il existe un unique x ∈ D(M) qui est adhe´rent a` t. Cela
revient en quelque sorte a` demander que ≪tout ultra-filtreM-de´finissable de partiesM-
de´finissables de D(M) converge≫, cf. rem. 2.1.
Si D est de´finissablement compact et si ∆ est un sous-foncteur A-de´finissable de D,
alors ∆ est un ferme´ A-de´finissable (i.e. le comple´mentaire d’un ouvert A-de´finissable)
si et seulement si il est de´finissablement compact.
Exemple 2.3. — On se place dans la the´orie des corps re´els clos. Soit R0 un corps re´el
clos et soit X un R0-sche´ma de type fini. Pour tout corps re´el clos R contenant R0,
notons TR la famille des sous-foncteurs R-de´finissables de XR de´finis Zariski-localement
sur XR par une combinaison boole´enne positive d’ine´galite´s strictes entre fonctions
re´gulie`res. La donne´e des TR constitue une topologie de´finissable sur X et en induit
une, par restriction, sur tout sous-foncteur R0-de´finissable de X . Si R est un corps re´el
clos contenant R0, la topologie T (R) sur X(R) est celle de´duite de la topologie de corps
ordonne´ de R. Remarquons que si R′ est un corps re´el clos contenant R et s’il existe
un e´le´ment strictement positif ε de R′ qui est infe´rieur a` x pour tout x > 0 dans R,
la topologie de X(R) induite par T (R′) est la topologie discre`te : en effet, pour tout
x ∈ R on a {x} = {y ∈ R′,−ε < y − x < ε}.
9. On impose e´galement des conditions de finitude tre`s raisonnables sur lesquelles nous ne nous
e´tendrons pas ici
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Si X = AnR0 et si Y est un sous-foncteur R-de´finissable de X alors Y est
de´finissablement compact si et seulement si il est ferme´ (autrement dit, X \ Y ∈ TR0)
et borne´, c’est-a`-dire contenu dans [−x; x]nR0 pour un certain x > 0 dans R0.
Donnons un exemple de point adhe´rent a` un type. On suppose maintenant que X
est e´gal a` A1R0 . Le point 0 ∈ A
1(R0) = R0 est alors adhe´rent au type 0
+
R0
(et c’est le
seul point de R0 dans ce cas). On voit ainsi pourquoi ]0; 1[R0 n’est pas de´finissablement
compact : 0+R0 est situe´ sur ]0; 1[R0, mais aucun R0-point de ce dernier n’adhe`re a` 0
+
R0
.
Insistons a` ce propos sur l’importance, pour la compacite´ de´finissable, de se limiter a`
manipuler des types de´finissables. Pour s’en convaincre, il suffit de conside´rer le cas ou`
R0 est la fermeture alge´brique de Q dans R. Le sous-foncteur R0-de´finissable [0; 4]R0 de
A1R0 est de´finissablement compact. Le nombre re´el π induit un type t sur [0; 4]R0 qui
n’est pas R0-de´finissable... et de fait, aucun R0-point de [0; 4]R0 n’adhe`re a` t.
2.6. Types stablement domine´s ; le cas de ACVF
Commenc¸ons par une remarque, qui sera implicitement utilise´e dans toute la suite du
texte. Soit F un mode`le de ACVF, et soit D un foncteur |F |-de´finissable dans la the´orie
des groupes abe´liens divisibles ordonne´s non triviaux (resp. un foncteur F˜ -de´finissable
dans la the´orie des corps alge´briquement clos). Soit D′ le foncteur qui envoie L ∈ MF
sur D(|L|) (resp. D(L˜)). Il re´sulte alors de la remarque 1.9 qu’il existe une bijection
canonique S(D) ≃ S(D′), et qu’un type sur D′ est F -de´finissable si et seulement si le
type correspondant sur D est |F |-de´finissable (resp. F˜ -de´finissable).
Venons-en maintenant a` la stabilite´. Il n’est pas question de donner des de´finitions
pre´cises en la matie`re ; nous renvoyons le lecteur inte´resse´ a` l’ouvrage [15] de Haskell,
Hrushovski et Macpherson. Nous allons nous contenter de quelques explications tre`s
sommaires.
1) Il existe diffe´rentes de´finitions e´quivalentes d’une the´orie stable. L’une d’elles
consiste a` exiger ≪qu’elle ne contienne pas d’ensemble ordonne´ infini≫ ; une autre re-
quiert que pour tout mode`leM et tout foncteurM-de´finissable D, le cardinal de S(DM ′)
croisse raisonnablement en fonction de celui du mode`le M ′ ⊇ M . La the´orie des corps
alge´briquement clos est stable. La the´orie des groupes abe´liens divisibles ordonne´s non
triviaux, la the´orie des corps re´els clos et la the´orie ACVF ne sont pas stables : chacune
d’elles ≪contient un ensemble ordonne´ infini≫.
2) Une the´orie T posse`de toutefois une sorte de ≪plus grande sous-the´orie
stable≫ Tstab. Si T est la the´orie des groupes abe´liens divisibles ordonne´s non triviaux,
Tstab ne voit que les foncteurs de´finissables finis (c’est-a`-dire dont l’ensemble des points
a` valeur dans un mode`le donne´, et donc dans tout mode`le, est fini). Si T = ACVF, la
the´orie Tstab est essentiellement la the´orie de la sorte ≪corps re´siduel≫ (qui s’identifie a`
celle des corps alge´briquement clos).
3) Un type de´finissable dans une the´orie T est dit stablement domine´ s’il est de´termine´
par sa trace sur la plus grande sous-the´orie stable de T .
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Un type simple est toujours stablement domine´. La re´ciproque est parfois vraie. Ainsi,
si T est la the´orie des groupes abe´liens divisibles ordonne´s non triviaux, et si D est un
foncteur M-de´finissable pour un certain mode`le M de T , un type stablement domine´
sur D est un type M-de´finissable t qui doit eˆtre caracte´rise´ par f(t) pour une certaine
transformation naturelle M-de´finissable de D vers un foncteur M-de´finissable fini D′ ;
il n’est pas difficile de voir que cela e´quivaut a` demander que t soit simple. La the´orie
des types stablement domine´s est donc triviale dans la the´orie T .
Il n’en va pas de meˆme dans la the´orie ACVF. Donnons un exemple de type sta-
blement domine´ qui n’est pas simple. On fixe un mode`le F . On dispose d’une trans-
formation naturelle F -de´finissable ρ de b(0, 1)F vers A1F˜ (la re´duction modulo l’ide´al
maximal). Soit t ∈ S(b(0, 1)F ). On ve´rifie aise´ment que t = η0,1,F si et seulement si
ρ(t) est le type correspondant au point ge´ne´rique de A1
F˜
. Comme A1
F˜
≪appartient≫ a`
ACVFstab, le type η0,1,F est controˆle´ par sa trace sur ACVFstab, et est de`s lors stablement
domine´.
En fait, on dispose dans la the´orie ACVF d’un crite`re permettant de de´cider si un type
de´finissable est stablement domine´, que nous allons maintenant e´noncer ; on rappelle
que Γ0 de´signe le foncteur F 7→ |F |.
Proposition 2.4. — Soit F un mode`le de ACVF, soit D un foncteur F -de´finissable
et soit t un type F -de´finissable sur D. Le type t est stablement domine´ si et seulement si
il est orthogonal a` Γ0, c’est-a`-dire si pour tout mode`le F
′ ⊇ F et toute transformation
naturelle F ′-de´finissable f : DF ′ → Γ0,F ′, le type image f(t) est simple.
Remarque 2.5. — Supposons que D soit un sous-foncteur d’un F -sche´ma de type finiX .
Le type t correspond alors a` un point (x, |.|) du spectre valuatif de X , et la condition
e´nonce´e dans la proposition ci-dessus e´quivaut simplement a` l’e´galite´ |F (x)| = |F |.
Remarque 2.6. — Soit F un mode`le de ACVF, soit D un foncteur F -de´finissable, et
soit t un type stablement domine´ sur D. Il re´sulte imme´diatement de la proposition
ci-dessus que :
• si f est une transformation naturelle F -de´finissable de D vers un foncteur
F -de´finissable, le type f(t) est stablement domine´ ;
• si F ′ ∈ MF , l’extension canonique de t au mode`le F
′ est stablement domine´e.
On a vu plus haut que η0,1,F est stablement domine´. On peut retrouver ce fait graˆce
a` la proposition 2.4 et a` la remarque 2.5 ; nous allons les utiliser pour ve´rifier plus
ge´ne´ralement que ηλ,r,F est stablement domine´ pour tout λ ∈ F et tout r ∈ |F |. Si
r = 0 alors ηλ,r,F est le type simple induit par le point λ de A1F (F ) = F , et il est donc
stablement domine´. Supposons r > 0. Le point ηλ,r,F est alors le type associe´ au point
du spectre valuatif de A1F de´fini par la valuation |.| : F (u)→ |F | qui envoie
∑
ai(u−λ)
i
sur max |ai| · r
i. Comme |F (u)| = |F |, le type ηλ,r,F est stablement domine´.
Nous allons a contrario ve´rifier que si r > 0 alors ηλ,r−,F n’est pas stablement domine´.
En effet, il est associe´ au point du spectre valuatif de A1F de´fini par la valuation |.| :
F (u)→ |F | qui envoie
∑
ai(u−λ)
i sur max |ai|·ω
iri (avec les notations de l’exemple (3)
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de 2.1). On a donc |F (u)| = ωZ·|F | ) |F | ; par conse´quent, le type ηλ,r−,F est stablement
domine´. Il n’est pas difficile, dans ce dernier cas, d’exhiber une transformation naturelle
de´finissable f : A1F → Γ0 telle que f(ηλ,r−,F ) ne soit pas simple. Il suffit de remarquer
que |u − λ| = ω, et de traduire ce fait. On note f la transformation F -de´finissable de
A1F → Γ0,F donne´e par la formule x 7→ |x − λ|. Sa valeur en ηλ,r−,F est alors par la
remarque qui pre´ce`de le type sur Γ0,F induit par ω, qui n’est pas simple : ce type n’est
autre que 1−|F |, qui est caracte´rise´ par le fait qu’il est situe´ sur ]ε; 1[|F | pour tout ε < 1
dans |F |.
3. ESPACES CHAPEAUTE´S ET E´NONCE´ DU THE´ORE`ME
PRINCIPAL
Re´fe´rences : la re´fe´rence principale est bien entendu l’article [17] lui-meˆme, mais le
lecteur pourra consulter avec profit les transparents d’expose´s de Hrushovski ([16]).
On travaille dans la the´orie ACVF. On fixe pour toute la suite du texte un corps
value´ (k,G0). On se donne une cloˆture alge´brique k
a de k, et l’on note simplement M
la cate´gorie M
ka,G
Q
0
. Si A est une sous-structure de (ka, GQ0 ), un foncteur A-de´finissable
de´signera ici la restriction a` M d’un foncteur A-de´finissable au sens pre´ce´demment
utilise´ ; on note encore B et Γ0 les restrictions respectives a` M des foncteurs B (qui
envoie F sur {b(λ, r)F}λ∈F,r∈|F |) et Γ0 (qui envoie F sur |F |). De meˆme, si X est une
k-varie´te´ alge´brique, on note encore X le foncteur qu’elle induit sur M.
3.1. Les espaces chapeaute´s : de´finition, exemples de base, premie`res pro-
prie´te´s
Soit D un foncteur (k,G0)-de´finissable, soit F ∈ M et soit F
′ ∈ MF . La remarque 2.6
assure que l’ensemble des types stablement domine´s sur DF se plonge, via l’ope´ration
d’extension canonique au mode`le F ′, dans celui des types stablement domine´s sur DF ′.
Ainsi, la formation de l’ensemble des types stablement domine´s sur DF est fonctorielle
en F .
De´finition 3.1. — Soit D un foncteur (k,G0)-de´finissable. On note D̂ le foncteur qui
associe a` un mode`le F ∈ M l’ensemble des types stablement domine´s sur DF .
La remarque 2.6 assure que la formation de D̂ est fonctorielle en D, pour les trans-
formations naturelles (k,G0)-de´finissables.
Commentaires et premiers exemples. Si F ∈ M, tout point de D(F ) de´finit un type
simple, et partant stablement domine´, sur DF . On dispose par ce biais d’un plongement
naturel D →֒ D̂.
Supposons que D ≪vive dans la sorte Γ0≫, c’est-a`-dire soit de la forme ∆◦Γ0, ou` ∆ est
un foncteur G0-de´finissable dans la the´orie DOAG ; c’est par exemple le cas de`s que D
est un sous-foncteur de Γn0 . Dans ce cas, pour tout F ∈ M, les types stablement domine´s
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sur DF sont exactement les types simples : autrement dit, le plongement D →֒ D̂ est
bijectif. On montre plus ge´ne´ralement que si D′ est un foncteur (k,G0)-de´finissable, le
foncteur D̂′ ×D s’identifie naturellement a` D̂′ ×D.
Nous allons maintenant de´crire Â1k. Pour tout, F ∈ M on note ι(F ) l’application qui
envoie une boule ferme´e b(λ, r)F ∈ B(F ) sur son type ge´ne´rique ηλ,r,F . Les types de
la forme ηλ,r,F e´tant stablement domine´s, on de´finit ainsi un plongement ι : B →֒ Â1k,
dont on de´montre qu’il est bijectif. Par conse´quent, Â1k ≃ B. Comme B est (k,G0)-
de´finissable, il en va de meˆme de Â1k.
Ce dernier fait se ge´ne´ralise en partie. Avant de formuler l’e´nonce´ correspondant,
donnons une de´finition. Soit X une k-varie´te´ alge´brique, et soit U un sous-foncteur
(k,G0)-de´finissable de X ; cela signifie, rappelons-le, que U est de´fini Zariski-localement
sur X par une combinaison boole´enne d’ine´galite´s de la forme |f | ⋊⋉ λ|g|, ou` f et g sont
des fonctions re´gulie`res, ou` λ ∈ G0 et ou`⋊⋉∈ {<,>,6,>}. Supposons que U est non vide
et soit F ∈ M. Le plus grand entier n pour lequel il existe un plongement F -de´finissable
de b(0, 1)nF dans UF ne de´pend pas de F , et est appele´ la dimension de U .
Proposition 3.2. — Soit U comme ci-dessus. Le foncteur Û est alors (k,G0)-
prode´finissable ; il est (k,G0)-de´finissable si et seulement si il est de dimension
infe´rieure ou e´gale a` 1.
Faisons quelques commentaires. Dire qu’un foncteur est (k,G0)-prode´finissable signi-
fie qu’il est isomorphe a` une limite projective de foncteurs (k,G0)-de´finissables – on
demande de surcroˆıt que l’ensemble d’indices ne soit pas trop gros, dans un sens que
nous ne pre´ciserons pas ici. Bien entendu, pour que la limite projective en question soit
canonique, il faut, a` l’instar de ce qu’on a vu dans le cas de´finissable, se donner un peu
plus qu’un foncteur sur M : le foncteur en question doit se mettre en familles de fac¸on
e´vidente. C’est le cas en ce qui concerne Û – on dispose d’une de´finition naturelle de
famille de´finissable de types stablement domine´s.
Une bonne partie de ce qu’on a vu a` propos des foncteurs de´finissables s’e´tend au
cadre des foncteurs prode´finissables, comme la notion de transformation de´finissable,
celle de type, ou celle de type de´finissable. Si D est un foncteur (k,G0)-prode´finissable,
un sous-foncteur D′ de D sera dit :
- (k,G0)-isode´finissable s’il existe un foncteur (k,G0)-de´finissable ∆, et une transfor-
mation (k,G0)-de´finissable ∆→ D qui induit un isomorphisme ∆ ≃ D
′ ;
- relativement (k,G0)-de´finissable s’il existe un foncteur (k,G0)-de´finissable ∆, un
sous-foncteur (k,G0)-de´finissable ∆
′ de ∆, et une transformation naturelle (k,G0)-
de´finissable f : D → ∆ telle que D′ = f−1(∆′).
Par exemple, la transformation naturelle U →֒ Û est (k,G0)-de´finissable. Son
image (que l’on identifiera a` U) est donc (k,G0)-isode´finissable ; on montre qu’elle est
aussi (k,G0)-relativement de´finissable. Si V est un sous-foncteur (k,G0)-de´finissable de
V alors V̂ est relativement (k,G0)-de´finissable dans Û .
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Remarque 3.3. — On montre plus pre´cise´ment que le foncteur Û est strictement (k,G0)-
prode´finissable : cela signifie que pour toute transformation (k,G0)-de´finissable f de Û
vers un foncteur (k,G0)-de´finissable D, le foncteur image f(Û) est (k,G0)-de´finissable.
Disons maintenant quelques mots des preuves.
• La pro-de´finissabilite´ de Û est e´tablie a` l’aide d’arguments qui n’ont rien de
spe´cifique a` ACVF et s’appliquent a` bien d’autres the´ories. Ils reposent pour l’essentiel
sur une proprie´te´ tre`s ge´ne´rale d’uniformite´, qui dans le cas qui nous pre´occupe dit en
gros la chose suivante : si, avec les notations de la proposition 2.2, on fixe D′ et ∆ et
fait parcourir a` t l’ensemble des types de´finissables et orthogonaux a` Γ0 sur D, alors
le sous-ensemble de´finissable de D′(M) fourni par loc. cit. e´volue au sein d’une famille
M-de´finissable.
• La stricte prode´finissabilite´ de Û repose, via le fait qu’un type stablement domine´
est controˆle´ par sa trace sur la sorte ≪corps re´siduel≫, sur une proprie´te´ de la the´orie
des corps alge´briquement clos : si X est un foncteur de´finissable dans cette the´orie,
le foncteur des types (de´finissables) sur X est ind-de´finissable. Pour se convaincre de
ce dernier point, rappelons que si X est un sche´ma, les types sur X correspondent
bijectivement aux points du sche´ma X , donc aux ferme´s irre´ductibles de X – d’ou` un
foncteur ind-de´finissable : on se rame`ne au cas affine, on fixe un ≪degre´≫ et un nombre
d’e´quations, on fait varier les coefficients de celles-ci, on ne garde que celles qui de´crivent
un ferme´ irre´ductible, et l’on quotiente par la relation d’e´quivalence qui identifie deux
syste`mes d’e´quations de´finissant le meˆme ferme´.
• La de´finissabilite´ de Û en dimension 6 1 est quant a` elle une conse´quence du re´sultat
de finitude suivant, qui lui-meˆme re´sulte du the´ore`me de Riemann-Roch : si X est une
courbe projective, irre´ductible et lisse de genre g sur un corps alge´briquement clos F , le
corps F (X) est engendre´ multiplicativement par les fonctions ayant au plus g+1 poˆles
(avec multiplicite´s) ; cela ge´ne´ralise le fait que les polynoˆmes de degre´ 1 en u engendrent
multiplicativement F (u).
A` propos des fibres d’applications chapeaute´es. Soient D et D′ deux foncteurs (k,G0)-
de´finissables, soit f : D → D′ une transformation naturelle (k,G0)-de´finissable et soit
f̂ : D̂ → D̂′ la transformation induite. Soit F ∈ M. Si x ∈ D̂′(F ), la fibre f̂−1F (x) est un
sous-foncteur bien de´fini de D̂F .
Supposons que x ∈ D′(F ), c’est-a`-dire encore que x est un type simple. Il n’est alors
pas difficile de voir que f̂−1F (x) s’identifie naturellement a` f̂
−1
F (x).
Par contre, on prendra garde que si x n’est pas simple, le foncteur f̂−1F (x) ne s’in-
terpre`te pas en ge´ne´ral comme un espace chapeaute´. Ce phe´nome`ne qui peut sembler
un peu de´sagre´able – les fibres ne sont pas toutes des objets de la the´orie – n’est pas
lie´ a` une lacune dans les de´finitions, mais a` une ≪vraie pathologie≫ de la the´orie des
valuations, dont nous allons de´crire une manifestation. Il est possible d’exhiber deux
mode`les F ⊆ F ′ de ACVF et un couple (x, y) ∈ (F ′)2 tels que les proprie´te´s suivantes
soient satisfaites :
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- le type sur A1F induit par x est stablement domine´ ;
- le type sur A2F induit par (x, y) est stablement domine´ ;
- le type sur A1F (x)a induit par y n’est pas F (x)
a-de´finissable, et a fortiori pas stable-
ment domine´ (on de´signe par F (x)a la fermeture alge´brique de F (x) dans F ′).
Cela dit, ce de´faut n’est pas re´dhibitoire. Nous verrons qu’il n’interdit pas de raisonner
par fibrations ; simplement, il contraint a` un certain nombre de contorsions techniques
lorsqu’on veut le faire, puisqu’on ne sait travailler que sur les fibres en les points simples.
3.2. La topologie sur Û
Pour tout n, on munit le foncteur (k,G0)-de´finissable Γ
n
0 de la topologie de´finissable
pour laquelle les ouverts F -de´finissables de Γn0,F sont, pour tout F ∈ M, les sous-
foncteurs de Γn0,F qui peuvent eˆtre de´finis par une combinaison boole´enne positive
d’ine´galite´s de la forme a
∏
xnii < b
∏
xmii ou` a et b appartiennent a` |F |. Cette to-
pologie posse`de les proprie´te´s intuitives attendues : si D est un sous-foncteur (k,G0)-
de´finissable de Γn0 , il est de´finissablement compact si et seulement si il est borne´ et peut
eˆtre de´crit par une combinaison boole´enne positive d’ine´galite´s larges entre monoˆmes.
Cette topologie en induit une sur tout segment ge´ne´ralise´, et plus ge´ne´ralement sur tout
graphe fini (pour une de´finition, voir la fin de 1.4). Un graphe fini est de´finissablement
compact.
La notion de topologie de´finissable sur un foncteur de´finissable s’e´tend au cas des
foncteurs prode´finissables – sur un mode`le donne´, une telle topologie est donne´e par
une collection de sous-foncteurs relativement de´finissables. La compacite´ de´finissable se
de´finit de fac¸on analogue dans ce cadre.
On de´signe toujours par U un sous-foncteur (k,G0)-de´finissable d’un k-sche´ma de
type fini X . Soit F ∈ M, soit V un ouvert de Zariski de XF et soit f une fonc-
tion re´gulie`re sur V . On peut voir |f | comme une transformation F -de´finissable de V
vers Γ0,F ; elle en induit une de V̂ vers Γ̂0,F = Γ0,F , que l’on note encore |f |. Soit D
un ouvert F -de´finissable de Γ0,F ; le foncteur |f |
−1(D)∩ ÛF est un sous-foncteur relati-
vement F -de´finissable de ÛF . On munit Û de la topologie de´finissable la plus grossie`re
pour laquelle |f |−1(D) ∩ ÛF est un ouvert relativement F -de´finissable de ÛF pour
tout (F, V, f,D) comme ci-dessus. Indiquons quelques proprie´te´s de cette topologie.
• Pour tout F ∈ M, le plongement naturel U(F ) →֒ Û(F ) est un home´omorphisme
de U(F ) (muni de la topologie de´duite de celle du corps value´ F ) sur son image,
laquelle est dense.
• Si X est ge´ome´triquement connexe alors X̂ est (ka, GQ0 )-connexe : il ne peut s’e´crire
comme une union disjointe de deux ouverts (ka, GQ0 )-de´finissables non vides. Si X
est connexe et si k est hense´lien alors X̂ est (k,G)-connexe.
• Supposons que X est se´pare´, et qu’il existe une famille finie (Xi) d’ouverts affines
de X telle que U =
⋃
Ui, ou` Ui est un sous-foncteur (k,G0)-de´finissable de Xi
posse´dant les proprie´te´s suivantes :
α) Ui est borne´ relativement a` un plongement fixe´ de Xi dans un espace affine ;
1056–32
β) Ui est ≪na¨ıvement ferme´≫, c’est-a`-dire qu’il peut eˆtre de´fini par une combi-
naison boole´enne positive d’ine´galite´s de la forme |f | 6 λ|g| ou` f et g sont des
fonctions re´gulie`res sur Xi, et ou` λ ∈ G0.
Sous ces hypothe`ses, Û est de´finissablement compact. Notons que si X est pro-
jective et posse`de un recouvrement (Xi) par des ouverts affines tels que U ∩ Xi
soit na¨ıvement ferme´ pour tout i, les hypothe`ses ci-dessus sont satisfaites et Û est
de´finissablement compact. En particulier, X̂ est de´finissablement compact de`s que
X est projective.
La structure d’arbre de P̂1k. Identifions Â
1
k au foncteur B des boules ferme´es (en
envoyant une boule sur son type ge´ne´rique). Soit F ∈ M et soit λ un e´le´ment de F .
On note b(λ, .)F la transformation naturelle Γ0,F → Â1F qui, sur un mode`le F
′ donne´
dans MF , envoie un e´le´ment r de |F
′| sur b(λ, r)F ′. Elle est F -de´finissable, et induit
un home´omorphisme entre Γ0,F et un sous-foncteur F -de´finissable de Â1F . Soit µ un
(autre) e´le´ment de F ; posons r = |λ − µ|. Soit I le F -segment ge´ne´ralise´ obtenu en
concate´nant [0; r]F et [r; 0]F . On de´finit alors un home´omorphisme F -de´finissable de I
sur un sous-foncteur F -de´finissable de Â1F en appliquant b(λ, .)F sur le premier segment,
et b(µ, .)F sur le second.
Ce ≪ segment ge´ne´ralise´ joignant λ a` µ ≫ est le seul. Plus ge´ne´ralement, on de´montre
que si x et y appartiennent a` P̂1k(F ), il existe un unique sous-foncteur F -de´finissable D
de P̂1F posse´dant la proprie´te´ suivante : il existe un F -segment ge´ne´ralise´ I et un
home´omorphisme F -de´finissable I ≃ D envoyant l’origine de I sur x et l’extre´mite´
de I sur y. Donnons une description informelle du foncteur D : si x et y appartiennent
a` Â1k(F ), on fait croˆıtre le rayon de la boule x jusqu’a` rencontrer la boule y, puis on
le diminue jusqu’a` obtenir exactement y. Si x ∈ Â1k(F ) et si y = ∞, on fait croˆıtre le
rayon de la boule x jusqu’a` l’infini (et on parame`tre par l’inverse du rayon, le point
correspondant a` 0 e´tant alors y). On dira que D est le segment ge´ne´ralise´ joignant x
a` y.
On dispose d’une notion naturelle d’enveloppe convexe C d’une famille finie de points
de P̂1k(F ) : c’est la re´union des segments ge´ne´ralise´s les joignant deux a` deux. Il existe
un home´omorphisme F -de´finissable d’un arbre fini sur C.
Terminons cette section en mentionnant que si U est comme ci-dessus et si D est un
sous-foncteur (k,G0)-de´finissable de Γ
n
0 , ou un segment ge´ne´ralise´ et plus ge´ne´ralement
un graphe fini, on munit Û ×D de la topologie de´finissable produit.
3.3. Liens avec les espaces de Berkovich
On suppose dans cette section que G0 ⊂ R+ et que k est complet. Le corps k est
donc un corps ultrame´trique complet. On de´signe toujours par X un k-sche´ma de type
fini, et par U un sous-foncteur (k,G0)-de´finissable de X . Les ine´galite´s qui de´crivent U
de´finissent sans ambigu¨ıte´ une partie semi-alge´brique Uan de Xan.
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Soit F ∈ M un corps ultrame´trique et soit x ∈ Û(F ) ⊂ X̂(F ). Le point x est un type
sur XF , c’est-a`-dire un couple forme´ d’un point ξ du sche´ma XF et d’une valuation sur
F (ξ), prolongeant celle de F . Comme x est stablement domine´, il est orthogonal a` Γ0, ce
qui veut dire que |F (ξ)| ⊂ |F | ⊂ R+. Soit ξ0 l’image de ξ sur le sche´ma X . La valuation
sur k(ξ0) induite par celle de F (ξ) est a` valeurs re´elles ; elle de´finit donc un point θ(x)
de Xan supporte´ par ξ0. L’appartenance de x a` Û(K) implique imme´diatement que
θ(x) ∈ Uan.
Avant d’e´noncer les proprie´te´s fondamentales de l’application θ, rappelons qu’un
corps ultrame´trique F est dit maximalement complet si toute famille de´croissante
de boules ferme´es de F a une intersection non vide. Cela e´quivaut a` demander que
F n’admette pas d’extension imme´diate non triviale (une extension value´e de F est
dite imme´diate si elle a meˆme corps re´siduel et meˆme groupe des valeurs que F ).
Tout corps ultrame´trique F admet une extension maximalement comple`te F ′ qui est
alge´briquement close, ve´rifie l’e´galite´ |F ′| = R+, et a pour corps re´siduel une cloˆture
alge´brique de F˜ ; une telle extension est essentiellement unique. Notons qu’un corps
maximalement complet est complet (conside´rer une famille de´croissante de boules dont
le rayon tend vers 0).
Proposition 3.4. — Soit F ∈ M un corps ultrame´trique.
1) L’application θ : Û(F ) → Uan est continue ; si F = k, c’est un home´omorphisme
sur son image.
2) Supposons que F soit maximalement complet et que |F | = R+. L’application θ est
alors une surjection topologiquement propre, et un home´omorphisme si F = k.
Faisons quelques commentaires. L’assertion 1) re´sulte imme´diatement de la de´finition
des topologies sur Û(F ) et sur Uan. Disons a` titre d’illustration quelques mots de l’image
de θ lorsque F = k (ce qui implique que k est alge´briquement clos, que sa valuation
n’est pas triviale, et que |k| = G0) et lorsque U = X = A1k. L’application θ envoie par
construction le point ηλ,r,k ∈ Â1k(k) sur la semi-norme
∑
ai(u−λ)
i 7→ max|ai|r
i. On voit
donc que son image consiste exactement en l’ensemble des points de type 1 ou 2 de A1,ank .
Ce fait s’e´tend a` toute courbe alge´brique X : l’image de θ : X̂(k)→ Xan est l’ensemble
de points de type 1 ou 2 de Xan. Du point de vue de la de´finissabilite´, qui pre´side
a` l’ensemble de la construction de Hrushovski et Loeser, cela n’a rien de choquant :
l’expe´rience montre que, tant qu’on s’inte´resse a` des proble`mes de nature alge´brique
ne faisant pas intervenir d’autres nombres re´els que ceux de |k|, les points de type 1
ou 2 sont pre´cise´ment les seuls points en lesquels ≪il peut se passer quelque chose≫.
Les autres servent a` garantir de bonnes proprie´te´s topologiques (compacite´, connexite´
par arcs), mais ne de´tectent rien d’inte´ressant. Se limiter aux points de type 1 ou 2 ne
fait donc perdre pour l’essentiel aucune information – simplement, il faut compenser
les de´sagre´ments topologiques inhe´rents a` cette approche en remplac¸ant les proprie´te´s
classiques par leurs avatars mode`les-the´oriques : compacite´ de´finissable, existence de
segments ge´ne´ralise´s de´finissables joignant deux points, etc.
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En ce qui concerne l’assertion 2), sa preuve repose essentiellement sur le fait suivant
(qui garantit la surjectivite´, la proprete´ de´coulant ensuite du the´ore`me de Tychonoff
convenablement utilise´). Soit F un corps maximalement complet, alge´briquement clos
et tel que |F | = R+, soit X un F -sche´ma de type fini et soit x un type sur X . Il
correspond a` un couple (ξ, |.|) ou` ξ est un point de X et |.| une valuation sur F (ξ). Le
type x est alors stablement domine´ si et seulement si |F (ξ)| = R+. Notons la diffe´rence
absolument cruciale avec la proposition 2.4 : nous n’avons pas suppose´ a priori que x
est F -de´finissable.
Cette application θ peut eˆtre utilise´e pour transfe´rer certaines applications cha-
peaute´es en ge´ome´trie de Berkovich, comme le montre le the´ore`me ci-dessous.
The´ore`me 3.5. — Soit U comme ci-dessus, et soit D un foncteur (k,G0)-de´finissable
vivant dans la sorte Γ0 ; on suppose plus pre´cise´ment que D est muni d’une topolo-
gie de´finissable, et qu’il admet un plongement topologique (k,G0)-de´finissable dans Γ
n
0
pour un certain n (c’est par exemple le cas si D est un segment ge´ne´ralise´). Soit V
un sous-foncteur (k,G0)-de´finissable d’une k-varie´te´ alge´brique et soit f : Û ×D → V̂
une transformation naturelle (k,G0)-de´finissable et continue. Soit F une extension ul-
trame´trique comple`te de k. On suppose que F est alge´briquement clos, maximalement
complet, et que |F | = R+. Il existe alors une unique application continue
f an : Uan ×D(R+)→ V
an
telle que
Û(F )×D(R+)
f
//
(θ,Id)

V̂ (F )
θ

Uan ×D(R+)
fan
// V an
commute.
Remarque 3.6. — L’unicite´ et la continuite´ de f an proviennent imme´diatement du ca-
racte`re surjectif et propre de θ. L’existence demande un peu plus de travail : le dia-
gramme commutatif indique comment la construire, mais il y a des choix d’ante´ce´dents
a` faire et il faut ve´rifier que le re´sultat n’en de´pend pas. La de´finissabilite´ et la continuite´
de f sont utilise´es pour cette e´tape.
3.4. E´nonce´ du the´ore`me principal
Commenc¸ons par quelques conventions. Soit D un sous-foncteur (k,G0)-de´finissable
de Γn0 . On fixe un mode`le F ∈ M ; le plus grand entier m tel qu’il existe un plongement
de´finissable
∏
16i6n[ai; bi]F →֒ DF , ou` les ai et les bi appartiennent a` |F | et ou` ai < bi
pour tout i, ne de´pend pas de F ; on l’appelle la dimension de D (on la prend e´gale a`
−∞ si D est vide).
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Si U est un foncteur (k,G0)-de´finissable et f : U → D une transformation naturelle
(k,G0)-de´finissable, nous nous permettrons souvent de noter encore f la transformation
naturelle Û → D̂ ≃ D induite par f .
Nous allons maintenant e´noncer le the´ore`me principal de Hrushovski et Loeser, qui
porte sur la ge´ome´trie chapeaute´e ; les re´sultats annonce´s de mode´ration des espaces de
Berkovich en de´coulent graˆce au the´ore`me 3.5 ci-dessus.
The´ore`me 3.7. — Soit (k,G0) un corps value´, soit X une k-varie´te´ alge´brique quasi-
projective et soit U un sous-foncteur (k,G0)-de´finissable de X. Soit F une famille finie
de transformations naturelles (k,G0)-de´finissables de U vers Γ0, et soit G un groupe fini
agissant sur X (par automorphismes de k-sche´ma) et stabilisant U . Il existe :
• un segment ge´ne´ralise´ (k,G0)-de´finissable I, d’origine o et d’extre´mite´ e ;
• une transformation naturelle (k,G0)-de´finissable et continue h : I × Û → Û ;
• un sous-foncteur (k,G0)-isode´finissable S de Û ;
• un sous-foncteur (k,G0)-de´finissable P de Γ
n
0 (pour un certain n), de dimension
majore´e par celle de X ;
• une extension finie L de k contenue dans ka et un home´omorphisme (L,G0)-
de´finissable P ≃ S (nous re´sumerons l’existence de L, de P et de l’home´omorphisme
e´voque´ en disant simplement que S est un polytope),
tels que les proprie´te´s suivantes soient satisfaites pour tout mode`le F ∈ M, tout
x ∈ Û(F ) et tout t ∈ I(F ).
1) On a h(e, x) ∈ S(F ), et h(t, x) = x de`s que x ∈ S(F ). On a aussi les
e´galite´s h(e, h(t, x)) = h(e, x) et h(o, x) = x. Nous dirons plus brie`vement que h
est une homotopie d’image S.
2) Si f ∈ F alors f(h(t, x)) = f(x).
3) Pour tout g ∈ G on a g(h(t, x)) = h(t, g(x)).
Remarque 3.8. — Ce n’est pas seulement par souci de ge´ne´ralite´ que Hrushovski et
Loeser ont cherche´ a` imposer a` leur homotopie h de pre´server les fonctions appartenant
a` F (proprie´te´ 2) et d’eˆtre e´quivariante (proprie´te´ 3) : meˆme pour construire h sans
ces contraintes, leur strate´gie requiert, au cours d’un raisonnement par re´currence, de
savoir construire en dimension infe´rieure des homotopies auxiliaires qui satisfont ce type
de conditions.
Remarque 3.9. — Il n’existe pas, en ge´ne´ral, d’home´omorphisme (k,G0)-de´finissable
entre S et un sous-foncteur (k,G0)-de´finissable de Γ
n
0 . La raison est que le type d’ho-
motopie de X̂ n’a aucune raison d’eˆtre invariant sous l’action de Galois. Par exemple, le
groupe de Galois peut permuter les composantes connexes de X̂, si X est connexe mais
pas ge´ome´triquement connexe. Il peut aussi agir de fac¸on plus subtile sur la topologie
de X̂ . Conside´rons par exemple le cas ou` X est la courbe elliptique sur Q3 d’e´quation
affine y2 = x(x − 1)(x − 3). On peut alors construire une homotopie comme dans le
the´ore`me, dont l’image S est home´omorphe a` un cercle (ou plus pre´cise´ment a` son ava-
tar mode`le-the´orique dans DOAG). Cet home´omorphisme est Q3(i)-de´finissable, mais
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n’est pas Q3-de´finissable : la conjugaison agit en fixant deux points sur le cercle et en
e´changeant les deux demi-cercles correspondants.
En termes d’espaces de Berkovich, XanQ3(i) a le type d’homotopie d’un cercle (c’est
une courbe de Tate de´ploye´e), mais Xan a celui du quotient d’un cercle par l’action
pre´ce´demment de´crite, c’est-dire d’un segment.
4. ESQUISSE DE LA PREUVE
4.1. Re´tractions par de´formation de P̂1k
Soit U le sous-foncteur k-de´finissable de P1k de´fini par la condition |u| 6 1, ou`
u est la fonction coordonne´e ; soit V le sous-foncteur k-de´finissable de U de´fini par la
condition |u| < 1, et soit W le foncteur P1k \U ; la fonction 1/u induit un isomorphisme
k-de´finissable ψ : W ≃ V .
Soit F ∈ M. Soit λ ∈ F ◦ et soit r ∈ |F |◦. Pour tout t appartenant a` |F ◦|, on pose
h(t, ηλ,r,F ) = ηλ,max(r,t),F . Notons que h(0, x) = x et h(1, x) = η0,1,F pour tout x ∈ Û(F ) ;
notons aussi que h(t, x) appartient a` V̂ (F ) de`s que x ∈ V̂ (F ) et que t < 1. Si x
appartient a` W (F ) on pose h(t, x) = ψ̂−1(h(t, ψ̂(x))) si t < 1, et h(1, x) = η0,1,F . On
ve´rifie aise´ment que l’on a ainsi construit une homotopie k-de´finissable h : [0 ; 1]× P̂1k →
P̂1k, dont l’image est le (foncteur) singleton {η0,1}.
On fixe un diviseur D sur P1k, sans multiplicite´s ; on le voit comme un sous-ensemble
fini et Galois-invariant de P1(ka). Soit CD l’enveloppe convexe de D ∪ {η0,1}. C’est un
sous-foncteur k-de´finissable de P̂1k qui est un polytope. Notons que l’action de Galois
sur CD n’est pas force´ment triviale (elle l’est si D est constitue´ de k-points). On de´finit
comme suit une homotopie k-de´finissable hD : [0 ; 1]×P̂1k → P̂
1
k d’image CD. Soit F ∈ M
et soit x ∈ P̂1k(F ). On note τ(x) le plus petit e´le´ment t de |F
◦| tel que h(t, x) ∈ CD(F )
(remarquons que h(1, x) = η0,1,F ∈ CD(F )). Soit t ∈ |F
◦|. On pose
hD(t, x) = h(t, x) si t 6 τ(x) et hD(t, x) = h(τ(x), x) si τ(x) 6 t 6 1.
Remarquons que hD(t, x) = x si x ∈ D (car D ⊂ CD(F )), et que hD(t, hD(t
′, x)) est
e´gal a` hD(t
′, x) si t′ 6 x, et a` hD(t, x) sinon.
4.2. Rele`vement a` une courbe
Soit X une k-courbe alge´brique projective et soit ϕ : X → P1k un morphisme fini. Le
but de ce qui suit est d’exhiber un diviseur D sur P1k tel que l’homotopie hD construite
ci-dessus se rele`ve de manie`re unique en une homotopie de [0; 1]× X̂ vers X̂ d’image un
polytope de dimension 6 1. Pour ce faire, il va eˆtre ne´cessaire de disposer d’un certain
controˆle sur le cardinal des fibres de ϕ̂. La condition cruciale a` ce propos s’exprime plus
naturellement dans le cadre des courbes affines. On suppose donc (pour un moment)
que X est une courbe affine, munie d’un morphisme fini ϕ : X → A1k.
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Soit F ∈ M, et soit x ∈ Â1k(F ). E´crivons x = ηλ,r,F pour un certain λ ∈ F et un
certain r appartenant a` |F | (remarquons que r est unique, contrairement a` λ : c’est
le rayon de la boule dont x est le type ge´ne´rique). L’application n qui a` un e´le´ment t
de |F | associe le cardinal de ϕ̂−1F (ηλ,t,F ) est constante par morceaux, par de´finissabilite´
de X̂ et Â1k. On dit que x est un point de ramification exte´rieure de ϕ̂F si r > 0 et
si n(t) > n(r) pour t suffisamment proche supe´rieurement de r (cela ne de´pend pas du
choix de λ).
Lemme 4.1. — Le sous-foncteur k-de´finissable de Â1k qui associe a` F ∈ M l’ensemble
des points de ramification exte´rieure de ϕ̂F est fini.
Nous allons nous contenter de donner quelques indications de la preuve. L’ide´e,
grossie`rement exprime´e, est de prouver que n a ≪ ge´ne´riquement ≫ tendance a` croˆıtre
lorsque le rayon diminue ; des arguments de de´finissabilite´ spe´cifiques a` la droite af-
fine (et notamment la caracte´risation des sous-foncteurs de´finissables de cette dernie`re
comme des ≪ fromages suisses ≫) permettent ensuite de conclure a` la finitude du lieu
des points de ramification exte´rieure de ϕ̂ – qui sont en quelque sorte les points en
lesquels on observe un comportement non ge´ne´rique.
Expliquons un peu plus avant ce que nous entendons lorsque nous disons que n a
ge´ne´riquement tendance a` croˆıtre lorsque le rayon diminue. Fixons F ∈ M et un
point ηλ,r,F ∈ Â1k(F ) avec r > 0. Soit s un e´le´ment de |F | strictement infe´rieur a` r.
Choisissons un mode`le F ′ ⊇ F et une re´alisation a ∈ F ′ du type ηλ,r,F . Choisissons
alors un mode`le F ′′ ⊇ F et une re´alisation b ∈ F ′′ du type ηa,s,F ′. L’e´le´ment b est alors
lui-meˆme une re´alisation de ηλ,r,F (on a en effet |b − µ| = r pour tout e´le´ment µ de F
tel que |λ− µ| 6 r).
Le nombre N d’ante´ce´dents de ηλ,r,F sur X̂(F ) est alors e´gal au cardinal de l’en-
semble E des types sur XF (b) admettant une re´alisation z sur F
′′ telle que ϕ(z) = b (en
effet, si deux tels ante´ce´dents sont discernables par une formule a` parame`tres dans F (b),
ils le sont par une formule a` parame`tres dans F : il suffit de remplacer partout b par ϕ(x)
ou` x est la variable codant un e´le´ment de X) ; pour la meˆme raison, le nombre N ′
d’ante´ce´dents de ηa,s,F ′ sur X̂(F ) est e´gal au cardinal de l’ensemble E
′ des types sur
XF ′(b) admettant une re´alisation z sur F
′′ telle que ϕ(z) = b. On dispose d’une surjec-
tion naturelle de E ′ vers E (si deux ante´ce´dents de b par ϕ ne peuvent eˆtre discerne´s par
une formule a` parame`tres dans F ′(b), ils ne peuvent a fortiori l’eˆtre par une formule a`
parame`tres dans F (b)). Par conse´quent, N ′ > N . Autrement dit, on a e´tabli l’assertion
(informelle) suivante, qui est celle que nous avions en vue : le type ge´ne´rique d’une boule
F -ge´ne´rique de rayon s < r contenue dans b(λ, r) a plus d’ante´ce´dents sur X̂ que le
type ge´ne´rique de b(λ, r).
Revenons au proble`me initial, a` savoir celui du rele`vement des homotopies. On de´signe
donc a` nouveau par X une k-courbe alge´brique projective munie d’un morphisme fini
ϕ : X → P1k. Le choix d’une coordonne´e u sur P
1
k fournit deux cartes affines. Soit D un
diviseur sur P1k posse´dant les proprie´te´s suivantes :
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• la restriction de ϕ a` X \ ϕ−1(D) admet une factorisation X \ ϕ−1(D)→ X ′ → P1k
ou` X \ ϕ−1(D)→ X ′ est radiciel et ou` X ′ → P1k est e´tale ;
• le polytope CD contient les points de ramification exte´rieure de ϕ̂ au-dessus de
chacune des deux cartes affines de P1k.
Notons qu’un tel diviseur existe toujours en vertu du lemme 4.1. Nous allons alors ex-
pliquer brie`vement comment montrer qu’il existe une unique homotopie h′ϕ,D de [0; 1]×X̂
vers X̂ relevant hD. Fixons F ∈ M. Soit y ∈ P̂1k(F )\CD(F ) et soit x un ante´ce´dent de y
sur X̂(F ). Soit τ(y) le plus grand t ∈ |F ◦| tel que hD(τ(y), y) = y ; on a τ(y) < 1
car y /∈ CD. Il existe de`s lors un e´le´ment t0 ∈ |F
◦| qui est strictement supe´rieur
a` τ(y), et un voisinage Ω de x dans X̂(F ) sur lequel tout point de la forme h(t, y)
avec 0 < τ(y) < t0 a au moins un ante´ce´dent sur Ω (on montre en effet que ϕ̂F est
ouvert). On peut de plus choisir Ω et t de sorte que tout point de la forme h(t, y) avec
0 < τ(y) < t0 ait exactement un ante´ce´dent sur Ω. En effet, si τ(y) > 0 cela provient
du fait que y n’est pas un point de ramification exte´rieure de ϕ̂F (car tous ces points
appartiennent a` CD(F )), ce qui force le nombre d’ante´ce´dents de h(t, y) a` eˆtre (au plus)
e´gal au nombre d’ante´ce´dents de y lorsque t est strictement supe´rieur a` τ(y) et suf-
fisamment proche de celui-ci. Et si τ(y) = 0 le point y appartient a` P1k(F ) \ CD(F ) ;
le point x appartient alors a` X(F ). Par choix de D, la fle`che X → P1k se de´visse, au
voisinage de x, en une fle`che radicielle (qui induit un home´omorphisme entre les espaces
chapeaute´s sous-jacents) suivie d’une fle`che e´tale ; un avatar du the´ore`me des fonctions
implicites assure alors que ϕ induit un home´omorphisme entre un voisinage de x dans
X̂(F ) et un voisinage de y dans P̂1k(F ), d’ou` l’assertion.
On peut alors de´finir h′ϕ,D(x, t) pour tout x ∈ X(F ) et tout t ∈ |F
◦| : si x appartient
a` ϕ−1(D), on pose h′ϕ,D(t, x) = x pour tout t. Sinon, soit τ le plus petit e´le´ment t
de |F ◦| tel que h(t, ϕ(x)) ∈ CD(F ). Nous avons e´tabli ci-dessus une proprie´te´ ≪ d’unique
rele`vement de h(., x) dans le sens des temps croissants ≫. Celle-ci, combine´e a` des
arguments de compacite´ de´finissables autorisant les ≪ passages a` la limite a` droite ≫,
assure l’existence d’un unique rele`vement de´finissable et continu du chemin
t 7→ hD(t, ϕ(x)), 0 6 t 6 τ
en un chemin
t 7→ h′ϕ,D(t, x), 0 6 t 6 τ
tel que h′ϕ,D(0, x) = x.
On obtient ainsi une transformation naturelle continue et k-de´finissable
h′ϕ,D : [0 ; 1]×X → X̂.
En fait, h′ϕ,D jouit d’une proprie´te´ de continuite´ renforce´e, que nous ne de´taillerons pas
ici, et qui garantit son prolongement en une homotopie k-de´finissable
h′ϕ,D : [0 ; 1]× X̂ → X̂.
Par construction, h′ϕ,D rele`ve hD ; son unicite´ de´coule de sa construction et de la densite´
de X dans X̂ . Que h′ϕ,D soit un polytope de dimension 6 1 re´sulte de la k-de´finissabilite´
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de X̂, P̂1k et f̂ , du fait que f̂ est a` fibres finies, et du fait que CD est un polytope de
dimension 6 1.
4.3. La re´currence : pre´liminaires ge´ne´raux
On note n la dimension de X . Le the´ore`me a` de´montrer est trivial si n = 0 ; on
suppose que n > 0 et que le the´ore`me est vrai en dimension < n.
Par des me´thodes e´le´mentaires, on construit une varie´te´ projective e´quidimensionnelle
contenant X , de dimension n, et a` laquelle l’action de G s’e´tend ; on peut donc supposer
queX est projective et e´quidimensionnelle. On peut aussi, incluant dans la famille F les
valuations des fonctions utilise´es dans la description de U , se ramener au cas ou` U = X :
en effet, le the´ore`me applique´ dans le cas ou` U = X fournira une homotopie I ×
X̂ → X̂ qui pre´servera Û (puisqu’elle pre´servera les fonctions (10) appartenant a` F ),
donc induira une homotopie I × Û → Û ayant les proprie´te´s voulues (notons que son
image S ∩ Û s’identifiera a` un sous-foncteur (L,G0)-de´finissable de P , puisque Û est
relativement (k,G0)-de´finissable dans X̂).
Soit f ∈ F . Sa de´finition fait intervenir un certain nombre de parame`tres appar-
tenant a` G0. En autorisant ceux-ci a` varier, on obtient une transformation naturelle
k-de´finissable X → Hom(Γm0 ,Γ0) pour un certain m, qu’il suffit de pre´server le long
des trajectoires de l’homotopie pour que f soit pre´serve´e. Or une telle transformation
naturelle peut eˆtre identifie´e (en conside´rant les parame`tres intervenant dans la descrip-
tion d’un e´le´ment de Hom(Γm0 ,Γ0)) a` une transformation naturelle k-de´finissable de X
vers Γp0 pour un certain p ; en la composant avec les diffe´rentes projections, on obtient
une famille finie de fonctions k-de´finissables de X vers Γ0 dont la pre´servation entraˆıne
celle de f . Par ce proce´de´, on e´limine les parame`tres appartenant a` G0 ; autrement dit,
on peut supposer que (k,G0) = k (ou encore que G0 = |k|). La notion de de´finissabilite´
sur k ne change pas si l’on remplace k par son hense´lise´, puis par sa cloˆture parfaite.
On peut donc le supposer parfait et hense´lien.
Toute fonction f ∈ F est in fine de´crite au moyen de la valuation de certains po-
lynoˆmes homoge`nes (une fois X plonge´ dans un espace projectif), ce qui permet de
supposer que les e´le´ments de F sont des fonctions continues. On peut par ailleurs satu-
rer F de fac¸on a` le rendre globalement G-invariant puis, en remplac¸ant chaque G-orbite
de F par la liste des fonctions qui la constituent range´es dans l’ordre croissant, que F
est constitue´ de fonctions individuellement G-invariantes.
4.4. La re´currence : pre´paration ge´ome´trique
On peut supposer X re´duite, donc ge´ne´riquement lisse (le corps k est parfait). Par
des me´thodes standard de ge´ome´trie alge´brique, utilisant de fac¸on fondamentale le fait
10. Les e´le´ments de F sont stricto sensu des transformations naturelles ; nous nous permettrons de
les qualifier de fonctions.
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que X est projective, on montre l’existence d’un diagramme commutatif
X ′ ×Pn−1
k
U
ϕ

// X ′

// X
P1k ×k U

U // Pn−1k
et d’un diviseur D0 sur X
′ tels que :
• la fle`che X ′ → X est un e´clatement au-dessus d’un sous-sche´ma ferme´ de dimension
nulle de X ;
• le diviseur D0 est fini sur P
n−1
k ;
• l’action de G se rele`ve a` X ′, et stabilise D0 ;
• le sche´ma U est un ouvert non vide de Pn−1k , et l’image re´ciproque de P
n−1
k \ U sur
X ′ est un diviseur ∆ de X ′ ;
• la fle`che X ′ → Pn−1k est e´quivariante, et sa fibre ge´ne´rique est de dimension 1 ;
• la fle`che ϕ est e´quivariante et finie ;
• le diviseur D0 contient les diviseurs exceptionnels de l’e´clatement X
′ → X , ainsi
que f−1(0) ∩ Y pour toute composante irre´ductible Y de X ′ et toute f appartenant a`
l’image inverse de F sur X ′ qui ne s’annule pas identiquement sur Y ;
• il existe un morphisme e´tale et G-e´quivariant π : (X ′ \D0) → Ank (en particulier,
la varie´te´ X ′ \D0 est lisse).
Il suffit alors de montrer le the´ore`me pour X ′, en rajoutant a` la famille F , ou plus
pre´cise´ment a` son image re´ciproque sur X ′, un certain nombre de fonctions continues
de´crivant la re´union Z des diviseurs exceptionnels de l’e´clatement X ′ → X ; on modifie
F comme explique´ plus haut pour qu’elle soit constitue´e de fonctions individuellement
G-invariantes. L’homotopie h′ construite sur X̂ ′ stabilisera alors Ẑ. Chacune des com-
posantes connexes de Ẑ s’envoyant sur un point (simple) de X̂ , on pourra descendre h′
et conclure. On peut donc supposer que X ′ = X .
4.5. L’homotopie fibre a` fibre
On choisit une fonction coordonne´e u sur P1k ×k U .
Soit F une extension de k et soit x ∈ U(F ) ; on notera les fibres en x des divers
objets en jeu par un x en indice. Par construction, la fle`che ϕx : Xx → P1F est finie. On
sait donc, d’apre`s ce qui a e´te´ fait au 4.2, que pour tout diviseur Dx sur P1F contenant
l’image de D0,x et suffisamment gros, l’homotopie hDx admet un unique releve´ h
′
ϕ,Dx
a` X̂x. On peut meˆme faire en sorte que ce releve´ pre´serve les fonctions appartenant a` f :
en effet, chacune d’elle est continue a` valeurs dans Γ0,F , et on peut montrer qu’une telle
fonction est localement constante en dehors d’un graphe fini contenu dans X̂x ; il suffit
alors de prendre Dx assez gros pour que l’image re´ciproque de son enveloppe convexe
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contienne tous les ≪ graphes de variation ≫ des fonctions appartenant a` f . L’unicite´ de
h′ϕ,Dx et le fait que chaque fonction f soit invariante par G garantissent l’e´quivariance
de h′ϕ,Dx .
Un raisonnement fonde´ sur la compacite´ permet de mettre les diviseurs Dx en famille.
Plus pre´cise´ment, il existe, quitte a` restreindre U , un diviseur D sur P1k×kU , contenant
l’image deD0∩(X×Pn−1
k
U) et qui posse`de les proprie´te´ suivantes : le morphisme D → U
est fini, et pour toute extension F de k et tout F -point x de U , le diviseur Dx est tel
que hDx admette un unique releve´ h
′
ϕ,Dx
a` X̂x, pre´servant les fonctions appartenant a`
F et commutant a` l’action de G.
Notons X̂/Pn−1k le sous-foncteur (relativement k-de´finissable) de X̂ qui envoie un
mode`le F sur l’ensemble des points de X̂(F ) situe´s au-dessus d’un point simple
de P̂1k(F ). Soit hc la transformation naturelle k-de´finissable
[0 ; 1]×X → X̂/Pn−1k
de´finie comme suit. Soit F ∈ M, soit y ∈ X(F ), soit x son image sur Pn−1k (F ) et soit
t ∈ |F ◦|. Si y ∈ ∆(F ), on pose hc(t, y) = y ; sinon, on pose
hc(t, y) = h
′
ϕ,Dx
(t, y) ∈ X̂x(F ) ⊂ X̂/P
n−1
k (F ).
La transformation naturelle k-de´finissable hc a e´te´ de´finie de fac¸on beaucoup trop bru-
tale pour eˆtre continue. Elle l’est toutefois lorsqu’on la restreint a` [0 ; 1]× ((X\∆) ∪D0).
Elle jouit meˆme sur ce domaine d’une proprie´te´ de continuite´ renforce´e (que nous avons
de´ja` eu l’occasion d’e´voquer a` la fin du 4.2) qui assure qu’elle s’e´tend en une homotopie
hc : [0 ; 1]× ̂(X \∆) ∪D0 → ̂(X \∆) ∪D0
qui pre´serve ce qui doit l’eˆtre. L’image Υ de hc est un polytope relatif sur P̂
n−1
k de
dimension relative 6 1.
Remarque 4.2. — Au-dessus de P̂n−1k −Û on dispose par construction d’un isomorphisme
entre Υ et D̂0 ; le polytope relatif Υ est donc a` fibres finies au-dessus de P̂
n−1
k − Û .
Ailleurs, ses fibres sont en ge´ne´ral de dimension 1.
4.6. L’homotopie de la base
Le but est maintenant de construire une homotopie J ×Υ→ Υ dont l’image soit un
polytope S de dimension 6 n, qui pre´serve les fonctions f ∈ F et soit G-e´quivariante.
L’ide´e consiste a` exhiber une homotopie de P̂n−1k qui se rele`ve de manie`re convenable
a` Υ. Or ce proble`me relativement polytopal est en fait controˆle´ alge´briquement par
un morphisme fini, comme le montre la proposition suivante (qui vaudrait pour tout
polytope relatif, la forme pre´cise de Υ importe peu).
Proposition 4.3. — Il existe un reveˆtement fini quasi-galoisien T → Pn−1k , et une
famille finie G de fonctions k-de´finissables de T vers Γ0 telle que pour toute homotopie
h : I × P̂n−1k → P̂
n−1
k ,
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les assertions suivantes soient e´quivalentes :
a) l’homotopie h admet un rele`vement a` Υ, pre´servant les fonctions appartenant a` F
et G-e´quivariant ;
b) l’homotopie h admet un rele`vement a` T̂ pre´servant les fonctions appartenant a` G .
En vertu de l’hypothe`se de re´currence, il existe une homotopie h′ sur T̂ pre´servant
les fonctions appartenant a` G , commutant a` l’action de H := Gal(T/Pn−1k ), et dont
l’image est un polytope de dimension 6 n− 1. On note J le segment ge´ne´ralise´ ou` vit
son parame`tre temporel.
Comme (T/H) → Pn−1k est radiciel, il induit un home´omorphisme entre les espaces
chapeaute´s sous-jacents. L’homotopie h′ descend de`s lors en une homotopie
h : J × P̂n−1k → P̂
n−1
k
dont l’image est un polytope de dimension 6 n − 1. Par construction, h satisfait l’as-
sertion b) de la proposition ci-dessus, et partant l’assertion a). On obtient ainsi une
homotopie hb : J ×Υ→ Υ. Comme hb rele`ve h, l’image de hb est relativement polyto-
pale a` fibres de dimension 6 1 sur un polytope de dimension 6 n− 1, et est de ce fait
un polytope de dimension 6 n.
4.7. L’homotopie d’inflation
La concate´nation hb⋄hc de hb et hc (on commence par hc, puis on applique hb) de´finit
une homotopie
([0 ; 1] ⋄ J)× ̂(X \∆) ∪D0 → ̂(X \∆) ∪D0
(on note aussi ⋄ la concate´nation des segments ge´ne´ralise´s), dont l’image S est un
polytope.
Pour obtenir une homotopie de´finie sur X̂ tout entier, on a recours a` une homotopie
dite d’inflation hinf : J
′× X̂ → X̂ qui posse`de la proprie´te´ suivante : pour tout F ∈ M,
pour tout t ∈ J ′(F ) et tout x ∈ X̂(F ), on a h(t, x) = x si x ∈ D̂0(F ) et h(t, x) /∈ ∆̂(F )
si x /∈ D̂0(F ) et si t n’est pas l’origine de J
′. On exige en outre que hinf pre´serve les
fonctions appartenant a` F et soit G-e´quivariante.
Disons quelques mots sur la fac¸on dont cette homotopie hinf est construite. Par choix
du diviseur D0, il existe un morphisme e´tale et G-e´quivariant π : X\D0 → Ank . Comme π
est e´tale, il induit pour tout F ∈ M et tout x ∈ X(F ) \ D0(F ) un home´omorphisme
d’un voisinage de x dans X̂(F )\D̂0(F ) sur un ouvert de Ânk(F ). On proce`de maintenant
comme suit.
• On construit une homotopie h0 : J
′ × Ank → Â
n
k consistant peu ou prou, comme en
dimension 1, a` ≪ faire croˆıtre le rayon des boules≫. A` l’exception de son origine, tous
les points d’une trajectoire de h0 sont Zariski-ge´ne´riques : si F ∈ M, si x ∈ An(F ) et
si Z est un ferme´ de Zariski strict de AnF alors h0(t, x) /∈ Ẑ(F ) si t n’est pas l’origine
de J ′.
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• La proprie´te´ topologique du morphisme π que nous avons mentionne´e ci-dessus
permet de construire ≪un releve´ partiel de h0 a` X \D0 avec temps d’arreˆt≫, c’est-a`-dire
une homotopie h1 : J
′ × (X \ D0) → ̂(X \D0) posse´dant la proprie´te´ suivante : pour
tout F ∈ M et tout x ∈ X(F ) \D0(F ), il existe un ≪temps d’arreˆt≫ τ(x) diffe´rent de
l’origine de J ′ tel que π(h1(t, x)) = h0(t, π(x)) pour t 6 τ(x) et h1(t, x) = h1(τ(x), x)
pour t > τ(x). A` l’exception de son origine, tous les points d’une trajectoire de h1 sont
Zariski-ge´ne´riques (en particulier, ils ne sont pas situe´s sur ∆̂).
De plus on peut, en diminuant e´ventuellement les temps d’arreˆt, faire en sorte :
- que h1 soit G-e´quivariante (car π est G-e´quivariant) ;
- qu’elle pre´serve les fonctions appartenant a` F (car celles-ci, e´tant par construction
continues et a` lieu des ze´ros ouvert en dehors de D0, sont constantes au voisinage de
tout point simple non situe´ sur D0) ;
- qu’elle se prolonge par continuite´ en une homotopie hinf : J
′ ×X → X̂ , qui fixe D̂0
point par point en tout temps (il suffit de faire tendre le temps d’arreˆt vers l’origine
de J ′ lorsqu’on se rapproche de D̂0).
L’homotopie hinf ainsi obtenue jouit de la proprie´te´ de continuite´ renforce´e que
nous avons plusieurs fois e´voque´e, qui permet de l’e´tendre en une homotopie, encore
note´e hinf , qui va de J
′ × X̂ vers X̂ et posse`de les proprie´te´s requises.
4.8. L’homotopie polytopale
On conside`re la concate´nation hb ⋄ hc ⋄ hinf . C’est une transformation naturelle k-
de´finissable de I × X̂ vers X̂, ou` I est un segment ge´ne´ralise´, qui a presque toutes
les proprie´te´s requises, a` une exception pre`s : son image Σ est bien un polytope (c’est
par construction une partie k-de´finissable du polytope image de hb ⋄ hc), mais Σ n’est
plus ne´cessairement fixe´e point par point au cours du temps : l’homotopie hinf a seme´ la
pagaille. Pour reme´dier a` ce proble`me, Hrushovski et Loeser introduisent une quatrie`me
homotopie hpol, qui est essentiellement construite dans le monde polytopal, par un
proce´de´ relativement technique que nous ne de´crirons pas ici. La concate´nation
hpol ⋄ hb ⋄ hc ⋄ hinf
re´pond alors aux conditions du the´ore`me.
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