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Abstract
In this paper, we study a peer-to-peer media streaming
system with the following characteristics: (1) its streaming
capacitygrowsdynamically;(2)peersdonotexhibitserver-
like behavior; (3) peers are heterogeneous in their band-
width contribution; and (4) each streaming session may
involve multiple supplyingpeers. Based on these character-
istics, we investigatetwo problems: (1)howto assignmedia
data to multiple supplying peers in one streaming session
and (2) how to fast amplify the system’s total streaming
capacity. Our solution to the ﬁrst problem is an optimal
media data assignment algorithm
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , which results
in minimum buffering delay in the consequent streaming
session. Our solution to the second problem is a distributed
differentiated admission control protocol
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . By
differentiating between requesting peers with different out-
bound bandwidth,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ achieves fast system capacity
ampliﬁcation; beneﬁts all requesting peers in admission
rate, waiting time, and buffering delay; and creates an
incentive for peers to offer their truly available out-bound
bandwidth.
1. Introduction
Although there have been signiﬁcant research efforts in
peer-to-peer systems during the past two years [10, 11, 12,
15, 14], one category of peer-to-peer systems has so far
received less attention: the peer-to-peer media streaming
system. The major difference between a general peer-to-
peer system and a peer-to-peer media streaming system lies
in the data sharing mode among peers: the former uses
the ‘open-after-downloading’ mode, while the latter uses
the ‘play-while-downloading’ mode. More speciﬁcally, in
a peer-to-peer media streaming system, a subset of peers
own a certain media ﬁle, and they stream the media ﬁle to
￿
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requesting peers. On the other hand, the requesting peers
playback and store the media data during the streaming
session, and they become supplying peers of the media
ﬁle after the streaming session. In this paper, we assume
the following four characteristics of a peer-to-peer media
streaming system: the ﬁrst three are shared by all peer-
to-peer systems, while the last one is unique in peer-to-
peer media streaming systems:
(1) A peer-to-peer media streaming system is self-
growing. With requesting peers later becoming supplying
peers, the system’s total capacity will be ampliﬁed: the
more peers it serves, the larger the capacity it will have.
(2) A peer-to-peer media streaming system is server-
less. A peer is not supposed to exhibit server-like behavior,
such as opening a large number of simultaneous connec-
tions.
(3) Peers are heterogeneous in their out-bound band-
width contribution to the system. This heterogeneity may
becausedeitherbydifferentaccessnetworksconnectingthe
peers, or by different willingness of the peers to contribute.
(4) The supplying-peer/requesting-peer relation is typi-
cally many-to-one, instead of one-to-one as in the general
peer-to-peer system. Since the out-bound bandwidth of-
fered by a supplying peer may be less than the original
playback rate of the media data, it is necessary to involve
multiple supplyingpeersin onereal-time streamingsession.
We identify two new problems arising in the above
systems. To the best of our knowledge, this is the ﬁrst
in-depth study on these problems in the context of peer-to-
peer media streaming. The ﬁrst problem is the media data
assignment for a multi-supplier peer-to-peer streaming ses-
sion. More speciﬁcally, given a requesting peer and a set of
supplying peers with heterogeneous out-bound bandwidth
offers, we show how to assign a subset of the media data to
each supplying peer. The second problem is the fast ampli-
ﬁcation of the peer-to-peer streaming capacity. Intuitively,
among multiple requesting peers, service priority should be
given to those who promise higher out-bound bandwidth
offers, because they will contribute more to the peer-to-
peer streaming capacity after becoming supplying peers.We show how to realize such a differentiated admission
policy, and that fast capacity ampliﬁcation will ultimately
beneﬁt all peers.
In this paper, we propose an algorithm
￿
￿
￿
￿
￿
￿
￿
￿
￿ that
computes the optimal media data assignment for each peer-
to-peer streaming session. The assignment will lead to
the minimumbufferingdelay experiencedby the requesting
peer. We also proposea distributeddifferentiatedadmission
control protocol
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , to be executed by both sup-
plying and requesting peers. Compared with the current
non-differentiated admission control mechanism, Proto-
col
￿
￿
￿
￿
￿
￿
￿
￿
￿ achieves (1) faster ampliﬁcation of peer-to-
peer system capacity; (2) higher admission rate and fewer
rejections (before a peer is admitted) among all requesting
peers; and (3) shorter average buffering delay among all
admitted requesting peers. Furthermore, for (2) and (3),
the protocol also differentiates between requesting peers
with different out-bound bandwidth promises, creating an
incentive for them to offer their truly available bandwidth.
The rest of the paper is organized as follows: we ﬁrst
deﬁneourpeer-to-peer mediastreamingmodelinSection2.
Sections 3 and 4 present our solutions to the two problems,
respectively. Section 5 presents our simulation results.
Section 6 compares our work with related work. Finally,
Section 7 concludes this paper.
2 Peer-to-Peer Media Streaming Model
In this section, we deﬁne a peer-to-peer media streaming
model and state our assumptions:
(1) Roles of peers For a media data item, requesting
peers are the peers that request the data. Once the peer-to-
peer streaming session is over, a requesting peer becomes a
supplying peer. To avoid server-like behavior, each supply-
ing peer participates in at most one peer-to-peer streaming
session at any time. We also assume that there are some
‘seed’ supplying peers, which obtain the media data from
some external source1.
(2) Bandwidth of peers Let
￿
￿
￿
denotethe playbackrate
of the media data. We assume that each requesting peer
￿
￿
￿
is willing and able to set aside an in-bound bandwidth of
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￿
to receive the streaming service. However,
the out-bound bandwidth
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ offered by a supplying
peer
￿
￿
￿ has one of the following values:
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(3)ClassesofpeersWe classifythepeersinto
$ classes,
according to the
$ possible values of their out-bound
bandwidth offer. More speciﬁcally, a peer willing to offer
out-bound bandwidth
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$ ) is called a class-
)
1We also assume that each peer has sufﬁcient storage to store the entire
media ﬁle.
2This special set of values prevents media data assignment from
becoming the NP-hard binpacking-like problem.
peer. We also assume that the lower the
) , the higher the
class.
(4) Capacity of the peer-to-peer streaming system
We deﬁne the capacity as the total number of peer-to-
peer streaming sessions that can be simultaneously pro-
vided by the system. Since a peer-to-peer streamingsession
involves multiple supplying peers whose
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￿ is the set of
supplying peers in the system at
/ ).
(5) Segments of media data We assume that the media
data can be partitioned into small sequential segments of
equal sizes. We also assume that the media stream is
of Constant-Bit-Rate (CBR) and therefore, the playback
time
L
M
/ of each segment is the same (
L
M
/ is typically in the
magnitude of seconds).
3 Optimal Media Data Assignment
In this section, we study the problem of media data
assignment. Based on the model in Section 2, the problem
can be stated as follows: For a requesting peer
￿
￿
￿ and a
set of supplying peers
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￿ , determine (1) the media data segments to
be transmitted by
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V ) and(2) the playbackstart
time for
￿
￿ . The goal is to ensure a continuous playback,
with minimum buffering delay at
￿
￿ .
We deﬁne the buffering delay as the time interval be-
tween the start of media data segment transmission and the
start of playback at
￿
￿ . As shown in Figure 1, different
media data assignments lead to different buffering delays.
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￿
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The start time of playback at
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/ . Therefore, the
buffering delay achieved by Assignment I is
h
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/ . However,
if Assignment II is used, the bufferingdelay will be reduced
to
f
\
L
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/ .
We propose an algorithm
￿
￿
￿
￿
￿
￿
￿
￿
￿ , which computes the
optimal media data assignment that leads to the minimum
bufferingdelay. Thealgorithmisexecutedbytherequesting
peer. After computing the media data assignment, it will
initiate the peer-to-peer streamingsession bynotifyingeach
participating supplying peer of the corresponding assign-
ment. The supplying peer will then start the transmission of
its assigned media data segments.
The pseudo-code of Algorithm
￿
￿
￿
￿
￿
￿
￿
￿
￿ is shown in
Figure 2. Suppose that the
V supplying peers have been
sorted in descending order according to their out-boundP s
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Figure 1. Different media data assignments
lead to different buffering delay
bandwidth offers; and that the lowest class among them
is class-
) . The algorithm computes the assignment of the
ﬁrst
_
￿
segments; andthe assignmentrepeats itself every
_
￿
segments for the rest of the media ﬁle. In fact, Assignment
II inFigure 1is computedby
￿
￿
￿
￿
￿
￿
￿
￿
￿ : after the ﬁrst ‘while’
iteration, segments 7, 6, 5, 4 are assigned to
￿
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￿ ,
￿
￿
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￿
￿
Y
￿ ,
and
￿
￿
￿ , respectively; and
￿
j
Y
￿ and
￿
￿
￿ are done with the
assignment. After the second ‘while’ iteration, segments 3,
2 are assigned to
￿
O
N
￿ and
￿
￿
￿ , respectively; and
￿
￿
￿ is done.
During the last two ‘while’ iterations, segments 1 and 0 are
assigned to
￿
N
￿ - each in one iteration.
The optimality of Algorithm
￿
￿
￿
￿
￿
￿
￿
￿
￿ is stated in Theo-
rem 1, which gives a (somewhat surprisingly) simple form
of the minimum buffering delay. The proof of Theorem 1
can be found in [13].
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the minimum buffering delay in the consequent peer-to-
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4 Fast System Capacity Ampliﬁcation
In this section, we study the problem of fast capacity
ampliﬁcation of the entire system. This will also answer
the question of how to select a set of supplying peers for
a peer-to-peer streaming session, which is not mentioned
in Section 3. Recall that one of the most exciting property
of a peer-to-peer streaming system is that its capacity dy-
namicallygrows. However,no previousworkhas addressed
this problem in the context of peer-to-peer media streaming
with peer bandwidth heterogeneity.
Consider the scenario shown in Figure 3. Suppose at
time
/
￿
, there are four supplying peers in the system: two
class-2 peers
￿
O
N
￿ and
￿
￿
￿ and two class-1 peers
￿
j
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￿ and
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￿
￿ .
According to the system capacity deﬁnition, the capacity of
the peer-to-peer streaming system at
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’ . This means that the system can
admit one requesting peer at
/
￿
. Now, suppose there are
three requesting peers: two class-2 peers
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￿ (
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￿ . Furthermore, we deﬁne the
waiting time of a requesting peer as the interval between
its ﬁrst streaming request and the earliest time it can be
admitted. The average waiting time incurred by the ﬁrst
admission sequence is
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The above example suggests that a differentiated admis-
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Figure 3. Different admission decisions lead
to different growth of streaming capacity
lead to a faster ampliﬁcation of the peer-to-peer system
capacity, and will ultimately beneﬁt requesting peers of
all classes. Other requirements for such a differentiated
admission policy include: (1) it should not starve the
lower-class requesting peers, even in the short term; (2)
it should be enforced in a purely distributed fashion; and
(3) it should be differentiating such that the higher the out-
bound bandwidth pledged by a requesting peer, the greater
the possibility that it will be admitted, and the shorter
the waiting time and buffering delay it will experience.
This differentiation will create an incentive to encourage
requesting peers to contribute its truly available out-bound
bandwidth to the peer-to-peer streaming system3.
Our solution is a distributed admission control protocol
￿
￿
￿
￿
￿
￿
￿
￿ . Protocol
￿
￿
￿
￿
￿
￿
￿
￿
￿ has two key features. First,
each supplying peer individually decides whether or not to
participate in a streaming session requested by a requesting
peer. The decision is made in a probabilistic fashion,
3There is, however, an important assumption: since the bandwidth
commitment is made when a requesting peer requests streaming service,
there must be a mechanism to enforce the bandwidth commitment after the
requesting peer becomes a supplying peer. This mechanism is assumed to
exist in the peer-to-peer software installed in each peer.
with different probability values applied to different classes
of requesting peers, and the probabilities are dynamically
adjusted. Second, we propose a new technique called
reminder: under certain conditions (to be detailed shortly),
a requesting peer
￿
￿
￿ may send a ‘reminder’ to a busy
supplying peer
￿
￿
￿ , reminding
￿
￿
￿ not to elevate its admis-
sion preferences to requesting peers of classes lower than
that of
￿
￿ . Protocol
￿
￿
￿
￿
￿
￿
￿
￿
￿ involves operations of both
supplying peers and requesting peers.
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S requesting peers: if a class-
S
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￿
￿ for streaming service and
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￿
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not busy participating in another streaming session,
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grant the request with probability
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is a class-
[ peer, then the values in the probability vector of
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  . The intuition behind this initialization is:
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￿
￿ is a class-
[ peeritself, itwill favorrequestingpeers
of class-
[ and higher by always granting their streaming
requests. However, for requesting peers of lower classes,
it will exponentially decrease the admission probability.
We call class
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￿ , and its initial favored classes are
classes 1 and 2.
(b) If
￿
￿ has been idle, then its probability vector will
be updated after a timeout period of
￿
￿
￿
￿
￿
￿
. The update is
performed as follows: for each
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_ . This means that
￿
￿ will ‘elevate’ the admission
probabilities of lower-class requesting peers, if it has not
been serving any requesting peer in the past period of
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￿
￿
.
If
￿
￿ remains idle, the update will be performed after every
period of
￿
￿
￿
￿
￿
￿
, until every probability in its probability
vector is 1.0, i.e. every class is
￿
￿
￿ ’s favored class.
(c) If
￿
￿
￿ has just ﬁnished serving in a peer-to-
peer streaming session,
￿
￿
￿ will updateits probabilityvector
as follows:
$ If during the streaming session, it did not receive any
request from a requesting peer of its favored class,
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￿ will elevate the admission probability of the lower
classes, similar to the update in (b): for each
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$ If during the session, it received at least one request
from a requesting peer of its favored class, the requestwas not granted because
￿
￿ was busy. Under a
certain condition (to be described in Section 4.2), the
requesting peer left a ‘reminder’ to
￿
￿
￿ . Suppose
￿
[ is
the highest favored class of requesting peer(s) which
left a ‘reminder’, then for
’
K
(
S
(
￿
￿
[ ,
￿
￿
￿
￿
￿
S
￿
￿
￿
i
’
 
d ; and
for
￿
[
￿
W
S
U
(
T
$ ,
￿
￿
￿
￿
￿
S
￿
￿
￿
N
￿
￿
￿
￿
  .
In the ﬁrst case,
￿
￿ ‘relaxes’ the admission preference,
because it has not been requested by any peer of its current
favored classes. In the second case,
￿
￿ ‘tightens’ the
admission preference, because there have been ‘reminders’
from requesting peers of its favored classes which should
have been served, had
￿
￿
￿ not been busy.
4.2
￿
￿
￿
￿
￿
￿
￿
￿
￿ - Requesting Peers
Each requesting peer
￿
￿
￿ ﬁrst obtains a list of
￿
ran-
domly selected candidate supplying peers via some peer-
to-peer lookup mechanism4. We assume that the class of
each candidate is also obtained.
￿
￿
￿ then directly contacts
the candidate supplying peers - from high to low classes:
$
￿
￿ will be admitted, if
￿
￿ is able to obtain permissions
from enough supplying peers (among the
￿
candi-
dates) such that: (1) they are neither down nor busy
with another streaming session; (2) they are willing to
provide the streaming service (i.e. having passed the
probabilistic admission test); and (3) their aggregated
out-bound bandwidth offer is
￿
￿
￿
P
￿
￿
.
￿
.
￿
￿ will
then executeAlgorithm
￿
￿
￿
￿
￿
￿
￿
￿
￿ to computethe media
data assignment, triggers the participating supplying
peers, and the peer-to-peer streaming session will
begin.
$
￿
￿ will be rejected, if
￿
￿ is not able to get permission
from enough supplying peers that satisfy all three
conditions above. However,
￿
￿ will leave a ‘reminder’
toa subset
￿ ofthebusycandidates.
￿ is determined
as follows: from high-class to low-class busy candi-
dates, the ﬁrst few that satisfy the following conditions
will belong to
￿ : (1) the candidate currently favors
the class of
￿
￿
￿ ; and (2) the aggregated out-bound
bandwidth offer of the candidates in
￿ is equal to
￿
￿
￿
￿
￿
￿
￿
P
￿ . Each (busy) candidate in
￿ keeps the
‘reminder’; and when its current streaming session is
over, it will use this reminder to update its probability
vector, as described in Section 4.1. Note that a re-
minded supplying peer may not in the future serve ex-
actly the same requestingpeer which left the reminder.
Instead, we propose reminder as a distributed mecha-
nism to realize differentiated and adaptive admission
4For example, by querying a centralized directory server as in Napster
[3], or by using a distributed lookup service such as Chord [12].
control, based on the current overall request/supply
situation in the peer-to-peer streaming system.
$ If
￿
￿ is admitted, when the streaming session is over,
it will become a supplying peer. If
￿
￿ is rejected, it
will backoffforat least a periodof
￿
￿
￿
￿
￿
beforemaking
the request again. Furthermore, its backoff period will
become
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
N
￿
￿
￿
￿ after the
￿ th rejection.
5 Performance Study
5.1 Simulation Setup
In this section, we show the excellent performance of
Protocol
￿
￿
￿
￿
￿
￿
￿
￿
￿ via extensive simulation results. We
simulate a peer-to-peer media streaming system with a
total of 50,100 peers. Initially, there are only 100 ‘seed’
supplyingpeers, whilethe other50,000peers arerequesting
peers. Each ‘seed’ supplying peer is a class-1 peer, and it
possesses a copy of a popular video ﬁle. The show time
of the video is 60 minutes. The 50,000 requesting peers
belong to classes 1, 2, 3, and 4, and their distribution is
10%, 10%, 40%, and 40%, respectively. Parameters in
Protocol
￿
￿
￿
￿
￿
￿
￿
￿
￿ are set as follows:
￿
￿
8
Z - each request-
ing peer probes 8 randomly selected candidate supplying
peers;
￿
￿
-
￿
￿
￿
￿
_
q
d
r
V
S
D
) - each idle supplying peer elevates
the admission probabilities of lower-class requesting peers
every 20 minutes; and
￿
￿
￿
￿
￿
￿
’
￿
d
q
V
S
)
￿
￿
￿
￿
￿
￿
￿
*
_ - after the
S th rejection, a requesting peer will backoff for
’
￿
d
￿
_
￿
￿
N
minutes before retry. For comparison, we also simulate a
non-differentiated admission control protocol
$
￿
￿
￿
￿
￿
￿
￿
￿ ,
in which the admission probabilityvectorof each supplying
peer is always
￿
,
’
 
d
￿
’
 
d
￿
’
 
d
￿
’
 
d
￿ .
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ also have
the same values for parameters
￿
￿
￿
￿
￿
￿
￿
, and
￿
￿
￿
￿
￿
. We
simulate a period of 144 hours. During the ﬁrst 72 hours,
the 50,000 peers make their ﬁrst streaming requests. We
simulate four different arrival patterns of ﬁrst-time stream-
ing requests: Pattern 1 has constant arrivals; Pattern 2 has
gradually increasing, then gradually decreasing arrivals;
Pattern 3 has bursty arrivals followedby lower and constant
arrivals; and Pattern 4 has periodic bursty arrivals with low
andconstantarrivalsbetweenbursts (detailedspeciﬁcations
are given in [13]).
5.2 Simulation Results
(1) System capacity ampliﬁcation We ﬁrst compare
the system capacity ampliﬁcation achieved by
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
and
$
￿
￿
￿
￿
￿
￿
￿
￿
￿ . Figure 4 shows the growth of the peer-
to-peer system capacity with the elapse of time, under
ﬁrst-time streaming request arrival Patterns 2 and 4 5.
5Results for other arrival patterns are described in [13].Protocol
￿
￿
￿
￿
￿
￿
￿
￿
￿ achieves signiﬁcantly faster system ca-
pacitygrowththan
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , especiallyduringtheﬁrst 72
hours when the requesting peers make their ﬁrst streaming
requests. By the end of the 144-hour period, the system
capacity achieved by
￿
￿
￿
￿
￿
￿
￿
￿
￿ has reached at least 95% of
themaximumcapacityifall50,100peersbecomesupplying
peers. We also observe that after the ﬁrst 72 hours, the
system capacity growth slows down (under both protocols),
because all requests are now ‘retry’ requests, and no new
requesting peers are coming.
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Figure4. System capacity ampliﬁcationusing
￿
￿
￿
￿
￿
￿
￿
￿ and
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
(2)RequestadmissionrateFigure5showstheper-class
request admission rate (accumulative over time) achieved
by
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ and
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , under arrival pattern 2. We
ﬁrst observe that by using
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , different classes of
requesting peers have different admission rates (Figure
5(a)): the higher the class, the higher the admission rate.
On the contrary, Protocol
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ does not differentiate
(Figure 5(b)), resulting in similar admission rate among
all classes. Furthermore, we observe that for requesting
peers of classes 1, 2, and 3, their request admission rates
in Figure 5(a) are constantly higher than those in Figure
5(b). Even for the class-4 requesting peers, this is also true
except for the ﬁrst few hours. This observation indicates
that
￿
￿
￿
￿
￿
￿
￿
￿
￿ beneﬁts all classes of requesting peers with
respect to admission rate.
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￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Figure 5. Per-class accumulative request ad-
mission rate
(3) Average buffering delay Similar to (2),
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
also achieves both differentiation and overall improvement,
in the aspect of buffering delay experienced by request-
ing peers of different classes. The results are shown in
Figure 6. Recall that the buffering delay of a peer-to-
peer streaming session is equal to
L
M
/ multiplied by the
number of participating supplying peers (Theorem 1). On
the other hand, in
￿
￿
￿
￿
￿
￿
￿
￿
￿ , if a requesting peer is admitted,
it is likely that the higher the class it belongs to, the higher
the classes the participating supplying peers belong to,
due to the rule each supplying peer determines its favored
classes. We can then infer that in
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , the higher the
class of an admitted requesting peer, the fewer the number
of participating supplying peers, and therefore, the lower
the buffering delay experienced by the requesting peer.
Furthermore, the average buffering delay of each class in
Figure 6(a) is constantly lower than that in Figure 6(b).2
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Figure 6. Per-class accumulative average
buffering delay (the actual delay is
￿
￿
L
M
/ )
(4) Average waiting time Similar to (2) and (3),
￿
￿
￿
￿
￿
￿
￿
￿ also achieves both differentiation and overall im-
provement, in the aspect of waiting time experienced by
requesting peers of different classes. Table 1 shows the
average (over the entire period of 144 hours) number of
rejections before admission experienced by each class of
requesting peers, under arrival Patterns 2 and 4. Given an
average number of rejections
￿ , the average waiting time
can be computed as
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
N
￿
￿
￿
￿ . Again, we observe that
the higher the class of admitted requesting peers, the fewer
the average number of rejections each of them experiences.
Furthermore, for each class, the average number of rejec-
tions achieved by
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ is fewer than that achieved by
$
￿
￿
￿
￿
￿
￿
￿
￿
￿ .
(5) Adaptivity of differentiation We now take a closer
look at
￿
￿
￿
￿
￿
￿
￿
￿
￿ ’s adaptivity of admission differentiation,
based on the dynamic request/supply situation in the peer-
to-peer system. Recall that
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ uses the ‘elevate-after-
timeout’ technique to relax the differentiation; while it uses
the ‘reminder’ technique to tighten the differentiation. In
Figure7, we show that supplyingpeers use these techniques
Avg. rejections Pattern 2 Pattern 4
Class 1 1.77/3.73 1.93/3.45
Class 2 1.93/3.75 2.19/3.46
Class 3 2.40/3.72 2.59/3.42
Class 4 3.15/3.74 3.16/3.46
Table 1. Per-class average number of rejec-
tions before admission (‘
￿
￿
￿
￿
￿
￿
￿
￿
￿ /
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ ’)
to dynamically adjust their favored classes of requesting
peers, in response to the request arrival rate changes (under
arrival Pattern 4). The
￿ -axis represents the lowest class
of requesting peers, favored by each class of supplying
peers. We observe that for each class of supplying peers,
the degree of admission differentiation changes over time,
roughly following the changes in the (ﬁrst-time) request ar-
rival rate (recall that Pattern 4 has periodic bursty arrivals).
More speciﬁcally, the higher the class of supplying peers,
the more sensitive they are to the changes in request arrival
rate. Finally, when there are not new request arrivals, and
the system capacity has grown signiﬁcantly, all classes of
supplying peers relax their admission preferences to all
classes of requesting peers, i.e. the lowest favored class of
requesting peers is 4, for all classes of supplying peers.
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Figure 7. Lowest class of requesting peers,
favored by each class of supplying peers
(non-accumulative, averaged every 3 hours
(6) Impact of protocol parameters on performance
Finally, we study the impact of parameters
￿
￿
￿
￿
￿
￿
￿
￿
, and
￿
￿
￿
￿
￿
on the performance of
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ : Figure 8 shows the
impact of
￿
and
￿
￿
-
￿
￿
￿
on the system capacity ampliﬁcation;
while Figure 9 shows the impact of the backoff exponential
factor
￿
￿
￿
￿
￿
on the request admission rate, all under arrival
Pattern2. Ineachstudy,theparametersexcepttheonebeing
studied remain the same as before.In Figure 8(a), the number of candidate supplying peers
probedbya requestingpeeris set to 4, 8, 16,and32, respec-
tively. Thesystemcapacitygrowssigniﬁcantlyslowerwhen
￿
￿
f , because four candidates are too few to identify
sufﬁcient number of qualiﬁed supplying peers to serve the
requesting peer. If we increase
￿
, the system capacity
will grow much faster. However, when
￿
is greater than
8, the impact of
￿
quickly decreases. Therefore, having
a large
￿
does not improve the system capacity growth
signiﬁcantly. On the otherhand,it may increasethe probing
overhead and trafﬁc.
In Figure 8(b), different time-out periods to relax the
admission differentiation of an idle supplying peer is tried.
The results indicate that
￿
￿
￿
￿
￿
￿
should not be too short. The
explanation is: having a short time-out period may make an
idle supplyingpeer relax its admission preferencestoo soon
to lower-class requesting peers. Therefore, it may miss the
chanceto servetheones ofhigherclasses, whenbothlower-
class and higher-class requesting peers are present.
0
2000
4000
6000
8000
10000
0 20 40 60 80 100 120 140
T
o
t
a
l
 
s
y
s
t
e
m
 
c
a
p
a
c
i
t
y
Time (hour)
M = 4
M = 8
M = 16
M = 32
(a) Impact of
￿
0
2000
4000
6000
8000
10000
0 20 40 60 80 100 120 140
T
o
t
a
l
 
s
y
s
t
e
m
 
c
a
p
a
c
i
t
y
Time (hour)
T_out = 1 min
T_out = 2 min
T_out = 20 min
T_out = 60 min
T_out = 120 min
(b) Impact of
￿
￿
￿
￿
￿
￿
￿
Figure 8. Impact of
￿
and
￿
￿
￿
￿
￿
￿
on system
capacity ampliﬁcation
In Figure 9, the backoff exponential factor
￿
￿
￿
￿
￿
is set
to 1, 2, 3, and 4, respectively. It is interesting to observe
that exponential backoff of requesting peers does not help
to increase the request admission rate. On the contrary,
the higher the
￿
￿
￿
￿
￿
, the lower the overall admission rate.
In fact, the constant backoff (
￿
￿
￿
￿
￿
￿
’ ) scheme achieves
signiﬁcantly higher admission rate. Although not yet fully
explored, one possible explanation is: The capacity of a
peer-to-peer system is self-growing instead of ﬁxed. There-
fore, a more aggressive retry policy may actually help to
increase the system capacity faster, and hence improve the
overall admission rate. On the other hand, in a system with
ﬁxed capacity (such as a traditional client-server system),
clients may have to perform conservative backoff, in order
to achieve a high overall admission rate.
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Figure 9. Impact of
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on overall request
admission rate
In summary, Protocol
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ achieves differentiation
toward different classes of requesting peers - not only in
their admission probabilities, but also in the waiting time
and buffering delay they experience. Moreover, the degree
of differentiation is adaptive: it changes according to the
current request/supply situation.
6 Related Work
Peer-to-peer ﬁle sharing systems have gained great pop-
ularity in recent years. Representative peer-to-peer systems
on the Internet include Napster [3], Gnutella [2], and
Freenet [4]. These systems share the same goal of
de-centralized data exchange and dynamic growth of
system capacity. However, they differ in their data
lookup/discovery schemes. For example, Napster em-
ploys centralized directory servers, while Gnutella [2]
uses controlled query ﬂooding. The data sharing mode
of most current peer-to-peer systems is the ‘open-after-
downloading’ mode, not the ‘play-while-downloading’ (or
streaming)modeas studiedin this paper(however,there are
exceptions, such as C-star [1] to be described later).
In the past two years, peer-to-peer systems have also at-
tracted tremendous attention from the research community.First, there have been measurement based studies of the
existing peer-to-peer systems. In [11], a detailed measure-
ment study of Napster and Gnutella is presented. The study
reveals signiﬁcant degree of heterogeneity in the peers’
bandwidth availability; and it suggests that future peer-to-
peer systems must have built-in incentive for peers to tell
the truth about their bandwidth information. These obser-
vations have partly motivated our peer-to-peer streaming
model and solutions in this paper. Besides measurement
studies of current peer-to-peer systems, new peer-to-peer
architectures have also been proposed. These architectures
focus on different aspects of a fully distributed and scal-
able peer-to-peer system. For example, CAN [8], Chord
[12], and Pastry [9] are distributed peer-to-peer lookup
services, while PAST [10] and OceanStore [6] are peer-
to-peer persistent storage services. Our work on peer-to-
peer media streaming complements these results: on one
hand, we do not study the problems of peer-to-peer data
lookup and storage management; on the other hand, the
existing results do not address the two new problems in this
paper.
Finally, several schemes of multi-source media stream-
ing have been proposed. In [7], a distributed video
streaming system is presented, where each session involves
multiple replicated video servers. However, it does not
consider the problem of system capacity ampliﬁcation,
because it is still a client-server system instead of a peer-
to-peer system. C-star [1] is a commercial multi-source
streaming service. Similar to our work, the capacity of
the C-star distribution network grows over time. However,
C-star does not differentiate between suppliers of different
out-bound bandwidth capability. In [5], an architecture
called SpreadIt is proposed for streaming live media over a
peer-to-peer network. It focuses on the dynamic construc-
tion of a multicast tree amongpeersrequestinga live media.
However, SpreadIt is not intended for the asynchronous
streaming of stored media data. Also it does not deal with
bandwidth heterogeneity and admission differentiation.
7 Conclusion
Peer-to-peer media streaming systems are expected to
become as popular as the peer-to-peer ﬁle sharing systems.
In this paper, we study two key problems arising from
peer-to-peer media streaming: the assignment of media
data to multiple supplying peers involved in a peer-to-
peer streaming session; and fast capacity ampliﬁcation of
the entire peer-to-peer streaming system. Our solution to
the ﬁrst problem is Algorithm
￿
￿
￿
￿
￿
￿
￿
￿
￿ , which computes
optimal media data assignments for peer-to-peer streaming
sessions. Our solution to the second problem is the
fully distributed
￿
￿
￿
￿
￿
￿
￿
￿
￿ protocol. By differentiating
between requesting peers according their classes,
￿
￿
￿
￿
￿
￿
￿
￿
￿
(1) achieves fast system capacity ampliﬁcation, (2) beneﬁts
all requesting peers in admission rate, waiting time, and
buffering delay, and (3) creates an incentive for peers to of-
fertheirtrulyavailableout-boundbandwidth. Ourextensive
simulation results demonstratethe excellent performanceof
￿
￿
￿
￿
￿
￿
￿
￿
￿ .
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