In the hypothesis testing problem, a most common used evidence against the null hypothesis is the p-value. Although there have been many Bayesian criticisms leveled at p-value, Hwang et al. (Ann. Statist. 20 (1992), 490) show the adequacy of using p-value as evidence against the null hypothesis by considering testing as an estimation problem. However, when the parameter space is not the natural space, Woodroofe and Wang (Ann. Statist. 28 (2000Statist. 28 ( ) 1561 show that the usual p-value derived by the N-P test is not appropriate to be the evidence against the null hypothesis for the Poisson distribution from an estimation point of view and provide a modified p-value.
Introduction
P-value is a well-used measure of evidence against the null hypothesis in hypothesis testing. Although there are many Bayesian and paradox criticisms leveled at p-value (e.g. [1] [2] [3] 7] ) some good properties of p-value are demonstrated in e.g. (Refs. [5, 6, 9] ). In this paper, we will focus on the complete class of decision rules in the terminology of Hwang et al. [6] , which demonstrate some interesting properties of p-value by treating the hypothesis testing problem as an estimation problem rather than a decision making problem. In hypothesis testing, assume that the null and alternative hypotheses are H 0 : yAY 0 versus H 1 : yAY 1 ;
where Y 0 and Y 1 are two subsets of the natural parameter space O and Y 0 T Y 1 ¼ f: Let IðyAY 0 Þ denote the indicator function. Schaarfsma et al. [9] and Hwang et al. [6] suggest that the truth or falsity of a statistical hypothesis H 0 can be discussed by estimating the indicator function IðyAY 0 Þ with squared error loss. Consider the squared error loss function Lðy; rÞ ¼ EðrðxÞ À IðyAY 0 ÞÞ 2 ;
where rðxÞ denotes an estimator for IðyAY 0 Þ: In general, the p-value derived by a reasonable test is a sensible estimator for IðyAY 0 Þ because H 0 is rejected ðIðyAY 0 Þ ¼ 0Þ or accepted ðIðyAY 0 Þ ¼ 1Þ when p-value is too small or too large. Hwang et al. [6] established some necessary and sufficient conditions for the complete class in the one-sided testing and two-sided testing problems when
The p-value is shown to be admissible in the normal, binomial, and Poisson cases for the one-sided hypothesis testing problem in their paper. But they stated the case Y 1 aY c 0 was not directly dealt with in their paper although some results can be extended to this case. The parameter space considered in their paper is the natural space including all possible values of parameter. Woodroofe and Wang [11] revealed a controversial concept about the admissibility of the p-value when the parameter space is restricted to some subset of the natural parameter space. It is shown that the usual p-value is inadmissible under the loss function (1) for the Poisson distribution if the parameter space is a strict subset of the natural space. This inadmissibility result also discloses the fact that the usual p-value might not be admissible when the parameter space is not the natural space in other exponential distributions. A modified p-value conditioning on an ancillary statistic is provided in [8, 7] . This modified p-value is an admissible estimator for IðyAY 0 Þ; however, it is not an admissible estimator which can dominate the usual p-value. Finding an estimator dominating the usual p-value for this case is a difficult problem although we know that better estimators exist. In this paper, we concentrate on the case that Y 0 and Y 1 contain one point, respectively, which is a situation of Y 1 aY c 0 or a case that the parameter space only contains two points. The admissibility results of Hwang et al. [6] can not extend to this simple hypothesis versus simple alternative hypothesis testing problem. A sufficient and necessary condition for an admissible estimator and improved estimators are provided in Section 2. The simple hypothesis versus simple alternative testing is adapted in many practical circumstances: exampling products produced from machine A or machine B, and testing if the fuses produced by a new process average 100 h service life more than that from the old process. Moreover, substantial improvement of the improved estimator is present in Section 3.
Beside simple hypothesis versus simple hypothesis testing, composite hypotheses testing is related to this problem. The results in this paper can not apply to composite
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testing. The one-sided testing problem for Poisson distribution has been considered by Woodroofe and Wang [11] , and the other one-sided testing problems for location families have been discussed in Wang [10] .
Admissible p-value
In this section, we focus on the simple hypothesis versus simple alternative hypothesis testing problem for the exponential family. Without loss of generality, let X be the random variable with density function kðxÞcðyÞe TðxÞy : Then TðxÞ is a sufficient statistic of y based on X and assume that the density function of TðxÞ is f y ðtÞ ¼ hðtÞcðyÞe ty :
Consider the testing problem of the hypotheses
We focus on estimating 
By Eq. (3), fðtÞ is a nonincreasing function because y 1 À y 0 40: Hence there exists an interval ½t 1 ; t 2 such that fðtÞ ¼ 1 for tpt 1 ; fðtÞ ¼ 0 for tXt 2 and 0ofðtÞo1 for t 1 otot 2 : Rewrite the right-hand side of (3) as 
where m 0 omom 1 ; is an admissible estimator dominating the usual p-value derived from N-P test under the loss function (1). 
By Theorem 1, an admissible estimator for Iðy ¼ y 0 Þ should be the form of (8) Tables 1 and 2 will provide m 0 and m 1 for testing the mean, and the variance of a normal distribution.
Moreover, the result in Theorem 3 can extend to other distributions outside of exponential families under some conditions. Theorem 4. Assume that f y ðtÞ in Theorem 3 denotes the density function of a distribution F y ðtÞ which is not an exponential family. If m 0 and m 1 ; satisfying the Eqs. : Note that y is symmetric about zero. Therefore (12) only depends on jy 0 À y 1 j: Thus, m 0 only depends on jy 0 À y 1 j: By a similar argument as above, (10) Theorem 6. In Theorem 5, m 0 and m 1 go to zero when jy 0 À y 1 j goes to infinity.
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The proof of Theorem 6 is in the Appendix.
Theorem 7.
Assume that x is a random normal variable with density function
:
Proof. By an argument similar to that of Theorem 5, Theorem 7 can be proved. & We will call the improved estimators (8) derived by Theorem 3 as admissible estimators below. In this paper, we will list the upper and lower bounds of m in (8) for testing the mean and the variance of a normal distribution. These bounds are derived by software Mathematica. The calculations of other exponential families can also be deduced straightforwardly. Table 1 lists the upper and lower bounds of m in (8) for testing the mean of a normal distribution. Note that by Theorem 4, these values only depend on the difference of two means y 0 and y 1 : Table 2 lists the two bounds of m in (8) and the usual p-value, we find the improvement of (8) 
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The author wishes to thank the referee and editors for their helpful comments. which tends to 3=2 À 1 as jy 1 À y 0 j goes to infinity. Thus, when jy 1 À y 0 j goes to infinity, m 1 goes to zero. &
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