The problem of detecting objects on a sequence of images with a complex structure is considered. Optimal and quasi-optimal algorithms for processing multidimensional images have been synthesized and investigated. Improved detection efficiency has been obtained by adequately describing real data using doubly stochastic random fields. The possibility of describing Earth remote sensing data using doubly stochastic models is investigated. The possibility of obtaining significant gains when filtering satellite material and detecting extended objects on it due to the adaptive structure of such models and processing time sequence of multizone images as a single multidimensional dataset is shown. The gains for filtering algorithms in the error variance are about 80% comparing single frame processing, and the gains for detecting algorithms in the signal/noise ratio are about 70% comparing single frame processing.
INTRODUCTION
One of the key features of real satellite imagery is their pronounced spatial heterogeneity. It is associated with the variety of forms and textures of various objects observed from space. Attempting to describe the entire image using wellknown homogeneous models (Gonzalez, 2006) , e.g., Gibbs, autoregressive, wave, and others, leads to significant errors. In papers (Vasiliev, 2017b ,c, Andriyanov 2017 ,2018 , Vasiliev, 2018 it was proposed to use doubly stochastic models (DSM). These models not only allow one's to generate images with varying probabilistic properties, but are also quite simple for analysis and used to form various processing algorithms on its basis. In this paper, we consider the use of DSM during filtering algorithms for time sequences of spatially inhomogeneous multizone images (MZI) and the detection of objects against their background.
IMAGES SEQUENCE FILTERING
First, our task is filtering sequence consisting of a set of twodimensional frames. So, the images are implementations of a discrete time RF, given on a multidimensional grid (Vasiliev, 2016 (Vasiliev, ,2017a ; B is covariance matrix of the first frame. Note that the described approach to simulating a sequence of twodimensional frames can be used for imitation of the MZI time sequence.
Earlier (Vasiliev, 2017b,c) , it was shown that this model can be represented as the following vector stochastic equation
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where j i, is the vector of additive white Gaussian noise.
Then, to filter such a three-dimensional RF, one's can use a doubly stochastic filter (DSF), given that at each point with coordinates ) , ( j i
we have not only a single scalar observation j i z , , but the vector of observations. Figure 1 shows the efficiency of doubly stochastic filtering. Figure 1a (X-axis is number of frames in Multizone Image, Yaxes is Filtering Error Dispersion) corresponds to the dependence of the variance of filtering errors on the number of frames used, the dotted line shows the error for single frame. The analysis shows that the variance of the filtering error tends to the minimum values, if the number of frames is about 10. At the same time, if the frames are weakly interconnected, then increasing the number of frames significantly increases the filtering efficiency, but such filtering is not acceptable. And with R tending to 1, we get relatively small variances of errors. Visual analysis of figure 2 shows that an increase in the number of image frames leads to a significant increase in filtering efficiency. In particular, for the present case, the gain in the variance of the filtering error is about 80% when using all eight available spectral zones as compared with a single twodimensional frame. Figure 3 shows the effectiveness of the proposed filtering method, the gain of which compared to the other filters is up to 120% in terms of the variance of the estimation error. Moreover, there is an even stronger result. The DSF on average wins up to 15-20% in terms of the variance of the estimation error in filters A1-A3, even if the latter are already applied to an image segmented by humans. This is due to the possibility of adaptive adjustment of the parameters of the DSF under the smoothly varying probability and correlation parameters of the image.
OBJECTS DETECTION
Usually (Gonzalez, 2006 , Vasiliev 2016 ,2017a , the problem associated with the detection of objects is represented as the problem of distinguishing between two hypotheses about the presence or absence of an anomaly in a certain area of the image. The observation model, which is most often used when detecting, is an additive mixture of correlated background, white noise, and samples of the useful signal. It was shown in
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLII-2/W12, 2019 Int. Worksh. on "Photogrammetric & Computer Vision Techniques for Video Surveillance, Biometrics and Biomedicine", 13-15 May 2019, Moscow, Russia (Vasiliev, 2016) that if such a model of observations is valid and the conditional distribution of observations with or without a useful signal can be approximated by Gaussian, then the decisive rule of the optimal detector against the background of a multidimensional random field takes the form , , G is the area for which the signal presence hypothesis is being tested; N is the dimension of RF; 0 L is threshold defined for a given false alarm probability.
We assume that it is necessary to test the hypothesis of the presence of a useful object at the last image in the time sequence of the MZI, provided that this object is not present at all other MZI in the sequence. Then the model of observations in the presence of a useful signal will be written in the form
is conditional posterior density of the probability distribution under the hypothesis of the presence of a signal.
Also it is necessary to introduce additional restriction In the next step, we find the mathematical expectations and variances of the left side of the detector under the conditions of the presence and absence of a signal
Then the probability of a false alarm and the missing target can be written as follows 0 0 5 0. On the basis of the presented observation model, an algorithm for detecting anomalies can be proposed, involving sequential filtering of individual MZI using the algorithm described above, calculating statistics (4) and comparing the result with a threshold value. An analysis of the presented curves shows that for small signalto-noise ratios ( 1 q ), using a larger amount of MZI in a time sequence (up to 9 in the experiment) results in a 50-70% gain in signal-to-noise ratio.
The developed algorithm provides better results also in comparison with usual autoregression (Akashi 2016 , Baragona 2015 . Figure 5 (X-axis is Signal-to-Noise Relation, Y-axes is Correct Detection Probability) shows graphs of the probability of correct detection as a function of the signal-to-noise ratio. The solid line is the theoretical probability for the doubly stochastic model, the dashed line is the practical probability for the algorithm based on the doubly stochastic model, and the dash-dotted one for the algorithm based on the usual autoregression model. 
CONCLUSION
The possibility of describing Earth remote sensing data using DSM was investigated. The possibility of obtaining significant gains when filtering satellite material and detecting extended objects on it due to the adaptive structure of such models and processing time sequence of MZI as a single multidimensional population is shown. The gain of using sequence of images is obtained about 80% for filtering in error variance and 70% for detection in signal-to-noise ratio.
