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We directly monitor exciton propagation in freestanding and SiO2-supported WS2 monolayers
through spatially- and time-resolved micro-photoluminescence under ambient conditions. We find
a highly nonlinear behavior with characteristic, qualitative changes in the spatial profiles of the
exciton emission and an effective diffusion coefficient increasing from 0.3 to more than 30 cm2/s,
depending on the injected exciton density. Solving the diffusion equation while accounting for
Auger recombination allows us to identify and quantitatively understand the main origin of the
increase in the observed diffusion coefficient. At elevated excitation densities, the initial Gaussian
distribution of the excitons evolves into long-lived halo shapes with µm-scale diameter, indicating
additional memory effects in the exciton dynamics.
Coulomb-bound electron-hole pairs, or excitons, have
been in the focus of the solid-state research for many
decades [1, 2]. They are of paramount importance for
the fundamental understanding of interacting charge car-
riers in semiconductors [3–5]. A number of increas-
ingly advanced concepts, including exciton-polaritons [6],
Rydberg excitons [7], entangled photons from biexci-
tons [8, 9], dropletlike states [10, 11], exciton spin cur-
rents [12], and high-temperature Bose-Einstein conden-
sates [13, 14] among others highlight a vibrant field
of ongoing research. Recently, excitons in single lay-
ers of semiconducting transition-metal dichalcogenides
(TMDCs) [15–17] were found to combine several key
traits relevant for both fundamental many-body physics
and future technology [18–20]. They are unusually sta-
ble with binding energies on the order of 0.5 eV due to
strong quantum confinement and weak dielectric screen-
ing [21–25], couple efficiently to light [26, 27], and can be
individually addressed by their valley and spin configura-
tion [28]. These properties and related phenomena have
been extensively studied for the last few years.
In this context, it is interesting to consider that ex-
citons in TMDCs are also free to move in two dimen-
sions in close analogy to quantum well systems [29–31].
This has major implications, including the potential to
deliberately manipulate exciton currents as well as to
address the interplay between propagation and many-
particle interactions. Moreover, to realize some of the
more intriguing concepts mentioned above using exci-
tons at room temperature, understanding and control-
ling their spatial degree of freedom is a crucial compo-
nent. However, exciton transport in TMDC monolay-
ers received only little attention beyond initial reports
of individual diffusion coefficients [32–34] and a recent
study emphasizing impurity- and phonon-scattering [35].
Consequently, there is a strong motivation to systemat-
ically explore the physics of exciton propagation in two-
dimensional TMDCs.
Here, we address this topic by directly monitoring
the spatial behavior of excitons in freestanding and sup-
ported single layers (1L) of WS2, a prototypical TMDC,
through spatially- and time-resolved photoluminescence
(PL) microscopy. We find a highly nonlinear propaga-
tion with the effective diffusion coefficient varying over
as much as two orders of magnitude depending on the
injected exciton density, accompanied by characteristic
changes of the emission profiles. We identify the main
source of this nonlinearity and show that it can be quan-
titatively understood by including Auger processes into
the diffusion equation. Interestingly, additional memory
effects are found to play an important role, as evidenced
by the observation of halolike shapes with µm-scale di-
ameters in the emission [36].
The samples under study are mechanically exfoliated
from bulk crystals and subsequently transferred using the
technique from Ref. 37 either onto SiO2/Si substrates
or 5x5µm2 holes cut into thin SiN membranes, provid-
ing supported and freestanding samples, respectively. A
100 fs - pulsed Ti:sapphire laser with a repetition rate of
80MHz is used as an excitation source. The laser is
tuned to a photon energy of 2.43 eV by second-harmonic
generation and focused to a spot with a full-width-at-
half-maximum of about 0.5µm, creating electron-hole
pairs in WS2. The excitons then form on ultra-short
timescales [38, 39] and are distributed among optically
bright and dark states [20, 40–44]. As schematically illus-
trated in Fig. 1 (a), the excitons propagate, scatter, and a
fraction of them subsequently recombines radiatively at
a finite distance from the initial injection position. The
latter allows us to optically trace the dynamics of the
exciton distribution.
In the experiment, the resulting emission is imaged
along the cross-section of the excitation profile as in-
dicated in Fig. 1 (b) and subsequently deflected by ei-
ther a mirror or a grating to monitor either spatially-
or spectrally-resolved signals. A typical PL spectrum is
presented in Fig. 1 (c), exhibiting a single resonance from
neutral excitons in WS2 [45]. The luminescence is de-
tected using a streak camera operating in single-photon
counting mode. All experiments are conducted at room
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2FIG. 1. (a) Schematic illustration of the exciton propaga-
tion. (b) Optical micrograph of the freestanding 1LWS2 sam-
ple and the excitation laser spot. The dotted line indicates
the cross-section of the PL signal imaged onto the detector.
(c) Luminescence spectrum of the freestanding sample. (d)
Streak camera image of the PL intensity cross-section of the
freestanding sample; as-measured and normalized data are
shown in the left and right panels, respectively. (e) Exem-
plary luminescence profiles together with Gaussian fits. (f)
Extracted squared width of the PL as function of time after
the excitation. The inset shows the time-dependent intensity.
temperature under ambient conditions. Further details
are given in the Supplemental Material [46].
A typical spatially-resolved streak camera image of
the exciton PL from freestanding 1LWS2 is presented
in the left panel of Fig. 1 (d) for an average excitation
density of 14 nJ cm−2. The signal decays with time on a
nanosecond-scale and broadens along the spatial coordi-
nate. The broadening is further illustrated in the right
panel of Fig. 1 (d), where the data is normalized to the
intensity maximum at each time step. Time-dependent
spatial profiles are extracted from the image by integrat-
ing over intervals of 0.1 ns on the time-axis. Exemplary
data are presented in Fig. 1 (e) together with the instru-
ment response. For quantitative analysis, the lumines-
cence intensity IPL(x, t) is fitted using a Gaussian func-
tion exp [−x2/w2(t)] at each time-step t. The squared
width w2(t), plotted in Fig. 1 (f), increases linearly with
time as the excitons propagate and recombine; the PL
intensity is plotted in the inset. The effective diffusion
coefficient Deff is extracted from the slope according to
w2(t) = w20 + 4Defft.
The procedure is then repeated while tuning the energy
density of the excitation pulse between 1 nJ cm−2 and
1 µJ cm−2. Assuming 9% absorption at the laser energy,
1 nJ cm−2 corresponds to an exciton density of 2.3 ×
108 cm−2, constituting the low-density limit of creating
less than one electron-hole pair on average per pulse. The
resulting effective diffusion coefficients are summarized
in Fig. 2 (a); individual data sets at selected densities are
presented in Fig. 2 (b).
In both freestanding and supported samples, the
low-density values of Deff converge around 0.3 cm2/s,
corresponding to an effective exciton mobility of
eDeff/kBT =12 cm2/Vs and a mean diffusion length of
2
√
Deffτ =360 nm, using a recombination time τ =1.1 ns
for the freestanding sample. This result is below rough
estimates from a basic kinetic model, yielding diffusion
coefficients on the order of kBT (τs/MX)=2 cm2/s, when
scattering times τs around 30 fs [47] for the bright exci-
ton in WS2 with a total mass of MX =0.67m0 [48] are
assumed. We note, however, that the applicability of the
above estimation is limited for high scattering rates and
comparatively low thermal velocities of the excitons in
WS2 yielding a mean free path comparable to the exciton
radius and the de Broglie wavelength. Also, the majority
of the excitons are optically dark with scattering rates not
readily accessible. In the experiment, the values for Deff
close to 0.3 cm2/s are consistently obtained in the low-
density limit across the studied samples, independent of
the presence of the SiO2/Si substrate (see also Supple-
mental Material [46]). For comparison, typical room-
temperature exciton diffusion coefficients in molecular
solids are orders of magnitude smaller [49, 50], whereas
the values for quantum wells can be much higher [29, 30].
The measured diffusion lengths in 1L WS2 are roughly on
the scale of values reported for carbon nanotubes [51] and
on the lower end of organolead halide perovskites [52].
Remarkably, at elevated exciton densities, we observe
a large increase of the effective diffusion coefficient over
two orders of magnitude, reaching up to 30 cm2/s (see
Fig. 2 (a)). Previously reported individual diffusion co-
efficients for supported TMDC monolayers fall roughly
into the middle of this range [32–34]. Interestingly, the
increase of Deff is further accompanied by qualitative
changes of the emission shape, as illustrated in Fig. 2 (c).
While the spatial profiles of the PL cross-section remain
Gaussian in the linear diffusion regime, they acquire a
more pronounced flat-top character, resembling super-
Gaussian peak functions exp[− |x/w(t)|p] with p > 2, and
finally evolve into a double-peak at later times at higher
densities. For the data presented in Fig. 2 (a), the effec-
tive diffusion coefficient is extracted in the initial time
range after the excitation where fitting by a single peak
function is largely applicable. Here, we emphasize that
the studied density range corresponds to rather moder-
3FIG. 2. (a) Effective diffusion coefficients in freestanding and
supported 1LWS2 samples together with the simulation re-
sults from Auger-diffusion model. (b) Squared widths of the
spatially-resolved PL as function of time including linear fits.
(c) Spatial PL profiles of the freestanding sample after 1 ns,
typical for the three density regimes.
ate excitation conditions, far below carrier concentrations
where pronounced many-particle renormalization effects
are expected [20]. This is further supported by the lack
of measurable energy shifts and broadening in spectrally-
resolved PL, also indicating negligible heating (see Sup-
plemental Material [46]). We note that similar behavior
is observed in WSe2 monolayers as presented in the Sup-
plemental Material [46].
In the following, we focus on the nonlinear regime at
elevated densities. Taking the freestanding data set as an
example, a series of PL profiles at different times after the
excitation with the intermediate density of 135 nJ cm−2
are presented in Fig. 3 (a). As-measured data is shown
in the right panel, the profiles on the left are normalized
and offset, including fits by super-Gaussians illustrating
the continuous evolution of a flat-top. In addition, we ob-
serve a decrease in the decay time and relative lumines-
cence intensity with increasing density beyond the linear
regime, as shown in Fig. 3 (b). The initial decay constant
after the excitation and the relative PL yield within the
detected cross-section are presented in Fig. 3 (c). Corre-
spondingly, the total PL intensity, obtained by imaging
the emission onto a charge-coupled-device camera and
plotted in Fig. 3 (d), saturates with increasing density.
FIG. 3. (a) PL profiles of the freestanding sample for an exci-
tation density of 135 nJ cm−2. The data is shown normalized
and offset with super-Gaussian fit curves (left panel) and as-
measured, together with the simulation results (right panel).
(b) PL transients from the center of the excitation spot of the
freestanding sample and the simulation results. (c) Initial de-
cay time of the luminescence and the relative PL yield within
the cross-section. (d) Total time-integrated PL intensity.
Simultaneous decrease of the relative PL yield and re-
combination time are hallmarks of non-radiative Auger
recombination, often labeled as exciton-exciton annihi-
lation and observed in various TMDC monolayers [32–
34, 53–55, 57]. When two excitons interact, one of them
can recombine, transferring the energy to the other and
exciting it to a state at higher energies. The probabil-
ity of this process increases with the exciton density n
and the recombination rate is usually presented as a bi-
molecular decay RAn2 with the Auger coefficient RA.
Hence, as the excitons recombine faster at elevated den-
sities in the middle of the spot, the profile should become
increasingly flat. With time, this should lead to an ef-
fective additional broadening of the exciton distribution
and result in an apparent increase of the diffusion co-
efficient, as also observed in CuO2 bulk crystals [58] (in
contrast to the repulsion of indirect excitons in GaAs
double quantum-wells [59]).
To show that the interplay between exciton-exciton in-
teractions and propagation can largely account for the
experimental observations, we introduce Auger recombi-
nation into the diffusion equation:
∂n
∂t
= D∆n− n
τ
−RAn2, (1)
4where D and τ are the low-density diffusion coeffi-
cient and the recombination time, respectively, and ∆
is the Laplace operator. We fix the parameters to the
values: D=Deff(n → 0)=0.3 cm2/s; time constants
τ =1.1 ns (freestanding) and τ =0.7 ns (supported) which
are self-consistently extracted from the exponential PL
decay in the linear regime, taking into account the ad-
ditional decay channel from diffusion. The coefficients
RA=0.14 cm2/s (freestanding) and RA=0.5 cm2/s (sup-
ported) are chosen within the measured limits from both
the relative increase of the recombination rate and the
saturation of the total PL (also see Supplemental Mate-
rial [46]). They are consistent with previous reports [32–
34, 53–55]. The biexciton formation discussed in Ref. [56]
can be also included in Eq. (1) by renormalizing RA.
With all parameters fixed, Eq. (1) is numerically
solved, using a Gaussian profile of the size of the PL
spot immediately after the excitation (w0 = 0.4µm) and
the injected exciton densities from the experiment as ini-
tial conditions. The results for the profiles presented in
Fig. 3 (a), transients in Fig. 3 (b), and the total PL in-
tensity in Fig. 3 (d) are plotted alongside experimental
data, showing reasonable agreement. More importantly,
the observed increase of the effective diffusion coefficient
presented in Fig. 2 (a) is reproduced by the simulation,
as evaluated during the first 100 ps after the excitation.
Both the relative shift of the onset and the density-
dependent slope of Deff are essentially captured by the
model with some overestimation of the onset for the sup-
ported sample. The Auger-diffusion equation also yields
approximate analytic expressions for a number of rele-
vant observables such as the time-dependent emission,
total PL intensity, and the effective diffusion coefficient
(see Supplemental Material [46]). The latter has the form
Deff ≈ D+RAn0w20/16 with n0 and w0 being the initial
peak density and the width of the exciton distribution,
respectively.
While the basic level of theory allows us to identify the
main origin of the increasing effective diffusion, notable
deviations remain at elevated densities and at longer
times after the excitation, see, e.g., the tail of the tran-
sients in Fig. 3 (b). A particularly peculiar observation
in this regime is the evolution of the exciton emission
into halolike shapes, as shown in Fig. 2 (c) and in the
streak camera images in Fig. 4 (a) - (e). Individual PL
profiles together with double-Gaussian fits are presented
in Fig 4 (f), highlighting the gradual change. The double-
peak structure in the PL cross-section is observed for all
studied samples, regardless of the angle and position, and
independent of the presence of the substrate. The ha-
los remain stable and slowly expand with diameters on
the order of 1µm, as illustrated in Figs. 4 (g) and (h),
showing the halo diameter and two-dimensional time-
resolved PL images, respectively. We also note that in
contrast to valley-related phenomena at cryogenic tem-
peratures [60, 61], no pronounced polarization depen-
FIG. 4. (a) - (c) As-measured streak camera images of the
emission from the supported 1LWS2 sample. (d) Same as (c),
normalized to the intensity maximum at each time step. (e)
As-measured PL image of the freestanding sample in the exci-
ton halo regime. (f) Luminescence profiles at different times
after the excitation of the supported sample from Fig. (d),
shown together with double-Gaussian fits. (g) Diameter of the
exciton halo as function of time for supported (top panel) and
freestanding (bottom panel) samples. (h) Two-dimensional
PL images from the supported sample (270 nJ cm−2) at dif-
ferent times after the excitation.
dence is detected (see Supplemental Material [46]). Fi-
nally, no lasting effects are observed after decreasing the
excitation density back to low values.
It is instructive to consider that introducing an ad-
ditional n-dependent nonlinearity in RA, τ , or D into
the diffusion equation (1) does not lead to the evolu-
tion of a halo. The diffusive current is always driven
by the density gradient and is directed to smoothen
it. Hence, as the profile becomes flat, resembling the
t=0.06 ns trace in Fig. 4 (f), there is no apparent reason
for the density in the center to decrease below a value
in close spatial proximity. We also note that an instabil-
ity towards non-monotonic profile formation may occur
in multi-component nonlinear systems [62], as, e.g., dis-
cussed for the interplay of free carriers and excitons in
GaAs-based double quantum wells [63–68] at cryogenic
temperatures. In the present case, however, such pro-
cesses are not likely to contribute for strongly-bound ex-
5citons at room temperature in the density regimes far
below the Mott transition, with large binding energies
and fast formation.
Instead, a memory component seems to be required,
so that the exciton behavior becomes dictated by previ-
ous events. A good candidate is the Auger process itself,
since the remaining excitons gain large amounts of en-
ergy and subsequently experience a number of scattering
processes resulting, e.g., in a higher exciton temperature
or additional recombination. Indeed, the appearance of
the halo follows the injected exciton density and depends
on the sample geometry similar to Auger recombination.
A possible scenario involving overheated excitons is dis-
cussed in the Supplemental Material [46]; for effects re-
lated to ballistic phonons, see Refs. [69–71]. A theoreti-
cal full many-body treatment of excitonic scattering and
carrier relaxation, however, would be required for an ad-
equate microscopic description of these findings.
In conclusion, we have systematically studied exciton
propagation in atomically thin WS2 monolayers. We find
a strong increase in the effective diffusion coefficient over
two orders of magnitude due to the interplay of exciton
interactions and diffusion. Our results provide direct ac-
cess to the inherent diffusion of the excitons and establish
a basis for the interpretation of exciton transport experi-
ments in this field. The presented Auger-diffusion model
is easy to implement and captures the main characteris-
tics of the studied behavior in the intermediate density
regime. In addition, while the appearance of long-lived
exciton halos in 2D TMDCs is highly intriguing by itself,
the ability to deliberately create µm-sized ring-shaped
emitters in ultra-thin materials should be also interest-
ing for photonics and polaritonics, stimulating further
research.
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