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Abstract: Consider ing insufficient studies on Data Gr id Reliability ( DGR ) , a Production & Consumpt ion Model
( PCM ) was introduced and an Ex tended Slack T ime M odel ( ESTM ) was put forward. T heo retical pro of showed
that PCM made Data Ser vice Reliability ( DSR) fa r higher than G rid Data Reliability( GDR) , and EST M further in
cr eased DSR. DSR and GDR were com pared in simulation exper iment, and comparativ e analy sis betw een theo ry and
experiment w as car ried out. Results show ed t hat t he PCM and EST M were corr ect and effect ive.


















性[ 2 4] ;  采用编码技术对原始数据进行冗余编码,
例如将长度为 L 的数据进行编码, 编码后的数据总
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长度为 L!,将编码后的数据进行均匀分块, 并按特
定散列方法存储于 M 个节点, 当有节点失效时只要





况下, 可以通过使用网格文件传输协议 ( Grid File






























服务失效概率( f )与网格数据失效概率( F )之间的
关系。
1 生产消耗模型
模型基本原理如图 1所示, 在模型中假定由 3
个节点存储 3个完全相同的数据副本, 其数据片段
可以表示成 ( ∀a1 , a2 , a3 , a4 , a5 , a6 , a7 , a8 , a9 , a10 ,
a11 , a12 , a13 , a1 4 , a15 ∀) , 在某时间段 t内, 3个节点
向数据消耗节点分别以速度 V 1 , V 2 , V 3 传输数据
( a1 , a2 , a3) , ( a4 , a5 , a6) , ( a7 , a8 , a9 )。而消耗节点
则以速度 V 0 按顺序消耗数据 ( ∀a1 , a2 , a3 , a4 , a5
∀)。在 t结束时,节点 3不再可用, 此时节点 1, 2
继续传输数据, 传输数据分别为 ( a10 , a11 , a12 ) 和





令网格节点 N i 的可用概率为 a i , 其失效概率
为 1- ai。令第 i个副本存储节点向消耗者节点传
输数据的速度为 V i , 1 # i # k,并采用 k 个节点进行
相同副本存储,而消耗者并行地从 k 个副本存储节
点下载数据的速度平均值之和为 ∃ a iV i 。
定义 1 数据服务失效概率 f。当消耗者端的
缓存数据为 0时, 则发生数据服务失效,称发生失效
的概率 f 为数据服务失效概率。
定义 2 网格数据失效概率 F。令一项数据的
k 个副本由 k 个节点分别存储, 每个节点的可用概
率为 ai ,当 k个节点同时失效时, 发生数据失效,而
k 个节点同时失效的概率F = %
k
i = 1
(1 - ai ) ,称 F 为
网格数据失效概率。






均消耗速度为 V 0 ,各副本节点平均生产速度的总和
与消耗速度比值 = ( ∃
k
i = 1




令消耗数据时间长度为 t 0 ,则数据生产所需时
间期望值为 T 0 = t0 / , 在 > 1 时, T 0 < t 0。根据条
件 2,在 T 时间段内发生网格数据失效的时间长
度期望值为FT 0 ,而在这段时间内消耗者消耗数据
量的期望值为 V 0 ( FT 0)。
如果令 t s时刻发生网格数据失效(条件 2) ,则
对于消耗者只要数据缓存不为 0, 其服务就不会失
效, 由此推出生产消耗模型如不等式( 1) , 模型中
给出了发生网格数据失效而不会发生数据服务失
效的 ts 取值范围,即 ts 时刻前的数据缓存量(生产






( ∃ aiV i - V 0) dt
缓存量
- V 0 ∋ ( F ∋ T 0)
消费量
( 0。( 1)
由式(1)可以推出( V 0 - V 0) ts (V 0T 0F,则 ts (
T 0 ∋ F/ ( - 1) ,因为 1> ts / T 0 (F / ( - 1) , 所以 F/
( - 1)< 1。区间划分如图 2中弧线区间。
讨论 当 t s> T 0 - FT 0 ,即平均失效时间长度
超出 T 0 范围时,如图 2矩形区域,则有效的失效时




(1- F) ,则 F>
- 1
,即 F # - 1,也即 F- 1 #
1
< 1





( ∃ aiV i - V 0) dt
缓存量
- V 0 ∋ ( T 0 - t s)
消耗量
( 0 ( 2)
由式(2)可以推出( V 0 - V 0 ) ts (V 0 ( T 0 - ts ) ,
则( - 1) ts (T 0 - t s ,即 t s / T 0 (1/ 。
图 2中,在弧线区间内如果发生网格数据失效,
则不会发生数据服务失效。网格数据失效发生在区
间(0, ts)内的概率如式(3) , 因为 ts ) (0, T 0 ) , 所以
f! ) (0, 1)。在 T 0 时间内发生网格数据失效概率
为 F,则总的数据服务失效概率如式( 4) , 令总数据












< F < 1, > 1。
(3)




= F ∋ F
- 1
< F, > 1, F # 1- 1 ;
F











定理 1 当 > 1, 0 # F< 1时, f 为连续函数。
















证明 令式(6)中的 t 0 无限小, 在一个 t0 区间
内,节点失效时间是连续的,一个数据服务请求将由
多个 t0 区间组成,令其为 n个,分别为 t
i
0 (1 # i # n)。
由于节点的失效概率均匀分布, 则任意一个区间都
满足式(4)。由式(1)可知, t10 区间内缓存的数据量
为 m1= ( - 1) V 0 t
1
0 - V 0 t
1
0F/ ,而如果 m1 (V 0 t20F/
, 则在 t 20区间服务不会失效, 由此推出 ( - 1) (
2F ,这很容易达到,而如果 0< m1 < V 0 t20F/ ,则经过



























例 1 a1 = 0 8, a2 = 0 7, a3= 0 6, 对于一个大
小为 120 M 的数据文件, 其时间消耗为 90 min, 则
2168
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1 s消耗量 V 0= 120 , 1 024
90 , 60 = 22 8 k,令单节点网络
传输速度为 200 k, 250 k, 150 k,求: 网格数据失
效概率F;  数据服务失效概率 f ; − F/ f ; .失效时
间上界 t!。
= ∃ a iV i
V 0
= (0 8 , 200+ 0 7 , 250+ 0 6
, 150) / 22 8/ 18 64, F= ( 1- 0 8) , ( 1- 0 7) ,
(1- 0 6) = 0 024;
 F= 0 024< 1- 1 /0 946, f = F2 / ( - 1) =
( (1- 0 8) , (1- 0 7) , (1- 0 6) ) 2
18 64- 1
/3 3 , 10- 5 ;
− F/ f = 0 024/ 3 , 10- 5= 800;
.t!= M
V 0







等待时间长度为  t0 ,  为参数。引入松弛时间后,
由生产消耗模型推出松弛时间模型




( - 1) V 0 dt - V 0 ∋ ( F ∋ T 0) ( 0,
F # 1 - 1 , > 1;
 t 0 V 0 +&
ts
0
( - 1) V 0 dt - V 0 ∋ ( T 0 - ts) ( 0,








, F # 1- 1 , > 1;
F( 1-  2 )





















例 2 数据参数与例 1 相同, 为保证数据服务










- 5 , (18 64 - 1)
0 024 , 18 642
/ 4 67 , 10- 5





证明 针对式(10)进行讨论, 由定理 2的证明
和式(7)可以推出 m1= ( 1 - 1) V 0 t0 - V 0 t0F 1 / , 如
果 m1> 0,则必有 mi> mi- 1 ,对于第 i个周期, 前 i-











- f ( -
1) = 0, 方程的解为:
F=
 2 0 (  2) 2 + 4f ( - 1)
2
, 取 F> 0, 即 F
=  
2




+ 4f ( - 1)
2
, 可以看出 F 为  的增
函数,即在保证 f , 不变时, 随着  的增加,网格的
整体失效性增加。这说明对网格可用性 ai 的要求
降低。













概率F 进行对比分析(如图 5) ; 对基础模型与松弛
时间模型进行参数影响分析(如图 4、图 7)和对比分





令 a0= 0 8, a1 = 0 7, a2= 0 6, 实验次数为 10
万, 10, 即每次实验循环 105 次, 为防止随机数的不
均匀, 进行 10次实验, 取所有结果的平均值。在实
际应用中,如果以一个网格节点作为生产者,并假定
消耗者速度要求与生产速度相同, 此时必须以多个
节点作为生产者, 即保证 值必须大于 1。
图 4为 f 与 的理论值和实验值走势图,可看
出理论值的失效概率较大, 它与实际值在不同的
值处相差一个数量级, 说明实际值以理论值为上界。






令生产消耗模型得出的 f 为 B , 松弛时间模型











弛模型与基础模型的性能(如图 6) ,即 B/ S的走势。





图 7中将  对 f 的影响从理论和实验进行对比
分析,可以看出随着  的增加, f 逐渐降低, 且理论
值平均高出实验结果一个数量级。实验效果好于理
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