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Abstract
We study the tame behaviour of the representations of wild quivers Q via tame roots. A positive
root d of Q is called a tame root if d is sincere and for any positive sub-root d′ of d we have q(d′) 0,
where q(d′) is the Tits form of Q. We prove that a sincere root is a tame root if and only if for any
decomposition of d into a sum of positive sub-roots d = d1 + · · · + ds , there is at most one di with
q(di ) = 0 and q(dj ) = 1. This is the essential property of a tame root and it is an alternative way to
define tame roots. Then we give the canonical decomposition of a tame root. At the end we prove
our main result that for any wild graph, there are only finitely many tame roots.
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1. Introduction
The representation theory of finite dimensional algebras and related structures deals
with the study of the representations and their homomorphisms. The representation theory
of a finite dimensional algebra over an algebraically closed field is classified into three
types, according to the behaviour of the indecomposable representations of the algebra.
The three types of representation theory are finite, tame and wild type. An algebra is said
to be of finite type if up to isomorphism there are only finitely many indecomposable
representations of the algebra. It is of tame type if the indecomposable representations
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there is at least one one-parameter family for some dimension. Otherwise it is of wild type.
In this case the problem of classifying the indecomposable representations is considered
meaningless.
Very often we study representations of a finite dimensional algebra via the representa-
tions of its associated quiver. Throughout this paper let k be an algebraically closed field.
Let Q be a connected quiver. Then Q is of finite type if and only if the underlying graph
of Q is a Dykin graph [4,5] and Q is of tame type if and only if the underlying graph of Q
is a euclidean graph [13]. Otherwise Q is called a wild quiver and the underlying graph of
Q is called a wild graph. It is known that the dimension vectors of indecomposable repre-
sentations of a quiver are in bijection with the positive roots of the associated Kac–Moody
Lie algebra of Q [8–10].
The aim of this paper is to study the tame behaviour of the representations of wild
quivers via tame roots. Let Q be a connected quiver. Let d be a positive root of Q
and let Rep(Q,d) be the representation variety associated to d. We know that if Q is a
Dynkin quiver then up to isomorphism there is only one indecomposable representation
in Rep(Q,d). By Kac’s theorem (see Theorem 2.4) we know that up to isomorphism the
indecomposable representations in Rep(Q,d) are parameterized by 1 − q(d) parameters,
where q(d) is the Tits form of Q. Therefore if Q is a euclidean quiver, then up to isomor-
phism the indecomposable representations in Rep(Q,d) are parameterized by at most one
parameter. If Q is a wild quiver, then the situation is more complicated. The motivation
for the definition of a tame root comes from the behaviour of representations of euclidean
quivers. The following definition of tame roots is due to C.M. Ringel.
Definition 1.1. Let Q be a connected graph and let q be the Tits form of Q. Then a positive
root d of Q is called a tame root if d satisfies the following.
(1) The root d is sincere (i.e., each component of d is non-zero);
(2) For any positive sub-root d′ of d, we have q(d′) 0.
We arrange the content of this paper as follows. In Section 2 we introduce some notation
and recall some results from [9,11,14]. In Section 3 we prove some basic properties of tame
roots and then give a description of the graphs which have tame roots. In Section 4 we prove
some further properties of tame roots. Among them we prove that a positive sincere root
is a tame root if and only if for any decomposition of d into a sum of positive sub-roots
d = d1 + · · · + ds , there is at most one di with q(di ) = 0 and q(dj ) = 1. There is an
interesting consequence of this characterisation of tame roots, pointed out by W. Crawley-
Boevey, that for any tame root d with q(d) = 0, the moment map µd defined in [2] is a
flat morphism. In Section 5 we give the canonical decomposition for each tame root. The
study of the canonical decomposition of a dimension vector was initiated by Kac [9] (see
also [3,16]). In Section 6 we prove our main result that for any wild graph, there are only
finitely many tame roots.
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In this section we recall some basic notation and results, see [8,9,11,14,16].
2.1. Quivers and representations of a quiver
A quiver Q = (Q0,Q1, s, t) consists of a set of vertices Q0, a set of arrows Q1 and two
maps s, t :Q1 → Q0, where for any arrow α ∈ Q1, s(α) is the starting vertex of α and t (α)
is the terminating vertex of α. We allow multiple arrows and loops and we only consider
the quivers with finite number of vertices and edges. A path ρ in Q is a sequence of arrows
ρ = αs · · ·α1, where s(αi) = t (αi−1) for 2 i  s. We denote the trivial path associated to
a vertex i by ei and denote the path algebra of Q by kQ.
A representation M of Q is a family of finite dimensional vector spaces {Mi}i∈Q0
together with a family of linear maps {Mα :Ms(α) → Mt(α)}α∈Q1 . The vector dimM =
(dimMi)i∈Q0 is called the dimension vector of M . Given two vectors s and t, by s t we
mean that si  ti for all i ∈ Q0 and by s > t we mean that s  t and s = t. If Q has n
vertices, then we identify dimension vectors with elements of Nn.
A morphism f :M → N between two representations M and N is a family of k-linear
maps {fi :Mi → Ni}i∈Q0 such that Nαfs(α) = ft(α)Mα for each α ∈ Q1. We say that f is
an isomorphism if for each i ∈ Q0 fi is an isomorphism. Let Rep(Q) be the category of
representations of Q. It is well known that Rep(Q) is equivalent to the category of finite di-
mensional left kQ-modules. Throughout this paper we do not distinguish a representation
of Q from its corresponding left kQ-module.
The direct sum M ⊕ N is defined by (M ⊕N)i = Mi ⊕ Ni for each i ∈ Q0 and
(M ⊕N)ρ =
(
Mρ 0
0 Nρ
)
for each ρ ∈ Q1. We say that a representation M is indecomposable if M ∼= M1 ⊕ M2
implies M1 = 0 or M2 = 0.
2.2. The Tits form
Let Q be a quiver. The Tits form qQ associated to Q is the quadratic form on Qn,
defined by
qQ(x) =
∑
i∈Q0
x2i −
∑
ρ∈Q1
xs(ρ)xt (ρ),
where x = (xi)i∈Q0 . We get a graph from Q by forgetting the orientation. We denote the
graph, the set of vertices and the set of edges still by Q, Q0 and Q1, respectively. It is easy
to see that qQ depends only on the graph of Q.
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(x,y) = q(x + y)− q(x)− q(y)= xCQyT , where CQ = (cij )i,j∈Q0 is the Cartan matrix of
Q which is given by
cij =
{
2 − 2|{loops at i}| if i = j ;
−|{edges incident at both i and j }| if i = j.
In case of no confusion we denote qQ and CQ by q and C, respectively.
We recall the following two well known results on the Tits form of Q.
Lemma 2.1. Let Q be a connected graph and let δ be a non-zero dimension vector. If
(δ, ei ) = 0 for all i ∈ Q0, then δ is sincere and the Tits form of Q is positive semi-definite.
Theorem 2.2. Let Q be a connected graph with n vertices. Let q be the Tits form of Q and
let C be the Cartan matrix of Q. Then the following hold.
(a) q is positive definite if and only if Q is a Dynkin graph.
(b) q is positive semi-definite if and only if Q is a euclidean graph. In this case, rank(C) =
n− 1 and {s ∈ Nn | Cs 0} = {s ∈ Nn | q(s) = 0} = Nδ for a unique δ ∈ Nn \ {0}.
(c) q is indefinite if and only if Cs 0 for s ∈ Nn implies s = 0 and there exists a non-zero
s ∈ Nn such that Cs < 0.
For Q euclidean, we denote the dimension vector δ in Theorem 2.2(b) by δ(Q). For the
different euclidean graphs δ(Q) is given as follows.
δ
(
A˜n−1
)
:
1 1 · · · 1
1 1
1 1 · · · 1
(n 1)
δ
(
D˜n−1
)
:
1 1
2 2 · · · 2
1 1
(n 5)
1
2
1 2 3 2 1δ
(
E˜6
)
:
2
1 2 3 4 3 2 1δ
(
E˜7
)
:
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2 4 6 5 4 3 2 1δ
(
E˜8
)
:
If δ(Q)i = 1, then we call i an extended vertex of Q. Otherwise we call i a non-extended
vertex of Q.
2.3. The representation variety
Let Q be a quiver with Q0 = {1, . . . , n} and let d ∈ Nn. We define the representation
variety Rep(Q,d) by
Rep(Q,d) =
∏
α∈Q1
Homk
(
kds(α) ,kdt(α)
)
.
Let Gl(d) =∏ni=1 Gl(di). We can re-interpret the Tits form of Q as follows.
q(d) = dim Gl(d) − dim Rep(Q,d).
For every point in Rep(Q,d) we have a corresponding representation with dimension
vector d. We do not distinguish a point in Rep(Q,d) and the corresponding representation
of Q. Let ind(Q,d) = {M ∈ Rep(Q,d) | M is indecomposable}. In case of no confusion
we denote Rep(Q,d) and ind(Q,d) by Rep(d) and ind(d), respectively.
The algebraic group Gl(d) acts linearly and regularly on Rep(d) by
(g ·M)α = gt(α)Mαg−1s(α),
where M ∈ Rep(d) and α ∈ Q1. The orbit of M under this action is denoted by OM .
There is a one to one correspondence between the set of orbits in Rep(d) and the set of
isomorphism classes of representations with dimension vector d. We have the following
formula.
dimOM = dim Rep(d) + q(d) − dim EndM.
2.4. The root system
Let Q be a connected graph with Q0 = {1, . . . , n}. For any vertex i ∈ Q0 we denote the
simple root associated to i by ei . We call ei a fundamental root if there is no loop at i . Let
Π be the set of fundamental roots.
Let ei be a fundamental root. We define a fundamental reflection σi by σi(d) = d −
(d, ei )ei for d ∈ Zn, where ( , ) is the Euler form of Q. Let W be the group generated by
all the fundamental reflections. We call W the Weyl group of Q. It is easy to check that
(σi(s), σi(t)) = (s, t) for any s, t ∈ Zn. Therefore we have q(σ(d)) = q(d) for any σ ∈W .
We define the set of real roots Φre by Φre =⋃σ∈W σ(Π).
Let d = (di)i∈Q0 . The support of d, denoted by supp(d), is the full subgraph of Q with
vertices {i | di = 0}. We define the fundamental set F = {d ∈ Nn \ {0} | (d, ei )  0 for
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Φ im =⋃σ∈W σ(F ∪ −F). The set Φ = Φre ∪ Φ im is called the root system of Q. It is
easy to see that a root d is a real root if and only if q(d) = 1 and it is an imaginary root if
and only if q(d) 0.
Let Φ+ = {d ∈ Φ | d > 0}, Φ− = −Φ+, Φre+ = Φre ∩ Φ+ and Φ im+ = Φ im ∩ Φ+.
We recall the following two theorems on the root system of Q.
Theorem 2.3 [8]. Let Q be a graph and let Φ be the root system of Q. Then Φ = Φ+ ∪Φ−.
Theorem 2.4 [9]. Let k be an algebraically closed field and let Q be a quiver. Then the
following hold.
(a) There exists an indecomposable representation with dimension vector d if and only if
d ∈ Φ+.
(b) There exists a unique indecomposable representation with dimension vector d if and
only if d ∈ Φre+ .
(c) If d ∈ Φ im+ , then µd(Q) = 1 − q(d), where µd(Q) is the number of parameters of
ind(d).
3. Existence of tame roots
In this section we first prove some basic properties of tame roots. Then we give a de-
scription of the wild graphs that have tame roots. Let Q be a connected graph with n
vertices. In the rest of this paper if we do not say otherwise a root means a positive root.
For any euclidean subgraph Q′ of Q, we denote by δ(Q′) the minimal root of Q with
qQ′(δ(Q′)) = 0 and supp(δ(Q′)) = Q′.
The degree of a vertex i of Q is the number of edges of Q incident at i , where we count
loops twice. A knot of Q is a vertex with degree not equal to two. A knot is trivial if it has
degree one and it is non-trivial if it has degree greater than two. If a knot has degree s then
we call it an s-knot. A full connected subgraph L of Q is called a section if L is of type
An and the vertices of L which are knots in Q are exactly the two trivial knots of L. A full
connected subgraph of L is called a subsection of L.
In this paper a tree Q is a star if it has exactly one non-trivial knot. Let Q be a star and
let i be its non-trivial knot. If i is an s-knot of Q, then we say that Q is an s-star and we
call i the centre of Q.
Proposition 3.1. Let Q be an s-star, where s  5. Then r =∑i∈Q0 ei is the only tame root
of Q.
The proof of the proposition is not difficult, but we need a lemma. The proof of the
lemma is left to the reader.
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bering of its vertices given as
L : im im−1 · · · i2 i1,
where im is a non-trivial knot of Q and i1 is a trivial knot of Q. If d is a root of Q then
dij  dij−1 for 1 < j m.
Proof of Proposition 3.1. Let Q be an s-star where s  5 and let r =∑i∈Q0 ei . It is easy
to see that r is a root. Let r′ be a sub-root of r. Then q(r′) = 1. Therefore r is a tame root.
Let 0 be the centre of Q. If d is a tame root which is different from r, then by Lemma 3.2,
d0  2. Let s = 2e0 +∑i∈Q0\{0} ei . Then d s and q(s) < 0. Moreover, by Theorem 2.4
we know that s is a root. Therefore d is not a tame root. Hence Q has only one tame
root, r. 
We now prove three lemmas which are needed in the proof of the existence of tame
roots.
Lemma 3.3. Let Q be a connected wild graph. Let Q′ be a euclidean subgraph of Q with
a non-extended vertex i0 adjacent to a vertex j0 of Q \ Q′. If d is a tame root of Q, then
d  δ(Q′).
Proof. Let d be a tame root of Q and assume that d  δ(Q′). Let r = δ(Q′) + ej0 , then
r is a sub-root of d. Moreover, since i0 is not an extended vertex of Q′, we have q(r)
q(δ(Q′)) + 1 − ni0j0δ(Q′)i0 < 0, where ni0j0 is the number of edges incident at both i0
and j0. This gives rise to a contradiction. Hence d  δ(Q′). 
Lemma 3.4. Let Q be a connected wild graph. Let F be the fundamental set of Q and let
W be the Weyl group of Q. If f ∈F , then σ(f) f for any σ ∈W .
Proof. Let f = (fj )j∈Q0 ∈ F . We may assume that σ = 1. We write σ = σis · · ·σi1 with
s minimal, where σij is the fundamental reflection associated to vertex ij for 1  j  s.
We will prove the lemma by induction on s. If s = 1, then σ(f) = f − (f, ei1)ei1  f, since
f ∈ F . Otherwise, let σ ′ = σis−1 · · ·σi1 and let f′ = σ ′(f). Then σ(f) = f′ − (f′, eis )eis =
f′−(f, (σ ′)−1(eis ))eis . Since s is minimal, by Lemma 3.11 in [10] we know that (σ ′)−1(eis )
is a positive root. Hence (f, (σ ′)−1(eis )) 0. Therefore σ(f) f′. By induction hypothesis
we have f′  f. Therefore σ(f) f. 
Proposition 3.5. Let Q,F andW be as in Lemma 3.4. Let d be a root of Q with q(d) = 0,
then there exist a unique root f ∈ F and a reflection σ ∈W such that d = σ(f). Moreover
supp(f) is a euclidean subgraph of Q.
Proof. Since q(d) = 0, we know that d is an imaginary root of Q. Therefore there exist a
root f ∈F and a reflection σ ∈W such that d = σ(f). Therefore q(f) = 0. Hence (f, ei ) =
0 for any i ∈ supp(f). Hence by Lemma 2.1 and Theorem 2.2 we know that supp(f) is
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have f = σ−1σ ′(f′) and f′ = σ ′−1σ(f). By Lemma 3.4 we have f f′ and f′  f. So f = f ′.
This finishes the proof. 
Let d be a tame root of a quiver Q. It is possible that there are only finitely many orbits
in the representation variety Rep(d), for example for the tame root in Proposition 3.1. If
there are only finitely many orbits in Rep(d), then we call d a discrete tame root. If d is a
tame root which is not discrete, then we call d a proper tame root. Then there is at least one
one-parameter family in Rep(d). That is, there exists a sub-root d′  d such that q(d′) = 0.
Though we are more interested in proper tame roots, we include the discrete tame roots to
simplify the presentation in this paper.
For any subgraphs Q′ and Q′′ of a graph Q, by Q′ \ Q′′ we mean the full subgraph of
Q′ with vertices Q′0 \ (Q′′0 ∩ Q′0).
Definition 3.6. Let Q be a connected wild graph. A full subgraph Q′ of Q is called a
minimal tame subgraph of Q if Q′ is euclidean and there is no non-extended vertex of Q′
adjacent to a vertex of Q \ Q′.
We have the following theorem about the existence of tame roots.
Theorem 3.7. Let Q be a connected wild graph. Then the following hold.
(i) Q has tame roots if and only if Q has at most one subgraph of type A˜n.
(ii) Q has proper tame roots if and only if Q has at most one subgraph of type A˜n and at
least one minimal tame subgraph.
Proof. (i) Let r =∑i∈Q0 ei . If Q has more than one subgraph of type A˜n, then q(r) < 0.
Since a tame root d is sincere, we have d r. Therefore Q has no tame roots. Conversely,
it is easy to check that r is a tame root of Q if Q has at most one subgraph of type A˜n.
(ii) Let d be a proper tame root of Q. From (i), we know that Q has at most one subgraph
of type A˜n. Since d is a proper tame root, there exists a sub-root d′ of d with q(d′) = 0.
By Lemma 3.5 there exist a reflection σ ∈W and a euclidean subgraph Q′ of Q, such that
d′ = σ(δ(Q′)). By Lemma 3.4 we have d  d′  δ(Q′) and so by Lemma 3.3, Q′ must
be a minimal tame subgraph of Q. Conversely, if Q has exactly one subgraph of type A˜n,
then r =∑i∈Q0 ei is a proper tame root of Q. Otherwise Q has no subgraph of type A˜n,
so Q is a tree. Let Q′ be a minimal tame subgraph of Q and let d = δ(Q′) +∑i∈Q0\Q′0ei .
We can check that d is a proper tame root of Q. This finishes the proof. 
Remark 3.8. The version of Lemma 3.4, part of Proposition 3.5 and Theorem 3.7(ii) for
a graph without loops was published in Chinese in [17]. For the convenience of the reader
and the completeness of this paper, we include the proof.
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Throughout this section we assume that Q is a wild connected graph. We will prove an
important property of tame roots in Proposition 4.1. This leads to our main result on the
structure of representations with a tame root as dimension vector.
Proposition 4.1. Let Q be a wild connected graph and let d be a tame root of Q. Then
d  2δ(Q′) for any euclidean subgraphs Q′. Moreover, if d  δ(Q′) and d  δ(Q′′) for
two euclidean subgraphs Q′ and Q′′, then Q′ = Q′′.
Proof. Let Q′ and Q′′ be two distinct euclidean subgraphs of Q. Suppose first that d 
2δ(Q′). Then there exists a vertex j of Q \ Q′ adjacent to Q′, since Q is wild. Thus
r := 2δ(Q′) + ej is a sub-root of d such that q(r) < 0, which is a contradiction.
Now suppose that Q′ ∩ Q′′ = ∅. Since Q is connected, there exists a subgraph of type
Am such that i1 ∈ Q′, im ∈ Q′′ and ij /∈ Q′ ∪Q′′ for 1 < j < m. Set r := δ(Q′)+ δ(Q′′)+∑m−1
j=2 eij , which is a root of Q such that q(r) < 0. Hence d  r, since d is sincere. This
implies that d  δ(Q′) + δ(Q′′).
Finally if Q′ = Q′′ intersect non-trivially, then r := ∑i max{δ(Q′)i, δ(Q′′)i}ei is a
root in the fundamental set F of Q and again q(r) < 0. Hence d  r. This finishes the
proof. 
Since every tame root is sincere, the following corollary follows immediately.
Corollary 4.2. Let Q be a wild connected graph with a subgraph H of type A˜n. If d is a
tame root of Q, then d  δ(Q′) for any euclidean subgraph Q′ = H .
We have the following characterisation of tame roots.
Theorem 4.3. Let Q be a connected wild graph and let d be a root of Q. Then the following
are equivalent.
(1) d is a tame root.
(2) d is sincere and for any decomposition of d into a sum of sub-roots d = d1 + · · ·+ dm,
we have q(di ) 0 for 1 i m. Moreover, there is at most one di with q(di ) = 0. In
this case we have di = σ(δ(Qd)) for some reflection σ and a unique euclidean graph
Qd, depending only on d.
Proof. Let d be a tame root and let d = d1 + · · · + dm be a decomposition of d into
a sum of sub-roots. Suppose that d1 and d2 both have Tits form 0. By Proposition 3.5
for i = 1,2 there exist a euclidean subgraph Qi of Q and a reflection σ i ∈W such that
di = σ i(δ(Qi)), whereW is the Weyl group of Q. By Lemma 3.4 we have di  δ(Qi) for
i = 1,2. Therefore d δ(Q1) + δ(Q2). By Proposition 4.1 this gives rise to a contradic-
tion. The uniqueness follows from Propositions 4.1 and 3.5. The converse is clear by the
definition of tame roots. This finishes the proof. 
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helpful in understanding the behaviour of the representations with a tame root as dimension
vector. The theorem actually shows that a root d is a tame root if and only if for each
decomposition d = d1 + · · · + dm into a sum of sub-roots, the isomorphism classes of
modules M = M1 ⊕ · · · ⊕ Mm with Mi ∈ ind(di ) for each i are parameterised by at most
one parameter.
The following property of tame roots will be used in the proof of the finiteness of tame
roots in last section. We need some notation first. Let Q be a graph. Let d = (di)i∈Q0 be
a dimension vector. Let L be a section of Q and let L′ be a subsection of L with its two
trivial knots i1 and j1 adjacent to vertices i0 and j0 of L \ L′, respectively. We call L′ a
platform of d if di1 > di0 , dj1 > dj0 and for any i, j ∈ L′0 we have di = dj . In particular, if
L′ is just a vertex, we call the vertex a maximal vertex of d.
Proposition 4.4. Let d be a tame root of Q. Then d has at most one platform.
Proof. Let L be a section of Q and let L′ be a subsection of L. We assume that L′ is a
platform of d with the numbering of its vertices as follows.
L′ : 1 2 · · · (l − 1) l,
where 1 and l are the two trivial knots of L′ adjacent to vertex i0 and vertex j0 of L \ L′,
respectively. We want to show that there exists a sub-root r of d with q(r) = q(d) − 1.
Let d′ = σl−1 · · ·σ1(d), where σi is the fundamental reflection associated to vertex i . Then
d′ < d and vertex l is a maximal vertex of d′. We claim that d ′l−1 = d ′j0 = d ′l −1. If not, then
2dl − dl−1 − dj0 > 2. Let r = σl(d′) + el , then σl(d′) < r < d′. Therefore by Section 1.4
in [9] r is also a root of Q, but q(r)−q(d′) = −2dl +dl−1+dj0 +1 < −1. Hence q(r) < 0,
which contradicts with d being a tame root. Therefore our claim holds and so q(r) =
q(d)− 1.
Assume that d has another maximal platform L′′. By the definition of a platform we
know that L′ ∩ L′′ = ∅. Therefore L′′ is also a platform of r. As above, there exists a sub-
root r′ of r such that q(r′) = q(r) − 1 = q(d) − 2 < 0. This gives rise to a contradiction.
Hence d has at most one platform. 
5. The canonical decomposition of tame roots
In this section we discuss the canonical decomposition of tame roots. Let Q be a quiver
with tame roots. This means that Q has at most one sub-quiver of type A˜m.
Let d = (di)i∈Q0 be a dimension vector and let Rep(d)max = {M ∈ Rep(d) | dimOM is
maximal}, which is dense open in Rep(d). We recall some facts on canonical decomposi-
tion (see [9,11,16]) and a theorem of M. Rosenlicht.
Proposition 5.1. Let d = (di)i∈Q0 be a dimension vector. Then there exists a unique de-
composition of d = d1 + · · · + ds such that the set Rep(d)gen = {M ∈ Rep(d) | M ∼=
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Rep(d).
Definition 5.2. We call the decomposition d = d1 + · · ·+ ds in Proposition 5.1 the canoni-
cal decomposition of d and the representations in Rep(d)maxgen = Rep(d)max ∩Rep(d)gen the
general representations in Rep(d). If the general representations in Rep(d) are indecom-
posable, then we say that d is indecomposable.
Proposition 5.3. Let M = M1 ⊕· · ·⊕Ms be a general representation in Rep(d), where Mi
is indecomposable for 1  i  s. Then EndMi = k for 1  i  s and Ext1(Mi,Mj ) = 0
for 1  i = j  s. In particular if the general representation M is indecomposable, we
have Rep(d)max ⊆ ind(d) and EndM = k.
Theorem 5.4 (Rosenlicht’s theorem [15]). Let G be an algebraic group acting on an al-
gebraic variety X. Then there exists a G-stable open subset of X that admits a geometric
quotient (Y,Φ).
A root d is called a Schur root if there is a module M ∈ Rep(d) with EndM = k. By
Proposition 5.3 we know that a root is a Schur root if and only if d is indecomposable. So if
d is a Schur root, then the canonical decomposition of d is d itself. We have the following
theorem on the canonical decomposition of a tame root.
Theorem 5.5. Let Q be a wild quiver and let d be a tame root of Q. Then the following
hold.
(a) If q(d) = 0, then d is a Schur root.
(b) If q(d) = 1, then
(i) either d is a Schur root, or
(ii) the canonical decomposition of d is d = d1 + d2, where d1 is a tame root of
supp(d1) with q(d1) = 0 and d2 is a discrete tame root of supp(d2).
Proof. Let d be a tame root of Q. Let d = d1 + · · · + ds be the canonical decomposition
of d. By Proposition 5.1 we have an open dense subset Y of Rep(d) and Y ⊂ Rep(d)gen. We
may assume that Y is Gl(d)-stable. Let Y ′ = Y ∩ Rep(d)max. Then Y ′ is also Gl(d)-stable
and dense open in Rep(d). Since Rep(d) is irreducible, we know that Y ′ is also irreducible.
By Rosenlicht’s theorem there is dense open Gl(d)-stable subset X of Y ′ which admits a
geometric quotient φ :X → Z. In particular φ is surjective and for any z ∈ Z, the fibre
φ−1(z) is an orbit in X. Therefore Z is also irreducible.
We may assume in the canonical decomposition that q(di) = 1 for 2  i  s and
q(d1) = 1 or 0. Define φ1 : Rep(d1) ↪→ Rep(d) by φ1(M) = M ⊕ Y 2 ⊕ · · · ⊕ Y s , where
Y i is a fixed representation in ind(di ) for i  2. By the definition we know that φ1 is a
morphism of varieties. Moreover φ1 satisfies the following properties.
(1) For any M1 and N1 in Rep(d1), by Krull–Schmidt theorem we have φ1(M1) ∼=
φ1(N1) if and only if M1 ∼= N1.
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open in Rep(d1).
(3) Denote ψ = φφ1|V :V → Z. For any z ∈ Z, we have φ−1(z) = OM , where M =
M1 ⊕ Y 2 ⊕ · · · ⊕ Y s . Therefore φ−11 (M) = ∅ and so ψ−1(z) = ∅. Therefore ψ is
surjective. Moreover by the definition of φ1 and by (1) we have that ψ−1(z) is an orbit
in Rep(d1).
By Chevalley’s theorem (see page 13 in [1]), there is z ∈ Z such that dimψ−1(z) =
dim Rep(d1) − dimZ. Let N ∈ ψ−1(z), we have dimψ−1(z) = dimON = dim Rep(d1) +
q(d1) − dim EndN . So dimZ = 1 − q(d1). Using again Chevalley’s theorem on the mor-
phism φ :X → Z and by similar argument as above we have dimX − dimZ = dimOM ′′ ,
where M ′′ is some representation in X. So we have q(d)− q(d1) = dim EndM ′′ − 1 0.
If q(d) = 0, then q(d1) = 0, dim EndM ′′ = 1 and so d is a Schur root. Similarly, if
q(d) = 1 and q(d1) = 1, then d is a Schur root. Finally if q(d) = 1 and q(d1) = 0, then
dim EndM ′′ = 2. Since M ′′ ∈ X ⊂ Y , so dim EndM ′′  s and M ′′ is either decomposable
or a Schur module. Hence s = 2. This finishes the proof. 
6. Finiteness of tame roots
In this section we want to prove the finiteness of tame roots. That is, we prove the
following main result.
Theorem 6.1. For any wild graph Q, there are only finitely many tame roots.
We divide the proof of the theorem into several steps. First we prove the theorem for
the case of stars. Second we prove the theorem for the case of trees with exactly two non-
trivial knots. Let NTK(Q) be the number of non-trivial knots of Q. Then we prove the
theorem for trees by induction on NTK(Q). Finally by Theorem 3.7 we need only to prove
the theorem for wild graphs with exactly one subgraph of type A˜n.
We state two lemmas in the following. Lemma 6.2 is well known. The proof of
Lemma 6.3 follows from the classification of roots for the euclidean graphs (see [9,13]).
Lemma 6.2. If Q is a Dynkin graph, then Q has only finitely many roots.
Lemma 6.3. If Q is a euclidean graph, then Q has only finitely many roots d satisfying
d  2δ(Q).
6.1. The finiteness for stars
In this subsection we assume that Q is a star. We give a numbering of the vertices of Q
as follows.
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11 12 · · · 1l1
0 21
:
22
:
· · · 2l2
:
s1 s2 · · · sls
We assume that l1  l2  · · · ls . Let n =∑si=1 li +1 and let d = (di)i∈Q0 be a dimen-
sion vector. For each i = 1, . . . , s, let di = (di0, di1, . . . , dili ), where di0 = d0. Let
∥∥di∥∥2 = li−1∑
j=1
(dij−1 − dij )2 + d2ili .
By [6] (see also [12]) we can write the Tits form of Q as
q(d) = 1
2
(
s∑
i=1
∥∥di∥∥2 − (s − 2)d20
)
.
We are interested in those dimension vectors d with the following properties.
(T1) d is sincere;
(T2) d  2δ(Q′) for any euclidean subgraph Q′ of Q;
(T3) dij  dij−1, where 1 j  li and 1 i  s.
Let T (Q) = {d ∈ Nn | d satisfies conditions (T1), (T2) and (T3)}.
Lemma 6.4 [6]. Let a1, . . . , am  0, then
m∑
i=1
a2i 
1
m
(
m∑
i=1
ai
)2
.
This elementary result is helpful in the proof of the following properties of the dimen-
sion vectors in T (Q).
Lemma 6.5. Let s = 3 and let n0 > 0. Then there exist a > 0, b and c such that for all
d ∈ T (Q) with di1 < n0 for some i with 1 i  3, we have q(d) > ad20 + bd0 + c.
Proof. Since di1 < n0, we have
‖di‖2 = (d0 − di1)2 + (di1 − di2)2 + · · · + d2il  (d0 − di1)2 > (d0 − n0)2.i
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lj+1d
2
0 for j = i . Therefore
q(d) >
1
2
(
(d0 − n0)2 +
∑
j =i
1
lj + 1d
2
0 − d20
)
.
This finishes the proof. 
Lemma 6.6. If Q is a Dynkin star or a euclidean star, then there exist a > 0, b and c such
that for any d ∈ T (Q) we have q(d) > ad20 + bd0 + c.
The proof of this lemma is not difficult. We leave it to the reader.
Lemma 6.7. Let Q be a wild s-star graph, where s = 3 or 4. Then there exist a > 0, b and
c such that for any d ∈ T (Q), either d0  11 or q(d) > ad20 + bd0 + c.
Remark 6.8. After I submitted this paper, I was informed that A. Holtmann proved inde-
pendently similar results as Lemmas 6.5–6.7 in [7].
We give the proof later. What is important here is that from this lemma and Proposi-
tion 3.1 we can get the main result in this subsection. This proves Theorem 6.1 for wild
stars.
Proposition 6.9. If Q is a wild star, then Q has only finitely many tame roots.
Proof. Let Q be an s-star and let d be a tame root of Q. Then q(d) = 1 or 0. Moreover,
following Proposition 4.1 and Lemma 3.2 we know that d ∈ T (Q).
If s  5, then by Proposition 3.1 we know that Q has only one tame root. If s = 3 or 4,
then by Lemma 6.7 we have
(1) either d0  11; or
(2) there exist a > 0, b and c such that for any d ∈ T (Q) with d0 > 11 we have q(d) >
ad20 + bd0 + c.
Anyway there is a bound of d0 for all tame roots, since q(d) 1. Hence by Lemma 3.2
we know that Q has only finitely many tame roots. This finishes the proof. 
We now give the proof of Lemma 6.7.
6.1.1. The proof of Lemma 6.7 for s = 3
Let Q be a wild 3-star and let d ∈ T (Q). By (T2) we know that d  2δ(Q′) for any
euclidean subgraph Q′ of Q. This means that for any euclidean subgraph Q′, there exists
some vertex x of Q′ such that dx < 2δ(Q′)x . By the list in Section 2.2 we know that if
x is the centre 0, then we have δ(Q′)x  6. Therefore dx  11. If x = i1 for some i with
1  i  3, then δ(Q′)i1  5 and so di1  9. By Lemma 6.5 there exist a1 > 0, b1 and c1
such that for any d ∈ T (Q) with di1  9 for some i , we have q(d) > a1d2 + b1d0 + c1.0
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x ∈ Q′0 \ {0, i1}3i=1 such that dx < 2δ(Q′)x}.
Suppose that l1  2. Then we have a subgraph Q′ of type E˜6. Since d ∈ T2(Q), there
exists i such that di2 = 1 for some 1  i  3. We may assume that i = 1. Let Q′′ be
the full subgraph of Q with vertices {11,2j,3l}j,l. Then Q′′ is a 3-star with l1 = 1. Let
d′ =∑j∈Q′′0 djej . Then d′ ∈ T (Q′′) and q(d) = q(d′) + 1 − d11  q(d′) + 1 − d0. If Q′′
is not wild, by Lemma 6.6 it is done. If Q′′ is wild, we can reduce to the case when l1 = 1.
Now take l1 = 1. Since we can write 2q(d) = ‖d1‖2 + ‖d2‖2 + ‖d3‖2 − d20 , our aim
will be to bound each ‖di‖2 below by a quadratic in d0 with leading coefficient mi such
that m1 + m2 +m3 > 1. We can always take mi = 1/(li + 1) by Lemma 6.4. In particular,
m1 = 1/2.
Suppose there is no subgraph of type E˜7, i.e., l2 = 2 and l3  6. Then either d22  3
and ‖d2‖2  (d0 − 3)2/2, so it is done, or d35  7 = 11 − 4, so ‖d3‖2  (d0 − 7)2/5, and
it is done, too.
Suppose there exists a subgraph Q′ of type E˜7. Then we may assume d2p < 2δ(Q′)2p =
8 − 2p for p = 2 or 3. If p = 2, then ‖d2‖2  (d0 − 3)2/2 and so it is done. If p = 3, then
‖d2‖2  (d0 − 1)2/3. So, if l3 = 3 or 4, then it is done.
Finally, if l3  5, we have a subgraph Q′′ of type E˜8, which has a non-extended vertex
adjacent to a vertex of Q \ Q′′. Thus Lemma 3.3 implies d  δ(Q′′). By our previous
assumptions, we must have that d3q < δ(Q′′)3q = 6 − q for q = 3,4 or 5. Thus ‖d3‖2 
(d0 − 1)2/5. This completes the proof.
6.1.2. The proof of Lemma 6.7 for s = 4
Since s = 4, we see that Q has a subgraph Q′ of type D˜4. Let d ∈ T (Q), then d 
2δ(Q′). So d must be one of the following two cases.
(1) d0  2δ(Q′) − 1 = 3. Then Lemma 6.7 follows automatically.
(2) di1 = 1 for some 1 i  4. We may assume that i = 1. Let Q′′ be the full subgraph
of Q with vertices {2j,3l,4m}j,l,m. Then Q′′ is a 3-star. Let d′ =∑j∈Q′′0 djej . Then
d′ ∈ T (Q′′) and q(d) = q(d′)+ 1 − d0.
Hence Lemma 6.7 for the case of s = 4 follows from the case of s = 3 and Lemma 6.6.
6.2. The finiteness for a tree with two non-trivial knots
Let Q be a wild tree with exactly two non-trivial knots. Let the two non-trivial knots be
a p-knot and a q-knot, respectively. We give a numbering of the vertices of Q as follows.
1l1
...
· · · 12
...
11
...
(s + 1)1
...
· · · (s + 1)ls+1
...1 2 · · · (m − 1) m
sls · · · s2 s1 t1 · · · t lt ,
where vertex 1 is the p-knot and vertex m is the q-knots. That is, s = p − 1 and
t = p + q − 2. We may assume that p  q . We assume that d = (di)i∈Q0 is a tame
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note by S′(x) and S′′(x) the full subgraphs of Q with S′(x)0 = {ij, a}j,1is,1ax and
S′′(x)0 = {a, ij }j,s+1it,xam, respectively. Let d′(x) =∑i∈S ′(x)0 diei and d′′(x) =∑
i∈S ′′(x)0 diei .
We now give the proof of Theorem 6.1 for a wild tree with exactly two non-trivial knots
as follows.
By Lemma 3.2, we know d must decrease along the sections involving the trivial knots.
Also, by Proposition 4.4, d has at most one platform L′ ⊂ L. We assume that d has a
platform L′ ⊂ L. Suppose L′0 = {a, a + 1, . . . , b}, where 1 < a  b < m. Then we have
da−1 < da = · · · = db and db > db+1. Let d′ = σb−1σb−2 · · ·σa(d). Then d′ < d is a tame
root and b is a maximal vertex of d′. Let d′′ = σb(d′) + eb . Then d′′  d′. As in the proof
of Proposition 4.4 we know that q(d′′) = q(d) − 1. If d′′ has a maximal platform , then
as above d′′ has a sub-root d′′′ with q(d′′′) = q(d′′) − 1. Therefore q(d′′′) < 0. This gives
rise to a contradiction. Therefore d′′ has no platform. Hence the proof of the finiteness for
a tree with two non-trivial knots is reduced to the situation when d1  · · · di  · · · dm
for some 1 i m.
Suppose that p  5. Then, as in the proof of Proposition 3.1, we must have that d1 = 1.
Thus, by reflection along the branches 1, . . . , s, we are reduced to considering a q-star, so
it is done. Similarly if q  5.
Now suppose that p,q  4. If p = 4, then there is a subgraph Q′ of type D˜n with a non-
extended vertex, vertex 1, adjacent to a vertex of Q\Q′ . Hence by Lemma 3.3, d  δ(Q′).
That is, di = 1. Using the formula q(d) = q(d′(i))+q(d′′(i))−1 and that d′(i) ∈ T (S′(i))
and d′′(i) ∈ T (S′′(i)), we are done by Lemmas 6.2, 6.3 and 6.7 for stars.
Finally, we may assume that p = q = 3. Since d  2δ(Q′), where Q′ is of type D˜n,
either di  3, and so we can use Lemmas 6.2, 6.3 and 6.7 again, or dj1 = 1 for some j . We
may assume that j = 1. By reflecting on along the arm, we may assume that l1 = 1.
Let Q′ be the full subgraph of Q with Q′0 = {11,2i, j,3l,4m}i,j,l,m and let d′ =∑
i∈Q′0 diei . Then d
′ is a tame root of Q′ with d ′11 = 1. Let
R = {r = (ri )i∈Q′0 | r is a tame root of Q′ with r11 = 1}.
Then to prove the finiteness of tame roots, we need only to show that R is a finite set. We
give an orientation of Q′ such that we have an arrow 1 → 11.
For any r ∈ R we fix a representation Mr = ({Mi}i∈Q′0, {Mα}α∈Q′1) ∈ ind(r). We write
Mr/S11 =
w(r)⊕
i=1
Mi,
where S11 is a simple representation associated to the sink vertex 11 and each Mi is inde-
composable. Let ρ be the arrow from vertex 1 to vertex 11. We write Mρ = (g1, . . . , gw(r)),
where each gi :Mi1 → k is a linear map. For each Mi let ri = dimMi . Let s(r) =
(r1, · · · , rw(r)). Let S = {s(r) | r ∈ R}. Then the cardinality of R is the same as that of S.
So to prove that R is finite set, we need only to prove that S is a finite set.
We have the following facts on s(r) = (r1, . . . , rw(r)) in S.
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(b) For any 1 i1 < i2 < · · ·< il w(r) we have e11 + ri1 + · · ·+ ril is a root. The proof
is as follows.
Let N ∈ Rep(e11 + ri1 + · · · + ril ) with N/S11 = Mi1 ⊕ · · · ⊕ Mil and Nρ =
(gi1 , . . . , gil ). If N is decomposable then there exists Mij which is a direct summand
of N . Therefore Mij is also a direct summand of M , which gives rise to a contradic-
tion. Hence N is indecomposable. Therefore (b) follows.
Moreover, since r is a tame root, by the fact (a) we have the following.
(i) supp(ri ) is a wild 3-star, therefore ri is a tame root of a wild 3-star; or
(ii) supp(ri ) is a euclidean 3-star, therefore ri is a tame root of a euclidean 3-star and
ri  2δ(supp(ri )); or
(iii) supp(ri ) is a Dynkin graph.
We know from Theorem 4.3 that there is at most one imaginary root among the ri ,
therefore it is enough to show that each real root ri occurs a bounded number of times.
Suppose a real root ri occurs y times. Then q(yri + e11) = y2 − yri1 + 1. Since there
are only finitely many real roots with one of the properties (i)–(iii), the values of ri1 are
bounded and so y is bounded. This completes the proof.
6.3. The proof of Theorem 6.1 for a tree
Let Q be a wild tree. We will use induction on the number NTK(Q) of the non-trivial
knots of Q to prove the finiteness of tame roots for a tree. If NTK(Q) = 1,2, then the
finiteness follows from Proposition 6.9 and Section 6.2. If NTK(Q)  3, we assume that
the finiteness is true for the trees with the number of non-trivial knots less than NTK(Q).
Let a, b and c be non-trivial knots of Q with a, b ∈ L′ and b, c ∈ L′′, where L′ and L′′ are
two sections of Q. Let a1 and a2 be two vertices of Q \L′ adjacent to vertex a. Let c1 and
c2 be two vertices of Q \L′′ adjacent to vertex c. Let Q′ be the subgraph of Q of type D˜n
with a and c as its two non-trivial knots and a1, a2, c1 and c2 as its four trivial knots. We
complete the numbering of vertices of Q′ as follows.
Q′ :
a1 c1
a 1 2 · · · m b m + 1 · · · m + t c
a2 c2
We assume that d is a tame root of Q. Since b is a non-trivial knot of Q, we know
that b is adjacent to some vertex of Q \ Q′. By Lemma 3.3 we know that d  δ(Q′).
Therefore there exists i0 ∈ L′0 ∪L′′0 such that di0 = 1. We write Q \ {i0} =
⋃s
j=1 Sj , where
the Sj are the connected components of Q \ {i0}. Let T j be the full subgraph of Q with
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j
0 = Sj0 ∪{i0}, where 1 j  s. Then each T j is either a Dynkin graph, a euclidean graph
or a wild tree with NTK(T j ) < NTK(Q). Let
dj =
∑
i∈T j0
diei , where 1 j  s.
Since di0 = 1, we know that dj is a tame root of T j . Hence the finiteness of tame roots for
a tree follows from Lemmas 6.2, 6.3 and the induction hypothesis.
6.4. The proof of Theorem 6.1
Let Q be a wild graph with tame roots. By Theorem 3.7 we know that Q is either a tree
or Q has exactly one subgraph of type A˜m. To prove Theorem 6.1, we now only need to
consider the wild graphs with exactly one subgraph of type A˜m. So in this subsection we
assume that Q is a wild graph with exactly one subgraph Q′ of type A˜m. We assume that
d = (di)i∈Q0 is a tame root of Q.
We start with a special case of m = 0. In this case Q has an edge-loop. Let Q′0 = {i0}.
Let T be the subgraph of Q with T0 = Q0 and T1 = Q1 \ Q′1. Then T is a tree. Since d is
a tame root, by Proposition 4.1 we know that di0 = 1. So d is a root of T . Therefore d is
a tame root of T and d  2δ(E) for any euclidean subgraph E of T . Hence the finiteness
follows from Section 6.3, Lemmas 6.2 and 6.3.
So now we assume that Q′ is of type A˜m with m > 0. By Proposition 4.1 we know that
there exists i0 ∈ Q′0 such that di0 = 1. Define Ci0(Q) as follows. Let ρ : i0 − i1 be an edge
in Q′. Then Ci0(Q) is given by deleting ρ and adding a new vertex i ′0 and a new edge
ρ′ : i ′0 − i1. We denote the simple root of Q associated to vertex i and the simple root of
Ci0(Q) associated to vertex j by ei and e′j , respectively. Then Ci0(d) =
∑
i∈Q0 die
′
i + e′i′0
and Ci0(d) is sincere.
Give Q an orientation, inducing an orientation of Ci0(Q). Let M ∈ ind(d) and define a
representation N of Ci0(Q) by
Ni :=
{
Mi if i = i ′0;
Mi0 if i = i ′0, Nα :=
{
Mα if α = ρ′;
Mρ if α = ρ′.
Write N = N1 ⊕· · ·⊕Nt as a sum of indecomposables for Ci0(Q) and set di = dimNi .
We show that t  2. If t  3 then we may assume that X = Nt satisfies dimXi0 =
dimXi′0 = 0. We can clearly view X as a representation of Q and we have isomorphisms
Hom(X,M) ∼= Hom(X,N) and Hom(M,X) ∼= Hom(N,X). Since X is a direct summand
of N , it follows that X is a direct summand of M . This is a contradiction. Therefore t  2.
Now show that each di is a tame root of supp(di ). If not, we can find a sub-root d′
such that qCi0 (Q)(d
′) < 0. Define a dimension vector for Q by r =∑i =i0 d ′iei + ei0 . Then
qQ(r)  qCi0 (Q)(d
′) < 0 and by Theorem 2.4 we have r < d is a root of Q, which is a
contradiction.
Suppose Q′′ = supp(di ) is euclidean. Then di  δ(Q′′). If not, set d′ = δ(Q′′) and
define r as above. Then either d ′i = d ′′ = 1 and so q(r) < 0, which is a contradiction, or0 i0
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′
i′0
is zero. In this case, either q(r) < 0, again a contradiction, or d
r δ(Q′′′) for some euclidean subgraph Q′′′ of Q, which contradicts with Proposition 4.1.
Otherwise Q′′ = supp(di ) is Dynkin or wild, and thus there are only finitely many tame
roots. Hence we have only finitely many choice for the di , and so there are only finitely
many tame roots of Q. This completes the proof of Theorem 6.1.
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