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This paper focuses on comparing different models used in volatility 
forecasting and attempting to decide a “best” model for China’s 
security market. 
Design/methodology/approach 
Two investigated return series that are Shanghai Composite Index 
and Shenzhen Composite Index in China Security Market respectively 
covering 10 years period data from 01/01/2001 to 31/12/2010. 
Afterwards, using eight most popular models which are random walk 
(RW), historical mean model (HM), Simple Moving Average Model 
(MA), Exponential smoothing model (ES), Exponentially Weighted 
Moving Average (EWMA), GARCH (1, 1) along with its family models 
(i.e. Threshold-GARCH, Exponential-GARCH(1,1) forecast a seven 
months forecasting horizon at daily, weekly monthly frequency 
respectively for both series. Finally, accuracy of volatility forecasting 
of several of the methods are checked by Loss Functions, Diebold & 
Mariano, and Clarke-West.   
Findings 
Although MA model and EWMA perform well, unfortunately, no one 
can conclude a “best” volatility forecasting techniques consistently for 
both series cross different data frequency for China security 
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1. Introduction  
1.1 Background and motivation of the study  
As a risk measure, volatility is a vital concept in finance. Volatility is 
not only the factor determining the assets return distribution, but also 
plays an important role in financial applications, such as risk 
management, option pricing, hedging, and portfolio management.  
In particular, the importance of volatility is highlighted by Black& 
Scholes through their model. In pricing options, anticipated volatility 
of the option is the crucial unknown parameter. Hence, to some 
extent, the issue in B&S option pricing method is volatility predication. 
(Dawei.S, 2007) On the other hand, it also is a key input to calculate 
Value-at–Risk (VaR) that is a measure of market risk. Therefore, 
volatility forecasting is also important in controlling for estimation in 
portfolios constructed to minimize risk. Financial institutions not only 
just take an interest in the current value of volatility of the managed 
assets, but also in future value. 
 
There are a variety of models to calculate time series volatilities and 
different methods can result in significantly different estimates. 
Therefore, a lot of research compares them and attempts to decide a 
“best” model that provides the most accurate forecasts. However, the 
answer to which one should be used is lack of consensus. On the other 
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hand, research on forecasting equity volatility is a growing interest for 
the economists, financial advisors, and economic policy makers over 
the past 30 years. There are a number of empirical works 
investigating the stock market volatility in developed countries; for 
instance, USA, UK as well as European Continent Equity Markets 
behavior have been extensively concerned in financial literatures. 
(Ladokhin2009, Walsh and Tsou 2011, Rashid and Ahmad 2008) 
However, coverage of the empirical works on equity markets in 
developing countries is quite limited. For above reasons, this paper 
attempts to fill the gaps and focuses on investigating an emerging 
market-China securities market. eight popular models: random walk 
model (RW), historical mean model (HM), Simple Moving Average 
Model (MA), Exponential smoothing model (ES), Exponentially 
Weighted Moving Average (EWMA), GARCH (1,1) along with its family 
of models (i.e. Threshold-GARCH, Exponential-GARCH) are tested for 
Shanghai and Shenzhen exchange for the purpose of comparing their 
forecasting ability and accuracy, in addition with attempting to find a 
superior model. 
 
1.2 China equity market  
1.21 Overview of Shanghai and Shenzhen Stock Exchanges 
Since the establishments of Shanghai and Shenzhen Stock Exchanges 
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in 1990, China’s securities market has been developing step by step, 
with gradually advancing market maturity and improving market 
functions over the two decades. The fluctuation of the Chinese 
securities violently relates to the high sensitivity of emerging market. 
Prices of Shanghai and Shenzhen composite index increased stably 
from 1991 to 2005. Since 2005, prices of two stock indices went up 
dramatically. Until 2008, it began to fall back.  Moreover, as shown in 
the table one, total market value of Shanghai exchange increased 
from 109.19 million RMB at the end of 1991 to 269,838.87 at the end 
of 2007, growing by about 2500 times, but reduced to 97,251.91 
million RMB in 2008.  
Figure1.1. Shanghai Composite Index Price Curve 
 





















































































































































































































































































































































































































































Shenzhen Composite Index Price Curve  
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Table1.1. Total market value and number of share in Shanghai Stock Exchanges 
Year Number of shares(million RMB) The total market value (million RMB) 
1991 6.29 109.19 
1992 68.87 1048.13 
1993 387.73 3531.01 
1994 684.54 3690.61 
1995 848.42 3474.28 
1996 1219.54 9842.38 
1997 1942.67 17529.24 
1998 2526.79 19505.64 
 
1999 3088.95 26471.17 
2000 3791.71 48090.94 
2001 5218.01 43522.20 
2002 5875.46 38329.13 
2003 6428.46 42457.71 
2004 7000.41 40377.19 
2005 12345.12 53284.39 
2006 57816.60 71612.38 
2007 305434.29 269838.87 
2008 180429.95 97251.91 
2009 176334.20 87223.01 
2010 170574.40 93273.64 
 
Figure1.3. Total market value of Shanghai and Shenzhen stock exchanges 
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1.2.2 Characteristics and Regulations in Two Decades  
The first decade (1991-2000): 
Since the end of 1990, China’s securities market widely pushed 
forward reforms, opening up, and thereby firmly developing of the 
equity market. The number of enterprises listed on Shanghai and 
Shenzhen exchange increased rapidly, from a dozen in 1991 to 1,153 
in 2001. Moreover, registered stockholders extended 65 million RMB 
Yuan in 2001. At the same time, the total market capitalization rose 
from less than 10 billion RMB Yuan to more than 4,300 billion RMB 
Yuan. In particular, a dramatically upward movement in late 1992 was 
created owing to the government officially encouragement on stock 
trading. 
In this period, the Chinese market has numerous unique features. 
During most of 1990s, most companies listed on exchange in China 
are large state-owned enterprise (SOEs) for conforming to policy 
need. In addition, more than fifty percent of the shares of SOEs 
belong to the state own, and these shares cannot be traded. Moreover, 
foreign investors or investments in foreign capital are limited and   
non-facilitated. Therefore, market-oriented adjustments are needed. 
Besides, high transfer rates, high price-to-earnings ratios (shown in 
graph 4) and high system risks obviously are observed in this period.  
In the 1990’s, the sole law that shareholders would be able to depend 
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on up until July 1, 1994 was the PRC General Principles of Civil Law, 
which provides that victims of torts are entitled to civil recovery. 
However, the PRC judiciary had little experience with tort law in 
finance field. (Chen, 2006)  In addition, the court cannot serve for 
private securities litigation, and hence these administrative provisions 
would not perform for protecting interests of investors. So, China’s 
market is still in the early stages of development with uneven and 
irregular. Until July 1, 1999, security Law was conducted to fill in the 
gap. The PRC Securities Law became effective and motivated a 
stock-market bull run from January 1999 to June 2001. The number 
of listed private firms increased rapidly since 1998 with reform of the 
CSRC and the adoption of the Securities Law. 
Figure1.4. P/E ratio and P/B ratio of Shanghai stock exchanges 
 
 
The second stage (2001-2010):  
After booming for nearly 10 years, there was a slump in the stock 


































































































Shanghai Composite Index ：P/E rartio and P/B ratio 
-------- Price/Earnings 
-------- Price/ Book 
 16 / 104 
 
 
problem lies in corporate governance problem, poor qualities and 
standard operations of listed companies. Until 2006, the stock prices 
recoverable grew again by the reason of a success on non-tradable 
share reform and internationalization. Beltratti.A and Bortolotti.B 
(2006) indicated prices of the companies that transformed 
non-traded share into traded share experienced some increase before 
the announcement of the implementation of the stock reform, and 
rose strongly throughout the process. On 16 November 2007, price of 
Shanghai composite index hit an all-time high, reaching 6124.04 
point. After that, China’s capital market has been stagnant again 
because of influence on global financial crisis. Ying and Ren (2010) 
pointed out total turnover of all SSE securities in 2008 reached RMB 
27,184,203 billion, a reduction of 28.47 percent compared to 2007.  
 
Moreover, in the ten years, securities market went towards 
internationalization. Since 2001, China has begun to attract foreign 
investors to invest in domestic enterprises through the B-share 
market. By 2004, more than one hundred companies had issued 
B-share, and the capital funds through B-share allocation mounted 
$327 million. On the other hand, as its accession into WTO in 
December 2001, China promised to undertake on securities services 
sector, promulgate a series of implementing rules along with 
 17 / 104 
 
 
regulations in order to accelerate internationalization.    For instance, 
a rule are issued for B share trading on Shenzhen and Shanghai Stock 
Exchanges respectively: overseas institutions allowed to directly 
trade B shares from July 2002; promulgated the rules are 
promulgated by China Securities Regulatory Commission (CSRC) 
about Establishing Securities Companies Fund management 
Companies with Foreign Shareholdings, and came into force on the 
1st of July in 2002. Until 2006, all duties and commitments roughly 
were fulfilled. 
 
On the other hand, feature of ownership structures in China are 
non-tradable shares (NTS) entitling the holders to exactly the same 
voting and cash flow rights assigned to the holders of tradable shares 
(TS) but which cannot traded publicly even if the company is listed. 
(Beltratti and Bortolotti, 2006)Therefore, non-tradable share reform 
began from 29 April 2005 in order to meliorate distortion of pricing 
mechanism of the capital markets and accord with the common 
interest for both public and non-tradable shareholder. As of Dec. 2006, 
96% of the listed companies completed the reform. 
 
After first decade’s development, China’s securities market has 
established a multi-level legal framework with the Company Law, 
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Securities Law and the Provisional Rules as its core supplemented by 
administrative rules, regulation and other enforceable regulations. 
However, with the continual development of the securities market, the 
new problems appear. Therefore, in these ten years, it contributed to 
improve multi-layer regulatory system and revised legal framework 
such as Securities Law & Companies Law.  
 
Because of developing rapidly with unique features, china’s securities 
market is drawn increasingly attention by economics and finical 
industry workers, but few empirical work refers to its volatility 
estimation particularly after accession into 2001. However, from 2001 
to 2010, multi-layer regulatory system is established; legal 
frameworks continual are improved; financial innovation is allowed; 
internationalization is deepened. China security is more extensive and 
mature. On the other hand, in this period, prices of equity undergo 
two dramatic ups and downs; hence, theoretically speaking, equity 
volatility of this period seems to be broadly representative. As result, 
estimation on China securities’ volatility focuses on the sample period 
from 2001 to 2010 in this paper.  
 
2. Literature Review  
2.1 Theoretical Review for Volatility Models 
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2.1.1 Stock Volatility Definition and Measurement  
In equity market, volatility refers to a measure of uncertainty 
provided by a stock, including negative and positive uncertainty. It 
cannot be observed directly, but it can be estimated by return series. 
It is normally measured by the variation or dispersion or deviation of 
stocks’ returns from their mean. Therefore, either the standard 
deviation  ) or the variance (  ) could be used as a measure of 
volatility in practical financial implication. The relative returns are 
measured by taking the differences between the logarithmic prices. 
Importantly, the researchers typically assume in the case of these 
differences (so called log relative) are normal distributed. It became 
the premise of a lot of forecasting models.  According to Hull (2000), 
the percentage changes in the stock price in short time period are 
assumed to be normally distributed, and this implies that 
   
  
  
   [(  
  
 
)   √ ] 
Although volatility is treated as a constant over of a long-term time in 
conventional econometrics models, it is no case for many time series. 
For instance, fluctuate of stock price in China security market is 
sharply from 2001 to 2006. Hence, the instantaneous variance seems 
to be more practical, particularly, for stock return series, because 
more transaction in stocks, whether to buy or sell, is activities.  
 
 20 / 104 
 
 
2.1.2 Features of Financial Market Volatility 
Besides above descriptions, some stylized facts about financial 
market volatility should be considered:  
1. Return series is mean revision, so it seems to be statistically 
stable.   
2. The distribution of stock return has fatter tails than the normal 
distribution, so-called leptokurtotic distribution. It is evidenced 
from stock return having a higher kurtosis than normal distribution. 
Ibiwoye (2007) pointed out having heavy tails means that extreme 
return occurs more frequently than implied by a normal 
distribution.  
3. Volatility trends to cluster. The tendency that financial assets’ 
volatility appears in bunches; the volatility can be high for a certain 
periods but low for other periods (Tsay, 2005; Brooks, 2008). 
Large return is expected to follow large return. Financial data often 
illustrates that various periods have different riskiness, of which 
the magnitudes of error terms are greater than at certain times 
than at others. In other words, it exhibits a degree of 
autocorrelation in the volatility of the returns (Engle, 2001). It also 
implies that future volatility can be predicted by past and current 
value. Therefore, Generalised autoregressive conditional 
heteroscedastic (GARCH) models are suggested by Bollerslev 
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(1986) which consider the problem.  
4. Asymmetry is also a common seen in volatility of return series. 
“Good news” and “bed news”, i.e. positive and negative innovation 
have different influence on volatility. This feature is also defined as 
leverage effect. In particular, based on the GARCH model, 
threshold GARCH model (Glosten, Jagannathan, & Runkle, 1993; 
Zakoian, 1994)  is tested to further consider asymmetries in 
volatility. 
2.2 Empirical Reviews 
2.2.1 Model Classified  
Following Dawei.S (2007), relevant volatility forecasting models could 
be categorized into four classes: the historical volatility models (HIS), 
GARCH based models, implied volatility model based on the 
Black-Scholes (BS) option theory, and stochastic volatility models. 
Therein, the historical volatility models include RW, HM, MA, ES, and 
EWMA; while GARCH based model involve ARCH, GARCH, E-GARCH, 
and T-GARCHR and so on. Rashid.A and Ahmad.S (2008) define 
historical volatility models (HIS) as linear forecasting models, and 
compare to nonlinear forecasting models i.e. the GARCH based 
models. In some other papers, researchers combine MA, EWMA model 
and GARCH model regarding as EWMA family models, and test them. 
(Rong et.al, 2010) Nevertheless, some literature involves GARCH 
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class models into historical models because both GARCH class models 
are estimated based on historical data.  
 
2.2.2Compared advantages and disadvantages between models 
The most basic forecast model is historical mean model, which just 
calculates sample standard deviation of all past volatilities. One 
well-known disadvantage, as noted by Ederington and Guan (2004), 
is that it merely considers the information of past return and ignores 
knowledge of future events. As Engle (2004) suggests if the period is 
too long, the result will not be relevant for today and if it is too short, 
it will be very noisy. Therefore, lower frequency sampling should be 
used when conducting historical mean model. 
 
Another simple model is a random work model, which illustrates the 
best forecast of today’s volatility is yesterday’s realized volatility. If a 
price series follows a random walk, the expected value of the return is 
zero and the variance of the random component is constant over time. 
(Figlewski, 2004) 
 
MA model assumes the conditional normal for return and calculate 
deviation based on rolling windows. Like historical mean model, 
moving average model is easy to implement, because does not 
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include any uncertain parameter in the model; however it advances 
than historical mean model because it pays more attention on some 
recent observations by rolling windows. The drawback is only 
information in past returns is considered. Another short-coming noted 
by Engle (2004) is that equal weights are allocated to all past squared 
return deviations back to an arbitrary date, so it seems to be 
inefficiently sometimes. 
 
Volatility is a function of the immediate past forecast and the 
immediate past observed volatility under ES model. (Dimson and 
March, 1990) Unlike MA, ES model gives more weight to the recent 
volatility. (Ladokhin, 2009) If smoothing parameter   is zero, then 
the exponential smoothing model collapses to the random walk. 
(Rashid and Ahmad, 2008)  
 
EWMA method was first introduced by Akgiray (1989) for forecasting 
the volatility of stocks on the NYSE. EWMA model develops EM model 
who just equally-weighted of observation, and lays stress on the most 
recent observation receives the largest weight, while earlier 
observations are weighted less. Rong et al (2010) applies the EWMA 
model places geometrically declining weight on past observations 
assigning greater importance to most recent observation in his paper. 
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In particular, the RiskMetrics database, which was originally created 
by J.P. Morgan and made publicly available in 1994, uses the EWMA 
model with  =0.94 for updating daily volatility estimates in its 
RiskMetrics database. (Hull, 2002) It is really popular are widely used 
for volatility forecasting. However, EWMA model is only desirable 
when volatility estimating is to catch the short-term movement. The 
further problem is that if the value is over relying on the recent data, 
there is a high possibility of measurement error (Walsh & Tsou, 1998).  
 
Through HIS models are simple to calculate, and widely used in 
financial management, but all HIS models volatility forecast directly 
omit the goodness of the asset (Poon, 2005); on the other hand, they 
are all based on a assumption of the conditional normal for stock 
returns. Rong et.al (2010) state the normal distribution will 
significantly underestimate and cause a basis in forecasting when 
financial return series are leptokurtic.  
 
In order to solving failure of expected return estimate, Merton (1980) 
indicates estimators which use realized returns should take account of 
heteroscedasticity and further researches should develop accurate 
variance estimation models which taken account of the errors in 
variance estimates. Therefore, Engle (1982) proposes a new 
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stochastic process called autoregressive conditional heteroscedastic 
(ARCH) which are useful in capturing financial return series features. 
There are well-defined empirical evidence that they are effective 
estimators of time series with heavy-tailed distribution and clusters of 
outliers. (Bollerslev, 1986)Like EWMA model, the ARCH model also 
uses the weighted average that gives more weights to the most recent 
information and less weight to information that happened long time 
ago. Bollerslev et al. (1992) conducted a survey of the empirical 
applications of ARCH and related models and finds that more than 200 
papers are cited applying the model. Therefore, it is really popular but 
relies on volatility clustering 
 
Bollerslev (1986) extends ARCH model to a more general process: 
Generalized Autoregressive Conditional Heteroskedastic(GARCH), 
which allows for a more flexible lag structure and can capture volatility. 
The GARCH model accommodates the tendency for volatility 
clustering in the financial data and can be considered as a reduced 
form of a more complicated dynamic structure for the time-varying 
(Bollerslev et al., 1992). GARCH (p, q) denotes, where p indicates the 
number of lagged variance terms and q shows the number of lagged 
squared error terms. In Particular ， GARCH(1,1), as noted by 
Engle(2004), can be used to examine the volatility dynamics of 
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almost any financial return series including equity, bond, commodity, 
exchange rate, etc in both developed markets and emerging markets. 
Also, Ender (2004) suggests that the GARCH (1, 1) model is sufficient 
to capture conditional volatility for most financial data where the 
volatility shocks are quite persistent. Therefore, the GARCH (1, 1) is 
considered as the most successful specification and the most 
particular used, which regresses on last period’s squared return and 
last period variance. However, compared to HIS models, GARCH (1, 1) 
model is more complicated, because it involves three uncertain 
parameters in the function. Three uncertain parameters are 
estimated by historical data. As said in Hull (2006), the maximum 
likelihood method can be used to estimate the parameters of GARCH 
(1, 1).Another drawback of the GARCH specification is the mandatory 
estimated parameters might cause problems, especially if the number 
of variable becomes large. (Rong, 2010) Therefore, the RiskMertics 
sets three uncertain parameters of GARCH (1, 1) as α0=0, α1=0.94, 
 β1=0.06, andα0 + α1 +  β1 = 1, so it become EWMA model. Rong (2010) 
points out that this procedure reduces GARCH model to the EWMA 
model, referred to as the Integrated GARCH (IGARCH), and becomes 
the most popular.  
 
Rydberg (2000) finds that neither the ARCH nor the GARCH model 
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considers asymmetry and leverage.  Ibiwoye (2007) also points out 
that although GARCH (p,q) models give adequate fits for most 
equity-return dynamics, these models often fail to perform well in 
modeling the volatility of stock return because GARCH models assume 
that is a symmetric response between volatility and return. 
Furthermore, the previous literatures suggest a negative shock 
usually has a larger effect on the volatility of the assets price than a 
positive shock with the same magnitude does (Tsay, 2005). Hence, 
the threshold GARCH (TGARCH) model is proposed by Zakoian (1990) 
for account this. After that, the Exponential GARCH (EARCH) that is 
able to capture asymmetric variance effect is introduced as well.  
Some other existing GARCH models, such as GJR-GARCH, Quadratic 
GARCH, VGARCH, FIGARCH, and GARCH in mean. Among them, 
GARCH in mean is model is widely used to express phenomenon that   
larger expected return of assets with higher level of risk; VGARCH and 
AGARCH model that applied by Engle (1990) are similar to EGARCH 
model, but allow the several type of the asymmetry in the impact of 
news on volatility. (Thanh, 2008)    
 
Stochastic volatility models (SV) which consider volatility as a 
stochastic process are introduced by Taylor (1982). In ARCH modeling 
framework, the conditional variance is completely determined by 
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given all the available information, whereas that of SV models 
contains a second innovation term (Thanh, 2008). On the other hand, 
like ARCH models, it can capture volatility clustering, even high 
persistence. It also can be estimated by Maximum likelihood method, 
but also some other approaches exist. For instance, A Generalized 
Method (GMM) is suggested by Melino and Turnbull (1990). In Meade 
and Ding study (2010), SV model forecasts are only noticeably more 
accurate than GARCH in scenarios with very high volatility of volatility.  
However, assts that date, methods used for estimating the SV model 
are computationally expensive and, in some cases, the theoretical 
properties of the estimators are still unknown. (Thanh, 2008)  
 
Implied volatility (IV) is also prevailing used by professional option 
traders such as banks’ proprietary traders. Option IV can be achieved 
by solving the Black-Scholes (B-S) option pricing model if the option 
price is known in the market. (Hull, 2009) As one generic stochastic 
volatility model, IV is superior in practice and theory. Firstly, as a tool 
of forward looking, IV essentially contains not only the historical 
information, but also investors’ opinions about the possible price path 
of the underlying assets in the future (Hull, 2009).  In term of theory, 
Lamoureux and Laptrapes (1993) favor IV as a more flexible approach 
than GARCH (1, 1) in alleviating the leverage effects since it allows 
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the positive and negative shocks generating different influence on 
volatility. Forecasts from historical volatility (HIS) models above are 
only an approximation for future volatility. Therefore, implied 
volatility (IV) is theoretically above HIS since the former one 
represents market participants’ future perceptions on index 
movements which may not reflected in HV (Taylor, 1994). Even so a 
comparison between HIS and IV is difficult in theoretical level. A 
relative high IV indicates market traders are anticipating a significant 
event such as the announcement of lowering interest rate may 
happen in the subsequent period (Christensen & Prabhala, 1998). 
Also, high IV relative to HIS implies the over-pricing of the option 
(Canina & Figlewski, 1993).  
 
2.2.3Forecasting Evaluation 
For practical application purpose, many papers have tested the 
forecasting ability thereby attempting to find a superior model. In 
order to compare these models, some tests and measurements are 
conducted in their papers for estimating forecasting performance. 
Loss functions are common and simple method to assess the ability of 
different forecasting models, which are widely used in Ladokhin, 2009; 
Andy et.al, 2010; Tse, 1991 studies and so on. The most widely loss 
functions include Mean Error (ME), Mean Absolute Error (MAE), Mean 
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Square Error (MSE), Root Mean Square Error (RMSE), and Mean 
Absolute Percent Error (MAPE). They are based on differences 
between forecast value and actual value of volatility. The lowest 
forecast errors between forecast value and actual value imply the best 
predictor of return. Actual volatility is robust to the use of squared 
return as a proxy to true volatility in numerous papers.  
(Christodoulakis and Satchell, 2004)There has been considerable 
precedent literature on error function which conducted in comparing 
various modeling methodologies effectiveness. Tsangari (2007) 
recommends the simple average methods that observe the best 
predictions in terms of minimizing the squared forecast error. Najand 
(2002) finds GARCH models dominate linear model utilizing the RMSE 
and the MAPE error statistics. However, Balaban (1998) points out 
some conventional error statistics used in the previous subsection are 
symmetric, i.e. they give an equal weight to under-and-predictions of 
volatility of similar magnitude. Therefore, Christodoulakis and 
Satchell (2004) use Diebold- Mariano statistical (1995) which is 
introduced bases on mean squared error but leave unaffected 
alternative criteria such as Expected Utility. Diebold-Mariano 
statistical are certified as more suitable for forecast evaluation as they 
introduce asymmetries in the loss function and are robust to the use 
of squared return as a proxy to true volatility (Christodoulakis and 
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Satchell, 2004).  Balaban et.al (2006) compare some forecasting 
techniques based on both symmetric (mean error, the mean absolute 
error, the root mean squared error and the mean absolute percentage 
error) and asymmetric error statistics, as result, get different results. 
They conclude in the context of standard symmetric error metrics, the 
exponential smoothing approach dominates;   while in the context of 
asymmetric error metrics, when under(over)-predictions are 
penalized more heavily, ARCH-type models provide the best 
forecasts.  
 
2.2.4“Best” Forecasting models 
Many subsequent papers have attempted to check the quality of the 
forecast, but which is the appropriate or best among them is 
consistently lack of consensus. Balaban (1998) exhibites the ES 
model is consistently favor model in fourteen countries.  Brailsford 
(1995) suggests ARCH classes of models and sample regression are 
superior forecast for volatility using Australia data.  Using Australian 
value-weighted indices as well, Walsh and Tsou (1998) argue that 
EWMA model proved best forecasts compared to other traditional 
models. Same ideal that suggests EWMA model more successful 
evidence from Tse (1991) and Tse and Tung (1992).  However, 
Akriray (1989) proves GARCH (1, 1) model outperforms others. 
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Comparative studies by Rong et.al (2010) who compare all EWMA 
family models for six daily stock returns from different countries 
questions that GARCH (1, 1) has a big forecast error, so Dynamic 
Power-EWMA performs best. In those two decades, increasingly 
financial literatures focus on GARCH class models. This is clear from a 
number of studies including Ulu, 2007; Karmakar, 2005; Klaassen, 
2002; Wei 2002; Demireli, 2010. Much comparison has been 
conducted between the GARCH class models. Ender (2004) suggests 
that the GARCH (1, 1) model is sufficient to capture conditional 
volatility for most financial data where the volatility shocks are quite 
persistent. (ibid) the result of Karmakar (2005) study supports it.  
However, GARCH (1, 1) was not always superior and evidenced form 
with respected to weekly stock market volatility in Wei study (2002). 
In addition, financial market participants who thus took into account 
trading volume and asymmetry would have been in a better position 
to forecast future volatility than those who ignored these phenomena. 
(Ewing et.al.2007) EARCH and T-GRACH can capture asymmetric 
variance effect. Poon and Granger (2003) recommends models that 
incorporate volatility asymmetry such an EGARCH and GJR-GARCH 
perform better than GARCH. The latter two studies find evidence 
strongly in favour of EGARCH model, which are Ibiwoye (2007) and 
Dawei (2007). On the other hand, Ederington (2004) proves historical 
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mean deviation is better measure of volatility using different assets. It 
provides a superior input to option pricing than historical constant 
standard deviation. However, Suganuma(2000) criticized no 
advanced model consistently out-performs the benchmark and it 
helps to explain the observation that practitioners seem to prefer 
simple models like constant volatility rather more complex model 
such as GARCH. In summary, although vast amount of literature on 
studying the volatility exists, the expected forecasting ability cannot 
be ranked clearly. It still difficult suggests a most superior model 
capturing the forecasting volatility in practice.  
Table2.1. Literature review of the performance of volatility measure in different countries 
Country Year Authors 
Best forecast 
Method 





EWMA IEV/ARCH/GARCH/ EWMA 
US/Japan 
/Taiwan 
2010 Rong et al 
Dynamic 
Power-EWMA 
MA /EWMA / GARCH/ Bias 
corrected EWMA/ARCH/ Dynamic 
Power EWMA/ Power EWMA 

















Indian 2005 Karmakar GARCH(1,1) GARCH (1,1) /EGARCH 
US 2009 Ladokhin MA HM/MA/EWMA/IV/ARIMA 
US/Mexico
/ Korea 
2007 Tsangari MA 
ARMA/GARCH/ 
New Network model/ MA 
US 2002 Najand EGARCH 
GARCH-M/EGARCH/RW 
/AR/MA/ES 




2.2.5 Realized volatility 
Actual volatility or realized volatility is the historical volatility 
calculated looking “backward”, who based on the actual price path. 
Regarded as “true” volatility, it is commonly measure by taking the 
square of price change. However, in recent year, intra-day data that is 
considered in the financial literature is popular. McMillan and Garcia 
(2009) examines the forecasting performance of competing models 
for intra-day data, and finds HYGARCH model provides best quality 
when forecasting intra-day volatility. Also, intra-day data has largely 
been utilized in constructing daily realized volatility in forecast 
evaluation, they say. Siu and Okuev (2009) forecast accuracy of short 
and long-memory specifications of realized volatility constructed from 
intra-day data. This is also supported by Chan et.al (2009) that 
provided historical RW forecasts retain statistical superiority for the 
S&P 500 index options markets, but do not have incremental 
economic value in option trading and hedging by error function with 
intra-day realized volatility. However, because calculation of that is 
complex and cumbersome, therefore, square of price change is still 
widely used, and regarded as actual values when conducting error 
function. (See Walsh 1998; McMillan, 2000; Christodoulakis, 2004; 
McMillan et.al, 2009) 




2.2.6 Developed equity markets 
Much empirical literature concerning the forecasting of stock volatility 
is related to well-developed stock market. Ederington and Guan (2004) 
tests the 10 year Treasury bond, the S&P 500 index, the 3-momth 
Eurodollar, and Yen/Dollar exchange rate respectively in the USA 
capital market. Increasingly, the results shows consistently adjusted 
mean absolute return deviation perform well in different assets. 
Suganuma (2000) investigates the S&P 500 as well, but find no model 
can be considered as the benchmark.  Likewise, Ladokhin (2009), 
Rapach and Wohar (2007) discuss the S&P 500 index volatility of 
volatility and its properties.  UK capital market was widely concerned 
as well.  McMillan et.al (2000) forecast UK stock market volatility by 
modeling FTSE 100 stock; Australia capital market popularly is used 
to estimate volatility. (Walsh and Tsou, 1998; Brailsford, 1995) beside 
those, EWMA model has found that it is considerably better than 
GARCH (1, 1) model in Japan capital market (Tse, 1991) and 
Singapore capital market. (Tse and Tung, 1992)   
 
2.2.7 Emerging equity markets  
In recent years, emerging markets have attracted increasing 
attention in the global integrated stock market.  Schoeman (2004) 
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exhibits performance of the models is mixed and there is no one best 
forecasting model for all emerging markets by analyzing ten large 
emerging markets which are Brazil, Mexico, Chile, Israel, South Africa, 
Korea, Malaysia, Philippines, Thailand, and Taiwan. Beside that the 
evidence with respective to emerging equity market volatility is 
presented by Karmakar (2005) who tested whether GARCH (1, 1) 
model fit the Indian stock market. Millan and Thupayagale (2011) 
measure volatility persistence and long memory in the presence of 
structural breaks evidence from African stock market. Leverage effect 
volatility of ASEAN stock market is investigated for 2008 including the 
global financial crisis period. (Ou and Wang, 2010) Kovacic(2008) 
forecasts volatility of Macedonian stock exchange by using intra-day 
trading data with considering reservation outline directions. 
GARCH-type models are applied and volatility spillovers are examined 
in the Thanh (2008) study in the same market. Ibiwoye (2007) 
recommended insurance stock returns are exponentially volatile, and 
particularly because the Nigerian financial system is currently 
undergoing reforms, investors are better informed on insurance 
stocks in their portfolio.  
 
2.2.8 China equity market 
Topic on capital market volatility in China is not well documented. 
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Most Literature merely focuses on investigating the unique features of 
China stock market volatility, which are asymmetric, persistence, and 
existing time-varying correlation, with addition to markets 
fluctuations. (Ho, 2004) For instance, Wang and Luo (2005) attempt 
to analyze the relation between volatility and trading volume of 
Shanghai stock market comprising index based on Nonlinear 
Dynamics. The results indicate that there does not exist chaos in 
these two dimensional dynamic systems composed by return and 
trading volume, return volatility and trading volume, although many 
empirical analyses indicate that the time series of stock market return 
rate is chaotic; Jun (2003) compares performance between Shanghai 
index and Dow Jones index.  As expected, the volatility is higher in 
Chinese markets as compared to the securities markets in the US. 
There has been a relatively little work done on attempting to define a 
“best” model through comparing popular forecasting volatility models. 
Based on the weekly closing price of Shenzhen Integrated Index, 
Pang (2007) distinguishes different models which are Logistic, AR(1) 
and AR(2), as result, which AR(1) provides more accurate forecast. 
Dawei (2007) applied GARCH (1, 1) class models in Shanghai 
composite index, and conclude existence of asymmetric effect in 
China market.   
 




2.2.9 Different Sampling interval  
The extant literature typically focuses upon daily forecast. Najand 
(2002) examines the relative ability of various models to forecast 
daily stock index future volatility. GARCH-M and EGARCH appear to be 
the best volatility forecasting in his study. Using daily volatility as well, 
Ferulano (2008) forecasts 5-day and 20-day horizons of stock index, 
fixed income and foreign exchange data series, as result, ARCH and 
MA model can be regarded as benchmark. The volatility forecasting is 
still dominated by the daily return based methods, such as GARCH. 
(Hansen & Lunde, 2005) Jacob (2007) reports on forecasting 
performance of the estimates based on the high-frequency data and 
daily range for relatively less liquid assets. Weekly observed returns 
are widely used volatility forecasting as well. Wei (2002), Ulu (2007) 
and Pang et.al (2007) provide some encouraging evidence for weekly 
volatility forecasting. By utilizing longer time horizon (one month), 
Balaban (2006) shows that the most popular choice is month through 
a range of forecast horizon is tested among group studies. This is clear 
from a number of studies including Marquering and Verbeek, 2004. 
Alford and Boatsman (1995) predict long-term stock return volatility 
(five years) by both weekly and monthly volatility respectively, and 
find errors in pricing employee stock option due to errors in predicting 
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long-term volatility would rarely have a material effect on net income. 
McMillan et.al (2000) compare the forecasting performance of a 
variety of statistical and econometric models of UK FTA all share and 
FTSE100 stock index volatility at the monthly, weekly and daily 
frequencies respectively under both symmetric and asymmetric loss 
function. The result is inconsistently that random walk model 
appropriates for monthly volatility forecasts; smoothing model 
provides vastly superior weekly volatility forecasts; while GARCH 
class models are applied well by using low frequencies data such as 
daily volatility.   
2.2.10 Stock Index Volatility 
When discussing equity volatility, stock indices are broadly employed, 
such as S&P100 (Blair et.al, 2000), S&P 500 (MiMarquering and 
Verbeek (2004), and FTSE100 (McMillan, 2000).  The reason 
launching the index is to enable the introduction of derivatives based 
on a single indicator of the equity market. For instance, Balaban et.al 
(2006) analyzes predicting volatilities of 15 countries by stock index 
returns. Own features of stock indices are considered in Walsh and 
Tsou (1998) studuy.  They interestingly concern trading effects and 
diversification of index; as result, they concludes the diversification 
benefit that as the sampling interval is reduced, the non-trading 
effects evident in the lager indices start to counteract this benefit.  
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Shanghai Composite Index and Shenzhen Composite index is used 
widely in most literature when investigating China equity market,.  
The Shanghai composite index that abbreviate as SSE Composite 
Index in the following paper is an index of all stocks (A shares and B 
shares) that are traded at the Shanghai Stock Exchange. The index is 
based on the total market capitalization of all stocks on December 19, 
1990 for its calculation. The base value is 100. The index was 
launched on July 15, 1991; while The Shenzhen composite index that 
abbreviate as The SZSE Component Index in the following paper is an 
index of 40 stocks that are traded at the Shenzhen Stock Exchange.  
3. Data and Methodology 
3.1Data 
In the paper, daily prices of two time series, i.e. Shanghai composite 
index and Shenzhen composite index, are investigated respectively. 
Shanghai and Shenzhen composite Stock Exchange indices are 
chosen because they are the most commonly used index, and it 
reflects the market performance of the listed shares on any given day. 
The intention to choose the two times series rather than one is to 
examine whether volatility measurements are consistent in different 
stock exchange in China.  
Considering that the Chinese stock market has adopted the 
mechanism of daily price movement range between+10% and -10% 
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which has a profound influence on the return and the volatility, it is 
advisable to use low frequently weekly /monthly data (Zhang and Ma 
2004) However, the low frequency data (weekly/monthly) may not 
capture the volatility cluster in financial market and give a meaningful 
result on volatility. (Poon 2005) Therefore, in order to examine the 
performance of the various volatility estimators over different 
forecast horizon, different sampling intervals are considered involving 
daily, weekly and monthly. All indices prices should be considered 
including dividend payment, so adjusted closing stock prices are used 
in this Paper.  Adjusted closing stock prices (adjusted for dividends) 
of two serials at different forecast horizon are collected from 
DATASTREAM database, which cover trading days from 01/01/2001 to 
31/12/2010 (10 years). Hence the sample period covers 2610 trading 
days, 522 weeks, or 120 months, and is regarded as in-the-sample 
data, i.e.   = 1      1 ,   = 1         , and   = 1      1  . Closing 
stock prices is transformed into returns by the formula of calculating 
the log-difference:  
    =   (
    
      1
) 
where       is the daily, weekly, or monthly index price and      is 
the natural logarithmic function. The out of sample include seven 
months from 1 Jan 2011 to 31 July 2011, as forecast horizon.  The 
cumulative predicted volatility include 150 observations for daily 
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interval, i.e.   =2611, 2612...2760; 30 observations for weekly 
interval, i.e.  =        ; 7 observations for monthly interval, i.e. 
  = 1 1  1  . 
With the purpose of decide a “best” model, different models are tested. 
Because of limitation of knowledge, eight popular measurements: 
random walk model (RW),  historical mean model (HM), Simple 
Moving Average Model (MA), Exponential smoothing model (ES), 
Exponentially Weighted Moving Average (EWMA), GARCH (1,1) along 
with its family models (i.e. Threshold-GARCH and 
Exponential-GARCH ), are selected to estimate two financial time 
series respectively. All statistics and graphs are computed in Excel or 
Stata.  
Variance rate (  ) is used as measure volatility. Following Walsh 
(1998), McMillan (2000), Christodoulakis (2004) and McMillan et.al 
(2009), the realized volatility is measured by taking the square of 
price change.  
















Forecast horizon is seven months 
The cumulative predicted values : 
Daily interval:    150 observations 
i.e.   =2611,...2760; 
Weekly interval:  30 observations 
i.e.  =         
Monthly interval:  7 observations 
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i.e.  = 1 1  1  . 
 
The effect of different windows calculating MA, ES volatility and 
different   coefficient using Excel are also considered in EWMA model.  
Moreover, error functions and Diebold & Mariano test are employed to 
compare effectiveness and convenience of different measurements.  
The eight volatility measurements are calculated as follows: 
3.2 Volatility Forecasting Models  
3.2.1 Random walk model  
Under a random work model, the best forecast of today’s volatility is 
yesterday’s realized volatility. The model can be expressed as: 
 ̂T
  RW =  T 1
  
   = 1      1 ,  = 1          or   = 1      1   
   =2611...2760.  =        .  = 1 1  1   
 
3.2.2 Historical mean model 
Under the assumption of a stationary mean, the best forecast of 
today’s volatility is an average of all past available volatilities. 
 ̂T
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   = 1      1 ,  = 1          or   = 1      1   
   =2611...2760.  =        .  = 1 1  1   
 
3.2.3 Simple Moving Average Model  
In some researches, simple moving average model is called as rolling 
window moving average model. It indicates α-period rolling window 
moving average estimator of the volatility corresponds to the 
standard deviation (Suganuma, 2000). Simply, it is associated with 
equally weighted average of recent observations withα-period. A 
simply daily volatility formula in the MA calculation and it is given by 
the square root of the expression: 
 ̂T
  M  =
1
α




   α =   1        
                      = 1      1 ,  = 1          or   = 1      1   
   =2611...2760.  =        .  = 1 1  1   
 In this paper, α is given the period of 5, 10, 20 and 60 trading days 
separately to compare the impact of different rolling windows.   
 
3.2.4 Exponential Smoothing Model 
Following Brown (1959, 1962), Volatility is a function of the 
immediate past forecast and the immediate past observed volatility 
under ES model.  
 ̂T
     =   ̂T 1
     +  1     T 1
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                      = 1      1 ,  = 1          or   = 1      1   
   =2611...2760.   =        .  = 1 1  1   
Where  ̂0 =  0  and the smoothing parameter ( ) is restricted to lie 
between zero and one. The model collapses to the random walk 
When   is zero. The different value of   is expected to be determined 
in the paper, i.e.  =                    . 
 
3.2.5 Exponentially Weighted Moving Average (EWMA) 
EWMA refers to forecast volatility as a weighted average of previously 
observed volatilities, and only a single lag is used. It is introduced in 
the quality control literature by Roberts (1959), the formula is defined 
as: 
 T
   WM  =   T 1
   WM  +  1     T
  M    
                      = 1      1 ,  = 1          or   = 1      1   
   =2611...2760.   =        .   = 1 1  1   
The RiskMetrics database created by J.P. Morgan shows that EWMA 
model with  =    4  for updating daily volatility estimate gives 
forecasts closest to the realized variance rate (ibid). Thus,  =    4 is 
used to calculate volatility in our sample.  But meanwhile, other five 
randomly selected values:  =   4          are also plugged into the 
model to investigate how the volatility changes when varying the 
value of  . 




3.2.6 GARCH (1, 1) model 
The Generalized ARCH model –GARCH is a generalization of the ARCH 
model in that it includes lagged variances in the conditional variance 
equation. The GARCH (1, 1)  is sufficient enough in almost financail 
application without the need of more complicated models. (Bollerslev 
et al, 1992). (ibid) Therefore, we only apply the GARCH (1,1) in the 
paper, which is slightly modifies the function of the conditional 
variance as a function of only the first lagged terms of ε2t and also the 
first lagged conditional variances (Bollerslev, 1986). Because 
complexity  of GARCH model  and  sensitivlty of assumption,  four 
steps are used following conducting the GARCH (1,1) in the papaer. 
Before obtaining the parameters , we need check two return series 
whether exsits ARCH effect by Lagrange multiplier (LM) test. This is 
first step.  
3.2.6.1Lagrange multiplier (LM) test 
Lagrange multiplier (LM) test is performed to determine whether 
there is any conditional heteroscedasticity in the disturbance term in 
the mean equation (Engle, 1982). In order to compute the LM 
statistical values, the following steps are performed in-the-sample 
data, i.e.      = 1      1 ,  = 1          or  = 1      1  : 
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1. Obtain the estimated residual terms 𝜀?̂?  and the squares of 
residual terms 𝜀?̂?
  from the mean equation for each of the 
observation; 
2. Run a regression on 𝜀?̂?
  against𝜀?̂? 1
  𝜀?̂?  
    𝜀?̂? 𝑞
  , where q indicates 
the number of lag to be tested. 
3. With the R square value in the previous step, the LM test statistic 
is calculated as 
 𝑇  𝑞  𝑅   𝜒𝑞
  
This test will give a null hypothesis of no ARCH effect (i.e. ρ1 =ρ2…  = 
ρq = 0 for the innovation terms). The decision rule is to reject null 
hypothesis when the LM statistic is greater than the chi-squared value 
with q degree of freedom or when its P-value is less than 5%. 
 
3.2.6.2Determining Parameters  
The sencond step is obatining the parameters from the following 
model using in-the-sample data with maximimn likelihood method :  
h = α0 + α1ε  1




               = 1      1 ,  = 1          or   = 1      1   
ε : Residuals or shocks at time t 
    h : Conditional volatility at time t 
              α0 α1      1 are parameters of the model 
α0 >       α1 ≥         i ≥   
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After that, Multiple-step-ahead forecasts are those generated for 1, 2, 













 = 1     T      = 1      1 ,  = 1          or   = 1      1   
   =2611...2760.   =        .    = 1 1  1   
 
3.2.6.3 Checking Adequacy 
The last step is to check adequacy for the two return series. Since 
GARCH model estimation is built on the assumption that the error 
term is normally distributed, it is necessary to check the distribution 
firstly. Since the standardised errors are not directly observable and 
they have to be estimated, chi-squared based tests such as the 
skewness and kurtosis tests for normality are not strictly speaking 
applicable, so the Q-Q plot test would be used in the paper instead of 
skewness and kurtosis tests. Q-Q plot defines the quantiles of the 
standardized residuals (variable in our example) against the 
quantiles of the standardized normal distribution (Q-Q plot) for 
checking if they are similar. If the sequence has a standardised 
normal distribution, Q-Q plot is expected to be an approximate 
straight line. 
Adequacy check also requires testing if serial correlation exists in the 
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and   






                    = 1      1 ,  = 1          or   = 1      1   
Box and Pierce (1970) introduced a Portmanteau statistic (Q   -test) 
for testing the whiteness of estimated innovations (residuals), which 
was further modified by Ljung and Box (1978). With the null 
hypothesis H0: ρ1 = … = ρ  = 0 against the alternative hypothesis H1: 
ρi ≠ 0 for at least some i. In a word, the null hypothesis indicates that 
there is serial correlation in the residuals. The test statistic is given by  





k=1  (1.3.3) 
The ?̂?𝑖




2  σ̂2   ât−k
2   σ̂2 nt=k+1
∑  ât
2  σ̂2  2nt=1
 (1.3.4) 
where  




   (1.3.5) 
Q    is distributed as a chi-squared random variable with m degrees 
of freedom. Therefore, the null hypothesis is rejected if Q (m) is 
greater than the tabulated value of the chi-squared distribution or its 
P-value is less than 5%. 
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In this paper, standardized residuals and their squares are tested by 
Q (m) test. To check the adequacy of the mean equation, test whether 
the standardized residual is serially correlated or not. If the mean 
equation is adequate, we expect the standardized residual term to be 
a white noise process. To check the adequacy of the variance equation, 
test whether the square of the standardized residual is serially 
correlated or not. If it is serially correlated, this would suggest that 
the conditional variance equation is not valid. 
 
3.2.7 T-GARCH (1, 1) model 
From the stock price pattern, the asymmetric shock is usually 
observed. In particular, share prices of stocks usually reactive to 
drops in a more vigorous manner. Therefore, Glosten, Jagannathan, 
and Runkle (1989) and (Zakoian, 1994) modified the GARCH models 
with a device to capture the negative and positive parts of the 
innovations. The T-GARCH (1, 1) model will be in the form of  
h = α0 + α1   1
 +     1α1   1
 + β1h  1
  
𝑑𝑡 = {
1    𝑖𝑓 𝜀𝑡 1
 >    𝑔𝑜𝑜𝑑 𝑛𝑒𝑤𝑠 
   𝑖𝑓 𝜀𝑡 1
 <                 𝑏𝑎𝑑 𝑛𝑒𝑤𝑠 
 
Where     = 1      1 ,  = 1          or   = 1      1    α0 >   
The coefficient   captures any asymmetric effect, which is called the 
leverage term. If   is significant and positive (negative), good (bad) 
news create greater volatility in the returns..  
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In addition, this asymmetric effect could also be demonstrated in a 
graphical way, which regard as the News Impact Curve for supporting 
results from T-GARCH (1, 1) model. The news impact curve measure 
how new information is incorporated into volatility estimates. It 
appears from the figure that the news impact curve allows good news 
and bad news to have different impact on volatility. The negative side 
of the curve is steeper than its positive side which indicated that bad 
news would have a greater impact on volatility than the good news. 
(Karmakar, 2005) In the case, the News Impact Curve is obtained by 
varying the shocks over (-5, +5) and setting the previous volatility as 
1. 
 
3.2.8 E-GARCH (1, 1) model 
EGARH is model that allows for asymmetric news effects. EGARCH (1, 
1) can be specified as follows: 
   h  =  α0 + α1 (
   1
√h  1
) +  |
   1
h  1
| 
                             = 1      1 ,  = 1          or   = 1      1   
The equation for the conditional variance is in log-linear form. As a 
result regardless of the magnitude of    h  , the implied conditional 
variance h =  
 n  t  is always non-negative. Hence, this is no need to 
restrict the coefficients to be positive. If 
 t−1
√ t−1
 is positive, the effect of 
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negative, the effect of the shock on the conditional variance is α1 +  . 
Other steps are in accordance with GARCH (1, 1) model. 
 
3.3 Model Performance Evaluation Measurements  
After calculating the volatility values of each method, Errors functions 
including Mean Error (ME), Mean Absolute Error (MAE), Mean Square 
Error (MSE), and Root Mean Square Error (RMSE) are employed to 
compare effectiveness and accuracy of different measurements. On 
the other hand, Diebold-Marino test are also examined in the paper in 
order to determine whether the model that performs well in error 
functions is statistically different from the other.   
 
3.3.1Error functions 
Mean Error (ME), mean squared error (MSE), root mean squared error 
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RM  = √
1
 




        =     =   11   1 ,   =          and   = 1 1  1  . 
In all the above measures, and stand forecast volatility and realized 
volatility respectively.  The ability of each of eight volatility 
forecasting models is estimated by error function in each of the 
impossible combinations and index and sampling interval. Four 
methods are based on differences between forecast value and actual 
value. Lowest difference between forecast value and actual value is 
best predictors of volatility. Actual volatility is measured by squared 
returns in this paper, which is in accordance with study of Kang et.al 
(2009).  
 
3.3.2 Diebold-Marino test 
Some error function, for example MSE, is quadratic in the forecast 
errors, implying that negative and positive errors are equally 
important. In order to overcoming limitation of error function, Diebold 
and Mariano (1995) proposed a test of forecast accuracy between two 
methods of forecasts. The null hypothesis is that the two methods are 








∑ 𝑑ℎ𝑖=1    = g 𝑒1  𝑔 𝑒  , g 𝑒  represents the function of 
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∑  𝑛𝑡=𝑘+1 𝑑  𝑑1  𝑑𝑡 𝑘  𝑑1    
Under the null hypothesis of equal the two methods are equally 
accurate on average; the sample mean loss function shouldn’t be 
statistically significantly different from 0. The null hypothesis is 
rejected when P-value is less than 5%. In this paper, DM test is used 




A further problem associated with DM test is that if two models are 
similar and nested, it will make DM test uncertain. Therefore Clarke 
and West proposed another procedure that can solve the potential 
problem. This procedure is defined in the following: 
 𝑧𝑡 =  𝑒1𝑖 
  [ 𝑒 𝑖 
   𝑓1𝑖  𝑓 𝑖 
 ]   
Where 𝑒1𝑖  and 𝑒 𝑖  respectively represent the forecast errors from 
model 1 and model 2. 𝑓1𝑖 and 𝑓 𝑖 respectively represent the forecasts 
from model 1 and model 2  
Under the null hypothesis that the forecasts from the two models 
predict equally well, z should be zero on average. Under the 
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alternative, Model 2 (the more general model) is the better predictor. 
To perform the test to regress on a constant and use a one-sided 
robust t-test with a Newey-West type robust standard error to 
determine whether the constant is statistically different from zero. 
 
4. Result 
4.1Data Description and Sample Characteristics 
4.1.1Characteristics of the returns of SZSE Composite Index 
The data is summarized in the table 1 below: 
Table 4.1 Return Summary of SSE Composite Index 
 obs mean max min s.d. Skewness Kurtosis PV-JB 
 2610 0.000116 .0940097 -.0925609 0.167433 -.1281738 7.186126 0.000 
 
 
Figure4.1: histogram of the monthly return series of SSE Composite Index 
 
The normal distribution should require skewness ranging from 
negative two to positive two, kurtosis ranging negative three to 
positive three with a zero mean. As shown in the table 1, the samples 
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the histogram shows the daily return of the SSE composite index is 
negatively skewed and presents the fat tails, which means the series 
is unlikely to follow the normal distribution, but leptokurtic. Instead of 
graphical diagnosis, the normality of the return series can be 
examined by Jarque-Bera test, which is one of the tests based on the 
skewness and kurtosis. It is assumed that JB statistics follow a 
Chi-square distribution with the degree freedom of 2. If the JB 
statistics of a series is above the relevant critical value, the null 
hypothesis the series is normally distributed is rejected (Brooks, 
2008).Table one shows P-value of JB statistics of the SSE composite 
index is 0.0000, suggests that normality of the series is rejected at 99% 
confidence level. Standard deviation is 0.1674, and the daily return 
over the time is presented in under figure. 
 
Figure 4.2Time series for the return of SSE composite index 
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The data is summarized in the table 1 below: 
 Table 4.2 Return Summary of SZSE Composite Index  
 obs mean max min s.d. Skewness Kurtosis PV-JB test 
 2610 0.000271 .0924356 -.0893033 0.179547 -.4088721 6.463918 0.000 
 
Table 1 shows the average of SZSE Composite Index daily return is 
0.000271, which is close to zero approximately. The skewness is a 
negative value, and kurtosis coefficient (6.463918) is different from 3 
as well, so actual distributions is not normal and extreme values exist. 
This inference is supported by the histogram of the series (Figure4.3). 
The daily return of SZSE Composite Index is leptokurtic distribution 
and presents the fat tails. In SZSE Composite’s case, the P-value of 
The Jarque-Bera test is 0.000 at 1% significant level. This result 
suggests that, during the sample period, the distribution of the 
returns is non-normal. Standard deviation of SZSE composite index is 
a little greater than SEE composite index. The daily return over the 
time is presented in the figure 4.4. 
Figure 4.3: histogram of the monthly return series of SZSE Composite Index  
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4.2 Performance of eight model forecasting   
4.2.1RW Model Results 
All RW forecast performance across both two series and three frequencies 
time are compared with actual values, and they are depicted in the following 
figures.  Form figures, the forecasts are for no change since the last true 
observation. Volatility of forecasting values keeps a straight line, so share price 
shift at a stable trend. Notably, RW model for monthly SZSE data is generally 
under predicted   
 4.5A. Forecast based on SSE Daily Volatility    4.5B.Forecast based on SZSE Daily Volatility 
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4.2.2HM Model Results 
HM forecast performance across both two series and three 
frequencies time are compared with actual values. Forecast volatility 
depicted in the following figures. Shown in figures, performance of 
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random walk model; volatility depicts approximately a straight line. 
Obviously, HM model for monthly both SSE and SZSE data perform 






4.8AForecast based on SSE Daily Volatility    4.8B.Forecast based on SZSE Daily Volatility 
  
4.9A.Forecast based on SSE Weekly Volatility 4.9B Forecast based on SZSE Weekly Volatility 
  
 












































4.2.3 MA Model Results 
4.11A.Forecast based on SSE Daily Volatility         4.11BForecast based on SZSE Daily Volatility 
  
4.12A.Forecast based on SSE Weekly Volatility      4.12BForecast based on SZSE Weekly Volatility 
  




























































Estimating using α  (α= 5, 10, 20, and 60) observations and use the 
rolling window to produce a 1 period ahead forecast for period α+1. 
Repeat by estimating on the basis of α+1obsevations to produce a 
one period ahead forecast for period α+2. That is the procedure of MA 
model forecasting.  As result, MA forecast performances across both 
two series and three frequencies time are compared with actual 
values, and are shown in the following figures. In terms of figures, MA 
model look like in line with actual values, it seems to perform better 
than RW and HM model, just by investigation figures.      
4.2.4 EWMA Model Results 






























4.15A.Forecast based on SSE Weekly Volatility      4.15B Forecast based on SZSE Weekly Volatility 
  
 

















































Estimating using  (i.e.   = 1      =     o    =  1  ) observations 
and use the rolling window to produce a one period a 1 period ahead 
forecast for period n+1. Repeat by estimating on the basis of 
n+1obsevations to produce a one period ahead forecast for period 
n+2. Different   are applied, i.e.  =   4        4 𝑎𝑛𝑑     . All EWMA 
forecast performance is compared with actual values for both two 
series and three frequencies time respectively, and forecasting 
volatilities are depicted in the following figures. As seen from figures, 
EWMA (0.99) and EWMA (0.94) perform poorly than other EWMA 
models who applied with 0.4  and 0.7   
 
4.2.5 ES Model Results 
ES forecast performance is compared with actual values for both two 
series and three frequencies time respectively, and forecasting 
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prediction based on daily data for both two series achieve well, but 
trends of forecast values for both monthly SSE and SZSE lag behind 
their actual value curve, hence, they seems to be less confidence for 
forecasting.  




4.18A.Forecast based on SSE Weekly Volatility      4.18B.Forecast based on SZSE Weekly Volatility 
  
 
















































4.2.6GARCH Model Results  
  Table 4.3 Lagrange Multiplier test for ARCH effect   
Time Interval Critical Value5% SSE (T-q)*R2 P-value SZSE(T-q)*R2 P-Value 
Daily  3.84 6.768 0.0093 6.8067 0.0093 
  Weekly 







   13.040 





4.2.6.1Checking ARCH Effect  
The table below shows all P-values of the LM effect for, weekly and 
monthly intervals are consistently less than 0.05in both SSE 
composite index and SEZE composite index, so ARCH effect exists at 
the 95% confidence value. However, according to the above result, it 
can be concluded that return series for monthly interval data do not 
present the ARCH effect whether SSE or SEZE.  It can be supported 
by Poon (2005) that the low frequency data such as monthly may not 
capture the volatility cluster in financial market and give a meaningful 
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Applied GARCH (1, 1) by following equation: 
h = α0 + α1ε  1




               = 1      1 ,  = 1          or   = 1      1   
ε : Residuals or shocks at time t 
    h : Conditional volatility at time t 
              α0 α1      1 are parameters of the model 
α0 >       α1 ≥         i ≥   
, get parameters shown in the tables: 
Table 4.4A Parameters of GARCH (1, 1) model (normal Distribution) ---daily Interval 
 SSE  SZSE 
Parameters coefficient Std.Error p-value coefficient std.error p-value 
α1 0.081090 0.005852 0.000 0.090379 0.006450 0.000 
β1 0.908444 0.057912 0.000 0.899442 0.006087 0.000 
α0 3.85e-06 5.81e-07 0.000 4.52e-06 6.79e-07 0.000 
Table 4.4B Parameters of GARCH (1, 1) model (normal Distribution) ---Weekly Interval 
 SSE  SZSE 
Parameters coefficient std.error p-value coefficient std.error p-value 
α1 0.126812 0.041679 0.002 0.1587488 0.426482 0.000 
β1 0.839203 0.042942 0.000 0.8043627 0.052771 0.000 
α0 0.000049 0.000026 0.048 0.000076 0.000365 0.037 
 
Table 4.4C Parameters of GARCH (1, 1) model (normal Distribution) ---Monthly Interval 
 SSE  SZSE 
Parameters coefficient std.error p-value coefficient std.error p-value 
α1 0.1480299 0.093276 0.113 0.173502 0.13025 0.183 
β1 0.8313746 0.115911 0.000 0.147822 0.17479 0.000 
α0 0.0002614 0.003663 0.471 0.0004247   0.00061 0.490 
 
Based on the above tables, the coefficients of both lag (1) squared 
residuals and lag (1) variance are positive, which conforms to the 
expectation that the magnitude of the shocks and the past variance 
influence the current volatility positively. 




The coefficients of α1 and  1 are significant with 5% level in both daily 
interval and weekly interval. That implies the first lagged squared 
error term and the first lagged variance term are important on 
determining the variance of daily/weekly returns. However, the tables 
show that the coefficients of monthly interval volatility are not 
significant with 5% level. The result support ARCH effect test, so the 
estimation of GARCH (1, 1) may be questionable for monthly 
volatility. 
  4.2.6.3Checking Adequacy 
Table 4.5A Results of Portmanteau Q-test of GARCH (1, 1) model for SSE 
SSE Standardized Residuals 
 









Prob > chi2 





















Table 4.5B Results of Portmanteau Q-test of GARCH (1, 1) model for SZSE 











Prob > chi2 























When P-value is bigger than 0.05, the null hypothesis that white noise 
are accepted and GARCH (1, 1) model is adequate. As shown in the 
table, only P-value for daily interval volatility series are less than 0.05, 
so they are less adequate when running GARCH (1, 1) model.  
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Correlogram of standardized residuals and standardized residuals 
square support the results shown in appendix.  
 
From the graph, the Q-Q plot significantly of weekly and monthly 
sample for both series is an approximate straight line. This indicates 
that the innovation is normally distributed. GARCH (1, 1) is adequate. 
However, the Q-Q plot significantly of daily sample significantly 
deviates from the straight line. This indicates that the innovation is 
not normally distributed. Since the normality assumption is violated, 
the results getting from the original GARCH model are questionable. 
In terms of all results, running GARCH (1, 1) model by daily return 
may be not adequate.   
 
 
Figure 4.20 A: QQ plots-standardized residuals 
of SSE daily returns 
 
Figure 4.20B: QQ plots-standardized residuals of 
















-4 -2 0 2 4
Inverse Normal
 70 / 104 
 
 
Figure 4.21A:QQ plots- standardized residuals 
of SSE weekly returns 
 
Figure 4.21B: QQ plots- standardized residuals of 
SZSE weekly returns 
 
Figure 4.22A: QQ plots-standardized residuals 
of SSE Monthly returns 
 
Figure 4.22B: QQ plots-standardized residuals of 





Forecast performance is shown in the following graphs in both series: 
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4.24A.Forecast based on SSE Weekly Volatility      4.24B. Forecast based on SZSE Weekly Volatility 
 
 
4.25A.Forecast based on SSE Monthly Volatility      4.25BForecast based on SZSE Monthly Volatility 
  
From the above, it can be concluded that daily and monthly SSE and 











































 72 / 104 
 
 
ARCH effect and less adequacy. Therefore, GARCH (1, 1) may not a 
good forecast model for daily and monthly volatility in China equity 
market.  
 
4.2.7 TGARCH model result 
Table 4.6A Parameters of T-GARCH (1, 1) model (normal Distribution) ---Daily Interval 
Table 4.6B Parameters of T-GARCH (1, 1) model (normal Distribution) ---Weekly Interval 
Table 4.6C Parameters of T-GARCH (1, 1) model (normal Distribution) ---Monthly Interval 
 
It can be concluded that monthly SSE and SZSE seem to be 
questionable when modeling T-GARCH (1, 1) because it demonstrates 
obviously overprediction from curves. P-values of monthly SSE and 
SZSE who is not significant prove it again.  
 
4.26A.Forecast based on SSE Daily Volatility      4.26BForecast based on SZSE Daily Volatility 
 SSE  SZSE 
Parameters coefficient Std.Error p-value coefficient Std.Error p-value 
α1 0.101221 0.080828 0.000 0.104996 0.008601 0.000 















 SSE  SZSE 
Parameters coefficient Std.Error p-value coefficient Std.Error p-value 
α1 0.1392372 0.049642 0.005 0.1637514 0.474099 0.001 















 SSE  SZSE 
Parameters coefficient Std.error p-value coefficient Std.error p-value 
α1 -0.441108 0.549186 0.422 0.107481 0.111813 0.336 











  0.000468 
  0.113792 
0.525 
0.524 





4.27A.Forecast based on SSE Weekly Volatility      4.27BForecast based on SZSE Weekly Volatility 
  
 
4.28A.Forecast based on SSE Monthly Volatility      4.28BForecast based on SZSE Monthly Volatility 
  
The News Impact Curve 
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graphical way. In this case, the News Impact Curve is obtained by 
varying the shocks over (-5, +5) and setting the previous volatility as 
1. 
   
   
From the graph, it can be seen that the conditional variance changes 
relatively less when the shocks moves in the positive areas, whereas 
the conditional variance climbs rapidly as the shocks growing bigger in 
the negative direction for daily and weekly SSE and SZSE. Comparing 
the conditional variance values of the shocks in the same absolute 
terms (such as (-1, +1) or (-2, +2)), the variance from the negative 
shocks are obviously bigger than that of the positive ones. And this 
difference becomes more apparent as the shocks grow bigger in the 
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previous bad news would have a bigger influence on the next period 
volatility. However, for monthly indices data, it is quietly oppositely. 
For both monthly SSE and SZSE, the variances from the positive 
shocks are obviously bigger than that of the negative ones. The 
previous bad news would have a bigger influence on the next period 
volatility. In conclusion, leverage effect exists in China security 
market  
4.2.8 EGARCH model result 
Table4.7A Parameters of E-GARCH (1, 1) model (normal Distribution) ---Daily Interval 
Table4.7B Parameters of E-GARCH (1, 1) model (normal Distribution) ---Weekly Interval 
Table4.7C Parameters of E-GARCH (1, 1) model (normal Distribution) ---Monthly Interval 
Parameters are obtained from in sample data. Significant small 
P-values support they are confident for forecasting future value. 
 SSE  SZSE 
Parameters coefficient Std.Error p-value coefficient Std.Error p-value 
α1 -0.02977 0.005389 0.000 0.104996 -0.00225 0.005 















 SSE  SZSE 
Parameters coefficient Std.Error p-value coefficient Std.Error p-value 
α1 -0.008276 -0.00828 0.728 0.003528  0.023370 0.880 















 SSE  SZSE 
Parameters coefficient Std.error p-value coefficient Std.error p-value 
α1 -0.49807 0.04772 0.404 -0.03499 0.275047 0.203 











  0.129665 
  0.062611 
0.244 
0.000 
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Forecasts of EGARCH (1, 1) are compared with actual values cross two 
series and three frequencies time respectively, and forecasting 
volatilities are depicted in the following figures. 
 























































3.3 Symmetric forecast error result 
Daily data analysis results 
Table 4.8A and 4.8B forecast ME, MSE, MAE and RMSE statistics for 
the SSE composite and SZSE composite indices sampled at the daily 
frequently.   
 
The ME statistic indicates that all models overpredict volatility for SSE 
series. The best predictors of volatility are MA (10) techniques, 
depending on the ME criterion, while, the MA (20) dominates on both 
the RMSE and MAE statistic for SSE. In terms of MSE, MA (20), MA 
(60), and EWMA (0.94) are outperforming compared to other models, 
and the difference between them is, in any case, slight. Therefore, 
D&W tests can be applied later for testing whether forecasting ability 
between the two models is same.  On the other hand, the RW model 























Table 4.8A forecast error statistics: daily frequency for SSE composite index 
  SSE-Daily   
Model ME MSE MAE RMSE 
RW -0.00019801 0.00000007 0.00024698 0.00026697 
HM -0.00017482 0.00000006 0.00022795 0.00025027 
MA(5) -0.00000185 0.00000004 0.00013223 0.00019852 
MA(10) -0.00000165 0.00000004 0.00012138 0.00018931 
MA(20) -0.00000343 0.00000003(32) 0.00011743 0.00018245 
MA(60) -0.00001967 0.00000003(35) 0.00012301 0.00018308 
ES(0.3) -0.00004384 0.00000004 0.00013587 0.00018801 
ES(0.5) -0.00004238 0.00000004 0.00013554 0.00018796 
ES(0.7) -0.00004181 0.00000004 0.00013549 0.00018797 
ES(0.9) -0.00004151 0.00000004 0.00013549 0.00018807 
EWMA(0.94) -0.00000794  0.00000003(33)  0.00011912  0.00018255  
EWMA(0.99) -0.00005425  0.00000004  0.00014170  0.00018780  
EWMA(0.4) -0.00000194  0.00000005  0.00014255  0.00021911  
EWMA(0.7) -0.00000185  0.00000004  0.00012984  0.00019698  
GARCH(1,1) -0.00004037 0.00000004 0.00013587 0.00018847 
TGARCH(1,1)) -0.00004518 0.00000004 0.00013890 0.00018996 





Table4.8B forecast error statistics: daily frequency for SZSE composite index 






Model ME MSE MAE RMSE 
RW -0.00037673  0.00000022  0.00043860  0.00046948  
HM -0.00015471  0.00000010  0.00026427  0.00032004  
MA(5) -0.00077600  0.00016734  0.00968237  0.01293611  
MA(10) -0.00000276  0.00000009  0.00018231  0.00029517  
MA(20) -0.00000445  0.00000008  0.00017865  0.00028291  
MA(60) -0.00002831  0.00000008  0.00019234  0.00028570  
ES(0.3) -0.00000505  0.00000009  0.00018517  0.00030083  
ES(0.5) -0.00000562  0.00000010  0.00019376  0.00032207  
ES(0.7) -0.00000441  0.00000012  0.00020581  0.00034784  
ES(0.9) -0.00000349  0.00000015  0.00022418  0.00038136  
EWMA(0.94) -0.00001121  0.00000004  0.00018099  0.00019032  
EWMA(0.99) -0.00004945  0.00000008  0.00019955  0.00028497  
EWMA(0.4) -0.00000312  0.00000011  0.00019822  0.00033252  
EWMA(0.7) -0.00000295  0.00000009  0.00018323  0.00030012  
GARCH(1,1) -0.00003537  0.00000008  0.00019043  0.00028625  
TGARCH(1,1) -0.00004022  0.00000008  0.00019254  0.00028728  
EGARCH(1,1) -0.00009314  0.00000009  0.00022320  0.00030072  
As for the daily frequently SSE data, all models again generate over 
prediction of volatility for daily SZSE sample, in addition, the result 
also presents that the MA (10) provides the forecast with the smallest 
ME. Based on both the MAE and RMSE criteria, the EWMA (0.94) 
model now provide equivalently superior forecast for SZSE data, while 
the MA (20) performs best with smallest MAE. MA (5) performs 
generally poorly for both daily series, particularly in forecasting SZSE 
daily volatility, providing the worst forecasts for all error functions. 
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Weekly data analysis results 
Table4.9A and Table4.9B report ME, MSE, MAE, and RMSE statistics 
for forecasts of weekly samples SSE and SZSE return volatility.  
ME statistics indicate over prediction for all models except the SE (0.3) 
model for weekly SSE. EWMA (0.4) is preferred among whole 
over-prediction models.  Additionally, among those other models, 
the performance of MA (5) is superior across MSE, RMSE and MAE 
measures for weekly SSE. As daily SSE, RW model again provide the 
poorest forecast for the weekly SSE series, depending all error 
functions. 
 
Likewise weekly SSE, only one model under predicts for weekly SZSE 
data, i.e. EWMA (0.4).  On the basis of the ME forecast error, MA (5) 
performs best among whole overprediction model. EWMA (0.7) are 
found to be much better following to MAE statics, while TGARCH (1, 1) 
Model gives the minimum RMSE statistic. On the basis of the MSE 
criterion there is far less divergence both TGARCH (1, 1) model and 
EGARCH (1, 1) model in error statistics considered for weekly SZSE 
series, although TGARCH (1, 1) model is marginally favored. D&M test 
is expected to conduct for comparing both two models based on MSE.  
Interesting, GARCH class (1, 1) model generate biggish error when 
modeling daily and monthly return series, but perform well in weekly 
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data. It is consistently with result of ARCH effect and adequacy tests 
as previously mentioned in this paper. From another perspective, it 
supports existence of remarkable leverage effect in China security 
market, because TGARCH(1,1) and EGARCH(1,1) consistently are 
superior for weekly SZSE,  Moreover, on MSE, MAE and RMSE criteria, 
the RW model again provides the poorest forecast for the weekly 
SZSE series, as same as the result for daily and weekly SSE.  
 




Model ME MSE MAE RMSE 
RW -0.00150659 0.00000266 0.00156750 0.00163033 
HM -0.00082149 0.00000106 0.00097368 0.00103027 
MA(5) -0.00004252 0.00000048 0.00049243 0.00069631 
MA(10) -0.00013484 0.00000053 0.00053538 0.00072593 
MA(20) -0.00030760 0.00000053 0.00060145 0.00073129 
MA(60) -0.00037240 0.00000052 0.00059533 0.00071878 
ES(0.3) 0.00013197 0.00000081 0.00056851 0.00089790 
ES(0.5) -0.00020860 0.00000095 0.00068284 0.00097555 
ES(0.7) -0.00014619 0.00000097 0.00067922 0.00098720 
ES(0.9) -0.00010969 0.00000107 0.00069569 0.00103295 
EWMA(0.94) -0.00031617 0.00000051 0.00058733 0.00071247 
EWMA(0.99) -0.00102966 0.00000144 0.00115348 0.00120156 
EWMA(0.4) -0.00003672  0.00000063  0.00055486  0.00079522  
EWMA(0.7) -0.00007213 0.00000050 0.00050905 0.00070872 
GARCH(1,1) -0.00034603 0.00000055 0.00061509 0.00074435 
TGARCH(1,1) -0.00034020 0.00000055 0.00060861 0.00073927 
EGARCH(1,1) -0.00037860 0.00000059 0.00063965 0.00076647 
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    Table4.9B forecast error statistics: weekly frequency for SZSE composite index 
    SZSE-Weekly     
Model ME MSE MAE RMSE 
RW -0.00305102  0.00001110  0.00319304  0.00333199  
HM -0.00073456  0.00000233  0.00130198  0.00152658  
MA(5) -0.00008514  0.00000213  0.00108682  0.00145849  
MA(10) -0.00031973  0.00000219  0.00114402  0.00147976  
MA(20) -0.00050452  0.00000235  0.00124150  0.00153238  
MA(60) -0.00055696  0.00000208  0.00121313  0.00144391  
ES(0.3) -0.00036907  0.00000252  0.00122329  0.00158712  
ES(0.5) -0.00023313  0.00000273  0.00120939  0.00165158  
ES(0.7) -0.00017057  0.00000313  0.00122194  0.00176933  
ES(0.9) -0.00013112  0.00000371  0.00122539  0.00192560  
EWMA(0.94) -0.00051245  0.00000208  0.00120895  0.00144395  
EWMA(0.99) -0.00119610  0.00000320  0.00159291  0.00178865  
EWMA(0.4) 0.00196888  0.00000688  0.00213294  0.00262243  




0.00107607  0.00147397  
GARCH(1,1) -0.00032229  0.00000202  0.00111167  0.00142216  
TGARCH(1,1) -0.00032101  0.00000201(31)  0.00110955  0.00141886  
EGARCH(1,1) -0.00037765  0.00000201(45) 0.00113016  0.00141934  
 
Monthly data analysis results 
The monthly results are summarized in Table 4.10A and 4.10B for SSE 
and SZSE respectively. In terms of ME statistic, most some models 
over predict for monthly SSE data, but EWMA (0.4) provide under 
prediction. Among whole the over prediction models, ES (0.9) 
dominate the forecasting performance for monthly SSE index.  
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Interestingly, the sole over prediction model is EWMA (0.4), who 
obtain minimum MSE, MSE, and RMSE statistics consistently.  
Therefore, D&M test is applied to distinguish forecast performance 
between ES (0.9) and EWMA (0.4) based on ME criterion. MA (5) 
performs poorly because it has largest forecast errors for all error 
functions. Interesting, it is consistent with result of daily frequency 
SEZE data.  




Model ME MSE MAE RMSE 
RW -0.00351962 0.00001559 0.00371987 0.00394888 
HM -0.00743166 0.00005866 0.00743166 0.00765870 
MA(5) -0.00242353 0.00001886 0.00382547 0.00434316 
MA(10) -0.00405156 0.00002301 0.00447711 0.00479731 
MA(20) -0.00655341 0.00005377 0.00672886 0.00733273 
MA(60) -0.01257548 0.00016151 0.01257548 0.01270874 
ES(0.3) -0.00135816 0.00000840 0.00255360 0.00289797 
ES(0.5) -0.00085712 0.00000826 0.00233739 0.00287452 
ES(0.7) -0.00066380 0.00000889 0.00241201 0.00298203 
ES(0.9) -0.00061238 0.00001005 0.00249210 0.00316945 
EWMA(0.94) -0.00776583 0.00006637 0.00776583 0.00814673 
EWMA(0.99) -0.00566677 0.00003554 0.00566677 0.00596145 
EWMA(0.4) 0.00043646 0.00000582 0.00164262 0.00241231 
EWMA(0.7) -0.00115126 0.00000931 0.00243837 0.00305153 
GARCH(1,1) -0.00511966 0.00003380 0.00530973 0.00581372 
TGARCH(1,1) -0.00723797 0.00005669 0.00723797 0.00752940 
EGARCH(1,1) -0.00611020 0.00004037 0.00611020 0.00635357 
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Form Table 4.10B, nearly half of models under predict, and the others 
over predict for SZSE monthly data. EWMA (0.7) provides the forecast 
with the smallest ME for all overprediction models, while ES (0.9) 
provides best forecasting performance on broadly similar forecast 
mean error statistics. Minimum other three statistics are now 
obtained by ES (0.3) model for monthly SZSE data. Moreover, MA (5) 
model performs poorly on the RMSE measure.  




Model ME MSE MAE RMSE 
RW 0.00059310 0.00000273 0.00059387 0.00165091 
HM -0.00177054 0.00001467 0.00177054 0.00383077 
MA(5) -0.00616720 0.00070118 0.01100661 0.02647983 
MA(10) -0.00091916 0.00000526 0.00094486 0.00229315 
MA(20) -0.00132108 0.00000923 0.00132108 0.00303729 
MA(60) -0.00318555 0.00004469 0.00318555 0.00668508 
ES(0.3) 0.00026048 0.00000201 0.00053213 0.00141892 
ES(0.5) 0.00016102 0.00000220 0.00055295 0.00148273 
ES(0.7) 0.00010077 0.00000250 0.00060099 0.00158183 
ES(0.9) 0.00005554 0.00000284 0.00068990 0.00168394 
EWMA(0.94) -0.00204016 0.00001948 0.00204016 0.00441330 
EWMA(0.99) -0.00131254 0.00000862 0.00131254 0.00293663 
EWMA(0.4) 0.00033887 0.00000243 0.00062963 0.00155854 
EWMA(0.7) -0.00040606 0.00000278 0.00067867 0.00166803 
GARCH(1,1) -0.00115313 0.00000786 0.00116470 0.00280338 
TGARCH(1,1) -0.00125791 0.00000887 0.00125791 0.00297843 
EGARCH(1,1) -0.00123084 0.00000834 0.00123084 0.00288830 
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3.4 D & M test and C& W test results 
On basis of MSE statistics, MA (20), MA (60) and EWMA (0.94) present 
almost same error when forecasting daily SSE return.  Therefore, 
D&M test are applied to for comparing performance between EWMA 
(0.94) and MA (20), EWMA (0.94) and MA (6) respectively. MA (20) 
and MA (60) model are same model with different windows, so D&M 
test may be uncertain. Hence, C&W that is able to compare netted 
models are applied for replacing the D&M test when distinguishing MA 
(20) and MA (60).   
 
Table4.11  D&M test: 
   
 
MSE error statistic Newey-west Std. Err t P-value  
MA(20)-EWMA(0.94) 0.00000003(32)-0.00000003(33)  5.60E-16 0 1 
MA(60)-EWMA(0.94) 0.00000003(35)-0.00000003(33)  1.05E-09 0.45 0.656 
 
                                   Table 4.12.C&W test  
 
    
 
MSE error statistic Newey-west Std. Err t P-value  
MA(20)-MA(60) 0.00000003(32)-0.00000003(35) 1.28E-09 0.54 0.592 
The results show that P-value of all above tables are bigger than 0.05 
for both two D&M tests, so null hypothesis of either MA(20) and 
EWMA(0.94) methods or the MA(60) and EWMA(0.94) is equally 
accurate on average are accepted at 95% confidence level. Like 
results of D&M test, CW test proves there is no performance 
difference between MA (20) and MA (60). Therefore, forecasting 
abilities for three models are same accuracy based on MSE function.   
In terms of MSE statistics as well, prediction of weekly SZSE return 
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are performed well equally in both TGARCH (1, 1) and EGARCH (1, 1). 
Because of similarity of two models, C&W tested are conducted here.   
 
           Table 4.13 C&W test 
 
    
  MSE error statistic Std. Err t P-value 
TGARCH(1,1)-EGARCH(1,1) 0.00000201(31)-0.00000201(45) 6.47E-08 0.13 0.895 
 
P-value is 0.895, which is obviously over greater than 0.05, 
consequently, null hypothesis could not be rejected at 5% significant 
level. It illustrates forecasts from the TGARCH (1, 1) and EGARCH (1, 
1) predict equally well.  
 
4 Discussion  
By simply observing graphs, forecasts of RW model and HM model 
approximately stay a line, so they may not well forecast models as 
plots of actual values fluctuating dramatically. Error functions support 
its view. Particularly, RW model gives the maximum statistics for both 
daily SSE data and weekly frequency data cross two series based on 
MSE, RMSE and MAE statistics. 
Forecasts of MA model, EWMA model and ES model seems to follow 
volatility of actual values well by graphs. However, it cannot conclude 
the one model perform “best”, because outcomes for ME, MSE, MAE, 
and RMSE are inconsistently across two series and different time 
interval.   For instance, ME indicates MA (10) is best model for daily 
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SSE; MAE, RMSE prefer to MA (20); MA (20), MA (60) and EWMA 
(0.94) show identical ability that achieve best accurate forecasts by 
MSE function , and it is proved by D&M test and CW test. Beside that 
EWMA model and MA model are far superior for weekly and monthly 
SSE series, in terms of MSE, MAE and RMSE. Therefore, the gain in 
performance of the MA models over all other model is considerable no 
matter how munch rolling window is for SSE. However, powers of 
forecasting models are discrepant for SZSE return series at different 
frequency in terms of different error function as well as graph.  
GARCH class models only show dominance for weekly SZSE data. It is 
in accordance with checking of ARCH effect and adequacy: monthly 
volatility in sample does not capture ARCH effect, so the parameters 
when forecasting may be questionable; Q-Q plots and Q-test indicate 
that GRACH (1, 1) class model is less adequate for forecasting weekly 
volatilities for both two series. Additionally, on account of existence of 
leverage effect, T-GARCH (1, 1) and E-GARCH (1, 1) are better than 
GARCH (1, 1) model, and provide equal ability of accuracy for 
forecasting shown in D&M and C&W statistics. As result, it cannot 








Although the paper provides the results are relatively understandable 
with the previous studies on China capital markets, the results should 
be treated with caution due to the following reasons: 
1. Due to limitation on knowledge, SV models does not be referred in 
this paper; Implied volatility model also could not be involved 
owing to there is no systemic option trading market in China 
mainland; Only three GARCH class model are referred without 
consideration of the huge number of other GARCH extensions. 
Therefore, it is hard to conclude which is a superior due to 
insufficiently models mentioned. 
2. The data period of ten year period and the indices of two may are 
limited for applying models comparable to previous studies.  
3. No trading effect and diversification effect are considered 
Prediction of volatility is based on the trading day. Volatility does 
not vary in weekends.  
4. Assumption on markets efficiency and rational expectation 
hypothesis does not be considered in the return series.  
5. Actual volatility is simple measured by square of price change.  
The above points are just a few interesting fields for further research. 
Further studies on the same subject are required for generating more 
productive results. 
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6 Conclusion  
This dissertation is motivated by recognition of the practical need for 
accurate volatility forecasts in areas such as option pricing and the 
limited empirical evidence available to date for the China. Therefore, 
the purpose of this dissertation is comparing eight different 
forecasting volatility models and proving on a comparative evaluation 
of the ability of a range of statistical and econometric forecasting 
volatility models in order to attempt to decide a “best” model for 
China’s security market. By means of literature review, random walk 
(RW), historical mean model (HM), Simple Moving Average Model 
(MA), Exponential smoothing model (ES), Exponentially Weighted 
Moving Average (EWMA) are considered since they easy to calculate 
and widely cover historical forecasting volatility models; Additionally, 
GARCH (1, 1) is involved for reason that it is the most successful 
specification; Also, Its extension models who can capture leverage 
effect are taken in, i.e. TGARCH(1, 1), EGARCH(1,1) .  As most 
commonly used index, Shanghai Composite Index and Shenzhen 
Composite Index who reflect the market performance of the listed 
shares on any given day are chosen. The intention to choose the two 
times series rather than one is to examine whether volatility 
measurements are consistent in different stock exchange in China. 
The sample period cover 10 years period adjusted closing price from 
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01/01/2001 to 31/12/2010. The out of sample include seven months 
from 1 Jan 2011 to 31 July 2011, as forecast horizon. Considering 
inconsistently frequency data are used in previous empirical works, 
monthly, weekly and daily data frequencies are applied respectively 
across both two series. Forecast evaluations are performed for 
respect to symmetric loss function including ME, MSE, MAE and RMSE. 
Moreover, Diebold-Marino test and Clarke-West test are used to 
distinguish difference in forecast accuracy based on MSE statistics. As 
own features for this paper, forecasts of all models are plotted against 
actually values, and GARCH (1, 1) model are conducted by ARCH 
effect test and checked adequacy for supporting results of loss 
functions and improving insight.  
In summary of our results, by observing figures, MA and EWMA 
models track actual volatility curve well for both two series across 
different data frequency, however, forecasts of RW model and HM 
model approximately stay a line. Results of ARCH effect test show 
monthly volatility in sample does not capture ARCH effect, so the 
parameters when forecasting may be questionable.  This supports 
the work of Poon (2005) who notes that the low frequency data 
(weekly/monthly) may not capture the volatility cluster in financial 
market and give a meaningful result on volatility. Q-Q plots and 
Q-test indicate that GRACH (1, 1) class model is less adequate for 
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forecasting daily volatilities for both series, therefore, they may not 
well forecast models.  
On basis of loss functions, RW model and HM model general performs 
poorly across indices at different data frequencies. Particularly, RW 
gives the maximum MSE, MAE, and RMSE statistic for weekly SZSE, 
daily and weekly SSE data. It is accordance with results by observing 
figures. However, it is contrary to previous empirical work indicates 
random walk provide vastly superior by McMillan (2000). 
For daily frequency, MA models with different windows dominate the 
forecasting performance for both SSE and SZSE in terms of ME and 
MAE. Whereas, EWMA (0.94) model provides best forecasts as the 
sole under prediction model for daily SZSE based on MSE and RMSE. 
Focused on weekly frequency, ME statistic shows EWMA (0.4) is 
superior over prediction for weekly SSE, although under predicted for 
SZSE; While, MA (5) is consistently dominant in MSE, MAE, and RMSE 
for SSE daily volatility; hence the results are less coherence for 
different loss functions. However, it is deserved to be mentioned that 
TGARCH (1, 1) and EGRACH (1, 1) models show superiority equally 
among all models proved by loss functions and C&W test for weekly 
frequency data, but they perform poorly for monthly data.  On the 
one hand, it demonstrates the two models can capture leverage effect 
of China security market. On the other hand, it supports previous 
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results reporting that the class of GARCH models provides relatively 
poor volatility forecasts may not be robust at higher frequencies.  
Referring to monthly frequency, EWMA (0.4) model provide under 
prediction, and become minimum value for MSE, MAE, and RMSE 
statistics for monthly SSE. Therefore, it could be appropriate model 
for forecasting monthly SSE volatility. ES (0.9) become the best 
forecast in term of ME statistics, but for other three loss functions, ES 
(0.3) model performs better than ES (0.9). Therefore, ES model 
seems to be more accurate for monthly SZSE data. In particular, MA 
(5) model gives worst forecasts for SZSE monthly data as well as daily 
SZSE although it performs best for weekly data. Therefore, no one 
can conclude a “best” volatility forecasting techniques consistently for 
both series cross different data frequency. Also, some limitations 














1. Correlogram of standardized residuals with GARCH (1, 1) 
 
Figure 2.6.1A: Correlogram of standardized 
residuals of SSE daily returns  
 
 
Figure 2.6.1B: Correlogram of standardized 
residuals of SZSE daily return returns  
 
Figure 2.6.2A: Correlogram of standardized 
residuals of SSE Weekly returns 
 
Figure 2.6.2B: Correlogram of standardized 
residuals of SZSE Weekly returns 
 
Figure 2.6.1A: Correlogram of standardized 
residuals of SSE monthly returns  
 
Figure 2.6.1B: Correlogram of standardized 









































0 10 20 30 40
Lag





































0 10 20 30 40
Lag




































0 10 20 30 40
Lag





































0 10 20 30 40
Lag



































0 10 20 30 40
Lag
































0 10 20 30 40
Lag
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Figure 2.6.1A: Correlogram of squared 
standardized residuals of SSE Daily returns 
 
 
Figure 2.6.1B: Correlogram of squared 
standardized residuals of SZSE Daily returns  
 
Figure 2.6.2A: Correlogram of squared 
standardized residuals of SSE Weekly returns 
 
Figure 2.6.2B: Correlogram of squared 
standardized residuals of SSE Weekly returns 
 
Figure 2.6.1A: Correlogram of standardized 
residuals of SSE monthly returns  
 
Figure 2.6.1B: Correlogram of standardized 
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