The aim of this article is twofold: firstly, we show how to recover the smooth DeligneBeilinson cohomology groups from a Heegaard splitting of a closed oriented smooth 3-manifold by extending the usualČech-de Rham construction; secondly, thanks to the above and still relying on a Heegaard splitting, we explain how to compute the partition functions of the U(1) Chern-Simons and BF theories.
Introduction
For a smooth closed oriented 3-manifold M, the Chern-Simons (CS) action of M is usually given in the SU(2) case under the form:
A ∧ A ∧ A , (1.1)
ization of the functional integrals defining these partition functions. Nevertheless, using a Heegaard splitting of M, the fact that the lagrangian is a DB class allows to rewrite classical CS invariants -define as the CS action evaluated on flat connections -as the sum of two surface terms, one typically representing colored intersections and the other being a Wess-Zumino term [15] . The colored intersections term is the only one surviving in the U(1) case and gives rise to the correct expression of the classical U(1) invariant. In this article we investigate an extended use of a Heegaard splitting of a smooth closed oriented 3-manifold M in order to compute the partition functions of the U(1) CS and BF theories. As we will see, the functional integral is performed on representatives of gauge classes rather than on classes themselves (which is the procedure in the standard approach). This approach is closer to the one used in Quantum Field Theory where a gauge fixing procedure has to be used. However, since the gauge fixing is performed on a finite dimension sector only there is no need of a Faddeev-Popov term for this part of the functional integral. As to the infinite dimensional part it is once more eliminated via a normalization.
In a first section we will first recall some important facts concerning Heegaard splitting of oriented closed 3-manifolds as well as basic data that we will need in the other sections. Then, we will explain how to recover the DB cohomology groups from a Heegaard splitting point of view. Finally, we will introduce the notion of DB pairing and show how it is related to the linking form.
In a second section we will show how the CS and BF actions on M can be written with the mean fields which are deeply related with the Heegaard splitting of M and finally how the functional integral can be performed thus leading to the partition functions of the corresponding theories. We will check that the results coincide with those of the standard approach. Let us point out that the construction will be based on gauges fields of the handlebody on which the Heegaard splitting is based. This means that we could make the construction without referring to DB cohomology. However, it is DB cohomology which is behind the scene, this is why we decided to introduce it from the start thus taking advantage of this powerful mathematical structure.
As a final remark, let us recall that smooth DB cohomology is equivalent to CheegerSimons Differential Characters [16] and Harvey-Lawson-Zweck Sparks [17, 18] . The results of the Sparks approach are intensively used in the present article.
All along this article, the symbol Z = will stand for equality modulo integers.
Smooth DB cohomology
Roughly speaking, a Heegaard splitting of a closed 3-manifold M is a closed surface S which slits M into two pretzels, i.e. handlebodies, X 1 and X 2 whose boundary is precisely S. It turns out that any closed and oriented 3-manifold admits such a Heegaard splitting.
By definition, the genus of X 1 and X 2 is the genus of their common boundary S, and the corresponding Heegaard splitting of M is said to be of genus g. Conversely, let X be a genus g handlebody, that is to say a compact 3-dimensional manifold obtained by attaching g handles to a ball B 3 . The boundary of X is a closed surface of genus g that we denote by Σ. We provide X with the standard "outward" orientation which also induces an orientation on Σ. Let ϕ : Σ → Σ be a homeomorphism for which we set ǫ ϕ := − deg ϕ = ±1. The gluing X ∪ ϕ (ǫ ϕ X) of X with ǫ ϕ X according to ϕ, is an oriented closed 3-manifold M for which X ∪ ϕ (ǫ ϕ X) is a Heegaard splitting, and any closed and oriented 3-manifold is homeomorphic to such a Heegaard splitting.
Here, we consider the following alternative construction. We set X L = X and X R = −X and consider an orientation reversing homeomorphism f : Σ L → Σ R , where Σ L = ∂X L = Σ and Σ R = ∂X R = −Σ. The Heegaard splittings of oriented closed 3-manifolds we will consider are now X L ∪ f X R . As we will see, this way of doing will make signs easier to deal with.
The purpose of this section is to have all the necessary geometric ingredients before approaching the construction of the DB cohomology groups of X L ∪ f X R . While the content in this section might be well known to the reader, we think it is useful to write it down with some details. In the first two parts of these reminders, we recall important and useful results concerning 2-dimensional closed surface and 3-dimensional handlebodies, the former being the boundary of the latter. The third part is devoted to the description of chains, differential forms and de Rham currents of a Heegaard splitting M = X L ∪ f X R from the point of view of the building data X L , X R and Σ R .
Geometrical data
Let Σ be a closed surface of genus g on which we choose a set (λ Σ a , µ Σ b ) a,b=1,··· ,g of generators of its first homology group H 1 (Σ) ≃ Z 2g . The 1-cycles λ Σ a are referred to as longitudes and the 1-cycles µ Σ b as meridians. As in the Heegaard construction the surface Σ is the boundary of an oriented handlebody X, this surface inherit an orientation from the one of X. With respect to this orientation, the longitudes and meridians are chosen in such a way that they fulfilled: 2) and zero in all other cases. The pairing ⊙ Σ is usually referred to as the intersection form on Σ. It is obtained by combining the transverse intersection ⋔ with the degree operator ♯ 0 : C 0 (Σ) → Z which is an extension of the boundary operator to 0-chains so that ♯ 0 • ∂ = 0. Typically, (±x) ♯ 0 := ±1 for any point x seen as a positively oriented 0-chain of Σ. On a path connected manifold a 0-chain is the boundary of a 1-chain if and only if it has degree zero. The set of p-chains, p-cycles and p-boundaries of Σ are respectively denoted by C p (Σ), Z p (Σ) and B p (Σ), with ∂ Σ the boundary operator, and (C • (Σ), ∂ Σ ) the corresponding chain complex of Σ.
As ⋔ is skew-symmetric on 1-cycles of Σ, the product ⊙ is so too, so that we have:
Let us recall that H 0 (Σ) ≃ Z since Σ is connected, and that H 2 (Σ) ≃ Z. We can see Σ itself as a generator of H 2 (Σ). In order to obtain the cohomology groups H p (Σ) of Σ we can just apply Poincaré duality theorem which yields the following set of isomorphisms:
The vector space of smooth p-forms on Σ is denoted by Ω p (Σ) and the corresponding de Rham complex by (Ω
The subspace of closed p-forms of Σ is then denoted by Ω p 0 (Σ) and the one of closed p-forms with integral periods by Ω p Z (Σ). To any 1-cycle z of Σ we can associate j ∞ z ∈ Ω 1 Z (Σ) which has compact support in a tubular neighborhood of z as close to z as we want and such that:
Such a 1-form is usually referred to as a representative of the Poincaré dual of the homology class of z [19] . The above relation actually relates de Rham cohomology with singular homology of Σ, in particular j 6) thus recovering the intersection form of Σ. From the perspective of the Heegaard construction we are going to consider, let Σ L and Σ R be two copies of Σ with opposite orientation 1 , and let f : Σ L → Σ R be an orientation reversing diffeomorphism. We need to specify what boundary the longitudes and meridians are considered on. Once done, we still assume that:
, still denoted by f as there is no real risk of confusion. This morphism on its turn gives rise to an isomorphismf : H 1 (Σ L ) → H 1 (Σ R ) which is completely determined by giving the action of f on λ
b . This action takes the generic form:
where ϕ
are 2-chains of Σ R . The transposed matrices of the matrices (r ab ), (s ab ), (p ab ) and (q ab ), respectively denoted by P , Q, R and S, are matrices that each represent a morphism of Z g into itself. The matrix representing the automorphism of Z 2g induced byf :
This matrix is such that detMf = deg f = −1, which is inferred from the consistency condition:
, usually referred to as the push-forward mapping. Then, the relations (2.8) can be expressed in
by simply replacing meridians and longitudes by their smooth representatives. In doing so, the contributions ∂ϕ . As to the consistency condition (2.10), it takes the form:
The submatrix P will be of particular interest. We already know that P = (p) † . The matrix elements of (p) can be obtained thanks to the intersection product since:
Let us introduce the inverse of the relations (2.8):
Then, we have: 14) which means that:
By repeating this argument with the products λ
) we obtain the relations:
If we introduce the matricesP ,Q,R andS such that: 17) then all these computations show that:
From the relation Mf −1 Mf = 1 = Mf Mf −1 we deduce a full set of very usefull relations: 19) some of which will play an important role in the sequel.
Let us consider a 3D handlebody X with boundary ∂X such that i Σ : Σ → ∂X the canonical embedding. Each meridian µ Σ a can be sent into a meridian i Σ (µ Σ a ) of ∂X which is actually a boundary in X. In order to lighten notations and since there is no real risk of confusion, we denote µ Σ a the meridians on ∂X. Let us consider a set {D a } a=1,··· ,g of disks in X such that:
(2.20)
These disks will be referred to as meridian disks of X. Similarly, each longitude λ Σ a defines a longitude of ∂X that we will also write λ Σ a . None of these longitudes is a boundary. However, let us homotopically move each λ Σ a into X so as to generate the so called core cycles of X. These 1-cycles will be denoted λ a . Then, we consider a set {A a } a=1,··· ,g of annuli of X such that:
Equations (2.21) and (2.21) reflect the fact that the core 1-cycles λ a are generators of H 1 (X) ≃ Z g whereas the meridian disks D a are generator of H 2 (X, ∂X) ≃ Z g . Theses equations also reflect the fact that H 2 (X) = 0 and H 1 (X, ∂X) = 0. It is quite obvious that X is a boundary in X, which implies that H 3 (X) = 0 whereas it is a generator of H 3 (X, ∂X) ≃ Z. Finally, any point of X is a generator of H 0 (X) ≃ Z but is a boundary in (X, ∂X) which reflect the fact H 0 (X, ∂X) = 0.
The Poincaré-Lefschetz duality theorem [20] yields the following set of isomorphisms between homology and cohomology groups of X and (X, ∂X):
The meridian disks D a and the core 1-cycles λ a fulfill the following intersection property:
which extends to X the intersection property (2.7). In this case the intersection form ⊙ X is commutative (because ⋔ is), and we have:
Last but not least, we can associate [21] to each core 1-cycle λ a , to each meridian disk D a and to each longitude annulus A a , some smooth forms j Before we go to the problem of determining DB cohomology via a Heegaard splitting, let us introduce the following definition:
which fulfills the gluing condition:
The forms ω L and ω R will be referred to as the f -components of ω.
(2.27)
3) The de Rham operator acts on a
Since d commutes with f * , (dω L , dω R ) automatically fulfills the gluing condition (2.26) ensuring that the action of d is meaningful. In particular, a p-form of X L ∪ f X R will be closed if and only if its f -components are closed. However, although a p-form of X L ∪ f X R which is exact has exact f -components the converse is not true. For instance, let us consider a closed 2-form (
was automatically exact we would have shown that H 2 (M) = 0 for any M, which is manifestly untrue.
Construction of
Let us first recall that a DB 1-cocycle on a smooth oriented closed 3-manifold M is nothing but a U(1) gauge potential on M. More precisely, if we provide M with a good cover U, then a DB 1-cocycle of M is given as collection of triples (A i , Λ ij , n ijk ) where the A i 's are 1-form in the open sets U i ∈ U, the Λ ij 's are 0-form in the contractible intersections U ij := U i ∩ U j and the n ijk are integers defined in the triple intersections
such a way that all these quantities fulfill the so-called descent equations:
Ehe gluing mapping defining the U(1) principal bundle over M on which the gauge field is defined are given by g ij := e 2iπΛ ij and the local expressions of the U(1) gauge potential are
A j . The curvature 2-form of the DB 1-cocycle (A i , Λ ij , n ijk ) is defined locally by the collection of 2-forms F i := dA i . Two DB 1-cocycles (A i , Λ ij , n ijk ) and (Ã i ,Λ ij ,ñ ijk ) are said to be DB equivalent if:
This is nothing but gauge equivalence of U(1) gauge potentials of M. The classes of equivalent DV 1-cocycle of M are called DB 1-classes and there set is denoted
. This is a Z-module which can be embedded into the following exact sequences:
where
We refer to the above as the standard construction of H 1 D (M). It turns out that this approach can be generalized to obtain the DB Z-modules H p D (M), p = 0, 1, 2, 3, each of which is embedded into exact sequences analogous to ones above.
The aim of this section is to show that it is possible to recover the standard exacts sequences defining H p D (M) by using a Heegaard splitting M = X L ∪ j X R . The most naive idea is to directly deal with DB classes on X L and X R which glue properly via the gluing mapping f . However, from the quantum field point of view it is more interesting to try to reconstruct each H p D (M) from scratch, that is to say by starting with gauge fields on X L and X R . As we will see, this approach allows us to identify particular representatives of the DB classes which will be helpful in the context of the CS and BF models.
Before starting the construction, let us recall the exact sequences into which [18] . First we have the obvious exact sequences:
and:
Moreover, when p = 1, 2, 3, the Poincaré-Lefschetz isomorphisms (2.22) imply that:
This means that any U(1) principal bundle over X is trivializable and hence suggests that the gauge fields which have to be used for constructing DB p-cocycles of X L ∪ j X R are just p-forms of X. We will now concentrate on these particular cases, leaving aside the quite trivial case p = 0.
The above constraint means that the gauge potentials A L and A R match on Σ up to a trivial gauge potential, thus ensuring that the DB classes of A L and A R exactly glue on Σ. Note that the set of global gauge transformations on Σ R generates Ω 1 Z (Σ R ), and not
can be decomposed according to:
We denote by L Σ and M Σ the corresponding elements of Z g . When we look at the exact sequences (2.32) we see that the elements of Ω 1 Z (Σ) can be seen as trivial gauge potentials of Σ (first exact sequence with p = 1) but also has curvature of DB 0-class of Σ (second exact sequence with p = 0).
Of course, the DB class Λ Σ is not unique as the second of the exact sequences (2.32) tells us that two DB 0-classes have the same curvature if and only if they differ from an element of H 0 (Σ, R/Z) ≃ R/Z, that is to say from an angle. This suggests the following definition.
Definition 2.
A
Let us now identify the DB equivalence relation that will yield DB classes. In the standard construction based on a good cover of M, this is achieved by identifying DB coboundaries. However, since in the construction we are using handlebodies instead of contractible open sets, the cohomological structure of the construction becomes less obvious. Never the less, since our basic gauge fields are elements of Ω 1 (X) and that we have relation (2.34), it seems logical to think that the DB ambiguities on the DB 1-cocycles are generated by elements of Ω 1 Z (X). The Poincaré-Lefschetz isomorphisms (2.22) imply that we can decompose χ L and χ R according to:
All this yields the following set of definitions in which the symbol denotes the restriction to R/Z.
39)
where:
2) Two DB 1-cocycles A and B subordinate to X L ∪ f X R are said to be DB-equivalent if they fulfill:
(2.42)
3) The set of DB-equivalent DB 1-cocycles of
As previously mentioned, the existence of ξ 
. The next step is to define the curvature of a DB 1-cocyle of X L ∪ f X R .
Definition 4.
The
It is a closed 2-form with integral periods of
The gluing condition (2.37) satisfied by A implies that:
Moreover it is closed since its representatives in X L and X R are exact. In order to check that it hasdA we have to identify the closed 2-cycle of X L ∪ f X R . As we already noticed, H 2 (X, ∂X) is generated by the meridian disks of X. Then, it can be checked that the generators of H 2 (X L ∪ f X R ) are, up to some exact contributions, of the form
where m ∈ ker P and Q is the matrix appearing in (2.9). Then, it can be shown that:
which is an integer as by constructiondΛ Σ ∈ Ω 1 Z (Σ R ). Then, it is easy to check that any DB ambiguity Ξ m L , m R + Dq is flat, i.e. it has zero curvature. Hence, two DB equivalent DB 1-cocycles have the same curvature which yields the exact sequence:
The morphismd is surjective, because any closed 2-form on X L ∪ f X R is represented by an exact couple (dα L , dα R ) which on its turn give rises to DB 1-cocycles (α L , α R , ζ). Let us extend the above exact sequence to the left. To achieve this, we must distinguish inequivalent DB 1-cocycles which have the same curvature. As the difference of two such DB 1-cocycles is necessarily flat, we just have to identify inequivalent flat DB 1-cocycles of
Its first two components A L and A R are then closed 1-forms. Since by the Poincaré-Lefschetz duality theorem we have H 1 (X) ≃ H 2 (X, ∂X) ≃ Z g , these forms have the general expression:
and which fulfills the gluing condition:
Hence, we have:
has integral periods on Σ R , hence it can be written as:
for some L, M ∈ Z g , and some φ Σ ∈ Ω 0 (Σ R ). Consequently, A 0 is a DB 1-cocycle of X L ∪ f X R if and only if: 
In doing so, the first of the two constraints (2.52) takes the form:
where P * is the Pontrjagin dual of the matrix P which appears in (2.9). More precisely, the matrix P represents a morphism P : Z g → Z g which gives rise to the following exact sequence:
The Pontrjagin dual sequence is then:
which implies that ker P ⋆ ≃ (coker P ) ⋆ and coker P ⋆ ≃ (ker P ) ⋆ . Finally, it is not hard to check that coker
Consequently, the constraint (2.53) is fulfilled if and only if θ ∈ H 1 (M, R/Z), and we recover the well-known fact that the set of flat DB classes, and thus the set of classes of flat U(1) connections, is isomorphic to H 1 (M, R/Z). This provides us with the left extension of the exact sequence (2.46) we were looking for, namely:
we have presented here also provides us with representatives of DB classes well-suited to the Heegaard splitting X L ∪ f X R .
Thus, representatives of flat DB classes, that is to say elements of the translation group H 1 (X L ∪ f X R , R/Z), are provided by:
57)
) is a curvature on Σ R precisely because P θ ∈ Z m . Among the representatives A ∞ θ , we can distinguish, for θ = 0, those fulfilling P θ = 0 which correspond to θ ∈ F P , from those fulfilling P θ = 0 and which correspond to θ ∈ T P . The latter are called torsion moves 
also provides representatives of origins over the base points of the fibration defined by the exact sequence (2.56). Indeed, on the fiber over the curvature
we can consider as origin the DB class of the 1-cocycle:
with n ∈ F P ≃ Z b 1 and where ζ − n, 0 is set from the relation (2.51). Thus, the representatives A ∞ n correspond to the free sector of H 1 (X L ∪ f X R ). It is sufficient to add to
an exact contribution to obtain all the curvatures whose de Rham cohomology class is n. This corresponds to the non-canonical decomposition Ω
. Hence, the representatives that correspond to a change of curvature without change of n ∈ F P ≃ Z b 1 are of the form: . This would correspond to fix a particular gauge in this quotient. However, as we will see it in the next section and as we know it from the standard approach [9, 10] , the contributions of these classes to the CS and BF partition functions will be factorized out and eliminate via a normalization factor in front of the functional integral. This is why, without further details, we admit that we have chosen a representativeω for each class in Ω 1 (M)/Ω 1 0 (M). Let us make a remark concerning notations. The DB class ς and ξ are related according to:
We introduce these DB classes to get rid of the j
terms which plague the writings of all the representatives and ambiguities.
Let us state the main property of this section which reflect the construction of the exact sequence (2.56).
Property 1.
The representatives
∞ n andω are independent in the sense that: 
To end this subsection dedicated to H 1 D (X L ∪ j X R ), let us point out that the exact sequence (2.56) that we highlighted in our construction is not the one that was used in the standard approach [9, 11] 
Construction of
, the second DB cohomology group of X L ∪ f X R . Although these cohomology classes won't be used in the sequel, let us see how it works in a sake of completeness.
A DB 2-cocycle of
, which fulfills the following gluing condition on Σ R :
withd the canonical injection associated to the exact sequence:
Moreover, as H 2 (X) = 0, any closed 2-form on X is exact and hence a DB ambiguity on DB 2-cocycle is simply of the form Da = (da L , da R , a
For dimensional reasons, there is no gluing condition to fulfill in this case anddF is necessarily closed. As the only 3-cycles of X L ∪ j X R are X L ∪ j X R and its multiples, we can check that F has integral periods by simply computing its integral a along M = X L ∪ f X R . This yields:
which is an integer since by construction
Obviosuly, a DB ambiguity Da has zero curvature, so that, at the level of classes, we have the exact sequence:
To extend this exact sequence to the left, we consider flat DB 2-cocycles.
and since H 2 (X) ≃ H 1 (X, ∂X) = 0, we deduce that F L = da L and F R = da R . Taking into account the DB ambiguities Da already identified and which are associated to F L and F R , we deduce that a flat DB 2-cocycle subordinate to X L ∪ f X R is always DB-equivalent to a DB 2-cocycle of form:
Hence, to find the DB ambiguities associated to a Σ we can simply consider DB 2-cocycles of the form F 0 = (0, 0, a Σ ). As a DB 2-cocycle it must fulfill the gluing condition:
which implies that a Σ is a flat DB 1-class of Σ R , i.e. a Σ ∈ H 1 (Σ, R/Z) ≃ (R/Z) g . Since the longitudes and meridians of Σ are independent generators of H 1 (Σ), we have that:
with θ, ǫ ∈ [0, 1[ g and therefore, a flat DB class of Σ R as a Σ always admits a representative of the form: 
This implies that da L = 0 = da R , and as H 1 (X) ≃ H 2 (X, ∂X) is generated by the meridian disks D a , this means that:
with x L , x R ∈ R g . Hence, the generic form of these a Σ is:
in (2.71) can be any element of (R/Z) g , and hence any DB 2-cocycle 0, 0,
is a DB ambiguity. Finally, it is quite obvious that a flat DB 2-cocycles (0, 0, a Σ ) is not an ambiguity if and only if
, where P R is the canonical extension of P to R g .
We thus obtain the extension to the left of the exact sequence (2.65) we were looking for, namely:
Note that we also showed that (0, 0, a Σ ) is a DB ambiguity if and only if it of the form Da = (0, 0, a
, and more generally that any DB ambiguity on DB 2-cocycles of X L ∪ f X R is of the form Da. We could call these ambiguities DB 2-coboundaries of
The last DB space we will need in the sequel is H 3 D (M). In light of the two previous cases, we define a DB 3-cocycle of
Since we have the exact sequence:
we can equivalently take
so that υ Σ is an angle. Let us stress out that there is no gluing condition for DB 3-cocycle of X L ∪ f X R because the restriction to Σ of a 3-form of X is necessarily zero. DB ambiguities of DB 3-cocycles of X L ∪ j X R are generated by Ω 3 Z (X). And as H 3 (X) = 0, this means that a DB ambiguity of DB 3-cocycle is simply of the form
Z (X L ∪ j X R ) = 0 and any DB 3-cocycle of X L ∪ j X R is flat. Therefore, the exact sequence: 74) is trivial. For the same dimensional reasons, Υ L and Υ L are closed and hence exact. Therefore, by using a DB ambiguity, any DB 3-cocycle of X L ∪ j X R can be brought to the form (0, 0, υ Σ ) with υ Σ ∈ R/Z. Finally, we have → H 3 (X L ∪ f X R , R/Z) ≃ R/Z so that we can consider υ Σ ∈→ H 3 (X L ∪ f X R , R/Z) which yields the expected exact sequence:
The only 3-cycles of X L ∪ j X R are of the form (nX L , nX R ) and simply represent the 3-cycles nM. The gluing condition for such a 3-cycle is trivially fulfilled as we have f (nΣ L ) = nf (Σ L ) = nΣ R . This explains why X L and X R appears with the same multiplicity in (nX L , nX R ). The integral of a DB 3- 
which is an integer by definition of ϕ
Therefore, integration over X L ∪ f X R passes to DB classes as an R/Z-valued linear mapping. In other words, the integral over X L ∪ f X R of a DB 3-class is defined modulo integers.
As a final remark concerning the DB spaces H p D (X L ∪ f X R ) with p = 1, 2, 3, in all these cases there is no DB ambiguity purely coming from the third component of a DB cocycle. DB ambiguities are only associated with the first two components. This is consistent with the point of view we adopt here where the third component in DB cocycles only deal with the gluing condition.
DB product and linking form
There is a pairing:
which is called the DB product of DB classes of degree 1 of the 3-manifold M. In fact, there is a more general DB product between DB classes of different degrees but this is irrelevant in the present article. In the standard construction based on a good cover of M, the DB product of the DB 1-cocycle (A i , Λ ij , m ijk ) with the DB 1-cocycle (B i , Π ij , n ijk ) is given by:
It is a simple exercise to check that this quintuplet is a DB cocycle. When dealing with a Heegaard splitting X L ∪ f X R , since there are three geometric components which naturally appear (the two handlebodies X L and X R and the surface Σ R ), the most logical definition of the DB product of two DB 1 
so that we can rewrite the previous definition as:
82)
By exchanging A and B in this definition, we obtain:
A simple computation shows that:
and hence that: 
we obtain the DB 3-cocycle:
We conclude that up to DB ambiguities, the DB product is commutative on DB 1-cocycles subordinate to X L ∪ f X R , as in the standard approach. For the product ⋆ D defined on DB cocycles to pass to classes we must check that
and A respectively. Equivalently this means that we must compute the product of a DB 1-cocycle A = (A L , A R , Λ Σ ) with a DB ambiguity Ξ m L , m R + Dq and show that the result is a DB 3-cocycle ambiguity. From definition (2.80) we straightforwardly deduce that:
Thanks to the property (2.88), we deduce that the DB product on DB 1-cocycles of X L ∪ f X R goes to DB classes of degree 1, where it is commutative.
Let us point out that the DB product as defined by formula (2.80) is not built from the natural pairing in X. Indeed, the natural pairing in X involves H 1 D (X) and H 1 D (X, ∂X) [18] . But the exterior product A L ∧ dB L is not a pairing of this kind since A L and B L are both components of elements of H 1 D (X). Furthermore, the pairing defined by the DB product is an example of the more general idea of Pontrjagin duality. However, when dealing with partition functions of the abelian CS and BF theories, the use of Pontrjagin duality can be prevented. It is in the context of expectation values of Wilson loops that the Pontrjagin duality turns out to be more relevant.
The linking form Γ :
can be determine by using the DB product of flat DB 1-cocycles (or classes). To see this let us first explain how to determine the linking form from a Heegaard splitting. Let γ be a torsion 1-cycle of X L ∪ f X R . This means that there exist p ∈ Z such that p.γ is a boundary whereas γ is not. Since H 1 (X L ∪ f X R ) is generated by the longitudes of X R , or equivalently of
is also a torsion cycle of order p, which means that p.γ l = ∂S l , and therefore that:
Hence, we can write:
Let us move γ l to the boundary of X R by an ambient isotopy and denote by γ Σ R l the resulting 1-cycle of Σ R . From the relations (2.8), we deduce that:
lies in X R , and therefore γ l is only intersecting the latter. The self-linking of γ l is defined by:
which yields:
(
If we set θ τ = N/p, we obtain the following expression of the linking form of
This construction straightforwardly extend to two different torsion cycles, thus yielding:
where we used the first of the properties (2.19). Now we can state the following property.
and hence, after an integration by part which eliminates the j
contributions, we have:
which is the announced result. The bilinear and commutative nature of the DB product is equivalent to the bilinear and symmetric character of the linking form.
Partition Functions of the U (1) CS and BF theories
As already mentioned in the introduction of this article, the U(1) CS and BF theories have been completely solved by using DB cohomology of M [7, 8, 9, 10, 11] . The procedure was to express the action of each of these theories, then to inject it into the functional integral defining the partition functions and then to extract from these formal integral the finite part which yield the RT and TV invariants. We would like to revisit this procedure from the point of view of the Heegaard splitting construction above.
CS and BF actions
As already explained in the series of original articles about the use of DB cohomology in the context of U(1) CS and BF theories, the actions for these theories are respectively: 
hence with θ = θ f + θ τ . Let us recall that in these expressions we are dealing with our set of particular representatives. For instance θ ∈ [0, 1[ g such that P θ ∈ Z g . In fact θ represents an element of coker
representing in the DB classes appearing in the actions (3.99) and (3.100). Then, with respect to the components of A and B, the CS and BF action respectively read:
where k is a coupling constant which must be an integer as the expressions in braces are defined in R/Z.
Let us now write the CS and BF actions in term of the particular representatives A = A 
with θ ∈ [0, 1[ g and P θ ∈ Z g , and P † m = 0. Therefore we have:
since dj ∞ Da = 0. Similarly we have:
λa , as well as:
After few integrations by parts, we obtain:
with θ = θ f + θ τ such that P θ f = 0. Since we saw that:
with Γ :
we finally obtain the following expression for the CS action:
To determine S BF we proceed in the same way. We introduce the fields:
with ϑ ∈ [0, 1[ g and P ϑ ∈ Z g . A computation totally similar to the one that yields the CS action gives:
with θ = θ f + θ τ and ϑ = ϑ f + ϑ τ such that P θ f = 0 = P ϑ f . When B = A, the expression (3.112) yields the CS action (3.110), as it should be. Let us point out that the determination of the CS and BF actions indirectly provides us with a set of properties concerning the DB product of the representatives used to decompose a DB class. Namely we have proven that:
all other DB products being zero (mod. Z). Let us note that the last line in the set of above equalities is nothing but Property 2. Now that we have these expressions for the CS and BF actions we can go to the determination of the corresponding partition functions.
Partition Functions from functional integration
Once the classical actions have been defined, the definition of the corresponding partition functions are given through formal functional integrals. More precisely, we set:
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In the standard approach like the one developed in [9] and [11] , the functional integration is performed on DB classes. This corresponds to the idea of directly dealing with gauge classes of gauge potentials, without the need of a gauge fixing procedure. Strictly speaking, we used representatives of DB classes in the expressions of the CS and BF actions given above. In that sense, we also get ride of the gauge invariance, but in a different way. In our Heegaard splitting context, the functional "measure" DA must be written according to the representatives, which means as:
This expression for the functional measure is meaningful thanks to Property IV. In this expression of the functional measure the first three "integrals" are finite, so that only the last two are truly functional integrals. As in the standard approach [9, 10] , we will see that, in CS as well as in BF, these functional integrals are eventually factorized out and simplified thanks to the normalization factors N CS,k or N BF,k . The U(1) CS functional measure is DA e 2iπS CS,k . The exponential appearing in this measure is referred to as the CS measure density, and with respect to the detailed expression (3.110) of the CS action, this density takes the form:
The CS functional measure have zero modes. To see this, let us consider the shift:
with u ∈ ker P . This shift implies the following changes:
We used the fact that P u = 0 and the property Q † P = P † Q in order to obtain the second line above. Hence, the measure density is invariant under the shift (3.118). To make contact with zero modes, let us remark that the shift (3.118) corresponds to a shift by:
which is obviously a free mode A ∞ θ f with θ f = u/2k since P u = 0. Hence zero modes are particular free modes, namely those such that θ f ∈ (Z 2k ) g . When u is a multiple of 2k the corresponding zero mode becomes a DB ambiguity and thus vanishes. This is sometimes referred to as the 2k periodicity of the U(1) CS theory.
Let us return to our aim, the determination of the CS and BF partition functions. First, we perform the finite integration over the free modes θ f . This finite integration yields: Hence, the partition function Z CS,k can be simply written as:
The integrals overω L andω R are decoupled from the sum over the torsion. The former is still a functional integral whereas the later is a finite sum. Then, as already mentioned, we can eliminate the infinite dimensional integrals by setting: This is the well known result of the standard approach [8] .
Let us point out that it might be surprising to factorize out and then eliminate the infinite dimensional contribution N CS,k to the functional integration. We can give two related justifications of this. Firstly, the partition function Z CS,k thus obtained coincides, after applying some Gauss reciprocity formula, with the RT abelian invariant. Secondly, the normalization factor N CS,k is somewhat universal in the sense that it is the only contribution to the functional integral in the case where M = S 3 . So, to eliminate this contribution via N CS,k ensures us that we have Z CS,k (S 3 ) = 1. In fact we also have Z CS,k (S 1 × S 2 ) = 1, so it is not totally true that our choice of normalization is fundamentally associated with Z CS,k (S 3 ) = 1, but at least it is consistent with it. This ambiguity on the interpretation of the normalization in the abelian CS case is also present in the abelian RT construction [10] .
To determine Z BF,k we just have to repeat the previous procedure. The only difference is that every thing is doubled in the functional BF measure:
The zero modes associated with the BF functional measure are now associated to the shifts:
with m 1 , m 2 ∈ ker P . It is easy to check that e 2iπS BF is invariant under such a shift. The BF theory is k-periodic.
To get Z CS,k , we first perform the integrations over the free modes θ f and ϑ f , thus obtaining:
Then we perform the sum over m and n which, thanks to the previous delta contributions, gives 1. As in the CS case, the remaining integrals decouple from the remaining sums over θ τ and ϑ τ , so that if we set: 
Conclusion
We have shown how the use of the Heegaard splitting construction for smooth closed oriented 3-manifold is natural in the context of U(1) CS and BF theories. Of course, it is still DB cohomology which is behind the scene, like in the standard approach. However, we rather used specific representatives of DB classes instead of DB classes themselves as what is usual done in the standard approach. This way to do seems closer to the Quantum Field Theory technics (gauge fixing procedure to fix a representative in each gauge field class) than the standard approach which deals with classes. It also shows that we eventually perform only finite integrals on "natural" parameters. Since we also know that the non-abelian classical CS invariant takes a particularly nice form when using Heegaard splitting, we can wonder whether the computation of the non-abelian CS partition function could be done with the help of a Heegaard splitting and in the functional integral context. Of course, the next step would be show how the expectation values of Wilson loops can also be performed in the Heegaard splitting as an extension of what has been done in this article. In order to achieve this, it could be interesting to discuss the role of Pontrjagin duality as it is the natural mathematical framework in which de Rham-Federer currents representing cycles (loops) appear as DB quantities [17, 18] .
As a lat remark, let us point out that the Heegaard splitting yield gauge class representatives which are connected with the exact sequence (2.56). However, in the standard approach it is the exact sequence:
which was used. In some occasions, we wondered whether it could be possible to use (2.56) instead. The present article indirectly gives a positive answer to this question. Nevertheless, in any case it is Property 1 which is the key of both approaches.
