Abstract-In this paper, we present a mathematical and computational framework for comparing and matching distributions in reproducing kernel Hilbert spaces (RKHS). This framework, called optimal transport in RKHS, is a generalization of the optimal transport problem in input spaces to (potentially) infinite-dimensional feature spaces. We provide a computable formulation of Kantorovich's optimal transport in RKHS. In particular, we explore the case in which data distributions in RKHS are Gaussian, obtaining closed-form expressions of both the estimated Wasserstein distance and optimal transport map via kernel matrices. Based on these expressions, we generalize the Bures metric on covariance matrices to infinite-dimensional settings, providing a new metric between covariance operators. Moreover, we extend the correlation alignment problem to Hilbert spaces, giving a new strategy for matching distributions in RKHS. Empirically, we apply the derived formulas under the Gaussianity assumption to image classification and domain adaptation. In both tasks, our algorithms yield state-of-the-art performances, demonstrating the effectiveness and potential of our framework.
INTRODUCTION
T HE popularity of optimal transport (OT) has grown dramatically in recent years. Techniques built upon optimal transport have achieved great success in many applications, including computer vision [1] , [2] , [3] , [4] , [5] , statistical machine learning [6] , [7] , [8] , [9] , geometry processing [10] , [11] , [12] , fluid mechanics [13] , and optimal control.
As the name suggests, OT aims at finding an optimal strategy of transporting the mass from source locations to target locations. More specifically, assume we are given a pile of sand, modeled by the probability measure µ, and a hole with the same volume, modeled by the probability measure ν (see Figure. 1 ). We also have a cost function c(x, y) (usually a distance function named the "ground distance") describing how much it costs to move one unit of mass from location x to location y. The OT problem corresponds to finding the optimal transport map T (or plan) to minimize the total cost of filling up the hole.
Given the two probability measures µ and ν, the optimal transport map can be considered as the most efficient map transferring µ to ν, in the sense of minimizing the total transport cost. This map has been successfully applied to color transfer [3] , Bayesian inference [14] , and domain adaptation [7] , [8] . The total minimal cost can be viewed as the discrepancy, the so-called Wasserstein distance, between µ and ν. Intuitively, if µ and ν are similar, the transportation cost will be small. Different from other discrepancies, such as K-L divergence and the L 2 distance, the Wasserstein distance incorporates the geometry information of the underlying support through the cost function. Because of its geometric characteristics, the Wasserstein distance provides a powerful framework for comparing and analyzing probability distributions [1] , [15] . Moreover, in some machine learning problems, it also has been used to define a loss function for generative models to improve their stability and interpretability [6] , [16] . There are references exploiting the case where OT operates on Gaussian measures. In [17] , textures are modeled by Gaussian measures, and synthetic textures are obtained via OT mixing. In [18] , an elegant framework is proposed for comparing and interpolating Gaussian mixture models.
All the works mentioned above exploit the machinery of OT in original input spaces (usually Euclidean spaces R n ). However, the OT problem in reproducing kernel Hilbert spaces (RKHS) has not been widely investigated. In this paper, we propose a theoretical and computational framework to bridge this gap. The motivations are the following.
1) There are various ways to represent data, such as strings [19] , graphs [20] , proteins [21] , automata [22] , and lattices [23] . For some of these representations, we have access to only the data-dependent kernel functions characterizing the affinity relations between examples, instead of the ground distance or the cost function. Thus, it is not straightforward to formulate the OT problem for such datasets. Sometimes, even for metric spaces (like Riemannian manifolds), kernels are more powerful than distance functions in measuring the similarity between points [24] . 2) There is a huge number of machine learning algorithms formulated in RKHS, due to its capability of capturing nonlinear structures. The performance of these algorithms depends highly on data distributions in feature spaces. Hence, it is of vital importance to develop a general framework to analyze and match RKHS probability measures. Following the common procedures for kernel-based methods, we first map data into a RKHS through a feature map φ, then formulate the OT in the resulting space. Because of the implicity of feature maps, we have no access to the pushforward measures 1 on the RKHS, which makes it different from the OT problem in the original input spaces. The key point of our work is taking advantage of the interplay between kernel functions and probability measures to develop computable formulations and expressions.
Since the straightforward formulation of OT in RKHS involves the implicit feature map, we propose an equivalent and computable formulation in which the problem of OT between pushforward measures on RKHS can be fully determined by the kernel function. It will be seen that the alternative formulation can be viewed as the OT problem in the original space, with the cost function induced by the kernel. We name the corresponding Wasserstein distance the "kernel Wasserstein distance" (KW for short).
For the case in which pushforward measures are Gaussian, we use kernel matrices to derive closed form expressions of the empirical Wasserstein distance and optimal transport map, which we term the "kernel GaussWasserstein distance" (KGW for short) and the "kernel Gauss-optimal transport map" (KGOT for short), respectively. If the expectations of two Gaussian measures are the same, then KGW introduces a distance between covariance operators, generalizing the Bures metric on covariance matrices to infinite-dimensional settings. We term this distance the "kernel Bures distance" (KB for short). More interestingly, the KB distance does not require covariance operators to be strictly positive (or invertible), which makes it rather appealing since the estimated covariance operators from finite samples are always rank-deficient. The KGOT map is a continuous linear operator. It introduces a new alignment strategy for RKHS distributions by forcing the covariance operator of the source distribution to approach that of the target distribution.
Empirically, we apply the tools developed under the Gaussianity assumption to image classification and domain 1 . Given a probability measure µ on the input space, mapping the data through the implicit map φ, we are interested in the data distribution in RKHS. Such distribution is called the pushforward measure, denoted as φ # µ, satisfying that for any subset A in RKHS,
adaptation tasks. In image classification, we represent each image with a collection of feature samples (the so-called "ensemble" [25] ), then employ the KGW or KB distance to quantify the difference between them. In domain adaptation, we solve the domain shift issue in RKHS. That is, we use the KGOT map to transport the samples in the source domain to the target domain to reduce the distribution difference. The promising results for both tasks demonstrate the strong capability of our framework in comparing and matching distributions.
Here, we provide insights on our strategy in the above applications. Our approaches are based on the results obtained from optimal transport between Gaussian distributions on RKHS. As mentioned above, one favorable property of RKHS Gaussian distribution is that we can obtain closed form solutions. Moreover, it has been both numerically and theoretically justified that after nonlinear kernel (e.g., RBF kernels) transformations, data are more likely to be Gaussian [26] . This phenomenon is exploited by many kernel based methods. For example, in [27] , [28] , the probabilistic kernel PCA is formulated based on the latent Gaussian model in RKHS. In [26] , Fisher discriminative analysis is implemented in feature spaces by assuming that RKHS samples belonging to different classes follow Gaussian distributions with the same covariance operator but different means. In [29] , the Gaussianity of RKHS data is assumed in order to compute the mutual information. More detailed discussion of this assumption can be found in [25] , [30] , and [26] . On the other hand, our approaches can also be interpreted from the perspective of Hilbert space embeddings, without the Gaussianity assumption in RKHS. The KGW distance and the KGOT map operate only on RKHS means and covariance operators, which are informative enough to characterize data distributions. Therefore, the problem of comparing and matching distributions can be naturally solved by comparing and aligning kernel means and covariance operators.
Contributions. The contributions of our work are summarized as follows. (1) We introduce a systematic framework for optimal transport in RKHS, including both theoretical and computational formulations. (2) Assuming Gaussianity in RKHS, we derive closed-form expressions of the estimated Wasserstein distance and optimal transport map via Gram matrices. (3) We apply our formulations to the tasks of image classification and domain adaptation. On several challenging datasets, our methods outperform stateof-the-art approaches, demonstrating the effectiveness and potential of our framework.
Related work. From the mathematical perspective, our work lies at the intersection of two topics: reproducing kernel Hilbert spaces [31] and optimal transport [32] . The topological properties of RKHS, which are the cornerstones of our work, are systematically characterized in [31] . Formulating OT in abstract spaces is considered in [33] , [34] , and [35] . In [34] and [35] , general expressions of the Wasserstein distance between Gaussian measures on Hilbert spaces are derived. All the works above provide rigorous foundations for our framework. We will show how the theorems from RKHS and OT elegantly interact with each other to advance the construction of "OT in RKHS". In fact, RKHS provides a platform for the theory of OT in abstract spaces to be applied in real-world problems. A recent quite relevant work can be found in [36] , where the authors proposed a Wasserstein distance based framework for statistical analysis of the Gaussian process (GP). They formulated OT problem in the space of GPs, which is essentially a RKHS.
From the empirical perspective, there are several related approaches for image classification and domain adaptation.
In image classification, the strategy of representing images with collections of feature vectors has attracted increasing attention. The subsequent procedure of quantifying the dissimilarities between such ensembles is actually the crucial problem in image classification. The related algorithms dealing with this problem can be approximately categorized into two classes: covariance matrix-based approaches and covariance operator-based approaches. The methods belonging to the first class, such as [37] and [38] , exploit the second-order statistics constructed in the original input spaces, characterizing the differences by comparing covariance matrices. The methods in the second class, such as [39] , [40] , and [41] , encode ensembles with infinite-dimensional RKHS covariance operators, and compute the kernelized versions of divergences or distances between them. Covariance operator-based approaches usually achieve better performance since covariance operators can capture nonlinear correlations. Remarkably, all the above approaches take advantage of the non-Euclidean geometry of covariance matrices and covariance operators, which is usually pretty favorable in computer vision problems [42] . In our work, we derive the computable expression of the kernel Bures distance between covariance operators, which generalizes the Wasserstein geometry to the infinite-dimensional RKHS. Moreover, the KB distance also achieve promising results. Domain shift, which occurs when the training (source) and testing (target) datasets follow different distributions, usually results in poor performance of the trained model on the target domain. It is a fundamental problem in statistics and machine learning, and usually happens in real world applications. There are many strategies to deal with this issue. For example, the methods in [43] , [44] aim at identifying a domain-invariant subspace where the source and target distributions are similar. The works in [45] and [46] exploit the immediate subspaces treated as points on the geodesic curve of the Grassmann manifold. The authors either sample a finite number of subspaces or integrate along the geodesics to model the domain shift. In [47] , an algorithm is introduced for minimizing the distributions difference through reweighing samples. More recently, OT-based methods [7] , [8] have been proposed. In [7] , the authors use OT to find a non-rigid transformation to align source and target distributions. They propose several regularization schemes to improve the regularity of the learned mapping. In [8] , the authors formulate an optimization problem to learn an explicit transformation to approximate the OT map, so it can generalize to out-of-samples patterns. We develop our method from a significantly different view. The methodological difference is that we match distributions in RKHS, while all the works mentioned above attempt to reduce the dissimilarity of distributions in the original input space. Thanks to the Gaussianity of data in RKHS, we can conduct the alignment with the KGOT map, a continuous linear operator having an explicit expression. Regularity can be guaranteed by its continuity and linearity. In [48] , the task of matching RKHS distributions is formulated as aligning kernel matrices. However, kernel matrices may have different sizes, and their rows/columns do not necessarily correspond. To tackle such problems, the authors introduce the "surrogate kernel". Different from [48] , our KGOT map directly operates on covariance operators, which is more intuitive and straightforward, totally avoiding the above problems. In addition, if we select the linear kernel, i.e., k(x, y) = x T y, our approach degenerates to aligning covariance matrices, which is similar to CORAL [49] .
Organization. In Section 2, we provide the background of RKHS and optimal transport in Euclidean spaces. Section 3 and Section 4 form the core of our work, where we develop the computational framework of OT in RKHS, together with closed-form expressions of the empirical KGW distance and KGOT map. In Section 5, we describe details of applying the derived formulas to image classification and domain adaptation, respectively. In Section 6, we report the experimental results on real datasets. In the Supplementary Material, we provide the proofs of all mathematical results in this paper, along with further technical discussions and more experimental results.
TABLE 1 Notations

Symbol
Acronym Meaning
The Wasserstein distance between probability measures µ and ν on R n . 
BACKGROUND
In this section, we first introduce the reproducing kernel Hilbert space. Next, we review two classical formulations of the optimal transport problem in R n . We then discuss the relevant conclusions of the special case, in which the probability measures are Gaussian.
We use · 2 to denote Euclidean distance. We use Pr(R n ) to indicate the set of Borel probability measures on R n , and use Pr(R n × R n ) to indicate the set of Borel probability measures on the product space R n × R n .
Reproducing Kernel Hilbert Spaces
Let X be a nonempty set, and let H be a Hilbert space of R−valued function defined on X . A function k : X × X is called a reproducing kernel of H, and H is a reproducing kernel Hilbert space, if k satisfies:
It can be easily shown that k is positive definite. On the other hand, the Moore-Aronszajn theorem says that any positive definite kernel k is associated with a unique RKHS.
Optimal Transport in R n
Two formulations
Monge's formulation. Given two probability measures µ, ν ∈ Pr(R n ), Monge's problem is to find a transport map T : R n → R n that pushes µ to ν (denoted as T # µ = ν) to minimize the total transport cost. The problem is formulated as inf
where
2 is the cost function, reflecting the geometry information of the underlying supports. The physical meaning of Monge's formulation is illustrated in Fig. 1 .
However, in some cases, this formulation is ill-posed, in the sense that the existence of T cannot be guaranteed. A typical example is where µ is a Dirac measure but ν is not. There is no such T transferring µ to ν. To tackle this issue, Kantorovich gives a relaxed version of OT.
Kantorovich's formulation. Kantorovich's formulation of OT is a relaxation of Monge's. In Kantorovich's formulation, the objective function is minimized over all transport plans instead of transport maps. It can be written as follows:
where Π(µ, ν) is the set of joint probability measures on R n × R n , with marginals µ and ν. The transport plan π( x, y) is a joint probability measure describing the amount of mass transported from location x to location y. Different from Monge's problem, Kantorovich's formulation allows splitting the mass. That is, the mass at one location can be divided and transported to multiple destinations. It can be proved [32] that the square root of the minimal cost of (2) defines a metric on Pr(R n ). This metric is the so-called Wasserstein distance, denoted as
OT between Gaussian measures on R n
The following theorem provides a lower bound for the Wasserstein distance between arbitrary measures µ and ν, together with a condition under which the lower bound is achieved. The lower bound is just the Wasserstein distance between Gaussian measures, named the "Gauss-Wasserstein distance" (GaW for short, and not be confused with the Gromov-Wasserstein distance, denoted by GW).
Theorem 1.
(See [50] ) Let µ and ν be two probability measures on R n with finite first and second order moments. Let m µ and m ν , and Σ µ and Σ ν be the corresponding expectations and covariance matrices, respectively. Write
, and 2) The equality will be valid if both µ and ν are Gaussian.
Remark 1. (·)
1 2 denotes the principle matrix square root, i.e., for any positive semi-definite (PSD) matrix Σ, write the eigendecomposition Σ = U ΛU T , and then
The function d GaW can be considered as a pseudo metric on probability measures with finite first and second order moments. Based on conclusion (2), we see that if µ and ν are Gaussian, then d GaW (µ, ν) is just the corresponding Wasserstein distance. Hence, d GaW defines a metric on the set of all Gaussian measures, which are uniquely characterized by the first two order statistics. In the case that µ and ν have the same expectation, d GaW introduces a metric on covariance matrices, which is known as the Bures metric [51] .
Corollary 1. Let Sym
+ (n) be the set of all positive semi-definite matrices of size n × n. Then,
Note that d B defines a metric on PSD matrices, including rank-deficient ones. It is a rather desirable property in practice, because the dimension of samples is sometimes larger than their size, which will result in rank-deficiency of the estimated covariance matrices. d B is well-defined on such matrices, without any regularization operations.
Usually, given PSD matrices Σ 1 and Σ 2 , we have
, which implies that the Bures metric exploits the non-Euclidean geometry of Sym + (n). Such a geometry is the so-called Wasserstein geometry [52] , in which d B is just the geodesic distance function.
Different from the Wasserstein distance, the optimal transport map between Gaussian measures usually need to consider the rank of the covariance matrices. We start from the ideal case where both the covariance matrices of µ and ν are of full-rank. [50] .) Let µ and ν be two Gaussian measures on R n whose covariance matrices are of full rank. Let m µ and m ν , and Σ µ and Σ ν , denote the respective expectations and covariance matrices. Then the optimal transport map T G between µ and ν exists, and can be written as
Theorem 2. (See
We can see that in the full-rank case, the most "efficient" map transferring one Gaussian measure to another is affine. However, if the covariance matrix is rank-deficient, which corresponds to the case where the Gaussian measure concentrates on a low-dimensional affine subspace of R n , the conclusions in the above theorem do not necessarily hold. Even the existence of the optimal transport map cannot be guaranteed. A simple example is that if Σ µ is rank-deficient, but Σ ν is of full rank, it is impossible to find an affine map to transfer Gaussian measures µ to ν. To tackle this issue, we first project the data with distribution ν onto the range space of Σ µ , where the Gaussian measure µ concentrates and Σ µ is regular, and then formulate the OT problem, as described in the next theorem. Theorem 3. Let µ and ν be two Gaussian measures defined on R n . Letμ andν be the corresponding centered Gaussian measures which are derived from µ and ν, respectively, by translation. Let P µ be the projection matrix onto Im(Σ µ ). Then the optimal transport map T G fromμ to P µ#ν is linear and self-adjoint, and can be written as
Remark 2. " †" denotes the Moore-Penrose inverse. Im(Σ) denotes the image of the linear transform Σ, i.e., Im(Σ) = {Σ x, x ∈ R n }.
Generally speaking, different from Theorem 2, the map T G in (7) in fact transfersμ to P µ#ν , the projected version ofν, instead of toν itself. In the special case where the Gaussian measures µ and ν satisfy Im(Σ ν ) ⊆ Im(Σ µ ),ν remains the same under the projection onto Im(Σ µ ), i.e., P µ#ν =ν. So T G in (7) is just the optimal transport map fromμ toν. This result, as an extended version of Theorem 2, was also developed in [35] .
KANTOROVICH'S OT IN RKHS
This section introduces Kantorovich's optimal transport problem in RKHS. In the first part, we provide an equivalent and computable formulation of this problem. In the second part, we discuss the OT optimization problem on empirical distributions.
The formulation of OT in RKHS
Let the input space (X , B X ) be a measurable space with a Borel σ−algebra B X , and Pr(X ) be the set of Borel probability measures on X . Let k be a positive definite kernel on X × X , and (H K , B H K ) be the reproducing kernel Hilbert space generated by k. Let φ : X → H K be the corresponding feature map. For any µ ∈ Pr(X ), let φ # µ be the pushforward measure of µ.
Given µ, ν ∈ Pr(X ), the Kantorovich optimal transport between pushforward measures φ # µ and φ # ν on H K is written as
where Π(φ # µ, φ # ν) is the set of joint probability measures on H K × H K , with marginals φ # µ and φ # ν. Eq. (8) is a natural analogy of (3). However, (8) is formulated through an implicit nonlinear map, whose expression we usually cannot access, making it difficult to use directly. We next provide an equivalent and computable formulation, the form of which is fully determined by the kernel function. Theorem 4. Let (X , B X ) be a Borel space, and let the reproducing kernel k be measurable. Given µ, ν ∈ Pr(X ), we write
, and 2) If π * is a minimizer of (9), then (φ, φ) # π * is a minimizer of (8), where (φ, φ) :
If the feature map φ is injective, the equivalence between (9) and (8) ) satisfying ker(A) = {0}, which is pretty common in the setting of Mahalanobis metric learning. The corresponding feature map φ is noninjective, since for any x, y satisfying x − y ∈ ker(A), we have φ( x)−φ( y)
In Theorem 4, we in fact present a more general conclusion, only requiring the feature map to be measurable. The central idea of obtaining Theorem 4 is applying the "transformation-invariant property of minimal metrics" [33] . We provide the detailed proof process in the supplementary material.
Discrete optimal transport
In most applications, we have access to only the empirical measures or histograms,μ = n i=1μ i δ xi andν = m j=1ν j δ yj , where δ xi ( or δ yj ) is the Dirac measure centering at x i ( or y j ), andμ i ( orν j ) is the probability of mass being associated with x i ( or y j ). The discrete version of (9) can be written as
where U nm denotes the set of n × m nonnegative matrices representing the probabilistic couplings, whose marginals areμ andν, i.e., U nm = {P ∈ R n×m + |P 1 m =ˆ µ, P T 1 n = ν}, and D denotes the n × m cost matrix, with
OT BETWEEN GAUSSIAN MEASURES ON RKHS
In this section, we provide the mathematical computations of OT under the condition that the pushforward measures on RKHS are Gaussian.
Let µ be a Borel probability measure on X . We assume that the mean, m µ = E X∼µ (φ(X)), and the covariance operator,
2 , exist and bounded with respect to the Hilbert norm and HilbertSchmidt norm (see [53] ), respectively. We note that m µ is an element in H K , and R µ is a self-adjoint, nonnegative operator on H K , belonging to the tensor product space 2. The tensor product of Hilbert spaces H is isomorphic to the space of Hilbert-Schmidt operators, and is defined such that
Proposition 1.
Assume that the hypotheses in Theorem 4 hold. Let µ, ν ∈ Pr(X ). Let m µ and m ν , and R µ and R ν , be the corresponding means and covariance operators, respectively. Write
where , ν) , and 2) The equality will be valid if both φ # µ and φ # ν are Gaussian.
Remark 3.
1) The square root of an nonnegative, self-adjoint, and compact operator G is defined as
Ge i , e i , where
is an orthonormal system of H.
It can be seen that KGW serves as a lower bound for KW, which reveals the connection between the general and Gaussian cases of the Wasserstein distance in RKHS. Analogous to Corollary 1, we generalize the Wasserstein geometry assigned on PSD to infinite-dimensional settings, and obtain the kernel Bures distance, d If the kernel k is characteristic [54] , KGW actually induces a metric on Pr(X ), which can be concluded from the perspective of kernel embedding of distributions. Because k is characteristic [54] , the kernel mean embedding of any µ ∈ Pr(X ), i.e., µ → m µ ∈ H K , is injective, which leads to the injectiveness of the embedding µ → (m µ , R µ ) ∈ H K × Sym + (H K ). Since KGW is a metric on
, KGW induces a metric on Pr(X ). In the next part, we explore the informativeness of covariance operators, and discuss how d H B quantifies the discrepancy between distributions. To do this, we first introduce the 3-splitting property of measures. Definition 1. Let µ ∈ Pr(X ). If there exist disjoint subsets Ω 1 , Ω 2 , and Ω 3 , satisfying X = Ω 1 Ω 2 Ω 3 , and µ(Ω 1 ), µ(Ω 2 ), µ(Ω 3 ) > 0, then we say µ satisfies the 3-splitting property.
Note that the 3-splitting property is rather mild in the sense that it precludes only measures concentrating on one [55] .
As for the optimal transport map, we consider the rankdeficient case, since the ranks of the estimated covariance operators are always finite. The conclusions are quite similar to those of Theorem 3. The only difference is that we are working on the pushforward measures on RKHS.
Proposition 2. Given µ, ν ∈ Pr(X ), assume the pushforward measures φ # µ and φ # ν on RKHS are Gaussian. Letμ φ and ν φ be the respective centered measures of φ # µ and φ # ν. Let P µ be the projection operator on Im(R µ ). Then the kernel Gaussoptimal transport map T H G betweenμ φ and P µ# (ν φ ) is a linear and self-adjoint operator, and can be written as
For almost all kernel methods, the core task is transferring the expressions involving implicit feature maps to the kernel-based expressions. After doing this, one can carry out computations using the "kernel trick". In the next two subsections, we provide explicit expressions of the estimated KGW distance (11) and KGOT map (13) via kernel matrices, which are two of the main contributions of this paper.
The empirical estimation of the KGW distance
Let X = [x 1 , x 2 , ..., x n ] and Y = [y 1 , y 2 , ..., y m ] be two sample matrices from two probability measures µ and ν, respectively. Let Φ X = [φ(x 1 ), φ(x 2 ), ..., φ(x n )] and Φ Y = [φ(y 1 ), φ(y 2 ), ..., φ(y m )] be two corresponding mapped data matrices. Let K XX , K XY , and K Y Y be the kernel matrices defined by (K XX ) ij = k(x i , x j ), (K XY ) ij = k(x i , y j ), and (K Y Y ) ij = k(y i , y j ). Let H n = I n×n − 
3. We refer to [55] or the supplementary material for the definition of the c 0 −universal kernel.
Proposition 3. The empirical kernel Gauss-Wasserstein distance isd
Remark 4. · * denotes the nuclear norm, i.e., A * = r i=1 σ i (A), where σ i (A) are the singular values of matrix A. Computational Complexity For convenience, we assume the sample sizes are the same, i.e., m = n. It takes O(n 2 ) operations to compute the first three terms ofd
operations to compute the first two terms ofd H B . Now we consider last term
To avoid large-scale matrix multiplications, we write
. Moreover, the nuclear norm requires O(n 3 ) operations.
The empirical estimation of the KGOT map
Proposition 4. Let X and Y be data matrices sampled from µ and ν, respectively. Then the empirical projection operator on
and the empirical Gauss-optimal transport map fromμ φ and
Both (16) and (17) are computable expressions. That is, given any element u ∈ H K , we can directly apply our formulations to obtain the corresponding imagesP µ (u) and T H G (u). Moreover, we emphasize that the estimated KGOT plays the role of aligning RKHS covariance operators, as summarized in the next proposition.
Proposition 5.T H GRµT
Eq. (19) can be interpreted in the following way. First, data sampled fromν φ are projected onto Im(R µ ), the image ofR µ . The resultant covariance operator isP µRνPµ . Next, data sampled fromμ φ , which already concentrates on Im(R µ ), are "transported" by the KGOT mapT leads to the similar distributions of these two transformed datasets in RKHS. Regularization. Since the smallest eigenvalues of kernel matrices C XX are usually close to zero, the Moore-Penrose inverse C † XX is ill-conditioned. There are several methods that can be used to deal with this issue. (1) One can take the inversion of the top d eigenvalues of C XX , and set other eigenvalues to be zero. However, the drawback is that it is usually difficult to select such a cutoff. (2) One can use the regularized version of C XX . That is, we can use (C XX + λI) −1 to replace C † XX . This is a adhoc strategy in practice because it is more efficient to select the regularizer λ. However, this method destroys the low-rank structure of C †
XX . (3) One can also use
In our experiments, we use this strategy, since it not only is efficient to implement, but also preserves C † XX 's low-rank structure.
APPLICATIONS
In this section, we apply the developed formulas (14) and (15) , and (17) to image classification and domain adaptation, respectively.
Image classification
Proposed approach
Each image is represented by a collection of (pixel-wise) feature samples, which can be low-level features or learned features extracted from deep neural networks. We apply the KGW (or the KB) distance to solve the core problem of measuring the difference between image representations. In other words, the distance between two images is the kernel Gauss-Wasserstein (or the kernel Bures) distance between the two corresponding feature collections. After obtaining the distances between any pair of images, we employ the kernel SVM as the final classifier. Our approach is schematized in Fig. 2 . Note that the above procedures make up a two-layer kernel machine. The first-layer kernel, K 1 , is used to compute the KGW (or the KB) distance, while the secondlayer kernel, K 2 , is for the kernel SVM.
Domain adaptation
Problem formulation
A domain adaptation task involves two data domains: the source domain and the target domain. The source domain is composed of labeled data can be used to train a reliable classifier. The target domain refers to the unlabeled data
, whose statistical and geometrical characteristics are different. Domain adaptation aims to adapt the classifier trained on the source domain to the target domain.
Proposed approach
Central Idea. We employ the OT map to transport the RKHS data in the source domain to the target domain, then we train a classifier based on the transported data. We adopt the Gaussianity assumption in RKHS. Hence, the problem of matching distributions in RKHS can be solved by aligning the corresponding covariance operators. Because of the rank-deficiency issue, we first project the target data onto Im(R s ), and then apply the estimated KGOT map (17) . The procedure is schematized in Fig. 3 . Preprocessing with PCA. The source and target data are acquired in different scenarios, which probably results in geometrical distortions, especially for visual datasets [44] . To alleviate this issue, we first apply Principal Component Analysis (PCA) to the raw data to construct consistent feature representations. That is, we concatenate the source and target samples to form a large data matrix, from which we obtain the joint principal components. We use the scores of data points on these principal components as the new representations. Note that many state-of-the-art algorithms for visual datasets, like domain invariant projection [44] , subspace alignment [57] , accept PCA as a preprocessing procedure. And some algorithms, like transfer subspace learning [58] , joint distribution alignment [43] , are formulated by solving optimizations, which are motivated by PCA and its variants. We emphasize that with the PCA-preprocessing procedure, the subspace mismatch issues might be reduced, since the joint principal subspaces involve the geometrical information of both the source and target samples. However, the statistical distribution difference may still be large. We solve the distribution mismatch problem in RKHS with the KGOT map. 
After being transported to the target domain, the source data becomeŝ
Then, the inner product matrix between the projected target samples and the transported source samples is
Similarly,
So, after distribution matching, we obtain a domaininvariant kernel matrix, K New , and a distance matrix, Dist ts , i.e.,
Domain-invariant kernel machines. After nonlinear correlation alignment, the new kernel matrix (24) can be used in any kernel-based learning algorithms. For example, in kernel ridge regression, the predicted labels for the target dataset Y t are
For the kernel support vector machine, after training a classifier on the source partition (Inn ss , l X ), we can predict the labels of the target by
where α is the Lagrangian multiplier, is the Hadamard product, and b is the bias.
With (24) or (25), the K-nearest neighbors classifier in RKHS can also be constructed. There are two ways to quantify the affinity between points in RKHS: the inner product and the distance. That is, given any target data y kernel functions, the best choices for the affinity characterization methods are also different. We view the choice as a "hyperparameter" and use the cross-validation strategy to choose Inn ts or Dist ts .
EXPERIMENTS
This section is divided into three parts. The experiments in the first part numerically demonstrate and validate the mathematical results developed in the paper. In the second part, we study the behavior of the kernel Gauss-Wasserstein distance and the kernel Bures distance in viruses, textures, materials, and scenes classification. In the third part, we evaluate our approach for domain adaptation on three benchmark datasets in the context of object recognition and document classification.
Toy Examples
This subsection includes two experiments with simulated data. In the first experiment, we numerically demonstrate our claim that the KGW distance is a lower bound of the KW distance (see Proposition 1). In the second experiment, we demonstrate that the KGOT map can match the data distributions in RKHS. In both experiments, we use the RBF kernel k( x, y) = exp(− x− y 2 2 2σ 2 ), and choose σ = 2.
Synthetic Data I
We consider two classes of Gaussian distributions µ(m) = N (m 1, I) and ν(m) = N (−m 1, I) on R 2 , parameterized by a real number m taking values in {0.1, 0.2, ..., 3}. For each m, we draw 100 independent samples from µ(m), denoted as X(m) = [ x 1 , x 2 ..., x 100 ](m), and 100 independent samples from ν(m), denoted as Y (m) = [ y 1 , y 2 ..., y 100 ](m). We use expression (14) to compute the empirical KGW distance, and use (10) to compute the empirical KW distance. For each m, the results are averaged over 50 repetitions. The results are shown in Fig. 4 . Clearly, KGW is less than KW.
Synthetic Data II
In this experiment, we construct the source data matrix X s = [ x 1 , x 2 ..., x 500 ] ∈ R 3×500 by independently drawing 1500 samples from the exponential distribution p(x) = exp(−x) and arranging them in a 3 × 500 matrix. We construct the target data matrix 
by independently drawing samples from the uniform distribution on [−2, −1] 3 . These two datasets are visualized in Fig. 5(a) . Mapping these samples to the RKHS, we investigate the performance of the KGOT map. The centered source and target sample sets in RKHS are Φ s X H 500 and Φ t Y H 500 , respectively. We aim to numerically demonstrate thatT (20) ) are similarly distributed in RKHS. For the sake of visualization, we choose a coordinate system (l i ) 3 i=1 , in which l i is taken to be the evaluation functional at point x i , i.e.,
where K
1∼3
XX denotes the first three rows of K XX . The coordinates ofP s (Φ t Y H 500 ) arẽ
We visualize the new data pointsX s andỸ t in Fig. 5(b) . It can be seen that the distributions ofX s andỸ t are quite close to each other.
Image classification
In this subsection, we evaluate the performance of the KGW distance and the KB distance on the multiple-categories image classification task. As described in Section 5.1, our method involves two kernels, for both of which we employ the RBF kernel, i.e., k 1 ( x, y) = exp(− ) and
Note that k 2 is not necessarily positive definite. We regularize the corresponding kernel matrices by adding a small diagonal term, γI, as in [59] . For the hyperparameters, we set σ 2 1 to be the median of the squared Euclidean distances between all the samples, and we set γ = 10 −4 . In each experiment, we choose a small subset in the training dataset to tune σ 
Data preparation
We use four benchmark image datasets: the Kylberg virus dataset [60] , the Kylberg texture dataset [61] , the UIUC dataset [62] , and the TinyGraz03 dataset [63] . We consider both the low-level features and the deep features.
Low-level features
The Kylberg virus dataset contains 15 classes of virus. Each class has 100 grayscale images of 41 × 41 pixels. We follow the experimental protocol in [39] . At each pixel (u, v), we extract a 25-dimensional feature vector, i.e., The Kylberg texture dataset contains 28 categories of textures. Each category has 160 grayscale images taken with and without rotation. Following the protocol in [39] , we resize each image to 128 × 128 pixels, and compute 1024 observations on a coarse grid (i.e., every 4 pixels in the horizontal and vertical directions ). At each pixel (u, v), we extract a 5-dimensional feature vector, i.e.,
We randomly select five images in each category as the training set and use the remaining ones as the testing set.
The UIUC dataset contains 18 categories of materials, each of which has 12 images. Following [65] , at each pixel, we extract a 19-dimensional feature vector, i.e,
We randomly select 1000 feature vectors of each image as its representation. As in [65] , we randomly select half of the images in each class as the training data, and use the rest as the testing data. For all the above three datasets, we repeat the corresponding random training/testing split procedure 10 times and report the average accuracy and the standard deviation.
The TinyGraz03 dataset contains 20 classes of outdoor scenes, each of which has at least 40 images of size 32 × 32. Following [65] , at each pixel, we extract a 7-dimensional feature vector, i.e,
We use the training/testing split recommended in [63] .
Deep features
For the Kylberg virus, UIUC, and TinyGraz03 dataset, we also conduct experiments using the hypercolumn descriptor [66] extracted from the deep convolutional neural network. To obtain the hypercolumn descriptors, we normalize and resize each image to a fixed size of 224 × 224 × 3 (in the format of W × H × C) and feed it into a pretrained AlexNet [67] , [68] . We then extract the feature maps from the maxpool2 layer and conv4 layer. The sizes of these features are 13 × 13 × 192, and 13 × 13 × 256, respectively. We concatenate the feature maps extracted from the maxpool2 and conv4 layers. As a result, each image is represented by 13 × 13 = 169 feature vectors of the dimension 192 + 256 = 448.
Experimental results
We compare our approaches with the following state-ofthe-art approaches: (1) MMD-based methods [69] , denoted as MMD 1 and MMD 2 , where the level-1 kernels (i.e., the embedding kernels) of both MMD 1 and MMD 2 are the RBF kernel, and the level-2 kernels of MMD 1 and MMD 2 are linear and RBF, respectively; (2) RKHS Bregman-divergence [39] , denoted as S H ; (3) covariance discriminative learning [37] , denoted as CDL. For all the approaches, we use SVM as the final classifier.
We report the classification results in Table 2 . For most tasks, our approaches KGW-SVM and KB-SVM outperform baseline methods. We see that covariance operator based approaches, like the kernel Bures distance and the kernel Bregman divergence, have superior performance to MMDbased methods. One reason is that covariance operators based methods exploit the intrinsic Riemannian structure of positive operators, which is usually favorable for computer vision. Note that by integrating with the deep hypercolumn descriptor, our KB-SVM approach achieves a very high classification accuracy of 72% on the challenging TinyGraz03 dataset, whose correct recognition rate by humans is 30%.
Domain adaptation
In this subsection, we conduct experiments for visual object recognition and document classification to evaluate our approach. 
Datasets
Three benchmark datasets are considered: COIL20, OfficeCaltech, and Reuters-21578. In total, we have 32 adaptation tasks.
The COIL20 dataset contains a total of 1, 440 grayscale images of 20 classes of objects. The images of each object were taken at a pose interval of 5 degrees. Consequently, each object has 72 images. Each image in COIL20 is 32 × 32 pixels with 256 gray levels. We adopt the public dataset released by Long [43] . The total dataset is partitioned into two subsets, COIL1 and COIL2. . There are two domain adaptation tasks, i.e., C1 → C2 and C2 → C1.
The Office-Caltech dataset is an increasingly popular benchmark dataset for visual domain adaptation. It contains the images of ten classes of objects taken from four domains: 958 images downloaded from Amazon, 1, 123 images gathered from the web image search (Caltech-256), 157 images taken with a DSLR camera, and 295 images from Webcams. In total, they form 12 domain adaptation tasks, e.g., A→C, A→D,...,W→D. We consider two types of features: the SURF features and the DeCAF6 deep learning features. The SURF features represent each image with an 800-bin normalized histogram whose codebook is trained from a subset of Amazon images. We use the public dataset released by Gong [45] . The DeCAF6 features [70] , extracted from the 6th layers of a convolutional neural network, represent each image with a 4, 096-dimensional vector.
The Reuters-21578 dataset has three top categories, i.e., orgs, places and people, each of which has many subcategories. Samples that belong to different subcategories are treated as drawn from different domains. Therefore, we can construct six cross-domain document datasets: orgs vs people, people vs orgs, orgs vs places, places vs orgs, people vs places, and places vs people. We adopt the preprocessed version of Reuters-21578, which contains 3, 461 documents represented by 4, 771-dimensional features.
In summary, we have constructed 2 + 12 × 2 + 6 = 32 domain adaptation tasks.
Methods
We compare our approach with many state-of-the-art algorithms: (1) 1-Nearest neighbor classifier without adaptation (NN), (2) standard support vector machine (SVM), (3) Principal components analysis (PCA), (4) Optimal transport with entropy regularization (OT-IT) [7] , (5) Geodesic flow kernel (GFK) [45] , (6) Joint distribution alignment (JDA) [43] , (7) Correlation alignment (CORAL) [49] , (8) Transferable component analysis (TCA) [71] , (9) Subspace alignment (SA) [57] , (10) Domain invariant projection (DIP) [44] , (11) Surrogate kernel machine (SKM) [48] , and (12) Kernel mean matching (KMM) [47] .
In the object recognition tasks, we apply all the algorithms to the data after PCA-preprocessing, and use NN as the final classifier. Note that the choice of Inn ts or Dist ts for KGOT and CORAL is marked by a subscript. In the document classification tasks, we apply all the algorithms to the raw data, and use SVM as the final classifier.
Implementation details
In order to fairly compare the above methods, we adopt the evaluation protocol introduced in [71] and [43] . That is, we use the whole labeled data in the source domain for training a classifier ("full training" protocol). To choose hyperparameters for all the methods, we randomly select a very small subset of the target samples to tune parameters. We consider the following parameter ranges. For algorithms involving subspace learning, we search for the best dimension k in {10, 15, ..., 40}. For algorithms involving regularization parameters, we search for the best ones in {0.01, 0.1, 1, 2, 10, 100}. For the tradeoff parameter C in SVM, we select the best C in {0.01, 0.1, 1, 10, 50, 100, 1000}.
Experimental Results
The experimental results on 32 domain adaptation tasks are reported in Tables 3, 4 , 5, and 6. For each task, the best result is highlighted in bold. Overall, our KGOT-based approaches achieve better performance than the baseline methods. On the Office-Caltech dataset with the SURF features, the average recognition accuracy of our approach is 18.04% higher than that of the 1NN algorithm without domain adaptation, which demonstrates the power of aligning RKHS covariance operators in tackling domain shift issues. On the Reuters-21578 dataset, KGOT's average classification accuracy significantly exceeds the best competitive method's by 3.62%. On average, KGOT has superior performance to CORAL, because KGOT aligns the covariance descriptors in the nonlinear feature space, which can capture high-order statistics.
CONCLUSION AND FUTURE WORK
In this paper, we presented a novel, theoretically robust, and computational framework, namely optimal transport in reproducing kernel Hilbert spaces, for comparing and matching distributions in RKHS. Assuming Gaussianity in RKHS, we obtained closed-form expressions of both the empirical Wasserstein distance and optimal transport map, which respectively generalize the covariance descriptor comparison and alignment problems from Euclidean spaces to (potentially) infinite-dimensional feature spaces. Empirically, we apply our formulations to image classification and domain adaptation. For both tasks, our approaches achieve state-of-the-art results. Our approaches are rather flexible in the sense that they can be naturally integrated with other machine learning topics, such as kernel learning, metric learning and subspace/manifold learning. Moreover, our approaches support various data representations, such as proteins, strings, and graphs. Therefore, they have great potential to succeed in many applications where kernel functions are welldefined.
In future work, we intend to conduct ensemble classification and transfer learning on other types of datasets. We are also interested in further improving the performance of the proposed approaches for domain adaptation. We plan to modify our formulations of OT in RKHS, enabling it to align the joint distributions of features and labels between different domains.
