Computational grids are an important emerging paradigm for large-scale distributed computing. As grid systems become more wide-spread, techniques for efficiently exploiting the large amount of grid computing resources become increasingly indispensable. A key aspect in order to benefit from these resources is the scheduling of jobs to grid resources. Due to the complex nature of grid systems, the design of efficient grid schedulers becomes challenging since such schedulers have to be able to optimize many conflicting criteria in very short periods of time. This problem has been tackled in the literature by several different metaheuristics, and our main focus in this work is to develop a new highly competitive technique with respect to the existing ones. For that, we exploit the capabilities of cellular memetic algorithms (cMAs), a kind of memetic algorithm with structured population, for
obtaining efficient batch schedulers for grid systems, and the obtained results will be compared versus the state of the art. A careful design of the cMA methods and operators for the problem yielded to an efficient and robust implementation. Our experimental study, based on a known static benchmark for the problem, shows that this heuristic approach is able to deliver very high quality planning of jobs to grid nodes and thus it can be used to design efficient dynamic schedulers for real grid systems. Such dynamic schedulers can be obtained by running the cMA-based scheduler in batch mode for a very short time to schedule jobs arriving in the system since the last activation of the cMA scheduler.
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Introduction
One of the main motivations of the grid computing paradigm has been the computational need for solving many complex problems from science, engineering, and business such as hard combinatorial optimization problems, protein folding, financial modelling, etc. [24, 26, 27] . Since the early definitions of computational grids by Foster and other researchers [16, 17] , a fast development has taken place leading to better understanding of the grid issues as well as the development of grid infrastructures and middleware. Nowadays, grid computing is a common approach in the development of large scale distributed applications from academia and industry. Early successful applications of this paradigm are NetSolve [12], and applications from MetaNeos Project such as stochastic programming and optimization [23, 28] , which used the enormous computing power of computational grids.
One key issue in computational grids is the allocation of jobs (applications) to grid resources. The resource allocation problem is known to be computationally hard as it is a generalization of the standard scheduling problem. In fact, due to the complex nature of computational grids, job scheduling is much more difficult than its standard version for sequential or LAN computation environments. Some of the features of the computational grids that make the problem challenging are the high degree of heterogeneity of resources, their connection with heterogenous networks, the high degree of dynamics, the large scale of the problem regarding number of jobs and resources, and other features related to existing local schedulers, policies on resources, etc.
Many approaches for scheduling in grid applications use queuing systems or ad hoc schedulers that use specific knowledge of the underlying grid infrastructure to achieve an efficient resource allocation (e.g. Condor-G, Nimrod/G) [1, 18] . However, due to the dynamics and large-scale of grids, these approaches cannot deal with the complexity of the problem. For instance, researchers from MetaNeos Project reported that for solving the difficult instance Nug30 of the Quadratic Assignment Problem, a queue of thousands of pending jobs had to be managed for a grid
