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a b s t r a c t
This paper concerns with themethod of observer-based control and static output feedback
control for fractional-order uncertain systems with the fractional commensurate order
α (0 < α < 1) andα (1 ≤ α < 2) via linearmatrix inequality (LMI) approach, respectively.
First, the sufficient conditions for robust asymptotical stability of the closed-loop control
systems are presented. Next, by usingmatrix’s singular value decomposition (SVD) and LMI
technics, the existence condition andmethod of designing a robust stabilizing controller for
such fractional-order control systems are derived. Unlike previousmethods, the results are
obtained in terms of LMI, which can be easily obtained byMatlab’s LMI toolbox. Finally, two
numerical examples demonstrate the validity of this approach.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Recently, fractional-order control systems have attracted increasing interest [1–4]. It was found that many systems in
interdisciplinary fields could be elegantly described with the help of fractional derivatives and integrals, such as viscoelastic
systems, dielectric polarization, electrode-electrolyte polarization and electromagnetic waves [2,3]. In fact, real word
processes generally or most likely are fractional order systems. Furthermore, fractional order controllers [5,6] have so far
been implemented to enhance the robustness and the performance of the closed loop control systems.
As we all know, the problem of stability is a very essential and crucial issue for control systems including fractional
order systems. Very recently, the stability problem of fractional-order systems has been investigated both from an algebraic
and an analytic point of view. For interval fractional-order systems described in the transfer function form, based on using
Cauchy’s integral theorem, [7] presented an effective numerical algorithm for testing the bounded input-bounded output
(BIBO) stability. For interval systems described in the state-space form, a necessary and sufficient condition for the robust
stability was proposed in [8]. The Lyapunov direct method was also extended by fractional calculus theory, and the similar
Lyapunov-based stability theorem was obtained [9,10]. However, it is difficult to construct the Lyapunov functions for the
fractional-order systems.
It is notable the stabilization problem of fractional-order systems is muchmore difficult than their stability analysis. The
most existing stability results for fractional-order systems are not applicable to analytical design of stabilizing controllers.
Based on the generalization of Gronwall–Bellman lemma, the analytical stability conditions and state feedback stabilization
problem of nonlinear affine fractional-order differential equations have been investigated in [11–14]. As a way of efficiently
solving the robust stability and stabilization problem, the linear-matrix-inequality (LMI) approach was presented [15–18]
that provided the sufficient condition and designingmethod of state feedback controllers for fractional-order systems. Note
that inmost practical applications, the systems states are not completely accessible and all the designer knows are the output
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and input of the plant. In this case, the observer-based control or output feedback control is often needed (see e.g., [13,14,
19,20]).
This paper focuses on the observer-based robust control and static output feedback control of uncertain fractional-order
systems. Sufficient conditions for robust asymptotical stability of the closed-loop control systems are derived. By using
matrix’s singular value decomposition (SVD) technics, the efficient LMI-based approach are also proposed for designing a
robust stabilizing controller for fractional-order linear uncertain systems.
The rest of this paper is organized as follows: In Section 2, the problem formulation and somepreliminaries are presented.
The main results are derived in Section 3. Section 4 presents two numerical examples that demonstrate the effectiveness of
the method. Finally, some conclusions are drawn in Section 5.
Throughout this paper, Rn denotes an n-dimensional Euclidean space, Rn×m is the set of all n × m real matrices,
X > 0 (< 0) indicates that the matrix X is positive (negative) definite, and Sym{X} denotes the expression XT + X . ⊗
is the Kronecker product of two matrices and (A⊗ B)(C ⊗ D) = (AC)⊗ (BD), and

X Y
⋆ Z

:=

X Y
Y T Z

.
2. Problem formulation and preliminaries
Consider the fractional-order linear systems described by the following form:
Dαx(t) = A˜x(t)+ B˜u(t),
y(t) = Cx(t), (1)
where 0 < α < 2 is the fractional commensurate order, x(t) ∈ Rn is the state of the plant, u(t) ∈ Rm and y(t) ∈ Rp are the
control input and output, respectively. A˜, B˜ and C are systems matrices of appropriate dimensions, and
A˜ = A0 +1A(t), B˜ = B0 +1B(t), (2)
where1A(t) and1B(t) represent the following admissible time-variant uncertainties:
1A(t) 1B(t)
 = DAFA(t)EA DBFB(t)EB (3)
where DA,DB, and EA, EB are known constant matrices, and FA(t), FB(t) are unknown matrices with Lebesgue measurable
elements satisfying
F TA (t)FA(t) ≤ I, F TB (t)FB(t) ≤ I. (4)
The following Caputo definition [1] is adopted for fractional derivatives of order a for function f (t):
Dα f (t) = 1
Γ (α −m)
∫ t
0
f (m)(τ )
(t − τ)α+1−m dτ (5)
wherem is an integer satisfyingm− 1 < α ≤ m.
The purpose in this paper is to study:
(1) the problem of asymptotical stabilization of the fractional-order linear systems (1) with the fractional commensurate
order α (0 < α < 1) under a Luenberger-type fractional-order linear observer [13]
Dα xˆ(t) = A˜xˆ(t)+ B˜u(t)+ L(y(t)− yˆ(t)),
yˆ(t) = Cxˆ(t). (6)
coupled with a state estimated feedback controller
u(t) = Kxˆ(t), (7)
where 0 < α < 1;
(2) the problem of asymptotical stabilization of the fractional-order uncertain linear systems (1) with the fractional
commensurate order α (1 ≤ α < 2) under a static output feedback controller
u(t) = Fy(t). (8)
Let e(t) = x(t)− xˆ(t) denote the error signal, under the controller (7), the closed-loop systems are given by
Dα xˆ(t) = (A˜+ B˜K)xˆ(t)+ LCe(t),
Dαe(t) = (A˜− LC)e(t), (9)
which can be rewritten as
DαX(t) = AclX(t), (10)
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with
X(t) =
[
xˆ(t)
e(t)
]
, Acl =
[
A˜+ B˜K LC
0 A˜− LC
]
. (11)
While under the control input (8), the closed-loop systems are given by
Dαx(t) = (A˜+ B˜FC)x(t) = Alpx(t). (12)
Now, the design problem can be transformed to the robust stabilization problem of uncertain fractional-order linear
systems (10) and (12).
Remark 2.1. It is worth mentioning that the classical pole placement principle is usually used for observer-based control
(or output feedback control) of fractional-order systems in most existing approaches. That is, to stabilize the uncertain
fractional-order linear systems (10) (or (12)), the designer should placed the spectrum of Acl in (11) (or Alp in (12)) satisfying
| arg(specAcl)| > απ/2 (see, e.g., [5,12–14]). Clearly, here in selecting the gain matrices, K and L (or F ) of the controller, it
requires a considerable amount of trial and error. On the other hand, this method cannot be applied to uncertain systems.
In the following, we will developed an LMI-based approach for designing the controller (7) or (8) to asymptotically sta-
bilize the uncertain fractional-order linear systems (1). To prove the main results in the next section, we need the following
lemmas.
Lemma 2.2 ([5]). Let A ∈ Rn×n be a real matrix. Then, a necessary and sufficient condition for the asymptotical stability of
Dαx(t) = Ax(t), where 0 < α < 2 is
| arg(spec(A))| > απ
2
,
where spec(A) is the spectrum of all eigenvalues of A.
Lemma 2.3 ([17]). Let A ∈ Rn×n and 0 < α < 1. The fractional-order systems Dαx(t) = Ax(t) is asymptotically stable if
and only if there exist two real symmetric positive definite matrices Pk1 ∈ Rn×n, k = 1, 2, and two skew-symmetric matrices
Pk2 ∈ Rn×n, k = 1, 2, such that
2−
i=1
2−
j=1
Sym{Θij ⊗ (APij)} < 0, (13)[
P11 P12
−P12 P11
]
> 0,
[
P21 P22
−P22 P21
]
> 0, (14)
where
Θ11 =
[
sin θ − cos θ
cos θ sin θ
]
, Θ12 =
[
cos θ sin θ
− sin θ cos θ
]
,
Θ21 =
[
sin θ cos θ
− cos θ sin θ
]
, Θ22 =
[− cos θ sin θ
− sin θ − cos θ
]
,
and θ = απ/2.
Lemma 2.4 ([21]). Let A ∈ Rn×n be a real matrix. Then, | arg(spec(A))| > απ/2, where 1 ≤ α < 2, if and only if there exists
symmetrical matrix P > 0 such that[
(AP + PAT ) sin θ (AP − PAT ) cos θ
⋆ (AP + PAT ) sin θ
]
< 0 (15)
where θ = π − απ/2.
Lemma 2.5 ([20]). Given real matrices H and E of appropriate dimensions,
HF(t)E + ET F T (t)HT < 0
for all F(t) satisfying F T (t)F(t) ≤ I if and only if there exists an ϵ > 0 such that
ϵHHT + ϵ−1ETE < 0.
Lemma 2.6 (Schur Complement, [22]). For a real matrixΣ = ΣT , the following assertions are equivalent:
i. Σ :=

Σ11 Σ12
⋆ Σ22

> 0.
ii. Σ11 > 0, andΣ22 −ΣT12Σ−111 Σ12 > 0.
iii. Σ22 > 0, andΣ11 −Σ12Σ−122 ΣT12 > 0.
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Lemma 2.7 ([23]). Let X, Y and F be real matrices of appropriate dimensions. Then, for any x ∈ Rn
max

(xTXFYx)2|F T F ≤ I

= (xTXXT )(xTYY T ).
Lemma 2.8 ([23]). Let X, Y and Z be n × n symmetric matrices such as X ≥ 0, Y < 0 and Z ≥ 0. Furthermore, assume that
(xTYx)2 − 4(xTXx)(xTZx) > 0 for all nonzero x ∈ Rn. Then, there exists a constant λ > 0 such that
λ2X + λY + Z < 0.
Recall that for any matrixΠ ∈ Rm×n, there exists a singular value decomposition (SVD) ofΠ as follows:
Π = U S 0 V T ,
where S = diag{σ1, σ2, . . . , σp}, σ1 ≥ σ2 ≥ · · · ≥ σp ≥ 0, p = min{m, n},U ∈ Rp×p, V ∈ Rn×n are unitary matrices. In
particular, the following lemma holds:
Lemma 2.9 ([24]). Given matrixΠ ∈ Rm×n with rank(Π) = p, assume that X ∈ Rn×n is a symmetric matrix, then there exists
a matrix X¯ ∈ Rm×m satisfying ΠX = X¯Π if and only if X can be expressed as
X = V
[
X11 0
0 X22
]
V T ,
where X11 ∈ Rm×m, X22 ∈ R(n−m)×(n−m).
3. Main results
In this section, the sufficient condition is first derived for robust asymptotical stability for uncertain fractional-order
linear closed-loop systems. Next, the LMI-based approach is proposed for designing the robust stabilizing controller to
asymptotically stabilize the uncertain fractional-order linear systems (1).
3.1. Observer-based robust control of α (0 < α < 1) fractional-order uncertain linear systems
For the uncertain fractional-order linear systems (1) with the fractional commensurate order α (0 < α < 1) and under
the controller (7), we have the following results.
Theorem 3.1. The uncertain fractional-order linear systems (10) are asymptotically stable if there exist two symmetric positive
definite matrices Qk ∈ Rn×n, k = 1, 2, and four real scalars εi > 0, ϵi > 0, i = 1, 2, such that[
Π11 Π12
⋆ Π22
]
< 0 (16)
where
Π11 =
2−
i=1
Sym

Θi1 ⊗
[
Φ11 LCQ2
0 Φ12
]
+
2−
i=1
εi

I2 ⊗
[
DADTA 0
0 DADTA
]
+
2−
i=1
ϵi

I2 ⊗
[
DBDTB 0
0 0
]
,
Φ11 = (A0 + B0K)Q1, Φ12 = (A0 − LC)Q2,
Π12 =

I2 ⊗
[
EAQ1 0
0 EAQ2
]T
I2 ⊗
[
EAQ1 0
0 EAQ2
]T
I2 ⊗
[
EBKQ1 0
0 0
]T
I2 ⊗
[
EBKQ1 0
0 0
]T
Π22 = diag{−ε1,−ε2,−ϵ1,−ϵ2} ⊗ I4n.
Proof. It follows from Lemma 2.3, that the uncertain fractional-order linear systems (10) are asymptotically stable if
there exist two real symmetrical positive definite matrices Pk1 ∈ R2n×2n, k = 1, 2, and two skew-symmetric matrices
Pk2 ∈ R2n×2n, k = 1, 2, such that
2−
i=1
2−
j=1
Sym{Θij ⊗ (AclPij)} < 0. (17)
By setting P11 = P21 = Q = diag{Q1, Q2}, P12 = P22 = 0 in (17), one can conclude that if
Ψ =
2−
i=1
Sym{Θi1 ⊗ (AclQ )} < 0, (18)
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then the fractional-order linear systems (10) are asymptotically stable.
Inequality (18) can be rewritten as
Ψ =
2−
i=1
Sym

Θi1 ⊗
[
Φ11 LCQ2
0 Φ12
]
+Θi1 ⊗
[
1A(t)Q1 0
0 1A(t)Q2
]
+
2−
i=1
Sym

Θi1 ⊗
[
1B(t)KQ1 0
0 0
]
< 0, (19)
whereΦ11 = (A0 + B0K)Q1, Φ12 = (A0 − LC)Q2.
Note that for i = 1, 2,
Sym

Θi1 ⊗
[
1A(t)Q1 0
0 1A(t)Q2
]
= Sym

Θi1 ⊗
[
DA 0
0 DA
]
×
[
FA(t) 0
0 FA(t)
] [
EAQ1 0
0 EAQ2
]
= Sym

Θi1 ⊗
[
DA 0
0 DA
]
I2 ⊗
[
FA(t) 0
0 FA(t)
]
I2 ⊗
[
EAQ1 0
0 EAQ2
]
. (20)
It follows (4) that
I2 ⊗
[
FA(t) 0
0 FA(t)
]
I2 ⊗
[
FA(t) 0
0 FA(t)
]T
= I2 ⊗
[
FA(t)FA(t)T 0
0 FA(t)FA(t)T
]
≤ I. (21)
Note thatΘi1ΘTi1 = I2 (i = 1, 2), it follows from (21) and Lemma 2.5 that for any real scalars εi > 0, (i = 1, 2)
Sym

Θi1 ⊗
[
1A(t)Q1 0
0 1A(t)Q2
]
≤ εi

Θi1 ⊗
[
DA 0
0 DA
]
Θi1 ⊗
[
DA 0
0 DA
]T
+ ε−1i

I2 ⊗
[
EAQ1 0
0 EAQ2
]T
×

I2 ⊗
[
EAQ1 0
0 EAQ2
]
= εi

I2 ⊗
[
DADTA 0
0 DADTA
]
+ ε−1i

I2 ⊗
[
EAQ1 0
0 EAQ2
]T 
I2 ⊗
[
EAQ1 0
0 EAQ2
]
. (22)
By the same argument, for any real scalars ϵi > 0, (i = 1, 2), one has
Sym

Θi1 ⊗
[
1B(t)KQ1 0
0 0
]
≤ ϵi

I2 ⊗
[
DBDTB 0
0 0
]
+ ϵ−1i

I2 ⊗
[
EBKQ1 0
0 0
]T 
I2 ⊗
[
EBKQ1 0
0 0
]
. (23)
Thus, combined with (19), (22) and (23), it yields
Ψ ≤
2−
i=1
Sym

Θi1 ⊗
[
Φ11 LCQ2
0 Φ12
]
+
2−
i=1
εi

I2 ⊗
[
DADTA 0
0 DADTA
]
+
2−
i=1
ε−1i

I2 ⊗
[
EAQ1 0
0 EAQ2
]T
×

I2 ⊗
[
EAQ1 0
0 EAQ2
]
+
2−
i=1
ϵi

I2 ⊗
[
DBDTB 0
0 0
]
+
2−
i=1
ϵ−1i

I2 ⊗
[
EBKQ1 0
0 0
]T 
I2 ⊗
[
EBKQ1 0
0 0
]
. (24)
Taking (24) into account and using the Schur complement, one obtains (16). This completes the proof. 
Due to the existence of the nonlinear terms KQ1 and LCQ2, the matrix inequality (16) in Theorem 3.1 is not an LMI.
However, applying Lemma 2.9, it can be transformed into an LMI, as shown below, which presents an LMI-based design
method of observer-based control for fractional-order uncertain systems (1).
Theorem 3.2. For the uncertain fractional-order linear systems (1) with the fractional commensurate order α (0 < α < 1),
assume that the singular value decomposition (SVD) of the output matrix C is
C = U S 0 V T . (25)
Then, the closed-loop control systems under the control input (7) are robust asymptotically stable if there exist two matrices
X1 ∈ Rp×n, X2 ∈ Rn×p and symmetric positive definite matrices Q1 ∈ Rn×n, Q11 ∈ Rp×p, Q22 ∈ R(n−p)×(n−p) and four real
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scalars εi > 0, ϵi > 0, i = 1, 2, such that[
Σ11 Σ12
⋆ Σ22
]
< 0, (26)
where
Σ11 =
2−
i=1
Sym

Θi1 ⊗
[
Ψ11 X2C
0 Ψ12
]
+
2−
i=1
εi

I2 ⊗
[
DADTA 0
0 DADTA
]
+
2−
i=1
ϵi

I2 ⊗
[
DBDTB 0
0 0
]
,
Ψ11 = A0Q1 + B0X1, Ψ12 = A0Q2 − X2C,
Σ12 =

I2 ⊗
[
EAQ1 0
0 EAQ2
]T
I2 ⊗
[
EAQ1 0
0 EAQ2
]T
I2 ⊗
[
EBX1 0
0 0
]T
I2 ⊗
[
EBX1 0
0 0
]T
,
Σ22 = diag{−ε1, − ε2, − ϵ1, − ϵ2} ⊗ I4n,
Q2 = V
[
Q11 0
0 Q22
]
V T .
Moreover, the robustly asymptotically stabilizing gain matrices are given by
K = X1Q−11 , L = X2USQ−111 S−1U−1. (27)
Proof. Since Q2 = V

Q11 0
0 Q22

V T , from Lemma 2.9, then there exists Q¯2 = USX11S−1UT , such that CQ2 = Q¯2C , where
Q¯−12 = USQ−111 S−1UT .
Noting that CQ2 = Q¯2C , set X1 = KQ1, X2 = LQ¯2, and inequality (16) is equivalent to (26). The proof is complete. 
Remark 3.3. Noting that Theorem 3.2 provides an LMI-based method of designing a state estimated feedback controller for
plants with time-varying uncertainties. Also, the stabilizing controller gain matrices, L and K can be easily obtained by the
powerful Matlab’s LMI Toolbox.
In particular, removing the second row and second column from Acl in (11), the following corollary is easily derived.
Corollary 3.4. The uncertain fractional-order linear systems (1) with the fractional commensurate order α (0 < α < 1) under
the state feedback control input u(t) = Kx(t) are asymptotically stable if there exist a matrix X ∈ Rp×n and a symmetric positive
definite matrix Q ∈ Rn×n, and four real scalars εi > 0, ϵi > 0, i = 1, 2, such that[
Λ11 Λ12
⋆ Λ22
]
< 0 (28)
where
Λ11 =
2−
i=1
Sym

Θi1 ⊗ (A0Q + B0X)

+
2−
i=1
εi(I2 ⊗ DADTA)+
2−
i=1
ϵi(I2 ⊗ DBDTB)
Λ12 =

I2 ⊗ (EAQ )T I2 ⊗ (EAQ )T I2 ⊗ (EBX)T I2 ⊗ (EBX)T

Λ22 = diag{−ε1,−ε2,−ϵ1,−ϵ2} ⊗ I2n.
Moreover, the robust asymptotically stabilizing state feedback gain matrix is given by
K = XQ−1. (29)
Remark 3.5. Note that Corollary 3.4 is the Theorem 3 of [17]. So, the result of [17] can be regarded as a special case of
Theorem 3.2.
3.2. Robust static output feedback control of α (1 ≤ α < 2) fractional-order uncertain linear systems
With the same argument, for the uncertain fractional-order linear systems (1) with the fractional commensurate order
α (1 ≤ α < 2) and under the controller (8), we have the following results.
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Theorem 3.6. The fractional-order uncertain linear systems (12) with 1 ≤ α < 2 are asymptotically stable if and only if there
exist symmetrical matrix P > 0 together with gain matrix F and two scalars ε1 > 0, ε2 > 0 such that
Γ11 Γ12 PETA 0 PC
T F TETB 0
⋆ Γ22 0 PETA 0 PC
T F TETB
⋆ ⋆ −ε1I 0 0 0
⋆ ⋆ ⋆ −ε1I 0 0
⋆ ⋆ ⋆ ⋆ −ε2I 0
⋆ ⋆ ⋆ ⋆ ⋆ −ε2I
 < 0 (30)
holds, where
Γ11 = Γ22 = (A0cP + PAT0c) sin θ + ε1DADTA + ε2DBDTB,
A0c = A0 + B0FC,
Γ12 = (A0cP − PAT0c) cos θ,
θ = π − απ/2.
Proof. Sufficiency: Suppose that there exist symmetricalmatrix P > 0 togetherwith gainmatrix F and scalars ε1 > 0, ε2 >
0 such that (30) holds.
Note that
(AlpP + PATlp) sin θ (AlpP − PATlp) cos θ
⋆ (AlpP + PATlp) sin θ

=

(A0cP + PAT0c) sin θ (A0cP − PAT0c) cos θ
⋆ (A0cP + PAT0c) sin θ

+ Sym
[
(1A(t)P) sin θ (1A(t)P) cos θ
−(1A(t)P) cos θ (1A(t)P) sin θ
]
+ Sym
[
(1B(t)FCP) sin θ (1B(t)FCP) cos θ
−(1B(t)FCP) cos θ (1B(t)FCP) sin θ
]
. (31)
Applying Lemma 2.5 to the second term in the right side of (31), one has
Sym
[
(1A(t)P) sin θ (1A(t)P) cos θ
−(1A(t)P) cos θ (1A(t)P) sin θ
]
= Sym
[
DA sin θ DA cos θ
−DA cos θ DA sin θ
] [
FA 0
0 FA
] [
EAP 0
0 EAP
]
≤ ε1
[
DA sin θ DA cos θ
−DA cos θ DA sin θ
] [
DA sin θ DA cos θ
−DA cos θ DA sin θ
]T
+ ε−11
[
EAP 0
0 EAP
]T [
EAP 0
0 EAP
]
. (32)
Similarly, applying Lemma 2.5 to the third term in the right side of (31), one has
Sym
[
(1B(t)FCP) sin θ (1B(t)FCP) cos θ
−(1B(t)FCP) cos θ (1B(t)FCP) sin θ
]
≤ ε2
[
DB sin θ DB cos θ
−DB cos θ DB sin θ
] [
DB sin θ DB cos θ
−DB cos θ DB sin θ
]T
+ ε−12
[
EBFCP 0
0 EBFCP
]T [
EBFCP 0
0 EBFCP
]
. (33)
Substituting (32) and (33) into (31), it yields
(A0cP + PAT0c) sin θ (A0cP − PAT0c) cos θ
⋆ (A0cP + PATcl) sin θ

≤
[
Γ11 (A0cP − PAT0c) cos θ
⋆ Γ22
]
+ ε−11
[
EAP 0
0 EAP
]T [
EAP 0
0 EAP
]
+ ε−12
[
EBFCP 0
0 EBFCP
]T [
EBFCP 0
0 EBFCP
]
. (34)
Taking (34) into account and using the Schur complement of (30), one obtains
(AlpP + PATlp) sin θ (AlpP − PATlp) cos θ
⋆ (AlpP + PATlp) sin θ

< 0. (35)
It follows from Lemmas 2.2 and 2.4, the fractional-order uncertain linear systems (12) are asymptotically stable.
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Necessity: Suppose that the fractional-order uncertain linear systems (12) are asymptotically stable. Then, it follows from
Lemmas 2.2 and 2.4, there exist symmetrical matrix P > 0 together with gainmatrix F and scalars ε1 > 0, ε2 > 0 such that[
(AlpP + PATlp) sin θ (AlpP − PATlp) cos θ
⋆ (AlpP + PATlp) sin θ
]
< 0. (36)
By some calculations, one can obtain
(AlpP + PATlp) sin θ (AlpP − PATlp) cos θ
⋆ (AlpP + PATlp) sin θ

=

(A0cP + PAT0c) sin θ (A0cP − PAT0c) cos θ
⋆ (A0cP + PAT0c) sin θ

+ Sym
[
DA sin θ DA cos θ
−DA cos θ DA sin θ
] [
FA 0
0 FA
] [
EAP 0
0 EAP
]
+ Sym
[
DB sin θ DB cos θ
−DB cos θ DB sin θ
] [
FB 0
0 FB
] [
EBFCP 0
0 EBFCP
]
. (37)
Define
Z =

(A0cP + PAT0c) sin θ (A0cP − PAT0c) cos θ
⋆ (A0cP + PAT0c) sin θ

,
M1 =
[
DA sin θ DA cos θ
−DA cos θ DA sin θ
]
,
FˆA =
[
FA 0
0 FA
]
, N1 =
[
EAP 0
0 EAP
]
,
M2 =
[
DB sin θ DB cos θ
−DB cos θ DB sin θ
]
,
FˆB =
[
FB 0
0 FB
]
, N2 =
[
EBFCP 0
0 EBFCP
]
.
Inequality (37) implies that for all 0 ≠ ζ ∈ R2n
ζ T (Z +M1FˆAN1)ζ < −2ζ T (M2FˆBN2)ζ . (38)
Hence,
ζ T (Z +M1FˆAN1)ζ < −2max

ζ T (M2FˆBN2)ζ |Fˆ TB FˆB ≤ I

. (39)
As a result, one has
ζ T (Z +M1FˆAN1)ζ
2
> 4max

(ζ T (M2FˆBN2)ζ )2|Fˆ TB FˆB ≤ I

. (40)
By using Lemma 2.7, one obtains
ζ T (Z +M1FˆAN1)ζ
2
> 4(ζ TM2MT2 ζ )(ζ
TNT2N2ζ ). (41)
Now, applying Lemma 2.8 to (41), it follows that there exists a constant ε2 > 0 such that
Z +M1FˆAN1 + ε−12 NT2N2 + ε2M2MT2 < 0. (42)
By the same argument, one can conclude that there exists another constant ε1 > 0 such that
Z + ε−11 NT1N1 + ε1M1MT1 + ε−12 NT2N2 + ε2M2MT2 < 0. (43)
That is
(AlpP + PATlp) sin θ (AlpP − PATlp) cos θ
⋆ (AlpP + PATlp) sin θ

≤
[
Γ11 (A0cP − PAT0c) cos θ
⋆ Γ12
]
+ ε−11
[
EAP 0
0 EAP
]T [
EAP 0
0 EAP
]
+ ε−12
[
EBFCP 0
0 EBFCP
]T [
EBFCP 0
0 EBFCP
]
. (44)
By the Schur complement, (30) can be immediately obtained from the above inequality (44). This completes the proof. 
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Due to the existence of the nonlinear term FCP , thematrix inequality (30) in Theorem3.6 is not an LMI. Similarly, applying
Lemma 2.9, it can be transformed into an LMI, as shown below, which presents an LMI-based designmethod of static output
feedback control for fractional-order uncertain linear systems.
Theorem 3.7. For the fractional-order uncertain linear systems (1) with the fractional commensurate order α (1 ≤ α < 2),
assume that the singular value decomposition (SVD) of the output matrix C is C = U S 0 V T . Then, under the control input (8),
the closed-loop systems are asymptotically stable if and only if there exist symmetrical matrices P > 0, P11 > 0, P22 > 0, matrix
X together with two real scalars ε1 > 0, ε2 > 0 such that
Φ11 Φ12 PETA 0 C
TXTETB 0
⋆ Φ22 0 PETA 0 C
TXTETB
⋆ ⋆ −ε1I 0 0 0
⋆ ⋆ ⋆ −ε1I 0 0
⋆ ⋆ ⋆ ⋆ −ε2I 0
⋆ ⋆ ⋆ ⋆ ⋆ −ε2I
 < 0 (45)
holds, where
Φ11 = Φ22 = (A0P + B0XC + PAT0 + CTXTBT0) sin θ + ε1DADTA + ε2DBDTB,
Φ12 = (A0P + B0XC − PAT0 − CTXTBT0) cos θ,
P = V
[
P11 0
0 P22
]
V T , θ = π − aπ/2.
Moreover, the robustly asymptotically stabilizing output feedback gain matrix, F is given by
F = XUSX−111 S−1U−1. (46)
Proof. Since
P = V
[
P11 0
0 P22
]
V T ,
from Lemma 2.9, then there exists P¯ , such that CP = P¯C , where P¯−1 = USX−111 S−1U−1.
Noting that CP = P¯C , setting X = F P¯ , inequality (30) is equivalent to inequality (45). The proof is completed. 
Remark 3.8. Theorem 3.7 provides an LMI-based method of designing a static output feedback controller for fractional-
order uncertain linear systems. Consequently, the stabilizing controller gain matrices F , can be easily obtained by the
powerful Matlab’s LMI Toolbox.
In particular, setting FC = K and further letting KP = X in Theorem 3.7, the following corollary is easily derived, which
presents an LMI-based design method of state feedback control for fractional-order uncertain linear systems (1).
Corollary 3.9. The fractional-order uncertain linear systems (1) with the fractional commensurate order α (1 ≤ α < 2) under
the state feedback control input u(t) = Kx(t) are asymptotically stable if and only if there exist a matrix X and a symmetric
positive definite matrix P together with two real scalars ε1 > 0, ε2 > 0 such that
Ω11 Ω12 PETA 0 X
TETB 0
⋆ Ω22 0 PETA 0 X
TETB
⋆ ⋆ −ε1I 0 0 0
⋆ ⋆ ⋆ −ε1I 0 0
⋆ ⋆ ⋆ ⋆ −ε2I 0
⋆ ⋆ ⋆ ⋆ ⋆ −ε2I
 < 0 (47)
holds, where
Ω11 = Ω22 = (A0P + B0X + PAT0 + XTBT0) sin θ + ε1DADTA + ε2DBDTB,
Ω12 = (A0P + B0X − PAT0 − XTBT0) cos θ, θ = π − aπ/2.
Moreover, the robustly asymptotically stabilizing state feedback gain matrix, K is given by
K = XP−1. (48)
Remark 3.10. Note that Corollary 3.9 is the Theorem 2 of [18]. So, the result of [18] can be regard as a special case of
Theorem 3.7.
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4. Numerical example
In this section, two numerical examples are presented to demonstrate the validity of the design method. The standard
definition of a fractional-order differential do not allow direct implementation of fractional operators in time-domain
simulations. An efficient approximation approach has been proposed in [25]. The following simulations are performed based
on this approximation method for fractional order systems.
Example 1 ([17]). Consider the fractional-order uncertain linear systems (1) with the fractional order α = 0.50, u(t) = 0
and 
A0 =
0.40 0.35 0.65
−0.90 −2.70 1.10
−0.50 −1.35 −2.25

, B0 =
1.45
0.75
0.75

,
DA =
−0.10 0.05 0.10
−0.10 −0.30 0.10
−0.15 −0.08 −0.40

, EA = I3,
DB =
−0.01 0.05 0.01
−0.01 −0.03 0.01
−0.15 −0.08 −0.04

,
EB =

0.10 0.15 0.15
T
, C = 1.50 2.00 1.00 ,
FA(t) = FB(t) = diag {sin 0.1π t, cos 0.1π t, sin 0.1π t}.
(49)
This example has been investigated in [17], which concluded that it was not asymptotically stable.
To asymptotical stabilize of this uncertain fractional-order systems, we construct a Luenberger-type fractional-order
linear observer as the form of (6) coupled with a state estimated feedback controller (7). Using the Matlab’s LMI toolbox, we
find that the LMI (26) in Theorem 3.2 is feasible, which concludes that the fractional-order systems (1) with the parameters
in (49) is asymptotically stabilizable. The stabilizing gain matrices are
K = [−0.3722 0.2541 0.1505],
L = [1.2709 −0.1772 0.4016]T .
Setting the initial conditions x0 = (0.3, 0.2,−0.25), the simulation result (Fig. 1) shows that it is asymptotically stable
and its states converge to zero.
Example 2 ([18]). Consider the fractional-order uncertain linear systems (1) with the fractional order α = 1.50, u(t) = 0
and 
A0 =
−1.50 0.50 1.00
−1.00 −3.00 1.00
−0.50 −1.50 −2.50

, B0 =
0.45
0.55
0.85

,
DA =
−0.10 0.05 0.10
−0.10 −0.23 0.10
−0.15 −0.20 −0.14

, EA = I3,
DB =
−0.10 0.50 0.10
−0.10 −0.30 0.10
−0.15 −0.28 −0.40

,
EB =

0.10 0.15 0.20
T
, C = 1.50 2.00 1.00 ,
FA(t) = FB(t) = diag {sin 0.1π t, cos 0.1π t, sin 0.1π t}.
(50)
It is not asymptotically stable (see Example 2 in [18]). But using the Matlab’s LMI toolbox and solving the feasible problem
(45) in Theorem 3.7, we can find that the stabilizing gain matrix is
F = −1.0356.
Setting the initial conditions x0 = (0.2,−0.2, 0.15), the simulation result (Fig. 2) shows that it is asymptotically stable and
its states converge to zero.
5. Conclusion
This paper has presented a LMI-based design method of robust control for fractional-order uncertain systems with the
fractional order 0 < α < 2. The sufficient condition for the robust asymptotical stability of the fractional-order closed-
loop control systems was first presented. Then, applying matrix’s singular value decomposition (SVD) and LMI technics, the
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Fig. 1. Time response of the selected systems with the observer-based control u(t) = Kxˆ(t).
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Fig. 2. Time response of the selected systems with the control input u(t) = Kyx(t).
existence conditions andmethod of designing a robust stabilizing controller were derived. The results are obtained in terms
of LMIs, which are very convenient to implement in practice. Finally, the numerical examples demonstrate the validity of
this approach.
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