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UNIFORM CONVERGENCE RATES FOR THE APPROXIMATED
HALFSPACE AND PROJECTION DEPTH
STANISLAV NAGY1, RAINER DYCKERHOFF2, AND PAVLO MOZHAROVSKYI3
Abstract. The computational complexity of some depths that satisfy the projection
property, such as the halfspace depth or the projection depth, is known to be high,
especially for data of higher dimensionality. In such scenarios, the exact depth is fre-
quently approximated using a randomized approach: The data are projected into a finite
number of directions uniformly distributed on the unit sphere, and the minimal depth
of these univariate projections is used to approximate the true depth. We provide a
theoretical background for this approximation procedure. Several uniform consistency
results are established, and the corresponding uniform convergence rates are provided.
For elliptically symmetric distributions and the halfspace depth it is shown that the
obtained uniform convergence rates are sharp. In particular, guidelines for the choice
of the number of random projections in order to achieve a given precision of the depths
are stated.
1. Introduction
Data depth is a general concept that intends to provide a base for nonparametric
statistical analysis of multivariate data. The idea is to quantify the centrality of each
point x in Rd, with respect to a given dataset. Points that tend to lie in the central
bulk of the data are assigned high depth values; points that fail to follow the prevailing
pattern of the observations are flagged by their low depth. One obtains a data-dependent
ranking of points in Rd, that enables constructions of analogues of quantiles, ranks, and
orderings, applicable to multivariate datasets. Many definitions of depths appeared in
the literature; we refer to [40, 22, 27] and references therein. Here we focus on two
important depths that share common traits — the halfspace depth of Tukey [35], and the
(generalized) projection depth whose history traces back to Stahel [34] and Donoho [10].
While theoretically the depths are appealing, it is in practice often difficult to evaluate
them exactly. For instance, the computation of the halfspace depth of a single point in
arbitrary dimension is known to be NP-hard [19]. Therefore, a great deal of research has
focused on procedures that approximate the true depth [13, 6, 4, 32, 2, 33]. A particularly
simple upper bound on the halfspace and projection depth can be devised if one uses their
so-called projection property [13], which means that the overall (multivariate) depth of a
point x is expressed as the infimum of (univariate) depths of projections of x with respect
to the projected dataset. This suggests the following approximation procedure: (i) draw
a random sample of n directions Ui, i = 1, . . . , n, uniformly from the unit sphere S
d−1 of
R
d; (ii) evaluate the (univariate) depths of 〈Ui, x〉 with respect to the dataset projected
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onto Ui for each i; and (iii) approximate the depth of x by the minimum of these numbers.
This approximation was first proposed in [13]; for the halfspace depth, it leads to what
is sometimes called the random Tukey (or halfspace) depth [6].
Here we study the statistical properties of this approximation procedure. We are
interested in conditions under which uniform convergence of the approximated depth
to its theoretical counterpart can be guaranteed, and its uniform convergence rates. It
turns out that for finite datasets, uniform convergence is never achieved. Thus, we
focus on general probability measures on Rd, and show that under appropriate regularity
conditions, uniform approximations of the depths are valid, and their sharp convergence
rates are possible to be devised. These results lend valuable insights into the behaviour
of the approximated depths. They allow us to state general guidelines for the number of
directions n that need to be taken in order to achieve a desired precision. Nevertheless,
even in very regular models, n grows fast with the dimension d. Above d = 5, for
reasonable n the considered randomization scheme does not attain precision sufficient for
practical applications, and more elaborate approximation methods should be preferred.
In Sections 2, 3 and 4 we deal with the halfspace depth. Section 2 introduces notations
and fixes the basic ideas of the paper. Our two main theorems, of a rather technical
nature, are given in Section 3. Their applications to different classes of probability distri-
butions are discussed in Section 4. Explicit, and exact, rates of convergence are derived for
(i) general unimodal elliptically symmetric distributions; (ii) multivariate Gaussian distri-
butions; (iii) multivariate t-distributions; (iv) uniform distributions on balls; and (v) the
general collection of multivariate p-symmetric measures [15]. We give explicit guidelines
for the choice of the parameter n that allow to achieve a pre-specified quality of the ap-
proximation. In Section 4.5 we discuss situations when uniform approximation cannot be
achieved; in particular, we deal with empirical measures. Extensions to the (generalized,
or asymmetric) projection depth are treated in Section 5. Some concluding remarks can
be found in Section 6. All the proofs are deferred to the appendix — Appendix A for the
halfspace depth, and Appendix B for the generalized projection depths.
2. Halfspace depth and its approximations
Let (Ω,A,P) be the probability space on which all random elements are defined. Denote
by P (Rd) the space of all Borel probability measures on Rd equipped with the Euclidean
norm ‖·‖ and the scalar product 〈·, ·〉, d = 1, 2, . . . . We write Sd−1 = {x ∈ Rd : ‖x‖ = 1}
for the unit sphere in Rd. Notation X ∼ P stands for a random variable X whose
distribution is P ∈ P (Rd).
For P ∈ P (Rd) and x ∈ Rd, the halfspace depth (or Tukey depth) of x with respect to
X ∼ P is defined as
(1) HD(x;P ) = inf
u∈Sd−1
P (〈u,X〉 ≤ 〈u, x〉) .
Where no mistake can be made, HD(x;P ) is shortened to HD(x). The halfspace depth
was proposed in [35], see also [10, 11] and [29].
For n = 1, 2, . . . consider U1, . . . , Un a random sample from the uniform distribution
on Sd−1. We are interested in the quality of the approximation of the depth (1) by its
randomized counterpart [13, Section 6]
(2) HDn(x;P ) = min
i=1,...,n
P (〈Ui, X〉 ≤ 〈Ui, x〉) .
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Again, HDn(x;P ) will be shortened to HDn(x). It is evident that
HDn(x) ≥ HDn+1(x) ≥ HD(x) for all x ∈ Rd and n = 1, 2 . . . ,
and that for d = 1 the random depth HDn with high probability reduces to the true
depth HD
P
(
sup
x∈R
|HDn(x)−HD(x)| = 0
)
= 1− 2
(
1
2
)n
for all n = 1, 2, . . .
In the interesting case d > 1, for any x ∈ Rd the random HDn(x) approximates HD(x).
In [13, Proposition 11] it was shown that for any x ∈ Rd and P ∈ P (Rd) the convergence
HDn(x)
a.s.−−−→
n→∞
HD(x) holds true. Here we are interested in establishing uniform exten-
sions of that convergence result, and deriving the corresponding rates of convergence;
for an array of applications of these results to the computation of the depth see [28,
Section 2.3].
Define the halfspace function of X ∼ P , given for x ∈ Rd by
(3) ϕx : S
d−1 → [0, 1] : u 7→ P (〈u,X〉 ≤ 〈u, x〉) .
Both HD(x) and its approximation HDn(x) can be expressed in terms of ϕx as
HD(x) = inf
u∈Sd−1
ϕx(u), and HDn(x) = min
i=1,...,n
ϕx(Ui).
If the minimum value of ϕx is attained in a single direction in S
d−1, we denote this
direction by u˜(x) ∈ Sd−1, that is HD(x) = ϕx (u˜(x)).
When deriving the rates of convergence of the depth approximations that are uniform
on a set C ⊂ Rd, it is necessary to assume a certain form of the equicontinuity of the
halfspace functions
(4) {ϕx : x ∈ C} .
In the first step, in Section 3.1 we derive our main result under the assumption of uni-
formly Lipschitz continuous functions ϕx. In the second step in Section 3.2 we extend
the previous theorem, and deal with a general equicontinuous class of functions (4).
3. Approximation of the halfspace depth: Main results
We are interested in the rate of convergence of the random sequence
∆n(C) = sup
x∈C
|HDn(x)−HD(x)|
as n → ∞. We start by two technical results that will be of great importance in the
sequel. For Γ (·) the gamma function, denote by
(5) ad(ϕ) =
Γ (d/2)
Γ ((d− 1)/2)√pi
∫ ϕ
0
(sin(θ))d−2 d θ, for ϕ ∈ [0, pi]
the (d− 1)-dimensional Hausdorff measure of a cap of a polar angle∗ ϕ of a sphere in Rd
with unit surface (hyper-)area. In other words, ad (ϕ) is the ratio of the surface area of
∗The angle between the rays from the center of the hypersphere to the apex of the cap, and the edge
of the (d− 1)-dimensional disk that forms the base of the cap.
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the spherical cap of polar angle ϕ in Sd−1, and the surface area of the whole (d−1)-sphere
S
d−1. The function ad takes particularly simple forms for d = 2 and d = 3
a2 (ϕ) =
ϕ
pi
and a3 (ϕ) =
(
sin
(ϕ
2
))2
.
For higher dimensions d, it is a trigonometric polynomial. Note that all functions ad
are strictly increasing and continuous on their domain. Denote the inverse of ad by
a−1d : [0, 1]→ [0, pi].
3.1. Lipschitz continuous halfspace functions. For starters, assume that the set of
functions (4) is uniformly Lipschitz continuous with constant L ≥ 0, i.e. that
(6) sup
x∈C
|ϕx(u)− ϕx(v)| ≤ L ‖u− v‖g for all u, v ∈ Sd−1,
where ‖u− v‖g = arccos (〈u, v〉) is the great-circle distance, i.e. the geodesic distance
between u and v. Note that the great-circle distance and the Euclidean distance are
related via
‖u− v‖ =
√
2
(
1− cos
(
‖u− v‖g
))
= 2 sin
(
‖u− v‖g /2
)
.
This relation follows easily from the cosine formula and the half-angle formula. A con-
dition similar to (6) was used in [3] when deriving the uniform rates of convergence for
the ordinary empirical halfspace depth process. Examples of distributions that satisfy
property (6) will be listed in Section 4. The proof of the following result can be found in
Appendix A.1.
Theorem 1. Let P ∈ P (Rd) be such that (6) holds true for a set C ⊂ Rd. Then
lim supn→∞
n ad (∆n(C)/L)− logn
log log n
≤ d a.s.
3.2. General uniformly continuous projections. Now, assume that the class of func-
tions (4) is uniformly equicontinuous, but not necessarily uniformly Lipschitz. Consider
the minimal modulus of continuity of this class of functions
(7) δ : [0, pi]→ [0, 1] : t 7→ sup
x∈C
sup
u,v∈Sd−1, ‖u−v‖g≤t
|ϕx(u)− ϕx(v)| .
Using the minimal modulus of continuity we can bound the distance between ϕx(u) and
ϕx(v) uniformly for all x ∈ C,
(8) sup
x∈C
|ϕx(u)− ϕx(v)| ≤ δ
(
‖u− v‖g
)
for all u, v ∈ Sd−1.
Under the condition of uniform equicontinuity of (4), the function δ(t) is continuous,
non-negative and non-decreasing, with δ(0) = 0, see [7, Chapter 2, § 6]. With no loss of
generality, in the sequel we assume that δ is increasing, and denote its inverse function
by δ−1. If δ is constant on some interval, proper use of a generalized inverse function
of δ in place of δ−1 yields the same conclusions [14]. The proof of the next result is in
Appendix A.2.
Theorem 2. Let P ∈ P (Rd) and C ⊂ Rd be such that the function δ from (7) is
continuous at 0 with an inverse function δ−1. Then
lim supn→∞
n ad (δ
−1 (∆n(C)))− log n
log log n
≤ d a.s.
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If (4) is uniformly Ho¨lder continuous, i.e. for some K > 0 and α ∈ (0, 1] we may choose
δ(t) ≤ Ktα, the last formula gives
lim supn→∞
n ad
(
(∆n(C)/K)
1/α
)
− log n
log log n
≤ d a.s.
4. Applications to probability distributions
4.1. Approximations and affine invariance. A depth D is said to be affine invariant
if for any X ∼ P ≡ PX ∈ P
(
R
d
)
, A ∈ Rd×d non-singular, and b ∈ Rd
D(x;PX) = D(Ax+ b;PAX+b) for all x ∈ Rd.
Affine invariance is a desired property of a depth function. Both the halfspace depth and
the (generalized) projection depth satisfy it.
The following theorem asserts that for the halfspace depth, computation of approxima-
tions with respect to affine images of a measure affects the resulting rates of convergence
only by a multiplicative constant. This allows us to focus in some examples in the sequel
only on the isotropic situation, which typically means that the measure is considered to
be centred to have the expected value in the origin, and the scatter matrix a multiple of
the identity matrix. The proof of the next result can be found in Appendix A.3.
Theorem 3. Let Theorem 2 hold true. Then for A ∈ Rd×d non-singular, b ∈ Rd, and
X ∼ P ∈ P (Rd) there exists a constant K > 0 that depends only on A such that for
∆˜n(C) = sup
x∈AC+b
|HDn(x;PAX+b)−HD(x;PAX+b)|
it holds true that
lim supn→∞
n ad
(
δ−1
(
∆˜n(C)
)
/K
)
− logn
log log n
≤ d a.s.
4.2. General distributions with densities. Let us now explore when the equiconti-
nuity conditions (6) or (7) hold true. The first interesting case is that of a bounded set
C ⊂ Rd.
Theorem 4. Let P ∈ P (Rd) be a distribution such that
(9) P (uTX = α) = 0 for all u ∈ Sd−1 and α ∈ R
that is concentrated in a bounded subset C of Rd, i.e. P (C) = 1. Then ∆n
(
R
d
) a.s.−−−→
n→∞
0.
Condition (9) is satisfied if P admits a density in Rd. If the density is bounded, an
explicit rate of convergence of ∆n(C) can be provided.
Theorem 5. Let P ∈ P (Rd) be a distribution with a density bounded from above by a
constant M > 0, that vanishes outside a bounded set C ⊂ Rd. Let further be diam(C) =
sup{‖x− y‖ : x, y ∈ C} the diameter of C. Then the rate from Theorem 1 holds true
with
L =
Mpid/2−1 (diam(C))d
Γ (d/2 + 1)
.
For the proofs of these two theorems see Appendix A.4 and A.5. Note that the rate
from Theorem 5 is quite general, yet usually weak.
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4.3. Elliptically symmetric distributions. A much finer result can be shown for ellip-
tically symmetric distributions with unimodal densities on Rd. By a unimodal elliptically
symmetric density we understand a density
f(x) = |Σ|−1/2 g
(
(x− µ)TΣ−1 (x− µ)
)
for x ∈ Rd,
with Σ ∈ Rd×d non-singular, µ ∈ Rd, and g : [0,∞) → [0,∞) a non-increasing scalar
function. This important collection of distributions covers all Gaussian distributions, or
multivariate extensions of the t-distributions. In this situation we are allowed to consider
C = Rd, and study the uniform convergence of the approximated depth over the whole
sample space. In accordance with the discussion in Section 4.1 we primarily focus on
distributions with Σ a multiple of the identity matrix. Such distributions are frequently
called spherically symmetric distributions.
Theorem 6. Let P ∈ P (Rd) be a distribution with an elliptically symmetric density and
Σ a multiple of the identity matrix. Then ∆n(R
d)
a.s.−−−→
n→∞
0. If, moreover, the density
of P is unimodal, then the rate in Theorem 2 holds true with both function δ taken as
δ1(t) = (1− cos(t))/2, and δ2(t) = t2/4, with C = Rd.
Note that in the proof of the previous theorem, given in Appendix A.6, for Fp the
distribution function of the random variable 〈u,X〉, u ∈ Sd−1, the better bound
sup
t≥0
(Fp(t)− Fp(t cos(ε))) ≤ (1− cos(ε))/2
is still not the tightest possible one. Thus, Theorem 6 is suboptimal for particular choices
of P . For elliptically symmetric distributions, define the tight modulus of continuity of
the halfspace functions (the modulus of continuity of Fp evaluated near the argument of
the minimum of ϕx) by
(10) δ(ε) = sup
t≥0
(Fp(t)− Fp(t cos(ε))) for ε ∈ [0, pi].
Using the same proof as before with this choice of the modulus δ, it can be asserted that
for all n large enough the rate from Theorem 2 holds true for P also with δ given in (10)
and C = Rd.
Interestingly, the latter bound using the modulus (10) can be shown to be optimal
for spherically symmetric distributions. For this, recall that for two sequences of real
numbers a = {a(n)}∞n=1 and b = {b(n)}∞n=1 we say that a is asymptotically bounded both
from above and below by b, written a(n) = Θ(b(n)), if
0 < lim infn→∞
a(n)
b(n)
≤ lim supn→∞
a(n)
b(n)
<∞.
The proof of the next theorem is given in Appendix A.7.
Theorem 7. Let P ∈ P (Rd) be a distribution with a unimodal elliptically symmetric
density with Σ a multiple of the identity matrix, and let δ(ε) be defined as in (10). Then
lim infn→∞
n ad
(
δ−1
(
∆n(R
d)
))− log n
log logn
≥ d− 2 a.s.
In particular, for d > 2
P
(
n ad
(
δ−1
(
∆n(R
d)
))− log n = Θ (log log n)) = 1.
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Specific rates of convergence can be explored with particular models at hand. Here
we study three important special cases — multivariate Gaussian distributions, multi-
variate elliptically symmetric t-distributions, and uniform distributions on ellipsoids. In
accordance with the discussion from Section 4.1, we treat only standardized distributions.
Example (Multivariate Gaussian distribution). For a standard multivariate Gaussian
distribution X , 〈u,X〉 is standard univariate Gaussian for any u ∈ Sd−1, i.e.
Fp(t) =
∫ t
−∞
1√
2pi
exp(−s2/2) d s for t ∈ R.
To get tight convergence rates, we must evaluate the modulus (10) for ε > 0 fixed. It is
not difficult to find that the maximal value of the latter function is attained at
t∗ =
√−2 log (cos(ε))
sin(ε)
for ε ∈ (0, pi/2),
which means that for ‖u˜(x)− u‖g ≤ ε with ε ∈ (0, pi/2)
(11) sup
x∈Rd
|ϕx(u˜(x))− ϕx(u)| ≤ δ(ε) = Fp(t∗)− Fp(t∗ cos(ε)) ≤ (1− cos(ε))/2 ≤ ε2/4.
The first bound above is the optimal one from Theorem 7; the other two follow from The-
orem 6. All of them can be used for numerical evaluation of the exact convergence rates.
For that, it is enough to invert the inequality in Theorem 2 and obtain an error bound
of the form ∆n(C) ≤ δ
(
a−1d ((d log logn + logn) /n)
)
which will approximately hold true
almost surely for n large enough. A comparison of the optimal uniform approximation
errors for Gaussian distributions can be found in Table 1. Graphically, these errors are
compared with the general bounds from Theorem 6 in Figure 1, see also the function δ(ε)
from (11) displayed in Figure 3. The tight bound presents a substantial improvement
over the general bounds from Theorem 6.
Example (Multivariate t-distribution). Consider the multivariate t-distribution P ∈
P (Rd) with ν degrees of freedom, whose density is given by
f(x) =
Γ
(
ν+d
2
)
Γ(ν/2)(νpi)d/2 |Σ|1/2
(
1 +
1
ν
(x− µ)TΣ−1 (x− µ)
)−(ν+d)/2
for x ∈ Rd,
where Σ ∈ Rd×d is non-singular, µ ∈ Rd, and ν = 1, 2, . . . . For ν = 1 it is also known
as the multivariate Cauchy distribution. Obviously, P satisfies the assumptions of The-
orem 6.
We again focus on the case µ = 0, and Σ the identity matrix. The multivariate
t-distribution is then spherically symmetric about the origin, with
Fp(t) =
∫ t
−∞
Γ
(
ν+1
2
)
Γ(ν/2)
√
νpi
(
1 +
s2
ν
)−(ν+1)/2
d s for t ∈ R
the distribution function of the univariate standard t-distribution with ν degrees of free-
dom, see [21, Theorem 1].
Let us evaluate the tight modulus of continuity δ from (10) as in the previous example.
For general ν, the argument of the maximum t∗ of the function t 7→ (Fp(t)− Fp(t cos(ε)))
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Table 1. Uniform error bounds for the approximation of the halfspace depth
for elliptically symmetric unimodal distributions. Ellipt. 1 and 2 stand for the
general bounds applicable to unimodal elliptically symmetric distributions from
Theorem 6 and δ1, δ2, respectively. 2-sym. is the general bound from Theorem 8
for p = 2 and δ1.
n d = 2 d = 3 d = 5 d = 10 d = 20
E
ll
ip
t.
1 10
2 0.01441 0.09187 0.21855 0.35805 0.45576
103 0.00029 0.01271 0.07629 0.20148 0.31099
104 0.00000 0.00159 0.02625 0.11841 0.22779
105 0.00000 0.00019 0.00892 0.07080 0.17139
E
ll
ip
t.
2 10
2 0.01448 0.09483 0.23663 0.41149 0.54924
103 0.00029 0.01276 0.07831 0.21669 0.34995
104 0.00000 0.00159 0.02648 0.12340 0.24756
105 0.00000 0.00019 0.00895 0.07254 0.18219
2
-s
y
m
.
102 0.24005 0.60619 0.93498 1.19675 1.35021
103 0.03384 0.22544 0.55240 0.89774 1.11532
104 0.00429 0.07968 0.32404 0.68821 0.95456
105 0.00052 0.02745 0.18890 0.53218 0.82798
G
a
u
ss
ia
n 10
2 0.00707 0.04896 0.13535 0.27027 0.40894
103 0.00014 0.00623 0.03997 0.12211 0.21854
104 0.00000 0.00077 0.01305 0.06500 0.14277
105 0.00000 0.00009 0.00436 0.03688 0.10010
C
a
u
ch
y
102 0.00465 0.03226 0.09022 0.18834 0.31595
103 0.00009 0.00410 0.02632 0.08119 0.14906
104 0.00000 0.00051 0.00858 0.04288 0.09532
105 0.00000 0.00006 0.00287 0.02428 0.06632
U
n
if
o
rm
102 0.00930 0.05831 0.14912 — —
103 0.00018 0.00743 0.04430 — —
104 0.00000 0.00092 0.01447 — —
105 0.00000 0.00011 0.00483 — —
is not possible to be expressed in a closed form. For some special values of ν it can be
computed that
t∗ =

(cos(ε))−1/2 for ν = 1,√
3
(
−(sin(ε))2−(cos(ε))3/2+
√
cos(ε)
)
√
cos(ε)((cos(ε))3−1)
for ν = 3,
for ε ∈ (0, pi/2).
For other small values of ν the formulas for t∗ can still be obtained explicitly, yet their
expressions are already rather complicated. With t∗ known, the tight bound on the
approximation errors (10) can be obtained as in (11). In Figure 1 and Table 1 we see
the numerically computed bounds on the approximation error in the present setup for
several values of n and d. The function δ defined in (10) can be found in Figure 3. It can
be seen that the approximation for heavy-tailed distributions P is in fact more precise
than for light-tailed ones. Indeed, if the tails of P are rather flat and decrease slowly,
the halfspace function ϕx(u) will never change drastically for small deviations from its
argument of the minimum u˜(x).
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Figure 1. Uniform error bounds for ∆n(R
d) as a function of n: the (standard)
multivariate Gaussian distribution (left panel) and the (standard) multivariate
Cauchy distribution (right panel). The solid curves represent the tight error
bounds from Theorem 7; the dashed and the dotted lines represent the two re-
spective bounds from Theorem 6, valid for any unimodal elliptically symmetric
distribution. The dashed and the dotted lines are nearly identical in the plot.
Note the logarithmic scale of the vertical axes.
Example (Uniform distribution on a ball). Consider the uniform distribution P on the
unit ball in Rd. The marginal distribution of 〈u,X〉 for any u ∈ Sd−1 is given by the
distribution function
Fp(t) =
∫ t
−1
Γ (d/2 + 1) (1− s2) d−12√
pi Γ
(
d+1
2
) d s for t ∈ (−1, 1).
Note that unlike in our previous examples, Fp depends on the dimension d. For small
values of d, it is possible to express the point that realises the tight bound in (11) explicitly
t∗ =

√
2
cos(2ε)+3
for d = 2,√
cos(ε)−1
(cos(ε))3−1
for d = 3.
In higher dimensions, approximations are easily obtained. Though, it is well known that
as d → ∞, the distribution of 〈u,X〉 is approximately Gaussian [9], which reduces the
problem for higher values of d approximately to the case of the multivariate Gaussian
distribution. In Table 1 and Figure 2 the error bounds are compared for d = 2, 3, and 5.
As can be seen, the approximation is slower than for both Gaussian and t-distributions.
This is explained by the discontinuous nature of the density of P — for x near the
boundary of the unit ball and d small, the halfspace function ϕx deviates substantially
from its minimum value already for u rather close to its minimizer u˜(x). Though, the
general bound from Theorem 6 still performs somewhat worse.
4.4. p-symmetric distributions. A further important family of probability distribu-
tions whose halfspace depth can be evaluated explicitly are the p-symmetric distributions
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Figure 2. Uniform error bounds for ∆n(R
d) as a function of n for the uniform
distribution on the unit ball in Rd (left panel), and for general unimodal ellip-
tically symmetric distributions (right panel). On the left panel, the solid curves
represent the tight error bounds from Theorem 7; the dashed and the dotted lines
represent the two respective bounds from Theorem 6, valid for any unimodal
elliptically symmetric distribution. The dashed and the dotted lines are nearly
identical in the plot. On the right panel we compare bounds from Theorem 6 with
δ1 valid for unimodal elliptical distributions (solid lines), and the more general
bounds from Theorem 8 for p = 2 and δ1 (dashed lines). Note the logarithmic
scale of the vertical axes.
with p ∈ (0, 2], see [15]. That family of measures extends the spherically symmetric distri-
butions treated in Section 4.3 that can be written as p-symmetric distributions with p = 2,
as well as the multivariate extensions of stable distributions. Recall that for p ∈ (0, 2] a
random vector X = (X1, . . . , Xd)
T ∼ P ∈ P (Rd) is said to have a p-symmetric distribu-
tion if for any u ∈ Rd the random variable 〈X, u〉 has the same distribution as ‖u‖pX1,
where ‖u‖p =
(∑d
i=1 |ui|p
)1/p
for u = (u1, . . . , ud)
T, see [15, Theorem 7.1]. We shall also
write ‖u‖∞ = maxi=1,...,d |ui|. Observe that in this notation ‖·‖2 ≡ ‖·‖.
For P ∈ P (Rd) a p-symmetric distribution, the exact depth HD(x) was computed
in [26, Example (C)] and [5, Theorem 3.1]. Let F denote the (univariate) distribution
function of the marginal X1 of X , and set
(12) q =
{
∞ for p ∈ (0, 1],
p/(p− 1) for p ∈ (1, 2]
to be the conjugate index to p. As demonstrated in [5, Lemma A.1 and Theorem 3.1],
we can write
(13) ϕx(u) = F
(
〈x, u〉
‖u‖p
)
, and HD(x) = 1− F
(
‖x‖q
)
= F
(
−‖x‖q
)
.
The following result generalizes Theorem 6. Its proof is in Appendix A.8.
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Figure 3. The moduli of continuity δ(t) of the halfspace functions ϕx evaluated
near their minima for various models. Elliptical 1 and 2 stand for the moduli
from Theorem 6 with δ1 and δ2, respectively; 2-symmetric is the modulus δ1 from
Theorem 8 for p = 2; uniform 2 and 5 are the tight moduli for the uniform
distribution with d = 2 and 5, respectively. The faster this function is decreases
as t→ 0, the better approximation rate can be achieved.
Theorem 8. For X = (X1, . . . , Xd)
T ∼ P ∈ P (Rd) with a p-symmetric distribution
such that the density of X1 is unimodal we have that ∆n(R
d)
a.s.−−−→
n→∞
0. Furthermore, the
rate of convergence from Theorem 2 holds true with C = Rd and either
δ1(t) =
{
d1/p−1/2
(
d1/2−1/q + 1
)
sin (t/2) for p ∈ [1, 2],
d1/p sin (t/2) + d
1/p−1/2
p
2p−1 sinp (t/2) for p ∈ (0, 1),
or the weaker
δ2(t) =
{
d1/p−1/2
(
d1/2−1/q + 1
)
t/2 for p ∈ [1, 2],
d1/pt/2 + d
1/p−1/2
p
tp/2 for p ∈ (0, 1),
where in both expressions t ∈ [0, pi] and q is given by (12).
For p = 2 we can compare the obtained rate with that from Theorem 6 and see that
here the bounds are somewhat weaker. That is not surprising, since Theorem 8 holds
under much more general conditions. The unimodality assumption is satisfied for most
commonly used p-symmetric distribution. For instance, it holds true for symmetric p-
stable distributions [37, Theorem 2.7.4].
4.5. Non-uniform approximation. If the measure P is not regular enough, uniform
approximations of the halfspace depth may not be attainable. We illustrate our claim
12 CONVERGENCE RATES FOR THE APPROXIMATED DEPTH
200 400 600 800 1000
1
e
−
0
5
1
e
−
0
4
1
e
−
0
3
1
e
−
0
2
1
e
−
0
1
Approximation size
U
n
if
o
rm
 e
rr
o
r 
b
o
u
n
d
Gaussian distribution
d =  2 
d =  3 
d =  5 
200 400 600 800 1000
1
e
−
0
5
1
e
−
0
4
1
e
−
0
3
1
e
−
0
2
1
e
−
0
1
Approximation size
U
n
if
o
rm
 e
rr
o
r 
b
o
u
n
d
Cauchy distribution
d =  2 
d =  3 
d =  5 
Figure 4. The tight uniform bounds (solid lines) for ∆n(R
d) from Figure 1 for
the (standard) multivariate Gaussian distribution (left panel) and the (standard)
multivariate Cauchy distribution (right panel). The bounds are complemented
with boxplots of simulated data, and the dotted lines that interpolate the corre-
sponding simulated means. In each of the 100 independent runs, the supremum
in ∆n(R
d) was approximated by the maximum value of |HD(xi)−HDn (xi)| for
500 points xi sampled independently from the true distribution. The theoretical
upper bounds match very well with the true approximation error.
in two examples. In the first one we construct distributions that are atomic, yet their
approximated depth fails to converge uniformly to its true counterpart. In the second
example we demonstrate that if the density of P is unbounded, uniform rates of conver-
gence of the halfspace depth approximation are not possible to be derived. The latter
result should be compared with Theorems 4 and 5.
Example. If P does not admit a density, the halfspace functions ϕx may contain dis-
continuities. In particular, this occurs when the depth is computed with respect to the
empirical measure of a random sample of observations, i.e. for the sample halfspace
depth. In that case, it can be inferred that the convergence of the approximations is not
uniform, even on bounded sets C.
Consider the example of P atomic, supported in a set {xi}mi=1 in Rd such that P ({xi}) =
pi with
∑m
i=1 pi = 1. Let 0 < p1 ≤ p2 ≤ · · · ≤ pm. Without loss of generality, assume
that the convex hull K ⊂ Rd of these points is d-dimensional, i.e. that K is not fully
contained in an affine subspace of Rd of dimension lower than d. Let x be a point on a
facet of K, and let xε = x + ε v for ε > 0, where v ∈ Sd−1 is the outward normal of the
facet of K on which x lies. Since xε /∈ K by definition, HD(xε) = 0 for any ε > 0. For
its approximation clearly HDn(xε) ≥ p1 if and only if for some halfspace
H(xε, Ui) =
{
y ∈ Rd : 〈Ui, y〉 ≤ 〈Ui, xε〉
}
whose boundary passes through xε with outer normal Ui ∈ Sd−1 intersects K. For ε
small, this will occur with high probability if the directions Ui are sampled uniformly
on Sd−1 — as ε → 0 from the right, the condition H(xε, Ui) ∩K = ∅ effectively reduces
to Ui = −v, an event of null probability. Thus, the convergence of the approximations
CONVERGENCE RATES FOR THE APPROXIMATED DEPTH 13
cannot be uniform on the line segment x+ ε v with ε ∈ (0, 1), and
lim supn→∞ sup
ε∈(0,1)
(HDn(xε)−HD(xε)) ≥ p1 > 0 a.s.
Example. Assume that P is supported in a bounded subset of Rd and has a density, but
that density is unbounded. By Theorem 4 the uniform convergence of the approximations
holds. But, no uniformly valid rate can be derived. To see this, we construct a distribution
with an arbitrarily slow convergence rate.
Let {xi}∞i=0 be distinct points on the upper half of the unit circle in R2, indexed in a
clock-wise sense, and denote li = ‖xi − xi−1‖ /2 for i ≥ 1, and set l0 = l1. Then, {li}∞i=0
is a sequence of positive numbers converging to zero. For i ≥ 0, let Bi denote a ball
centred at xi with radius e
−ili, and let Ci be the intersection of Bi with the convex hull
of the points {xi}∞i=0. Each Ci is a convex subset of the unit ball in R2, with xi ∈ Ci, and
the sets {Ci}∞i=0 are pairwise disjoint. Let P be the mixture of uniform distributions on
the sets Ci with mixing proportions {pi}∞i=0, where
∑∞
i=0 pi = 1 and p0 > p1 > · · · > 0.
Consider the sequence of mid-points yj = (xj+xj−1)/2, j = 1, 2, . . . . Because each yj lies
on the boundary of the convex hull of the support of P , the depth HD(yj) with respect to
P is zero for all j. Though, obviously, the single minimizer u˜(yj) of the halfspace function
ϕyj is the inwards normal of the facet corresponding to xj−1 and xj . If ‖u− u˜(yj)‖g ≥ ε,
then by the construction of P for all j ≥ j(ε) = ⌈− log sin ε+ 1⌉, the smallest integer
larger than − log sin ε+ 1, it can be seen that either Cj, or Cj−1 lies inside the halfspace
whose normal is u and passes through yj. Thus,
ϕyj(u) = P (〈u,X〉 ≤ 〈u, yj〉) ≥ pj .
Using a result on maximal spacings in R from [8, Theorem 5.2] it can be seen that for
U1, . . . , Un uniformly distributed on the circumference of the unit circle, it almost surely
holds true that for all n large enough and any j we have mini=1,...,n ‖u˜(yj)− Ui‖g ≥ a(n),
for a fixed positive sequence {a(n)}∞n=1 that converges to zero. This means that almost
surely for all n large enough, for j = ⌈− log sin a(n) + 1⌉ we have
sup
x∈R2
|HDn(x)−HD(x)| ≥ HDn(yj) ≥ pj .
Because {pj}∞j=0 can be made to converge to zero slowly, this means that no universal
rate of convergence can be found, if the density of P is allowed to be unbounded.
5. Extensions to generalized projection depths
Let us now focus on another example of a depth that satisfies the projection property,
yet is difficult to compute exactly — the (generalized) projection depth. To define the
depth, consider first the mappings
m : P (R)→ R and s : P (R)→ [0,∞],
that satisfy the following conditions:
• m(aX + b) = am(X) + b for all a, b ∈ R and X ∼ P ∈ P (R);
• s(aX + b) = a s(X) for all a > 0 and X ∼ P ∈ P (R).
Functionals m and s are called the location and the scale parameter of X , respectively.
Using m and s for univariate distributions, it is possible to follow the ideas from [34, 10],
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and define the outlyingness function in a multivariate space. For x ∈ Rd and X ∼ P ∈
P (Rd), the (projection) outlyingness of x with respect to P is given by
(14) O(x;P ) = sup
u∈Sd−1
〈u, x〉 −m(〈u,X〉)
s(〈u,X〉) .
FunctionO(·;P ) measures the largest deviation of a projection of a point from the location
parameter of the corresponding projected distribution.
The outlyingness function (14) is closely related to depth — high outlyingness indicates
low centrality. Therefore, to construct a depth it suffices to transform the outlyingness
index (14) by a non-increasing function c. A family of depth functions based on this idea
is called the family of projection depths. It was studied in detail in [40, 38], and [13].
Consider a continuous function c : [−∞,∞]→ [0, 1] such that c(x) = 1 for x < 0, and
the restriction c to [0,∞] is bijective, and strictly decreasing. The generalized projection
depth of x ∈ Rd with respect to X ∼ P ∈ P (Rd) is defined by
(15) PD(x;P ) = inf
u∈Sd−1
c
(〈u, x〉 −m(〈u,X〉)
s(〈u,X〉)
)
.
The family of depths (15) was proposed in [13] as a generalization of the class of projection
depths from [38]. The original projection depths are obtained by considering a scale
functional s invariant for reflections
s(−X) = s(X) for all X ∼ P ∈ P (R) .
Just as the halfspace depth, also the projection depth is difficult to calculate exactly,
especially in high dimensions [39, 24]. In the same way as for the halfspace depth in (2),
define the approximated projection depth of x ∈ Rd with respect to P ∈ P (Rd) based
on the independent randomly sampled directions U1, . . . , Un ∈ Sd−1 distributed uniformly
on Sd−1 by
PDn(x;P ) = PDn(x) = min
i=1,...,n
c
(〈Ui, x〉 −m(〈Ui, X〉)
s(〈Ui, X〉)
)
.
For a given set C ⊂ Rd, we are interested in the uniform approximation of PD by PDn
∆Pn (C) = sup
x∈C
|PDn(x)− PD(x)| .
Note that for the projection depth, the following function plays a role similar to that of
the halfspace function from (3) for the halfspace depth
ϕPx (u) =
〈u, x〉 −m (〈u,X〉)
s (〈u,X〉) .
A distinctive role will be now played by the argument(s) of the maxima of the function
ϕPx (·) on Sd−1. Any representative of this set will be denoted by u˜P (x).
The next theorem provides simple conditions that guarantee the almost sure conver-
gence of ∆Pn (R
d) to zero. In the proof of that result, the minimal multiplicative modulus
of continuity of the function c given by
(16) ζ(τ) = sup
t>0
(c(τ t)− c(t)) , for τ ∈ (0, 1),
plays a crucial role. Note that for a continuous function c the modulus ζ is a well-defined
function continuous from the left at τ = 1. To see this, pick a sequence τn → 1 from
the left, and apply Dini’s theorem [12, Theorem 2.4.10] to the sequence of continuous
functions ψn(t) = c (τnt) defined on a compact set [0,∞] (with ψn(∞) = 0) that converge
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monotonically on t ∈ [0,∞] to ψ0(t) = c(t) (again, ψ0(∞) = 0). Dini’s theorem asserts
that this convergence must be uniform on the domain of ψn, which can be rewritten to
ζ(τn) = supt≥0 (ψn(t)− ψ0(t)) = supt≥0 (c(τn t)− c(t)) −−−→
n→∞
0.
Theorem 9. Let X ∼ P ∈ P (Rd) be such that the functions
u 7→ mu = m(〈u,X〉), and u 7→ su = s(〈u,X〉),
are Lipschitz continuous on Sd−1 with Lipschitz constants Cm and Cs, respectively. Let
supu∈Sd−1 |mu| = λm < ∞, infu∈Sd−1 su = λs,1 > 0, and supu∈Sd−1 su = λs,2 < ∞. Then
∆Pn
(
R
d
) a.s.−−−→
n→∞
0. Furthermore, an explicit upper bound on the rate of convergence of
∆Pn (R
d) may be devised in terms of the constants above, the minimal modulus of continuity
of c given by
δc(t) = sup
u,v>0, |u−v|≤t
|c(u)− c(v)| ,
and the minimal multiplicative modulus of continuity of c defined in (16).
Theorem 9 stands as an analogue of Theorem 1 stated for the halfspace depth. Fur-
ther minor modifications to the proof of Theorem 9, stated in Appendix B.1, allow to
formulate analogous results for continuous (thus uniformly continuous) location and scale
parameters, in the spirit of Theorem 2. We omit those technical details for brevity.
For the important case of spherically symmetric distributions, the rate from Theorem 9
can be improved. The proof of this statement can be found in Appendix B.2.
Theorem 10. Let P ∈ P (Rd) be a spherically symmetric distribution, and let ζ be a
strictly increasing function whose inverse is denoted by ζ−1. Then
lim supn→∞
n ad
(
1− ζ−1 (∆Pn (Rd)))− logn
log log n
≤ d a.s.
Furthermore, for c(x) = 1
1+(x)k
+
with k = 1, 2, . . . it holds true that
(17) ζ(τ) =
1− τk/2
1 + τk/2
for τ ∈ (0, 1).
Because the projection depths are affine invariant, analogously as in Theorem 3 this
result extends to elliptically symmetric distributions.
5.1. Approximation of projection outlyingness. Contrary to the projection depths
(15), the outlyingness (14) is not uniformly approximated by its randomizations
On(x;P ) = max
i=1,...,n
〈Ui, x〉 −m(〈Ui, X〉)
s(〈Ui, X〉) ,
even if the conditions of Theorems 9 and 10 are satisfied. We illustrate this in a simple
example.
Example. Let X ∼ P ∈ P (R2) have the uniform distribution on the unit circle. Because
each projection 〈u,X〉 has the same distribution symmetric about the origin, mu = 0 and
su = S for all u ∈ S1 and some constant S ≥ 0. For any reasonable scale functional s the
constant S is positive. Consider a point x = (x1, 0)
T ∈ R2 with x1 > 0. Then
ϕPx (u) =
〈u, x〉 −mu
su
=
u1x1
S
for all u = (u1, u2)
T ∈ S1.
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This function is maximized at u˜P (x) = (1, 0)T ∈ Sd−1 with O(x;P ) = x1/S. For
any u ∈ S1 with u1 =
〈
u, u˜P (x)
〉
< cos(ε), on the other hand, ϕPx (u˜
P (x)) − ϕPx (u) >
(1− cos(ε))x1/S. Thus,
lim
n→∞
sup
x∈Rd
|O(x;P )− On(x;P )| ≥ lim
n→∞
sup
x1>0
max
i=1,...,n
(
1− cos(∥∥u˜P (x)− Ui∥∥g)) x1 =∞
almost surely, because for any degree of approximation of the target direction u˜P (x) there
exists a point x = (x1, 0)
T with a large norm so that its outlyingness is approximated
poorly.
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Figure 5. For a bivariate Gaussian distribution P , the tight bound from The-
orem 7 on ∆n(R
2) (black solid line) is compared with 100 independent reali-
sations of simulated trajectories of maxi=1,...,100
∣∣∣HDn (xi, P̂N)−HD (xi, P̂N)∣∣∣
as a function of the number of directions n, for {xi}Ni=1 a random sample from
P . Considered sample sizes are N = 103, 104, 105, and 106.
6. Discussion
In the present paper we discussed the uniformity aspects of the depth approximation
task. We demonstrated that for a distribution P that is regular enough, the approximated
depth does converge uniformly to its exact counterpart. This result justifies the simple
approximation procedure from a theoretical point of view, as the almost sure uniform
convergence of the depth approximations carries over to the approximated depth-statistics
such as the depth median (i.e. an argument of the maximum of the depth on Rd), or the
level sets of the depth.
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In addition, we have presented and compared several almost sure upper bounds on
the uniform discrepancies between the true halfspace and projection depth, and their
approximated counterparts. Depending on the degree of regularity assumed about P ,
guidelines for the choice of the number of approximating directions n in order to achieve
a desired precision can be devised from the theory presented. For the halfspace depth, in
Table 1 we saw that the random approximation scheme is feasible in lower dimensions,
especially for distributions whose densities are continuous and rather flat. In dimensions
d > 5, hundreds of thousands of random directions may not be enough for sufficiently
close approximations, and more elaborate algorithms appear to be needed.
In Figure 4 we saw that for particular distributions, the theoretical bounds match the
simulated results already for intermediate n closely. Nevertheless, in practice, one does
not observe P directly, but rather only an empirical measure P̂N of a random sample
X1, . . . , XN of size N = 1, 2, . . . generated from P , and computes the depth with respect
to P̂N as a surrogate for HD(x;P ) or PD(x;P ). For practical considerations, it would
therefore be desirable to obtain also upper bounds on the difference between the true
depth and its approximations with respect to the empirical measure P̂N . This can be
done. For the halfspace depth, for instance, one may still use the theory presented, and
devise a simple bound valid almost surely, for any fixed ε > 0 and all N and n large
enough, that takes the form
sup
x∈C
∣∣∣HDn(x; P̂N)−HD(x;P )∣∣∣
≤ sup
x∈C
∣∣∣HDn(x; P̂N)−HDn(x;P )∣∣∣+ sup
x∈C
|HDn(x;P )−HD(x;P )|
≤ sup
x∈C
max
i=1,...,n
∣∣∣∣∣ 1N
N∑
j=1
I [〈Ui, Xj〉 ≤ 〈Ui, x〉]− ϕx(Ui)
∣∣∣∣∣+∆n(C)
≤ sup
x∈Rd
sup
u∈Sd−1
∣∣∣∣∣ 1N
N∑
j=1
I [〈u,Xj〉 ≤ 〈u, x〉]− ϕx(u)
∣∣∣∣∣+∆n(C)
≤
√
log logN
2N
+ ε+∆n(C).
We used the fact that the sample halfspace depth process can be bounded by an empirical
process given by the collection of closed halfspaces in Rd. For the latter process, the bound
follows from the law of the iterated logarithm devised in [20, Corollary 2.4], see also [36].
The third summand in the last expression above can be handled using the results provided
in this paper. Thus, the approximation of the empirical halfspace depth can be, at least for
the number of observations N large enough, approached by the approximation results for
the true sampling distribution P , and an upper bound on the deviation of P from P̂N . An
empirical argument supporting this finding is presented in Figure 5, where for d = 2 and
the standard Gaussian distribution, the theoretical bound from Theorem 7 is compared
with simulated trajectories of ∆n,N = maxi=1,...,100
∣∣∣HDn (xi, P̂N)−HD (xi, P̂N)∣∣∣ for
several choices of n ∈ [50, 1000] and four sample sizes N = 103, 104, 105 and 106. Note
that for sample size N , the quantity ∆n,N is a multiple of 1/N , and therefore unless
∆n,N = 0 (which did not happen in our simulation study), the simulated trajectory never
decreases below 1/N (i.e. the tick 1e − 3 for N = 1 000 etc.). In addition, because the
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supremum ∆n(R
2) is compared with a maximum of only 100 points, also for N large
the simulated trajectories do not follow the theoretical bound as closely as in Figure 4.
Nevertheless, the obtained rates of convergence do appear to couple, even though the
true distribution is replaced by an empirical one. Therefore, the general guidelines for
the choice of n are relevant also in the situation when the sample depth is approximated.
For instance, if the theoretical bound in Table 1 is already too high for the practical
application in mind, the simple approximation of the halfspace depth is certainly not a
good idea, and more sophisticated methodologies must be employed. In any case, for the
sample depth it must be kept in mind that according to the first example of Section 4.5,
for empirical distributions the depth approximations are inherently non-uniform.
Appendix A. Proofs of the theoretical results: Halfspace depth
A.1. Proof of Theorem 1. Denote by
Sn = sup
u∈Sd−1
min
i=1,...,n
‖u− Ui‖g
the largest distance of a point on the sphere to the closest sample point U1, . . . , Un. The
quantity Sn closely relates to the so-called maximal spacing problem, extensively studied
in the literature. By Janson [18, the main theorem and the second remark on page 276]
and [17, Theorem 1.2] we know that in our setting it holds true that
lim supn→∞
n ad(Sn)− log n
log logn
= d a.s.,
where ad is the function defined in (5). Take ε > 0 fixed, and for all x ∈ C let u˜(x) ∈ Sd−1
be such that
ϕx(u˜(x))− ε < HD(x).
By j(x) denote any index such that∥∥u˜(x)− Uj(x)∥∥g = mini=1,...,n ‖u˜(x)− Ui‖g ≤ Sn.
For the halfspace depth (1) and its approximation (2) this implies that by (6)
(18)
0 ≤ ∆n(C) = sup
x∈C
(HDn(x)−HD(x))
< sup
x∈C
(
min
i=1,...,n
ϕx(Ui)− ϕx(u˜(x))
)
+ ε
≤ sup
x∈C
(
ϕx(Uj(x))− ϕx(u˜(x))
)
+ ε
≤ L sup
x∈C
min
i=1,...,n
‖u˜(x)− Ui‖g + ε
≤ L sup
u∈Sd−1
min
i=1,...,n
‖u− Ui‖g + ε
= LSn + ε,
where the last inequality holds for any ε > 0. Therefore, Sn ≥ ∆n(C)/L and we may
conclude that
lim supn→∞
n ad (∆n(C)/L)− logn
log log n
≤ d a.s.
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A.2. Proof of Theorem 2. The proof follows analogously to that of Theorem 1. The
only difference is that in (18) we use a bound defined by means of the modulus of conti-
nuity δ, instead of the Lipschitz property (6) of the class (4). Since ‖Uj(x)− u˜(x)‖g ≤ Sn
and because of (8), we obtain
(19) 0 ≤ ∆n(C) ≤ sup
x∈C
(
ϕx(Uj(x))− ϕx(u˜(x))
)
+ ε ≤ δ (Sn) + ε
for any ε > 0, and the conclusion follows.
Remark. Note that the key step in the proofs of Theorems 1 and 2 is a conceptually sim-
ple application of a continuity argument to an asymptotic result on maximal spacings in
S
d−1. Analogously, using the equicontinuity of the halfspace functions (or their analogues
for the projection depth) only, any other asymptotic expression for the maximal spacings
could be translated to an appropriate formula for the depth approximations using very
similar proof techniques. We have opted for an asymptotic result of Janson [17, 18] that
takes the form of the law of the iterated logarithm for maximal spacings. This leads to
upper bounds on the convergence rates that are quite strong in their formulation, yet
may be rather conservative for some practical applications.
Remark. If the random sample of approximating directions U1, . . . , Un is taken from
a non-uniform distribution on Sd−1, results analogous to those described here can be
obtained using the recent study of Aaron et al. [1], which complements the theory of
Janson [18].
A.3. Proof of Theorem 3. For the approximated depth of the affinely transformed
measure we can write
HDn (Ax+ b;PAX+b) = min
i=1,...,n
P (〈Ui, AX + b〉 ≤ 〈Ui, Ax+ b〉)
= min
i=1,...,n
P
(〈
ATUi, X
〉 ≤ 〈ATUi, x〉)
= min
i=1,...,n
ϕx
(
ATUi
‖ATUi‖
)
where on the right hand side we see the approximated depth of x with respect to the
untransformed random vector X , with the random directions Ui sampled from a possibly
non-uniform distribution on Sd−1. As in (18) and (19) it follows that for any ε > 0
0 ≤ ∆˜n(C) = sup
x∈AC+b
|HDn(x;PAX+b)−HD(x;PAX+b)|
= sup
x∈C
|HDn(Ax+ b;PAX+b)−HD(Ax+ b;PAX+b)|
≤ sup
x∈C
∣∣∣∣ mini=1,...,nϕx
(
ATUi
‖ATUi‖
)
− ϕx (u˜(x))
∣∣∣∣+ ε.
Thus, we need to bound the spherical maximal spacing that corresponds to a random
sample from ATU/
∥∥ATU∥∥ for U uniform on Sd−1. Let u, v ∈ Sd−1. We bound the distance
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between the transforms of u and v
(20)
∥∥∥∥ ATu‖ATu‖ − ATv‖ATv‖
∥∥∥∥
g
≤ pi
2
∥∥∥∥ ATu‖ATu‖ − ATv‖ATv‖
∥∥∥∥
≤ pi
2
(∥∥∥∥ ATu‖ATu‖ − ATv‖ATu‖
∥∥∥∥+ ∥∥∥∥ ATv‖ATu‖ − ATv‖ATv‖
∥∥∥∥)
=
pi
2
(
1
‖ATu‖
∥∥AT (u− v)∥∥+ ∥∥ATv∥∥ ∣∣∣∣ 1‖ATu‖ − 1‖ATv‖
∣∣∣∣)
≤ pi
2
(
λ1 ‖u− v‖
λd
+
λ1
∥∥ATu− ATv∥∥
λ2d
)
≤ pi
2
(
λ1 ‖u− v‖
λd
(
1 +
λ1
λd
))
≤ K ‖u− v‖g
where λ1 and λd are the largest and the smallest singular value, respectively, of the matrix
AT and K = pi
2
λ1
λd
(
1 + λ1
λd
)
. The third inequality above is justified by [16, Theorem 3.1.2],
formula infu∈Sd−1
∥∥ATu∥∥ = λd that follows from the same theorem, and the mean value
theorem applied to function g(t) = 1/t. The first and the last inequality in (20) hold
since for u, v ∈ Sd−1 we have ‖u− v‖g ≤ pi2 ‖u− v‖ ≤ pi2 ‖u− v‖g. We can now bound the
spherical maximal spacing S˜n of the non-uniform distributed directions A
TUi/
∥∥ATUi∥∥
by
S˜n = sup
u∈Sd−1
min
i=1,...,n
∥∥∥∥u− ATUi‖ATUi‖
∥∥∥∥
g
= sup
v∈Sd−1
min
i=1,...,n
∥∥∥∥ ATv‖ATv‖ − ATUi‖ATUi‖
∥∥∥∥
g
≤ sup
v∈Sd−1
min
i=1,...,n
K ‖v − Ui‖g = KSn.
Now it follows that
0 ≤ ∆˜n(C) ≤ δ
(
S˜n
)
+ ε ≤ δ (KSn) + ε
for any ε > 0, and the proof can be concluded as that of Theorem 2.
A.4. Proof of Theorem 4. With no loss of generality, assume that C ⊂ Rd is compact
with P (C) = 1. Define the function
ϕ : C × Sd−1 → [0, 1] : (x, u)T 7→ ϕx(u).
Because P satisfies (9), ϕ is continuous on its domain [25, Proposition 4.5], which is a
compact subset of R2d [12, Theorem 2.2.8]. Therefore, ϕ must be uniformly continuous
on its domain [12, Corollary 2.4.6] and for δϕ the modulus of continuity of ϕ defined by
δϕ : [0,∞)→ [0,∞) : t 7→ sup
‖x−y‖+‖u−v‖g≤t
|ϕ(x, u)− ϕ(y, v)|
it holds true that
sup
x∈C
sup
‖u−v‖g≤t
|ϕx(u)− ϕx(v)| = sup
x∈C
sup
‖u−v‖g≤t
|ϕ(x, u)− ϕ(x, v)| ≤ δϕ(t) for all t ≥ 0.
Thus, we can apply Theorem 2 with the modulus δϕ, and the approximated depth ap-
proaches the theoretical one uniformly in x.
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A.5. Proof of Theorem 5. For any x ∈ C, u, v ∈ Sd−1 we can bound
|ϕx(u)− ϕx(v)| ≤ 2
∫
W (r,u,v)
M d t,
where on the right hand side W (r, u, v) is a wedge of a ball in Rd of radius r = diam(C)
and center x (that therefore contains C), whose bounding hyperplanes have normals
u, v ∈ Sd−1. Since the volume of this wedge is
‖u− v‖g
pid/2−1rd
2Γ (d/2 + 1)
we obtain
sup
x∈C
|ϕx(u)− ϕx(v)| ≤ Mpi
d/2−1rd
Γ (d/2 + 1)
‖u− v‖g ,
and Theorem 1 provides the result.
A.6. Proof of Theorem 6. Due to the translation invariance of HD, we can without
loss of generality assume that µ = 0. We thus assume that P admits a density
(21) f(x) = g
(‖x‖2) for x ∈ Rd,
with g : [0,∞) → [0,∞). For such P , it is known that the true depth takes the form
HD(x) = h
(‖x‖2) for some non-increasing function h : [0,∞)→ [0,∞) [23, Lemma 3.1].
All contours of the depthHD are therefore centred spheres. Consequently, for any x ∈ Rd,
x 6= 0, the single halfspace that realises the depth HD(x) at x is the one whose inner
normal is x/ ‖x‖. In other words, for each x ∈ Rd
HD(x) =
{
ϕx(u) for any u ∈ Sd−1 if x = 0,
ϕx(−x/ ‖x‖) if x 6= 0.
For x = 0, ϕx(u) = 1/2 for each u ∈ Sd−1, and for any approximation we obtain the exact
depth, i.e. HDn(x) − HD(x) = 0 almost surely for all n. To assess the quality of the
approximation at x 6= 0, it is necessary to control only the values ϕx(u)− ϕx(u˜(x)) for u
close to u˜(x) = −x/ ‖x‖. This makes the problem easier than the general case described
in Theorems 1 and 2 when no information about the position of u˜(x) is available.
Since X ∼ P is assumed to be spherically symmetric about 0, the random vector
AX has the same distribution as X for any orthogonal matrix A ∈ Rd×d [31]. Thus,
any projection 〈u,X〉 for u ∈ Sd−1 has the same univariate distribution. Denote the
cumulative distribution function of this projected random vector by
Fp(t) = P (〈u,X〉 ≤ t) .
Since P was assumed to admit a density, Fp is continuous. The halfspace functions ϕx
can be expressed in terms of Fp
(22) ϕx(u) = P (〈u,X〉 ≤ 〈u, x〉) = Fp (〈u, x〉) for all x ∈ Rd and u ∈ Sd−1.
For the depth, we can write
(23) HD(x) = Fp (〈u˜(x), x〉) = Fp (−‖x‖) for all x ∈ Rd.
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Writing again Uj(x) for the closest element of the random sample U1, . . . , Un from u˜(x),
now we can bound
(24)
sup
x∈Rd
|HDn(x)−HD(x)| ≤ sup
x∈Rd
∣∣ϕx(Uj(x))− ϕx(u˜(x))∣∣
= sup
x∈Rd
∣∣Fp (〈Uj(x), x〉)− Fp (−‖x‖)∣∣
= sup
x∈Rd
∣∣Fp (−‖x‖ 〈Uj(x), u˜(x)〉)− Fp (−‖x‖)∣∣
= sup
x∈Rd
∣∣∣Fp (−‖x‖ cos(∥∥Uj(x) − u˜(x)∥∥g))− Fp (−‖x‖)∣∣∣
≤ sup
t≥0
|Fp (−t cos (Sn))− Fp(−t)|
= sup
t≥0
(Fp(t)− Fp(t cos(Sn))) ,
where we used the fact that
∥∥Uj(x) − u˜(x)∥∥g ≤ Sn, further that Fp is non-decreasing, and
that the distribution of 〈u,X〉 is symmetric about zero, i.e. Fp(t) = 1 − Fp(−t). Take
an arbitrary decreasing sequence {εν}∞ν=1 such that εν −−−→ν→∞ 0, and define a sequence of
functions
(25)
{
Fν(t) =
{
Fp (t cos (εν)) for t ∈ [0,∞),
1 for t =∞.
}∞
ν=1
.
This sequence consists of continuous functions defined on a compact set [0,∞]. As Fp is
continuous and non-decreasing,
Fν(t) −−−→
ν→∞
Fp(t)
Fν(t) ≤ Fν+1(t)
for all t ∈ [0,∞] and ν = 1, 2, . . .
Therefore, it is possible to use Dini’s theorem [12, Theorem 2.4.10] to obtain that the
sequence of functions (25) converges to Fp, uniformly in [0,∞]. Thus, the limit of the
right hand side of (24) is zero and finally, using a result on maximal spacings of Janson
[18] we may conclude that the uniform convergence of the approximated depth holds true.
Let us now obtain the rate of convergence of the approximation if the density f is
unimodal. First, we show that for d > 1 and t ≥ 0 the distribution function Fp(t) must
be concave. To see this, note that for the density of the random variable 〈u,X〉 with
u = (0, . . . , 0, 1) ∈ Sd−1 we have
fp(t) =
∫
R
· · ·
∫
R
g
(‖(x1, . . . , xd−1, t)‖2) d x1 . . . d xd−1 for t ∈ R.
For f unimodal, function g in (21) must be non-increasing. For 0 ≤ t1 ≤ t2 this means
that g (‖(x1, . . . , xd−1, t1)‖) ≥ g (‖(x1, . . . , xd−1, t2)‖) for any x1, . . . , xd−1 ∈ R, and that
fp(t1) ≥ fp(t2) for any 0 ≤ t1 ≤ t2.
Since fp(t) is non-increasing for t ≥ 0, the distribution function Fp(t) must be concave
for t ≥ 0. Thus, using the obvious fact that Fp(0) = 1/2, for Sn ≤ pi/2 and t ≥ 0 we have
(26)
0 ≤ Fp(t)− Fp(cos(Sn)t) ≤ Fp(t)− (1− cos(Sn))Fp(0)− cos(Sn)Fp(t)
= (1− cos(Sn))Fp(t)− (1− cos(Sn))/2 ≤ (1− cos(Sn))/2.
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Combining the last formula with (24) gives
(27) sup
x∈Rd
|HD(x)−HDn(x)| ≤ (1− cos(Sn))/2.
This inequality holds true under the condition that for any u ∈ Sd−1 there exists a random
direction Ui such that ‖u− Ui‖g ≤ Sn. In other words, the inequality remains valid if
the polar angle that corresponds to the maximal spacing given by the random sample of
directions U1, . . . , Un does not exceed Sn. This leads to an inequality of the same type
as (19) from Theorem 2, and the conclusion follows by the same argument as that used
in the proof of Theorem 2. The simpler bound follows by application of the inequality
1− cos(t) ≤ t2/2 to (27). This way one obtains
sup
x∈Rd
|HD(x)−HDn(x)| ≤ S2n/4,
for Sn the maximal spacing from the proofs of Theorems 1 and 2. Again, the same
technique as that from the proof of Theorem 2 gives the final rate of convergence.
A.7. Proof of Theorem 7. Again, without loss of generality µ = 0. It is enough to
show the first inequality — the second assertion then follows from Theorem 6. Consider
the main theorem of Janson [18] once more. By the first part of that result, for Sn the
spacings defined in the proof of Theorem 1 we have
(28) lim infn→∞
n ad(Sn)− log n
log log n
= d− 2 a.s.,
which means that almost surely for n large there exists a vector vn ∈ Sd−1 such that each
sampled direction Ui, i = 1, . . . , n, is far enough from vn, i.e. for any ε > 0 almost surely
for all n large enough there is vn such that
(29) min
i=1,...,n
‖vn − Ui‖g ≥ a−1d
(
(d− 2− ε) log logn + logn
n
)
− ε.
Denote the right hand side of the previous inequality by rn.
By the definition of δ from (10) for any η > 0 there exists Kn > 0 such that
Fp(Kn)− Fp(Kn cos(rn)) = Fp(−Kn cos(rn))− Fp(−Kn) ≥ δ(rn)− η.
Consider the point xn = −Knvn. Then ‖xn‖ = Kn, and vn is the minimizer of ϕxn , i.e.
vn = u˜(xn). The latter follows from the proof of Theorem 6, where it was argued that for
a spherically symmetric P , u˜(xn) minimizes ϕxn for all xn on the ray λ u˜(xn) with λ < 0.
Let u ∈ Sd−1 be any direction with ‖u− u˜(xn)‖g ≥ rn. By formulas (22) and (23) from
the proof of Theorem 6 and the monotonicity of Fp we have
ϕxn(u)− ϕxn (u˜(xn)) = Fp
(
−‖xn‖ cos
(
‖u− u˜(xn)‖g
))
− Fp(−‖xn‖)
≥ Fp(−‖xn‖ cos(rn))− Fp(−‖xn‖) ≥ δ(rn)− η.
We have that if there exists vn ∈ Sd−1 that satisfies (29), then for any η > 0 it is possible
to find xn such that for random directions Ui the above inequality holds true with u
replaced by Ui for all i = 1, . . . , n. In other words, we have that in this situation
(30) ∆n(R
d) ≥ HDn(xn)−HD(xn) = min
i=1,...,n
(ϕxn(Ui)−HD(xn)) ≥ δ (rn)− η.
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By (28) and (29), however, we know that almost surely for all n large such vn exists.
Therefore, it is possible to invert (30), which allows us to write that almost surely for
any ε > 0 and η > 0
lim infn→∞
n ad
(
δ−1
(
∆n(R
d) + η
)
+ ε
)− logn
log log n
≥ d− 2− ε,
and the conclusion follows.
A.8. Proof of Theorem 8. The proof is led in a spirit similar to that of Theorem 6.
Define
r : Rd \ {0} × Sd−1 → R : (xT, uT)T 7→ 〈x, u〉‖u‖p
/
〈x, u˜(x)〉
‖u˜(x)‖p
.
For p ≤ 1 the minimizing direction u˜(x) ∈ Sd−1 is not uniquely defined. Nevertheless,
from (13) we see that for any choice of the minimal direction
(31)
〈x, u˜(x)〉
‖u˜(x)‖p
= −‖x‖q ,
and the function r is well defined with
r(x, u) = − 〈x, u〉‖x‖q ‖u‖p
.
The essential part of this proof is to show that the function r converges to 1 uniformly in
x ∈ Rd \ {0} when u ∈ Sd−1 comes from a small neighbourhood of u˜(x). More precisely,
we show that for any ε > 0 there exists t > 0 such that
(32) sup
x∈Rd\{0}
sup
u∈Sd−1
‖u−u˜(x)‖
2
≤t
|r(x, u)− 1| ≤ ε.
Note that for the special case p = 2 it is possible to proceed as in the proof of Theorem 6
and write (see formula (24))
|r(x, u)− 1| =
∣∣∣∣ 〈x, u〉〈x, u˜(x)〉 − 1
∣∣∣∣ = |〈u, u˜(x)〉 − 1| = ∣∣∣1− cos(‖u− u˜(x)‖g)∣∣∣ .
For general p ∈ (0, 2] the derivation below is somewhat similar, yet more involved.
From formula (32) it follows that for any x ∈ Rd\{0} and u ∈ Sd−1 with ‖u− u˜(x)‖2 ≤ t
we can write
〈x, u〉
‖u‖p
∈
[
−(1 + ε) ‖x‖q ,−(1− ε) ‖x‖q
]
,
and
ϕx(u) = F
(
〈x, u〉
‖u‖p
)
∈
[
F
(
−(1 + ε) ‖x‖q
)
, F
(
−(1 − ε) ‖x‖q
)]
.
By the unimodality assumption, the distribution function F must be concave on [0,∞).
Thus, using derivation analogous to (26) we can write
0 ≤ ϕx(u)− ϕx (u˜(x)) = ϕx(u)−HD(x) = F
(
〈x, u〉
‖u‖p
)
− F
(
−‖x‖q
)
≤ F
(
−(1 − ε) ‖x‖q
)
− F
(
−‖x‖q
)
= F
(
‖x‖q
)
− F
(
(1− ε) ‖x‖q
)
≤ ε
2
.
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The last inequality holds for all x 6= 0 and u ∈ Sd−1 with
(33) ‖u− u˜(x)‖2 = 2 sin
(
‖u− u˜(x)‖g /2
)
≤ t.
Therefore, using the same argumentation as in the proof of Theorem 2 we can conclude
that the uniform convergence of the approximations holds true as claimed.
It remains to show (32). First, observe that for any α > 0 it holds that r(x, u) =
r(αx, u). Thus, in (32) we may focus only on x ∈ Sd−1 in the first supremum. Assume
that u ∈ Sd−1 is such that ‖u− u˜(x)‖2 ≤ t. Let us rewrite r as a product of two terms
(34) r(x, u) =
‖u˜(x)‖p
‖u‖p
〈x, u〉
〈x, u˜(x)〉
and inspect them separately. For the first factor we have to distinguish the cases p ∈ (0, 1)
and p ∈ [1, 2].
The following relations hold true for 0 < p < q ≤ ∞ and x ∈ Rd [see, e.g., 5,
Lemma A.1]
(35) ‖x‖q ≤ ‖x‖p ≤ d1/p−1/q ‖x‖q .
With q = 2 and since ‖u‖2 = ‖u˜(x)‖2 = 1 it follows that
‖u˜(x)‖p
‖u‖p ≤
d1/p−1/2‖u˜(x)‖2
‖u‖2 = d
1/p−1/2 .
For p ≥ 1 the function ‖·‖p is a norm. Thus, it obeys the (reverse) triangle inequality,
and for the first factor in (34) we can bound for p ∈ [1, 2]
(36)
∣∣∣∣∣‖u˜(x)‖p‖u‖p − 1
∣∣∣∣∣ = 1‖u‖p
∣∣∣‖u˜(x)‖p − ‖u‖p∣∣∣ ≤ ‖u− u˜(x)‖p‖u‖p ≤ d1/p−1/2 ‖u− u˜(x)‖2 .
Now, we discuss the case p ∈ (0, 1). For p ∈ (0, 1) it is known that the following variant
of the reverse triangle inequality holds for all x, y ∈ Rd [30, Exercise 24, Chapter 3]∣∣∣‖x‖pp − ‖y‖pp∣∣∣ ≤ ‖x− y‖pp .
Using this result, for p ∈ (0, 1) we can proceed analogously to (36) and write
(37)
∣∣∣∣∣‖u˜(x)‖
p
p
‖u‖pp
− 1
∣∣∣∣∣ ≤ ‖u− u˜(x)‖
p
p
‖u‖pp
≤ d1−p/2 ‖u− u˜(x)‖p2 ,
as by (35) we have that
(38) ‖u‖pp ≥ ‖u‖p2 = 1
that holds true for any p ∈ (0, 2]. By (35) again and the previous inequality we know
that
(39)
‖u˜(x)‖pp
‖u‖pp
≤ d1−p/2.
For 0 ≤ x ≤ d1−p/2 and p ∈ (0, 1) we have by the mean value theorem that∣∣x1/p − 1∣∣ ≤ d(1−p/2)(1/p−1)
p
|x− 1| .
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It means that by (37) and (39) we can write
(40)
∣∣∣∣∣‖u˜(x)‖p‖u‖p − 1
∣∣∣∣∣ ≤ d(1−p/2)(1/p−1)p
∣∣∣∣∣‖u˜(x)‖
p
p
‖u‖pp
− 1
∣∣∣∣∣ ≤ d1/p−1/2p ‖u− u˜(x)‖p2 ,
which gives the final inequality for the first term of (34) also for p ∈ (0, 1).
The second term in (34) can be treated at once for all p ∈ (0, 2]. One can write
〈x, u〉
〈x, u˜(x)〉 = 1 +
〈x, u− u˜(x)〉
〈x, u˜(x)〉
and bound the second summand using (31), (35), and (38) by
(41)
∣∣∣∣〈x, u− u˜(x)〉〈x, u˜(x)〉
∣∣∣∣ ≤ ‖x‖2 ‖u− u˜(x)‖2|〈x, u˜(x)〉| ≤ ‖x‖2 ‖u− u˜(x)‖2‖x‖q ‖u˜(x)‖p ≤ d1/2−1/q ‖u− u˜(x)‖2 .
Joining (36) and (41) together, for p ∈ [1, 2] we obtain for any x ∈ Rd
(42)
|r(x, u)− 1| =
∣∣∣∣∣‖u˜(x)‖p‖u‖p
( 〈x, u〉
〈x, u˜(x)〉 − 1 + 1
)
− 1
∣∣∣∣∣
≤ ‖u˜(x)‖p‖u‖p
∣∣∣∣ 〈x, u〉〈x, u˜(x)〉 − 1
∣∣∣∣+
∣∣∣∣∣‖u˜(x)‖p‖u‖p − 1
∣∣∣∣∣
≤ d1/p−1/2 (d1/2−1/q + 1) ‖u− u˜(x)‖2
≤ 2d1/p−1/2 (d1/2−1/q + 1) sin(‖u− u˜(x)‖g /2)
and the desired (32) is verified. For p ∈ (0, 1) we combine (40) and (41) and get
(43)
|r(x, u)− 1| ≤ ‖u˜(x)‖p‖u‖p
∣∣∣∣ 〈x, u〉〈x, u˜(x)〉 − 1
∣∣∣∣+
∣∣∣∣∣‖u˜(x)‖p‖u‖p − 1
∣∣∣∣∣
≤ d1/p−1/q ‖u− u˜(x)‖2 +
d1/p−1/2
p
‖u− u˜(x)‖p2
≤ 2d1/p−1/q sin
(
‖u− u˜(x)‖g /2
)
+ 2p
d1/p−1/2
p
sinp
(
‖u− u˜(x)‖g /2
)
.
The statement about the rates of convergence follows by application of the proof tech-
nique from Theorem 2, bounds (42) and (43), and the relation (33).
Appendix B. Proofs of the theoretical results: Projection depth
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B.1. Proof of Theorem 9. Take M > λm and denote BM =
{
x ∈ Rd : ‖x‖ < M}.
Consider x ∈ BM first. For such x we can write∣∣ϕPx (u)− ϕPx (v)∣∣ ≤ ∣∣∣∣〈u, x〉 −musu − 〈u, x〉 −musv
∣∣∣∣+ ∣∣∣∣〈u, x〉 −musv − 〈v, x〉 −mvsv
∣∣∣∣
≤ (|〈u, x〉|+ |mu|)
∣∣∣∣ 1su − 1sv
∣∣∣∣+ 1sv (|〈u− v, x〉|+ |mv −mu|)
≤ (‖x‖+ |mu|) 1
λ2s,1
|su − sv|+ 1
λs,1
(‖u− v‖ ‖x‖+ |mv −mu|)
≤ (‖x‖+ λm) 1
λ2s,1
Cs ‖u− v‖+ 1
λs,1
(‖u− v‖ ‖x‖+ Cm ‖u− v‖)
= ‖u− v‖
(
‖x‖
(
Cs
λ2s,1
+
1
λs,1
)
+
λmCs
λ2s,1
+
Cm
λs,1
)
= ‖u− v‖ (‖x‖A+B)
≤ ‖u− v‖ (MA +B) ,
where the constants A,B > 0 are given by the last equality. From this it follows that
(44)
∆Pn (BM) ≤ δc (‖u− v‖ (MA +B)) = δc
(
2 sin
(
‖u− v‖g /2
)
(MA +B)
)
≤ δc
(
‖u− v‖g (MA +B)
)
,
where δc is the minimal modulus of continuity of c.
Now suppose that x /∈ BM . In what follows we bound, with u˜P (x) abbreviated to u˜
for simplicity, the expression
(45)
∣∣∣∣ϕPx (u)ϕPx (u˜) − 1
∣∣∣∣ ≤ ∣∣∣∣su˜su
∣∣∣∣ ∣∣∣∣〈x, u〉 −mu〈x, u˜〉 −mu˜ − 1
∣∣∣∣+ ∣∣∣∣su˜su − 1
∣∣∣∣
in terms of ‖u˜− u‖g. First of all, note that |su˜/su| ≤ λs,2/λs,1. Secondly, by the definition
of the maximizer u˜ = u˜P (x), we have that
ϕPx (u˜) =
〈x, u˜〉 −mu˜
su˜
≥ 〈x, x/ ‖x‖〉 −mx/‖x‖
sx/‖x‖
≥ ‖x‖ − λm
λs,2
≥ M − λm
λs,2
≥ 0,
and thus
|〈x, u˜〉 −mu˜| = 〈x, u˜〉 −mu˜ ≥ λs,1
λs,2
(‖x‖ − λm) ≥ λs,1
λs,2
(M − λm) .
We can therefore write∣∣∣∣〈x, u〉 −mu〈x, u˜〉 −mu˜ − 1
∣∣∣∣ = ∣∣∣∣〈x, u− u˜〉+mu˜ −mu〈x, u˜〉 −mu˜
∣∣∣∣ ≤ Cm ‖u˜− u‖g + ‖x‖ ‖u˜− u‖|〈x, u˜〉 −mu˜|
≤ λs,2
λs,1
(
Cm ‖u˜− u‖g
M − λm +
‖x‖ ‖u˜− u‖
‖x‖ − λm
)
=
λs,2
λs,1
(
Cm ‖u˜− u‖g
M − λm + ‖u˜− u‖+
λm ‖u˜− u‖
‖x‖ − λm
)
≤ λs,2
λs,1
(
Cm ‖u˜− u‖g
M − λm + ‖u˜− u‖+
λm ‖u˜− u‖
M − λm
)
.
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The second summand in (45) can be bounded by∣∣∣∣su˜su − 1
∣∣∣∣ = ∣∣∣∣su˜ − susu
∣∣∣∣ ≤ Cs ‖u˜− u‖gλs,1 .
Altogether, we can write∣∣∣∣ϕPx (u)ϕPx (u˜) − 1
∣∣∣∣ ≤ (λs,2λs,1
)2 Cm ‖u˜− u‖g +M ‖u˜− u‖
M − λm +
Cs ‖u˜− u‖g
λs,1
.
This means that for u ∈ Sd−1 such that ‖u˜− u‖g ≤ ε, i.e. ‖u˜− u‖ ≤ 2 sin(ε/2) ≤ ε, we
have ∣∣ϕPx (u)− ϕPx (u˜)∣∣ ≤ ϕPx (u˜)
((
λs,2
λs,1
)2
ε Cm + 2M sin(ε/2)
M − λm +
ε Cs
λs,1
)
≤ ε ϕPx (u˜)
((
λs,2
λs,1
)2
Cm +M
M − λm +
Cs
λs,1
)
or, because ϕPx (u˜) ≥ ϕPx (u) for all u ∈ Sd−1 by the definition of u˜,
ϕPx (u) ≥ ϕPx (u˜)
(
1−
(
λs,2
λs,1
)2
ε Cm + 2M sin(ε/2)
M − λm −
ε Cs
λs,1
)
≥ ϕPx (u˜)
(
1− ε
((
λs,2
λs,1
)2
Cm +M
M − λm +
Cs
λs,1
))
.
For any n ∈ 1, 2, . . . such that mini=1,...,n ‖Ui − u˜‖g ≤ ε for all x /∈ BM the last bounds
result in
PD(x;P ) = c
(
ϕPx (u˜)
)
,
PDn(x;P ) ≤ c(ϕPx (u))
≤ c
(
ϕPx (u˜)
(
1−
(
λs,2
λs,1
)2
ε Cm + 2M sin(ε/2)
M − λm −
ε Cs
λs,1
))
≤ c
(
ϕPx (u˜)
(
1− ε
((
λs,2
λs,1
)2
Cm +M
M − λm +
Cs
λs,1
)))
.
This holds true for any x /∈ BM . Consequently, if mini=1,...,n ‖Ui − u˜‖g ≤ ε, we can write
(46) ∆Pn
(
R
d \BM
) ≤ c (ϕPx (u˜)τ)− c(ϕPx (u˜)) ≤ ζ(τ1) ≤ ζ(τ2)
for
τ1 = 1−
(
λs,2
λs,1
)2
ε Cm + 2M sin(ε/2)
M − λm −
ε Cs
λs,1
,
τ2 = 1− ε
((
λs,2
λs,1
)2
Cm +M
M − λm +
Cs
λs,1
)
.
Finally, the rate of convergence of the approximations of the projection depth can be
obtained as a combination of (44) and (46)
(47)
∆Pn (R
d) ≤ inf
M>λm
max {δc (2 sin(ε/2) (MA +B)) , ζ(τ1)}
≤ inf
M>λm
max {δc (ε (MA +B)) , ζ(τ2)} ,
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where ε is substituted by the maximal spacing Sn introduced in the proof of Theorem 1.
The final rates of convergence then follow by application of the same strategy as in the
proof of Theorem 2, where the result of Janson [18] is employed to devise an almost sure
upper bound on the rate of convergence of the depth approximation. Note that to obtain
explicit, almost sure bounds such as those from Theorems 1 and 2 it is necessary to invert
(an upper bound to) one of the functions on the right hand side of (47) considered as a
function of ε.
B.2. Proof of Theorem 10. Due to the translation invariance of PD, the distribution
P can be assumed to be spherically symmetric about the origin. Then, it can be seen
that mu = 0 and su = S for some constant S ≥ 0. The latter fact follows because for such
spherically symmetric distributions, all projections of P onto lines passing through the
origin have the same univariate distribution [31]. If S = 0, the assertion of the theorem
is trivially satisfied, as in this case PD(x;P ) = PDn(x;P ) = 0 for all x ∈ Rd. For S > 0
for any x ∈ Rd
PD(x;P ) = c
(
sup
u∈Sd−1
〈x, u〉
S
)
= c (‖x‖ /S) ,
and the depth is realised in u˜P (x) = x/ ‖x‖. Likewise, for function ϕPx from the approxi-
mating projection depth it holds true that
ϕPx (u) =
〈x, u〉
S
.
Similarly as in the proof of Theorem 9 let us bound the expression bounding (45). Here
we can for x 6= 0 write∣∣∣∣ ϕPx (u)ϕPx (u˜P (x)) − 1
∣∣∣∣ = ∣∣∣∣ 〈x, u〉〈x, u˜P (x)〉 − 1
∣∣∣∣ =
∣∣〈x, u− u˜P (x)〉∣∣
‖x‖ ≤
∥∥u− u˜P (x)∥∥ ≤ ∥∥u− u˜P (x)∥∥
g
.
Thus, in the same way as in (46) in the proof of Theorem 9 we obtain that under the
maximal spacing condition mini=1,...,n ‖Ui − u˜‖g ≤ ε we can write
∆Pn
(
R
d
) ≤ c (ϕPx (u˜P (x))τ) − c(ϕPx (u˜P (x))) ≤ ζ(τ1) ≤ ζ(τ2),
where
τ1 = 1− 2 sin(ε/2),
τ2 = 1− ε.
For the final rates we apply the same technique as in the proof of Theorem 2; note that
in the statement of the theorem only the second, simpler rate is stated.
The formula for ζ in (17) can be obtained by direct maximization in the expression for
the multiplicative modulus of continuity.
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