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objet volant aura atterri.  
 
Toutes les personnes qui ont eu le « plaisir » de prendre l’avion avec moi, savent à quel 
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l’atterrissage de l’avion et je voulais le remercier de m’avoir permis ce voyage avec la compagnie 
CNRM et d’avoir pensé à l’avance, les différentes escales que nous avons faites ensemble. Le reste 
du vol s’est déroulé, comme dans la plupart des cas, en mode automatique, et mes angoisses 
s’estompaient un peu lorsque le voyant « ceinture attachée obligatoire » s’éteignait ou lorsque les 3 
stewards, Dominique Carrer, Bertrand Decharme et Sébastien Lafont, passaient m’apporter 
quelques ravitaillements. Je leur en serai toujours reconnaissante et sans eux, je crois bien que tout 
ce que j’ai pu découvrir aurait été plus terne. Faut dire qu’ils ont du métier et en jetant un œil 
averti par le hublot, ils avaient tendance à toujours voir plus de choses que moi. Alors merci pour 
tout ce que vous m’avez fait partagé et transmis, je crois qu’aujourd’hui je suis plus autonome et 
j’arrive même à découvrir des choses toute seule ! Sans une mécano hors pair, deux chefs de cabine 
qualifiés et un comité de pilotage vaillant, le vol aurait pu prendre une mauvaise direction. Alors 
merci Stéphanie, Jean-François, Eric, Christine, Lionel, Jean-Pierre et Samuel ! Enfin, d’un point 
de vue logistique, l’avion n’aurait même pas décollé s’il n’y avait pas eu de carburant et je remercie 
toutes les personnes qui l’ont régulièrement alimenté par des kérosènes ERA-Interim, 
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Le climat du bassin méditerranéen est caractérisé par un fort impact du déficit 
hydrique sur la croissance de la végétation. Dans ces régions fréquemment affectées par les 
sécheresses, l’humidité des sols est un facteur essentiel des processus hydrologiques et de 
la croissance de la végétation. Des études climatiques récentes ont montré qu’il est 
probable que le changement climatique accroîtra encore l’impact des sécheresses et la 
pression sur les ressources en eau. Le bassin méditerranéen peut donc être qualifié de 
« point chaud » du changement climatique. Dans ce contexte, il est important de 
construire des synergies entre les systèmes d’observation satellitaire et in situ des surfaces 
continentales et les plateformes de modélisation. Cette thèse a été réalisée en lien avec le 
programme international HyMEX (Hydrological cycle in the Mediterranean EXperiment), 
consacré à l’étude du cycle de l’eau et de la prévisibilité des risques hydrométéorologiques 
en Méditerranée, notamment des sécheresses. Une climatologie des variables 
biogéophysiques (humidité du sol, indice foliaire de la végétation ou LAI -Leaf Area 
Index-) et des débits des cours d’eau a été construite sur la période 1991-2008, sur une 
zone couvrant l’Europe, le Moyen-Orient et l’Afrique du Nord. Pour cela, des simulations 
du modèle du système sol-plante ISBA-A-gs et du modèle hydrologique TRIP ont été 
réalisées. ISBA-A-gs simule la photosynthèse et son lien avec la conductance stomatique, 
ainsi que le cycle annuel de la biomasse foliaire. ISBA-A-gs a été piloté par les variables 
atmosphériques de surface de la réanalyse ERA-Interim du CEPMMT. Le ruissellement et 
le drainage simulés par ISBA-A-gs ont été convertis en débits des rivières par TRIP. Dans 
un premier temps, la qualité des forçages ERA-Interim a été évaluée sur la France à l’aide 
de mesures in situ du rayonnement solaire incident et de la réanalyse SAFRAN, qui 
fournit des précipitations fondées sur un réseau dense de mesures in situ. Des biais ont été 
mis en évidence sur les deux variables : ERA-Interim sous-estime les précipitations (-27%) 
et surestime le rayonnement solaire incident (+7%). A l’échelle de l’Europe et du bassin 
méditerranéen, les biais des précipitations ERA-Interim ont été corrigés sur une base 
mensuelle à partir des précipitations du GPCC. L’impact du biais des précipitations sur la 
simulation des débits par TRIP a été étudié, ainsi que l’impact des différences des variables 
biophysiques produites par plusieurs versions du modèle ISBA (dont ISBA-A-gs). 
L’utilisation d’ISBA-A-gs permet une meilleure représentation des débits d’étiage et 
l’emploi de données satellitaires pour contraindre le LAI améliore les débits au printemps. 
Le volume et les variations interannuelles des débits d’eau douce vers la Méditerranée sont 
en accord avec les estimations pré-existantes. Enfin, les simulations d’humidité du sol et 
du LAI ont été comparées aux données in situ et satellitaires disponibles durant la période 
1991-2008 sur l’Europe et le bassin méditerranéen, ainsi qu’au modèle ORCHIDEE de 
l’IPSL. Un bon accord est observé entre (1) l’humidité superficielle du sol simulée par 
ISBA-A-gs et tirée des observations satellitaires micro-ondes par le projet ESA-CCI Soil 
Moisture, et (2) la variabilité interannuelle du LAI simulé et le LAI produit par le projet 
GEOLAND2. Les variations interannuelles de l’humidité du sol et du LAI sont corrélées 
lors de périodes clés, mais sur des zones plus étendues avec le modèle qu’avec les 















































(Space hydrology for the monitoring of Mediterranean droughts) 
 
 The climate of the Mediterranean basin is characterized by marked impact of the 
soil water deficit on vegetation growth. In these areas, frequently affected by droughts, 
soil moisture is a key variable for understanding the hydrological processes and the 
vegetation growth. Recent climatic studies have shown that climate change will probably 
increase the impact of droughts together with the demand for water resources in this area. 
As such, the Mediterranean basin is recognized as a «hot spot» of the climate change. In 
this context, it is important to build synergies between in situ and satellite remote sensing 
observing systems of the continental areas and modeling platforms. This PhD thesis was 
performed in the framework of the international HyMEX (Hydrological cycle in the 
Mediterranean EXperiment) project, which is focused on the water cycle and on the 
prediction of hydrometeorological hazards (and particularly droughts) over the 
Mediterranean basin. A climatology of the biophysical variables (soil moisture, vegetation 
biomass or LAI –Leaf Area Index-) and river discharges was built for the 1991-2008 period 
over Europe, the Middle East and North Africa. In particular, simulations were performed 
by the ISBA-A-gs land surface model and by the TRIP hydrological model. ISBA-A-gs 
simulates photosynthesis and its link with the stomatal conductance, together with the 
leaf biomass annual cycle. ISBA-A-gs was driven by surface atmospheric variables derived 
from the ECMWF ERA-Interim reanalysis. Runoff and deep drainage simulated by ISBA-
A-gs were converted into river discharges by the TRIP model. First, the ERA-Interim 
forcing was evaluated over the France domain. This evaluation was performed using in 
situ measurements of the incoming solar radiation (ISR) and with the SAFRAN reanalysis, 
which provides precipitation data based on a dense network of in situ observations. Biases 
were evidenced for the two variables: ERA-Interim underestimates precipitation (-27%) 
and overestimates ISR (+7%). At the scale of Europe and of the Mediterranean basin, 
ERA-Interim precipitation biases were rescaled on a monthly basis using the GPCC 
precipitation data. The impact of precipitation biases on the river discharges simulated by 
TRIP was assessed, as well as the impact of the differences in biophysical variables values 
generated by several versions of ISBA (including ISBA-A-gs). It was shown that the use of 
ISBA-A-gs permits a better representation of the river discharges at low water levels. The 
use of satellite-derived product to force the LAI improves river discharge simulations at 
springtime. The river freshwater inputs (volume and interannual variability) to the 
Mediterranean Sea are close to pre-existent estimates. Finally, the soil moisture and LAI 
simulations were compared to in situ and satellite observations, available over the 1991-
2008 period over Europe and the Mediterranean basin, as well as to the IPSL ORCHIDEE 
model. A good agreement is observed between (1) the surface soil moisture simulated by 
ISBA-A-gs and derived from satellite microwave observations by the ESA-CCI Soil 
Moisture project, and (2) the interannual variability of the simulated LAI and of the LAI 
produced by the GEOLAND2 project. The interannual soil moisture and LAI variations 
are correlated during key period, but over larger areas with the model than with the 









Résumé ....................................................................................................................................... v 
 
Abstract .................................................................................................................................... vii 
 
Table des matières..................................................................................................................... ix 
 
Table des figures ...................................................................................................................... xii 
 
Liste des tableaux .....................................................................................................................xvi 
 
    
I.   Chapitre introductif : Hydrologie spatiale pour le suivi des sécheresses        
du bassin méditerranéen.............................................................................. 1 
 
I.1. Contexte général de la thèse........................................................................... 3 
I.2. La sécheresse.................................................................................................... 5 
 
I.2.1. Définition et caractérisation de la sécheresse .............................................. 5 
 
I.2.2. Appréhender et suivre les épisodes de sécheresse aujourd’hui : état de       
l’art .................................................................................................................. 7 
 
I.3. Apport de la modélisation des états de surface couplée à la modélisation     
hydrologique ................................................................................................. 9 
 
 
I.3.1. Les données météorologiques : composantes du cycle de l’eau................. 10 
 
I.3.2. Le bilan d’énergie des surfaces continentales............................................. 11 
 
I.3.3. Le bilan d’eau dans la modélisation des états de surface ........................... 12 
 
I.3.4. Modéliser les variables « sol » : bilan en eau et végétation........................ 13 
 
I.3.5. Modéliser les débits des cours d’eau : application de l’hydrologie de 
surface ........................................................................................................... 16 
 
I.3.6. Couplage modèle de surface/modèle hydrologique : intérêts et enjeux ... 17 
 
I.4. Produits satellitaires et données in situ : atouts et limites.......................... 18 
 
I.4.1. Les observations in situ................................................................................ 18 
 
I.4.2. Les produits « eau du sol » et « végétation » ............................................... 19 
 
I.4.3. Les limites et les incertitudes de la télédétection de l’humidité du sol       
et des données in situ ................................................................................... 20 
 
I.5. Problématique de la thèse et plan de travail ............................................... 22 
 
I.5.1. Objectif général du travail de thèse et approche scientifique ................... 22 
 








II. Les forçages atmosphériques : Etude des réanalyses ERA-Interim sur         
la France ..................................................................................................... 27 
 
II.1. Les forçages atmosphériques ....................................................................... 29 
 
II.1.1. Présentation des analyses atmosphériques SAFRAN ............................... 29 
 
II.1.2. Description des forçages ERA-Interim...................................................... 30 
 
II.2. Verification of the new ECMWF ERA-Interim reanalysis over France .. 31 
 
II.2.1. Résumé de l’article ..................................................................................... 31 
 
II.2.2. Article ......................................................................................................... 32 
 
II.2.3. Conclusion .................................................................................................. 53 
 
II.3. Synthèse du chapitre 2 et conclusions........................................................ 54 
 
III. Simulation des variables biogéophysiques sur la France : étude de 
sensibilité du modèle ISBA-A-gs ............................................................... 55 
 
III.1. Le modèle ISBA-A-gs................................................................................. 57 
 
III.1.1. Le modèle ISBA-standard......................................................................... 57 
 
III.1.2. Caractéristiques du modèle ISBA-A-gs.................................................... 59 
 
III.1.3. La plate-forme de modélisation SURFEX ................................................ 60 
 
III.2. Sensibilité aux forçages du modèle ISBA-A-gs sur la France .................. 61 
 
III.2.1. Description de la méthode et des données utilisées................................ 61 
 
III.2.2. Mise en évidence des différences obtenues sur la simulation des 
mvariables de surface à partir des forçages SAFRAN et ERA-Interim         
msur la France .............................................................................................. 63 
 
III.2.3. Sensibilité de la simulation du LAI et de l’humidité de la couche 
mracinaire au rayonnement et aux précipitations ..................................... 66 
 
III.3. Synthèse du chapitre 3 et conclusions ...................................................... 71 
 
IV. Analyse des simulations de débits obtenues à partir du modèle ISBA 
icouplé au modèle TRIP............................................................................. 73 
 
IV.1. Outil de simulation des débits des cours d’eau : description du modèle      
ihydrologique TRIP..................................................................................... 75 
IV.2. Impact of precipitation and land biophysical variables on the     
isimulated discharge of European and Mediterranean rivers................... 77 
 
IV.2.1. Résumé de l’article.................................................................................... 77 
 
IV.2.2. Article ........................................................................................................ 78 
 
IV.2.3. Conclusion................................................................................................. 99 
 
 xi
IV.3. Synthèse du chapitre 4 et conclusions .................................................... 100 
 
 
V. Télédétection et modélisation : quelles synergies pour le suivi des 
sécheresses ? ............................................................................................. 101 
 
V.1. Présentation des différents jeux de données ............................................ 103 
 
V.1.1. Les produits satellitaires d’eau du sol : humidité de la couche  
osuperficielle .............................................................................................. 103 
 
V.1.2.  Les observations in situ : humidité de la couche racinaire ................... 106 
 
V.1.3. Les données de végétation ....................................................................... 106 
 
V.2. Description des méthodes utilisées........................................................... 110 
 
V.2.1. Le calcul des anomalies ............................................................................ 110 
 
V.2.2. Le calcul du FAPAR à partir du LAI ....................................................... 112 
 
V.2.3. Détermination des dates de début et de fin du cycle du LAI................. 112 
 
V.3. Résultats : satellites et modèles voient-ils la même chose ? .................... 112 
 
V.3.1.  Intercomparaison des données d’humidité superficielle du sol............ 113 
 
V.3.2.  Validation des simulations de w2 du modèle ISBA-A-gs à partir de 
mdonnées in situ ........................................................................................ 114 
 
V.3.3.  Comparaison de plusieurs produits de végétation (NDVI et LAI)........ 116 
 
V.3.4.   Mise en évidence et suivi des grandes sécheresses observées en     
mEurope entre 1991 et 2008 : la donnée de végétation ........................... 126 
 
V.4. Discussion................................................................................................... 132 
 
V.4.1.  Comment peut-on interpréter les différences observées entre les 
mmodèles ISBA-A-gs et ORCHIDEE et entre les produits satellitaires 
mGEOLAND2 et GIMMS ? ....................................................................... 133 
 
V.4.2.   Peut-on utiliser les séries courtes de débits observés et simulés pour          
mdétecter les sécheresses hydrologiques ?................................................ 134 
 
V.4.3.   Dans quelle mesure peut-on utiliser l’humidité du sol pour anticiper   
mles sécheresses agricoles ? ....................................................................... 136 
 
V.4.4.   Quel est le moment de l’année où l’humidité de la couche racinaire,          
msimulée par ISBA-A-gs, joue un rôle sur le cycle annuel du LAI     
msimulé ? .................................................................................................... 141 
 
V.5. Synthèse du chapitre 5 et conclusions...................................................... 143 
 




Table des figures 
 
Figure 1. Mise en évidence du lien existant entre les 3 types de sécheresse. Causes et 
conséquences des sécheresses. (source : Organisation Météorologique      
Mondiale (OMM), rapport n°1006, 2006) ............................................................. 7 
 
Figure 2. Représentation schématique du cycle hydrologique (Source : NASA, 2007) .... 11 
 
Figure 3. Diagramme illustrant la diversité des échelles de temps dans les interactions 
entre la surface continentale et l’atmosphère (Source : Simon GASCOIN, 
Manuscrit de thèse, 2009). .................................................................................... 14 
 
Figure 4. Capteurs satellitaires micro-ondes utilisés pour la construction du jeu de 
données recombiné et harmonisé WACMOS (adapté de Su et al., 2010). En 
haut (en jaune) les capteurs passifs. En bas (en vert) les capteurs actifs. SMAP 
(Soil Moisture Active Passive) combine mesures actives et passives. ................ 21 
 
Figure 5. Illustration de la zone considérée dans cette étude : zone Ecoclimap-II     
Europe (Source : Faroux et al., 2009) ................................................................... 23 
 
Figure 6. Schéma bilan des forçages et des modèles utilisés pour cette étude................... 24 
 
Figure 7. Diagramme de fonctionnement de SAFRAN adapté de Quintana Segui et         
al. (2008). Les variables météorologiques sont les précipitations (P), la 
température (T) et l’humidité (Q) de l’air, la vitesse du vent (V) et le 
rayonnement incident solaire ou thermique (R)................................................. 30 
 
Figure 8. Schématisation des processus hydrologiques simulés par le modèle ISBA    
(basée sur Boone et al., 2000) ............................................................................... 58 
 
Figure 9. Suivi journalier des LAI issus du modèle ISBA-A-gs forcé par SAFRAN,      
ERA-I, ERA-I-R et ERA-I-RG et des LAI satellitaires MODIS et        
CYCLOPES sur la période 2000-2003 sur la France............................................ 65 
 
Figure 10. Cycle annuel moyen du LAI simulé par ISBA-A-gs sur la période 1991-2008, 
pour trois types de végétation (prairie, culture en C3 et décidus), à partir des 
forçages ERA-I, ERA-I-R et SAFRAN. Pas de temps journalier. Valeurs 
moyennes sur la France. ....................................................................................... 67 
 
Figure 11. Cycle moyen annuel des différences journalières obtenues entre le LAI     
simulé à partir du forçage SAFRAN et le LAI simulé à partir des forçages     
ERA-I, ERA-I-R, SAFRAN+ISR et SAFRAN+PP. Le cycle moyen est calculé  
sur la période 1991-2008 sur la France. La différence correspond à : 
(simulations LAI autre - simulation LAI SAFRAN) ............................................ 68 
 xiii
 
Figure 12. Cycle annuel moyen de l’humidité racinaire, calculé sur la période 1991-2008, 
pour trois types de végétation (prairie, culture en C3 et décidus), à partir des 
forçages ERA-I, ERA-I-R et SAFRAN. Pas de temps journalier. Valeurs 
moyennes sur la France. ....................................................................................... 69 
 
Figure 13. Idem figure 11 mais pour l’humidité du sol dans la couche racinaire................ 69 
 
Figure 14. Schématisation du principe du système couplé ISBA-TRIP : le ruissellement   
de surface et le drainage profond s’écoulent respectivement dans la rivière et 
dans le réservoir profond. La rivière a une géométrie rectangulaire ce qui 
permet de simuler une hauteur d’eau et une vitesse d’écoulement (Source :   
Oki et al., 1999 ; Decharme, 2007). ...................................................................... 76 
 
Figure 15. Mise en évidence des zones à faible (bleu) et à forte (rouge) densité de 
végétation et des zones intermédiaires (orange) à l’échelle globale et       
données utilisées pour construire la série recombinée et harmonisée 
WACMOS : (a) 1991-1997 (les région couvertes par les systèmes passifs,     
actifs et les deux moyennés représentent respectivement, 32%, 66.5% et   
1.5%) ; (b) 1998-2002 (33.6, 59.6 et 6.8%) ; (c) 2002-2006 (33.1, 53.8 et     
13.1%) et (d) 2007-2008 (33.4, 54.1 et 12.5%). Les zones blanches    
représentent les zones à trop forte densité de végétation et les zones à sol      
gelé ou recouvert de neige. (Source : Liu et al., 2012) ...................................... 105 
 
Figure 16. Sites de mesures retenus pour la comparaison des humidités racinaires   
simulées par ISBA-A-gs et observées in situ à 30 cm de profondeur ............... 106 
 
Figure 17. Cycles annuels moyens des différents produits de LAI/ NDVI étudiés par la 
suite de l’étude sur (gauche) le pourtour méditerranéen et le                    
Moyen-Orient, (milieu) l’Europe et (droite) les régions de Russie et de 
Scandinavie : LAI ISBA-A-gs (1991-2008) ; LAI ORCHIDEE (1991-2008) ;    
LAI ECOCLIMAP-II (1999-2005) ; LAI GEOLAND2 (1999-2008) et NDVI 
GIMMS (1991-2006). .......................................................................................... 109 
 
Figure 18. Mise en évidence des corrélations obtenues entre les humidités AMSR-E et 
ISBA-A-gs (haut) et WACMOS et ISBA-A-gs (milieu) sur la période 2003-  
2008. Idem pour les figures du bas entre les données WACMOS et              
ISBA-A-gs mais pour la période 1991-2008. a) (r) obtenu entre les séries de 
valeurs absolues. b) (r) obtenu entre les séries d’Ano1. .................................... 113 
 
Figure 19. Corrélations (r²) obtenues entre les simulations ISBA (STD, AST et NIT) de 
l’humidité du sol dans la zone racinaire et les observations in situ à une 
profondeur de 30 cm, sur les sites de Smosrex, de Fitterizzi, de       
Mongrassano, de Torano, de Falkenberg, de Kehrigk et de Bagnoli sur la 
période de disponibilité des données. r² obtenus sur les séries (haut) de    
 xiv
valeurs absolues, (milieu) d’Ano1 et (bas) d’Ano2-I (série entière       
d’anomalies - pas de temps : decade).................................................................. 115 
 
Figure 20. Climatologie mensuelle, de janvier à décembre, du LAI/NDVI normalisé sur 
l’année. On retrouve, de gauche à droite, les LAI simulés ORCHIDEE et    
ISBA-A-gs (1991-2008), la climatologie ECOCLIMAP (1999-2005), le LAI 
satellitaire GEOLAND2 (1999-2008) et le NDVI satellitaire GIMMS (1991-
2006)..................................................................................................................... 117 
 
Figure 21. Climatologie des (de haut en bas) débuts, fins et durées des cycles de   
LAI/NDVI moyens ainsi que de la date à laquelle est atteint le maximum de 
LAI/NDVI. De gauche à droite, on retrouve les caractéristiques des cycles       
de LAI ECOCLIMAP, de LAI GEOLAND2, de NDVI GIMMS, de LAI       
simulé ORCHIDEE et de LAI simulé ISBA-A-gs. Le cycle moyen de LAI         
est calculé à partir de la période de disponibilité des données (précisée sur        
la figure)............................................................................................................... 118 
 
Figure 22. Climatologie mensuelle, de janvier à décembre, du LAI sur l’année. On 
retrouve, à gauche, les LAI simulés ISBA-A-gs et ORCHIDEE (1991-2008)       
et le LAI satellitaire GEOLAND2 (1999-2008) des mois de janvier à juin et        
à droite les LAI simulés et observés des mois de juillet à décembre. ............... 120 
 
Figure 23. Climatologie des (de haut en bas) maximums et minimums de LAI atteints      
sur les cycles moyens annuels de LAI. De gauche à droite, on retrouve les 
caractéristiques des cycles de LAI simulés par ISBA-A-gs et par         
ORCHIDEE (1991-2008) et observés par GEOLAND2 (1999-2008)................ 121 
 
Figure 24. Corrélations obtenues entre les LAI (FAPAR) issus des modèles ISBA-A-gs       
et ORCHIDEE et les LAI (NDVI) satellitaires GEOLAND2 et GIMMS, sur       
les périodes respectives 1999-2008 et 1991-2006. a) (r²) calculés à partir des 
séries de valeurs absolues. b) (r) obtenus à partir des séries d’anomalies       
Ano2-I (série entière d’anomalies - pas de temps considérés : 10 et 15 jours   
pour les comparaisons respectives aux LAI GEOLAND2 et aux NDVI   
GIMMS). .............................................................................................................. 122 
 
Figure 25. Coefficients de corrélation (r) obtenus entre les séries d’Ano2-II saisonnières 
simulées (ISBA-A-gs et ORCHIDEE) et observées (GEOLAND2 et GIMMS). 
Des pas de temps de 10 et 15 jours sont respectivement considérés lorsque    
l’on compare les simulations aux produits GEOLAND2 ou GIMMS. De     
gauche à droite : résultats obtenus au printemps, en été et à l’automne.......... 125 
 
Figure 26. Mise en évidence des années où le LAI maximal annuel (gauche) et le LAI 
moyen annuel (droite), simulés par les modèles ISBA-A-gs (haut) et 





Figure 27. Ano2-III mensuelles de LAI normalisées sur 2 années de grandes sécheresses    
(à gauche, 1995 et à droite, 2002). De gauche à droite : les simulations de      
LAI des modèles ISBA-A-gs et ORCHIDEE et le NDVI télédétecté GIMMS     
(et le LAI GEOLAND2 pour l’année 2002). De haut en bas : mois de mai à 
octobre. ................................................................................................................ 130 
 
Figure 28. Ano2-III mensuelles de LAI normalisées sur 2 années de grandes sécheresses    
(à gauche, 2003 et à droite, 2005). De gauche à droite : les simulations de LAI 
des modèles ISBA-A-gs et ORCHIDEE et le LAI GEOLAND2. De haut en     
bas : mois d’avril à octobre.................................................................................. 131 
 
Figure 29. Série temporelle (haut) des débits mensuels retranchés du cycle annuel    
moyen (=Ano) (courbe noire) et des déciles mensuels correspondants      
(courbe rouge), des Ano2-I (séries entières d’anomalies – pas de temps 
considéré : mensuel) mensuels de débits, (milieu) GRDC (courbe noire) et       
du seuil =-1 (courbe rouge) et (bas) simulés par ISBA-TRIP (courbe noire)        
et du seuil=-1 (courbe rouge), pour le Danube et le Rhône. Les traits verts 
signalent une sécheresse repérée par la méthode du Q10. ............................... 135 
 
Figure 30. Représentation du mois pour lequel on obtient la meilleure corrélation par 
point de grille entre les humidités superficielles simulées ou observées 
mensuelles (wg ISBA-A-gs et WACMOS) et les LAI/NDVI maximum      
annuels (gauche) ou les durées annuelles du cycle du LAI/NDVI (droite) 
(ORCHIDEE, ISBA-A-gs et GIMMS. Les coefficients sont préalablement 
calculés et seul le mois pour lequel la meilleure corrélation est obtenue (si     
elle est significative à 1%) est alors représenté par point de grille sur les    
cartes.  La qualité des corrélations n’apparaît pas sur cette figure.................... 138 
 
Figure 31. Anticipation des valeurs relatives de LAI simulées par ISBA-A-gs en fonction 
de la donnée d’humidité superficielle du sol elle-même simulée par            
ISBA-A-gs. (t : décalage des séries nul ; t+n : n décades de décalage). Seules     
les corrélations significatives à 1% sont représentées. Résultats obtenus de    
mars à septembre pour la troisième décade du mois considéré. ....................... 140 
 
Figure 32. Représentation du mois pour lequel on obtient la meilleure corrélation par 
point de grille entre les humidités du sol dans la zone racinaire moyennes 
mensuelles simulées par ISBA-A-gs et les LAI maximum (gauche). Les 
corrélations (r²) alors obtenues apparaissent à droite de la figure. Les cartes 
présentent les résultats obtenus sur tous les patchs moyennés et sur les   
décidus, conifères, prairies et les cultures en C3 et en C4, sur la période      







Liste des tableaux 
 
 
Tableau 1. Scores (r², biais et RMSE) obtenus pour le LAI, w2 et wg simulés avec      
ISBA-A-gs et le jeu de forçages considéré d’une part et les données     
SAFRAN d’autre part. Les biais et RMSE sont donnés en m3m-3 pour les 
humidités des différentes couches du sol et en m2m-2 pour le LAI ................. 64 
 
Tableau 2. Scores obtenus entre le LAI des simulations ISBA-A-gs forcées par les 
données atmosphériques SAFRAN, ERA-I, ERA-I-R et ERA-I-RG et les     
LAI satellitaires MODIS et CYCLOPES............................................................ 66 
 
Tableau 3. Moyenne des coefficients de corrélation (r) obtenus sur la zone Europe- 
Bassin méditerranéen entre les séries d’Ano2-II (séries saisonnonières 
d’anomalies – pas de temps considérés : 10 et 15 jours pour les comparaisons 
respectives aux LAI GEOLAND2 et aux NDVI GIMMS) de LAI saisonnières 
simulées et télédétectées. Les résultats sont donc donnés par saison sur la 
période  1999-2008 pour les données GEOLAND2, au pas de temps 10      
jours et sur la période 1991-2006 pour les données GIMMS, au pas de      
temps 15 jours. La moyenne   est calculée à partir des points de grilles sur 
lesquelles les corrélations sont significatives . ................................................ 124 
 
Tableau 4. Pourcentage d’épisodes de sécheresses hydrologiques mensuelles détectées  
grâce à l’utilisation d’un seuil de –1 appliqué aux séries d’anomalies    
calculées   à partir des débits GRDC observés et simulés par le modèle    















I. Chapitre introductif : Hydrologie spatiale pour le 












 2 Chapitre introductif : Suivi des sécheresses du bassin méditerranéen 
 3
 
I.1.  Contexte général de la thèse 
 
L’eau permet le maintien et le développement de la vie à la surface de la Terre. De 
par son caractère indispensable à la pérennité des activités humaines, sa présence a depuis 
toujours influencé le développement des sociétés et favorisé l’implantation des 
concentrations urbaines et des activités humaines à proximité des cours d’eau. Si 
actuellement les besoins en eau sont souvent associés à l’accès à l’eau potable, l’eau est par 
ailleurs aussi nécessaire à de nombreux processus biologiques et physiques, dont les 
diverses activités industrielles et agro-alimentaires dépendent. Ses usages se sont d’ailleurs 
continuellement intensifiés et diversifiés, entraînant un décuplement des volumes d’eau 
utilisés depuis le début du XXième siècle. Les secteurs qui accroissent la demande en eau, 
sont aujourd’hui l’industrie, les centrales thermiques, la gestion de l’eau à usage 
domestique, qui passe par le traitement des eaux usées et l’alimentation en eau potable 
(Jackson et al., 2001), et l’agriculture. Ce secteur, qui utilise l’eau pour l’irrigation des 
cultures, représente les ¾ de la demande actuelle dans le monde (Postel, 1992 ; 
Shiklomanov, 2000 ; Cai et Rosegrant, 2002 ; Wisser et al., 2008 ; Sauer et al., 2010 ; 
Sierbert et al., 2010). Face à l’augmentation de la population mondiale et des besoins 
alimentaires (la consommation mondiale de produits agricoles a été multipliée par six 
entre 1900 et 1975), la superficie des terres cultivées a été élargie. Cela a engendré une 
augmentation des besoins en eau des cultures et l’usage de l’irrigation s’est 
considérablement intensifié au cours du siècle dernier (Siebert et al., 2005).  
Par ailleurs, la répartition des ressources en eau n’est pas uniforme et les 
écosystèmes naturels des zones arides sont adaptés au manque d’eau. Si les végétaux des 
zones arides s’adaptent morphologiquement et physiologiquement à leur milieu pour 
satisfaire plus facilement leur besoin en eau (Chaves et al., 2003), ces stratégies 
d’adaptation se font toujours au détriment de leur croissance. C’est aussi pour cette raison 
que de nombreuses régions agricoles du globe ont recours à l’irrigation (Siebert et al., 
2005 ; Wichelns et Oster, 2006), ce qui leur permet, malgré le climat et/ou la qualité des 
sols, de cultiver leurs terres et d’obtenir une production agricole suffisante. Pour les 
régions au climat plus tempéré, l’irrigation est aussi très utilisée et présente l’avantage de 
prémunir les récoltes des éventuels aléas climatiques. L’irrigation permet ainsi de stabiliser 
la production indépendamment des variations interannuelles des précipitations. Il est 
cependant nécessaire de gérer au mieux l’eau mise à disposition des cultures et donc 
d’estimer le plus justement possible leurs besoins réels dans le temps (Fisher et Hagan, 
1965 ; Pereira, 2002).  
 
Ce travail, réalisé dans le cadre du projet HyMEX (Hydrological cycle in the 
Mediterranean Experiment) (HYMEX White Book, 2008 ; Drobinski et al., 2009a, 2009b, 
2010), se concentre sur la situation actuelle autour de la Mer Méditerranée, à savoir les 
territoires d’Afrique du Nord, d’Europe et du Moyen-Orient. Cette région du monde, très 
représentative des divers aspects que je viens d’aborder, regroupe en effet des pays où la 
situation hydrologique, dans le temps et dans l’espace, est très contrastée (Pilgrim et al., 
1988 ; Thornes et al., 1996 ; Kosmas et al., 1997 ; Malanotte-Rizzoli et Eremeev, 1999 ; 
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Servat et al., 2003 ; Thornes et Wainwright, 2003) et où l’agriculture représente depuis 
toujours une large partie de l’économie des Etats (2ème Conférence Euro-Mediterranéenne 
sur l’Agriculture, CIHEAM, 2006). Si le climat méditerranéen se caractérise par un fort 
déficit hydrique durant le stade végétatif du développement des plantes, il reste cependant 
diversifié à l’extrême entre des zones soumises à un climat aride au Sud (Afrique du Nord) 
et à l’Est (Moyen-orient) et plus tempéré au Nord (Pinol et al., 1991). Cela se traduit par 
une répartition très inégale des précipitations autour de la Méditerranée (71% au Nord, 
9% au Sud et 20% à l’Est). Ces différences climatiques associées à la variabilité du relief et 
des propriétés du sol et du sous-sol, engendrent des conditions de ressources en eau très 
différentes d’une région à une autre. En conséquence, les régions méditerranéennes 
présentent un potentiel agricole très hétérogène. Malgré ces différences, l’agriculture a un 
poids considérable dans l’équilibre socio-territorial des pays méditerranéens et cette 
caractéristique se manifeste par une démographie rurale importante (près de 40% de la 
population méditerranéenne est rurale). Si le salariat agricole décroît progressivement sur 
la rive Nord et plus généralement en Europe, le nombre d’actifs du domaine agricole reste 
élevé au Sud et à l’Est et représente aujourd’hui près de 39 millions de personnes. Pour 
nombre de pays méditerranéens, la contribution de l’agriculture dans les économies 
nationales est importante et peut représenter jusqu’à 23% (pour la Syrie par exemple) du 
Produit Intérieur Brut (PIB). Les exportations agricoles représentent de 15 à 25% des 
exportations totales des régions méditerranéennes (rapport du CIHEAM, International 
Centre for Advanced Mediterranean Agronomic Studies) et demeurent ainsi stratégiques 
dans les économies de nombreux pays (Grèce, Liban, Chypre, Jordanie et dans une 
moindre mesure France, Espagne, Maroc et Egypte).  
 
Alors que la ressource en eau est limitée sur le pourtour méditerranéen, des études 
climatiques ont par ailleurs montré que ces régions seraient probablement très touchées 
par le changement climatique (Quereda-Sala et al., 2000 ; Moisselin et al., 2002 ; Xoplaki 
et al. 2003) qui tendrait à diminuer les précipitations annuelles moyennes du bassin 
(Gibelin et Déqué, 2003 ; Déqué et al., 2005 ; Gao et al., 2006 ; Ulbrich et al., 2006 ; Somot 
et al. 2008), tout en augmentant la probabilité d’occurrences d’évènements intenses (Gao 
et al., 2006). Ces évènements extrêmes comprennent en particulier les épisodes de 
sécheresse, qui tendraient à devenir de plus en plus fréquents (Giannakopoulos et al., 
2005). En effet, le réchauffement global de la planète, devrait s’accélérer au cours du 
XXIième siècle et conduire à une intensification du cycle hydrologique global (Douville, 
2006) ce qui tendrait à induire une augmentation de la fréquence et de l’intensité de 
certains évènements extrêmes. En raison de l’impact des sécheresses sur l’agriculture, le 
bassin méditerranéen est qualifié de « hot spot » du changement climatique (Giorgi, 2006). 
Ainsi, ces territoires disposent de peu de ressources en eau pour un besoin et une 
demande importante (Laraus, 2004). En cas de déficit saisonnier, les pays concernés ont 
généralement recours de façon temporaire à leurs réserves et en particulier à l’eau 
contenue dans les nappes souterraines. Dans les régions où l’évapotranspiration potentielle 
excède le plus largement les précipitations (Afrique du Nord par exemple), le recours aux 
réserves ne peut conduire qu’à leur épuisement à plus ou moins long terme puisqu’elles ne 
sont plus ou très peu réalimentées. Ces pays, dont l’économie repose en partie sur le 
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secteur de l’agriculture, doivent gérer au mieux l’eau dont il dispose grâce à l’apport des 
précipitations et celle disponible dans les nappes. Il est donc primordial de caractériser les 
périodes de sécheresses où l’irrigation est nécessaire, par opposition aux périodes durant 
lesquelles les précipitations couvrent les besoins en eau des plantes lors de la phase de 
croissance (Fisher et Hagan, 1965). Le suivi des sécheresses n’est pas qu’un problème 
hydrologique. Il est aussi nécessaire de caractériser spatialement la phénologie de la 
végétation, comme le départ du cycle végétatif, la date correspondant au maximum de 
biomasse végétale et la durée du cycle végétatif, de manière à identifier le plus 
précisément possible le laps de temps durant lequel les cultures auront le plus besoin 
d’eau.  
 
I.2.  La sécheresse 
 
En région méditerranéenne, les périodes de déficit en précipitation d’intensité plus 
ou moins prononcée, ont des conséquences sévères sur les ressources en eau déjà rares 
(MEDTAC, Plan Bleu, Margat et Vallee, 1999). La situation est encore plus critique 
lorsque ce déficit d’apport d’eau a lieu en hiver et au printemps, saisons qui permettent 
une régénération du stock d’eau dans les sols et dans les nappes, ou en été, lorsque le 
manque de précipitation aggrave la sécheresse estivale normale. Il ne faut cependant pas 
confondre la notion d’aridité saisonnière (c’est à dire une saison sèche bien définie) avec la 
notion de sécheresse (Margat et Vallee, 1999). La sécheresse correspond à une anomalie 
temporaire qui peut survenir aussi bien dans des zones à fortes précipitations qu’à faibles 
précipitations, et doit par conséquent être considérée comme un état relatif plutôt 
qu’absolu.  
 
I.2.1.  Définition et caractérisation de la sécheresse 
 
Si la notion de sécheresse n’est aujourd’hui pas universellement définie (Tate et 
Gustard, 2000), l’état de sécheresse peut cependant être caractérisé comme un déficit 
hydrique marqué dans une ou plusieurs composante(s) du cycle hydrologique. Ce manque 
d’eau est généralement dû à de trop faibles précipitations (Alley, 1984 ; Chang et Cleopa, 
1991) sur une période donnée, par rapport à la moyenne des apports observés sur cette 
période et a un impact direct sur l’alimentation des différents compartiments du bassin 
versant (surface, sol et nappes). Si les précipitations sont trop faibles ou inexistantes sur 
une période prolongée, l’apport d’eau à la surface du sol et dans les couches de sol plus 
profondes est par conséquent amoindri et l’eau disponible dans les cours d’eau et/ou pour 
la végétation peut alors elle aussi être déficitaire. Pour cette raison, trois grandes 
catégories de sécheresses ont été définies dans un premier temps par Dracup et al. (1980) 
et reprises par Wilhite et Glantz (1985) et sont aujourd’hui couramment utilisées par les 
climatologues et les hydrologues pour l’étude et le suivi des sécheresses : 
 
-  Les sécheresses météorologiques sont caractérisées par un déficit des 
précipitations, solides et liquides (Palmer, 1965 ; Boken, 2005 ; Keyantash & 
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Dracup, 2002). Ainsi, il s’agit d’une période, qui peut varier du mois à l’année, 
voire dans des cas extrêmes, à plusieurs années, durant laquelle les 
précipitations sont inférieures à la normale. Les sécheresses météorologiques 
sont souvent déclenchées par des anomalies persistantes de grande échelle des 
températures de surface de la mer (Bjerknes, 1969 ; Rasmusson et Wallace, 
1983 ; Folland et al., 1986 ; Lamb et Peppler, 1992 ; Ting et Wang, 1997 ; 
Trenberth et Shea, 2005).  
 
-  Les sécheresses agricoles (ou édaphiques) sont caractérisées par un déficit lié à 
la réserve en eau du sol. Il s’agit d’une période durant laquelle l’humidité du sol 
est inférieure à sa valeur moyenne, ce qui a des conséquences directes sur la 
végétation, qu’elle soit naturelle ou cultivée (Palmer, 1965 ; Rosenberg, 1978 ; 
Wilhelmi, 2002). Ces sécheresses sont généralement provoquées par un cumul 
des précipitations inférieur à la normale (Narasimhan et Srinivasan, 2005), ou 
par une distribution temporelle plus irrégulière (c.à.d. des précipitations moins 
fréquentes mais plus intenses, phénomène souvent observé sur le pourtour 
méditerranéen), mais peuvent parfois être engendrées par des taux 
d’évapotranspiration plus élevés (Klocke et Hergert, 1990 ; Rind et al., 1990 ; 
Hanson, 1991 ; Vicente-Serrano et al., 2010) ou des processus de ruissellement 
plus intenses, en comparaison à la normale saisonnière. Les sécheresses 
agronomiques ont souvent de lourdes conséquences sur la production agricole 
(Panu et Sharma, 2002).  
 
-  Les sécheresses hydrologiques peuvent à la fois définir le débit d’un cours d’eau 
comme trop faible mais peuvent aussi représenter le fait qu’un réservoir du sol 
ou du sous-sol n’est pas suffisamment ré-alimenté. Ainsi, les sécheresses 
hydrologiques dépendent du degré d’approvisionnement en eaux de surface et 
en eaux souterraines des lacs, réservoirs, aquifères et cours d’eau (Yevjevich, 
1967 ; Dracup et al., 1980 ; Tallaksen et al., 1997). L’impact d’une sécheresse 
hydrologique est important sur les activités humaines, puisqu’elle va avoir de 
fortes conséquences sur l’irrigation, les activités touristiques, la production 
d’énergie hydroélectrique, les transports (dans certains pays), l’alimentation en 
eau domestique et la gestion/protection de l’environnement. Pour Linslet et al. 
(1975), la sécheresse hydrologique est d’ailleurs définie comme la période 
durant laquelle le débit des cours d’eau n’est pas suffisant pour répondre 
convenablement aux besoins en eau établis par le système de gestion de l’eau 
local.  
 
La sécheresse est, d’un point de vue économique, environnemental, social et 
agronomique, un des phénomènes naturels les plus dévastateurs (Burton et al., 1978 ; 
Wilhite et Glantz, 1985 ; Wilhite, 1993 ; Wilhite, 2000). L’élaboration d’outils et de 
systèmes efficaces de suivi qui permettent de prévoir et donc d’anticiper ces épisodes, 
constitue actuellement un défi de taille. Une difficulté réside dans le fait qu’aucune 
définition unique de la sécheresse ne peut répondre à tous les besoins. 




Figure 1. Mise en évidence du lien existant entre les 3 types de sécheresse. Causes et 
conséquences des sécheresses. (source : Organisation Météorologique Mondiale (OMM), 
rapport n°1006, 2006) 
 
 
De plus, la caractérisation des sécheresses est très variable d’une région à une autre 
puisque les caractéristiques climatiques diffèrent d’un endroit du globe à l’autre, ainsi que 
la démographie et les besoins agricoles des populations locales, la nature des activités 
humaines et les moyens disponibles localement pour lutter contre ce risque naturel. La 
sécheresse en elle-même n’est effectivement pas une catastrophe mais peut le devenir en 
raison de son incidence sur les populations et l’économie locales et aussi et surtout la 
capacité d’adaptation et de résilience de ces populations. La littérature scientifique est 
riche d’études qui ont permis de mettre en place différents indicateurs capables, à 
certaines échelles, de détecter les épisodes de sécheresses. Une description de l’état de l’art 
est présentée dans la partie suivante.  
 
I.2.2.  Appréhender et suivre les épisodes de sécheresse aujourd’hui : 
état de l’art 
 
La communauté scientifique a développé et étudié un certain nombre d’indicateurs 
de sécheresse au cours des cinquante dernières années afin d’anticiper, de suivre et de 
caractériser les différents épisodes extrêmes qui touchent diverses régions du globe. La 
plupart des indices de sécheresse ont été élaborés aux Etats-Unis, mais sont régulièrement 
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employés sur les autres continents. Heim (2002) a répertorié tous les indices développés au 
cours du XXième siècle aux Etat-Unis.  
Foley (1957) fut le premier à suggérer le calcul d’un indice donnant des 
informations sur la sévérité d’une sécheresse. Ce n’est que plus tard que des indicateurs de 
sécheresse plus pertinents furent définis. Très utilisé aux Etats-Unis (Heim, 2002), le 
Palmer Drought Severity Index (PDSI) (Palmer, 1965), par exemple, est un indicateur 
calculé à partir d’un bilan d’eau simplifié. Ainsi, en fonction de la valeur du PDSI on peut 
connaître l’intensité d’une sécheresse en un lieu donné au fil du temps. Le PDSI a été 
calibré en fixant arbitrairement les sécheresses extrêmes à une valeur correspondant aux 
sécheresses extrêmes historiques en Iowa et au Kansas. Comme nous l’avons vu dans la 
partie précédente, la sécheresse en un point donné est un état relatif par rapport à la 
moyenne habituellement observée en ce point et un étalonnage réalisé pour une région 
donnée n’a donc pas forcément de sens en d’autres régions du globe. Un indicateur 
pertinent pour certaines zones géographiques peut ainsi manquer de cohérence ailleurs. 
Pour pallier l’arbitraire de cet étalonnage, un scPDSI (self calibrated PDSI) a alors été 
considéré (Briffa et al., 2009). Ces indicateurs ne proposent cependant pas d’échelle de 
temps explicite permettant de détecter à la fois les sécheresses courtes et les sécheresses 
longues (Alley, 1984 ; Gutmann et al., 1992 ; Lloyd-Hughes et Saunders, 2002 ).  
Un autre type d’indicateur, recommandé par l’OMM (Organisation Météorologique 
Mondiale) en 2009 pour surveiller les sécheresses et gérer les risques liés au climat, est le 
Standardized Index (Gibbs, 1975). Très largement utilisé par la communauté scientifique 
(McKee et al., 1993 ; Lloyd-Hughes et Saunders, 2002 ; Labedzki, 2007 ; Bordi et al., 2009 ; 
Vidal et al., 2010, etc.), cet indicateur peut être calculé à partir de différentes variables, 
telles que les précipitations, l’humidité du sol, les débits ou encore l’évapotranspiration 
potentielle. Le plus connu et le plus utilisé est le Standardized Precipitation Index (SPI, 
McKee et al., 1993). Il est basé, comme son nom l’indique sur les données de précipitation 
et permet de qualifier les sécheresses météorologiques. Il a été développé en vue de 
caractériser les déficits de précipitation pour une période donnée et correspond à la 
transformation de la série temporelle des précipitations en une distribution normale 
standardisée de moyenne nulle et d’écart-type unitaire (distribution gaussienne). Cela 
revient donc à ajuster une fonction de densité de probabilité à la distribution de la 
fréquence des précipitations sommées ou moyennées, sur une échelle temporelle définie 
(généralement, 3, 6, 9, 12 et 24 mois). L’ajustement se fait séparément pour chacun des 
mois de l’année afin de conserver la saisonnalité. Chaque densité de probabilité cumulée 
est ensuite transformée en une distribution normale standardisée (Gaussienne), de 
moyenne nulle et d’écart type unitaire.  Chaque valeur du SPI est alors reliée à un degré 
de sévérité et une probabilité d’occurrence de la sécheresse. Il a été montré à plusieurs 
reprises que le SPI était plus adapté que le PDSI pour suivre les sécheresses (Guttman, 
1998 ; Hayes, 1999 ; Keyantash et Dracup, 2002). Actuellement, les variables autres que les 
précipitations sont aussi étudiées, notamment l’évapotranspiration (Vicente-Serrano et al., 
2010), afin de définir l’indicateur le plus pertinent à utiliser en fonction de la région que 
l’on considère. En effet, si les précipitations semblent être aujourd’hui l’outil le plus 
performant pour le suivi des sécheresses, car elles conditionnent rapidement la quantité 
d’eau dans tous les réservoirs du cycle hydrologique, il a par ailleurs été montré que dans 
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le cadre du réchauffement global la demande évaporative va augmenter (Wang et al., 
2011 ; Stefanon et al., 2012), ce qui aura probablement un poids dans la genèse des 
sécheresses. D’autres indicateurs basés sur l’étude des déciles (Gibbs et Maher, 1967 ; 
Meko, 1985) sont utilisés par la communauté scientifique et permettent notamment, par 
exemple, de mettre en évidence les sécheresses hydrologiques.  
L’inconvénient de tous ces indices est qu’ils sont pertinents seulement lorsqu’ils 
sont calculés sur des séries longues de données (au moins 30 ans). Ainsi, il paraît difficile 
d’anticiper les sécheresses en tout point du globe, à partir de données observées. Si 
plusieurs types de jeux de données observées, notamment les données satellitaires et les 
données in situ, permettent aujourd’hui d’étudier et de suivre précisément, voire 
d’anticiper les épisodes de sécheresses sur certaines régions du globe, il s’avère intéressant 
d’exploiter au maximum aussi les données simulées grâce à des modèles numériques, qui 
permettent généralement de produire des données sur de plus longues périodes à l’échelle 
globale. Enfin, l’impact des sécheresses sur l’agriculture doit être évalué à une échelle 
temporelle plus détaillée que le mois (par exemple par périodes de 10 jours) et des 
observations plus directement liées au fonctionnement de la végétation peuvent avoir une 
valeur ajoutée importante.  
 
I.3.   Apport de la modélisation des états de surface couplée à la 
modélisation hydrologique 
 
Les sécheresses météorologiques, agricoles et hydrologiques mettent en évidence 
un déficit d’une des composantes du cycle de l’eau. Qu’il s’agisse de la quantité d’eau 
précipitée, de la quantité d’eau retenue dans les couches superficielle et racinaire du sol, 
ou du volume d’eau ruisselée sur les surfaces continentales ou stockée dans des réservoirs, 
toutes dépendent initialement et principalement des conditions atmosphériques.  
L’évolution d’un système physique dans le temps, dépend à la fois de son état initial 
mais aussi des conditions aux limites. Ainsi, sur les continents, l’interface 
sol/végétation/zones urbaines, qui constitue la limite inférieure de l’atmosphère, influence 
les conditions atmosphériques. La biosphère, le sol et l’atmosphère forment un système 
couplé, puisque l’état et l’évolution d’une de ces composantes sont dépendants des autres. 
Pour cette raison, le développement des modèles de prévision numérique du temps et de 
circulation générale de l’atmosphère, a sollicité dans un premier temps l’apparition des 
paramétrisations de la surface continentale, puis, dès les années 1970 (Manabe, 1969), la 
création de modèles de surface, capable de décrire les différents processus physiques et 
biogéochimiques de la biosphère terrestre. Les avancées scientifiques en hydrologie et 
écophysiologie, ainsi que l’exploitation des expériences de terrain à grande échelle et des 
données satellitaires (Sellers et al., 1995, 1997), ont permis de passer de modèles, à 
l’origine basés sur des paramétrisations très simples, à des modèles aujourd’hui plus 
sophistiqués, intégrant les processus biologiques, notamment la photosynthèse (Farquhar 
et al., 1980), et les processus physiques liés au sol, à la végétation et au manteau neigeux 
(Deardoff, 1977 et 1978 ; Dickinson et al., 1986 ; Abramopoulos et al., 1988 ; Noilhan et 
Planton, 1989 ; Famiglietti et Wood, 1991 ; Koster et Suarez, 1992 ; Boone et Etchevers, 
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2001). Les dernières avancées ont permis de prendre en compte l’impact de la 
concentration en dioxyde de carbone atmosphérique et des conditions climatiques sur la 
végétation (Foley et al., 1998 ; Calvet et al., 1998) et de modéliser les flux d’eau, d’énergie 
et de carbone entre les différents systèmes.   
Cette partie détaille les mécanismes d’interactions entre les surfaces continentales 
et l’atmosphère, à travers la description du cycle hydrologique et des bilans énergétique et 
hydrique à la surface du sol. Cela permet d’une part de justifier l’importance et la place des 
forçages atmosphériques dans la modélisation des variables de surface et d’autre part de 
mettre en évidence l’apport de la modélisation des états de surface dans cette étude. 
 
I.3.1.  Les données météorologiques : composantes du cycle de l’eau 
 
Le cycle hydrologique est un concept qui englobe les phénomènes du mouvement 
et du renouvellement de l’eau sur la Terre (Figure 2). Cette définition justifie la notion de 
« cycle » en montrant que les mécanismes régissant le cycle hydrologique ne surviennent 
pas seulement les uns à la suite des autres, mais sont aussi concomitants. 
 
La description du cycle hydrologique permet de comprendre les différents 
processus décrits par les modèles météorologiques (qui produisent les données de forçages 
atmosphériques), de surface (variables « sol ») et hydrologiques (simulations des débits des 
cours d’eau). Par ce biais, elle permet de mettre en évidence les différentes variables 
d’intérêt utilisées par la suite dans cette étude et de comprendre l’importance des données 
de forçages dans le déroulement du cycle.  
 
Sous l'effet du rayonnement solaire, une partie de l'eau présente sur les surfaces 
continentales (dans les sols ou sous forme d’eau libre) et dans les océans s’évapore. La 
condensation de la vapeur d’eau sous forme de gouttelettes est à l’origine de la formation 
des nuages. Cette eau sera ensuite restituée aux continents et aux océans par le biais de 
précipitations, pouvant être liquides (pluie) ou solides (neige ou grêle) suivant les 
conditions de température, de pression et d’humidité de l’air.  
 
Les précipitations qui tombent sous forme de neige peuvent être retenues 
temporairement à la surface de la végétation ou du sol nu ou s’accumuler dans les 
manteaux neigeux saisonniers ou permanents (glaciers). La fonte et l’évaporation de la 
neige (sublimation) se feront grâce au rayonnement solaire. 
La partie des précipitations qui tombe sous forme liquide peut être interceptée par 
les végétaux au niveau de la canopée avant d’être restituée partiellement à l’atmosphère 
sous forme de vapeur d’eau. Les précipitations liquides non interceptées atteignent le sol. 
Une partie est évaporée à partir des zones de sol nu ou absorbée par les racines des plantes 
puis évaporée par transpiration foliaire. Une autre partie ruisselle en surface par 
gravitation ou peut être acheminé par percolation (aussi appelée drainage) vers les zones 
plus profondes pour contribuer au renouvellement des nappes souterraines ou vers le 
réseau hydrologique de surface. 





Figure 2. Représentation schématique du cycle hydrologique (Source : NASA, 2007) 
 
 
Le rayonnement solaire régit en partie les processus d’évaporation du sol nu, 
d’évaporation au niveau des cours d'eau et surfaces d’eau, de transpiration des plantes et de 
sublimation de la neige. En ce sens, il est un des moteurs-clés du cycle de l’eau et sa prise 
en compte est donc primordiale dans le cadre d’études qui s’intéressent de près ou de loin 
à ce cycle.  
Les précipitations gouvernent le cycle hydrologique et les sécheresses. La quantité 
d’eau précipitée sous forme de pluie ou de neige affecte les différents compartiments du 
cycle de l’eau et les sols. En cas de déficit de précipitation (sécheresse météorologique) 
estival, les répercussions sur les écoulements de surface ou sur l’alimentation des nappes 
phréatiques sont souvent très rapides (sécheresse hydrologique). Il en est de même pour le 
contenu en eau du sol, ce qui a des conséquences sur le prélèvement de cette eau dans le 
sol par les plantes, pouvant entraîner une sécheresse agricole.  
 
 
I.3.2.  Le bilan d’énergie des surfaces continentales 
 
Comme nous l’avons vu dans la partie précédente, le rayonnement solaire (exprimé 
en W.m-2) est l’un des éléments moteurs du cycle hydrologique, dans le sens où il est à 
l’origine des échanges entre l’atmosphère et la surface de la Terre. Cette partie détaille les 
processus physiques engendrés par cette variable atmosphérique, et met ainsi en évidence 
la place du bilan radiatif dans le cycle hydrologique. 
 
Le rayonnement solaire (Rg) peut être réfléchi ou absorbé. Ces processus ont lieu 
d’une part au contact de l’atmosphère et d’autre part au niveau de la surface terrestre. La 
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capacité d’une surface à réfléchir le rayonnement solaire est étroitement liée aux 
propriétés optiques de cette surface. Cette propriété est caractérisée par l’albedo (α). Cette 
valeur varie d’un point à l’autre du globe en fonction des caractéristiques biogéophysiques  
de la surface (type de végétation, présence de neige, de glace ou d’eau, couleur et humidité 
du sol nu). Au rayonnement solaire incident, s’ajoute le rayonnement infrarouge (Ra), 
émis par l’atmosphère.  La part de rayonnement qui est absorbée par la surface du sol est 
essentiellement transformée en énergie thermique, sous forme de chaleur.  
Portées à une certaine température, les surfaces continentales émettent un 
rayonnement terrestre (RT) vers l’atmosphère. Cette variable est décrite par la loi de 
Stefan-Boltzmann : RT = (ε σ Ts4) où σ (W.m-2.K-4) représente la constante de Stefan-
Boltzmann, ε l’émissivité de la surface et Ts (K) la température de surface.  
Le bilan radiatif de la surface correspond au flux de rayonnement net (Rn), c'est-à-
dire au rayonnement incident qui atteint le sol, auquel s’ajoute le rayonnement infrarouge 
émis par l’atmosphère en direction du sol, le tout retranché de l’albedo et du rayonnement 
terrestre. La formule suivante décrit ce bilan : 
 
Rn = Rg(1- α) + ε(Ra - σ Ts4) 
 
Le rayonnement net, pendant la journée, est généralement positif. L’équilibre 
énergétique entre la surface et l’atmosphère est alors assuré par des processus d’échanges 
convectifs et turbulents, auxquels s’ajoutent des processus de stockage de l’énergie. Le flux 
de chaleur sensible (H, en W.m-2) est le résultat des échanges de chaleur par diffusion 
turbulente, provoquant ainsi le réchauffement des basses couches de l’atmosphère en 
contact avec la surface. Il dépend de la différence entre la température de la surface et la 
température de l’air. Le flux de chaleur latente (LE, en W.m-2) correspond au processus 
d’évapotranspiration, et dans le cas de surfaces enneigées ou glacées, au processus de 
sublimation.  Le flux résiduel, correspondant à la différence entre le rayonnement net et 
les flux de chaleur sensible et latente, correspond au transfert de chaleur par diffusion 
dans le sol et/ou dans le couvert neigeux (G), mais aussi dans la biomasse (F). 
Ainsi, la déclinaison du rayonnement net en différents flux de chaleur peut 
s’écrire :  
Rn = H + LE + G + F 
 
L’évapotranspiration, décrite par le flux de chaleur latente, fait donc partie 
intégrante du bilan d’énergie des surfaces terrestres et est aussi une des composantes du 
cycle de l’eau. Cela montre l’importance des variables liées au rayonnement dans le calcul 
du bilan énergétique et leur impact sur le bilan hydrique 
 
I.3.3.  Le bilan d’eau dans la modélisation des états de surface 
 
Le bilan hydrique consiste à faire un bilan des apports et des pertes d’eau, en un 
point et sur une période donnés, en tenant compte de la constitution des réserves d’eau, 
ainsi que des prélèvements et des restitutions d’eau dans ces réservoirs de stockage.  
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Les apports d’eau provenant de l’atmosphère se font grâce aux précipitations. La 
connaissance de cette variable atmosphérique est donc primordiale dans le calcul du bilan 
hydrique. Les pertes d’eau par le sol sont essentiellement dues aux processus 
d’évapotranspiration (cf. partie précédente) et au ruissellement de surface et de sub-
surface (dépendant des caractéristiques physiques du sol au point considéré). Le drainage 
peut être considéré comme une mise en réserve de l’eau dans les nappes souterraines. Le 
couvert neigeux constitue aussi une réserve d’eau, au même titre que le sol. L’eau stockée 
sous forme de neige est respectivement restituée au sol ou à l’atmosphère sous forme 
liquide et gazeuse, en fonction des conditions atmosphériques (rayonnement incident, 
température et humidité de l’air, vitesse du vent).  
 
Réaliser un bilan hydrique revient donc à quantifier les flux d’eau en entrée et en 
sortie d’une unité hydrologique, pendant une période de temps donnée (dt). Dans sa 
formulation la plus générale, le bilan se formule ainsi :   
Pdt = (Q + ETR + ∆Ru+∆Rh)dt 
Tout ce qui précipite (P) dans un espace hydrologique et dans un laps de temps 
donnés, ruisselle (Q), est restitué à l'atmosphère par évapotranspiration (ETR) ou encore 
participe à la recharge des réserves en eau du sol (Ru) ou du sous-sol (Rh). Les variations 
de réserve peuvent être positives (lors d’un apport d’eau dans le réservoir) ou négatives, 
contribuant alors aux écoulements de sub-surface ou de surface et/ou à 
l'évapotranspiration. 
 
La modélisation des états de surface permet de simuler en un point donné, les 
processus biophysiques et les flux à la surface du sol ainsi que les transferts d’eau dans le 
sol. Les simulations sont conditionnées par les variables atmosphériques. Ainsi, 
l’utilisation de données de forçages atmosphériques en entrée des modèles de surface 
requiert que ces données soient le plus proches possibles de la réalité, de manière à 
pouvoir ensuite simuler des variables le plus correctement possible. La connaissance de la 
qualité des données météorologiques utilisées pour la modélisation des états de surface est 
donc nécessaire pour l’analyse des données « sol » simulées par la suite dans cette étude. 
 
I.3.4.  Modéliser les variables « sol » : bilan en eau et végétation 
 
Les modèles génériques de surface utilisés en météorologie et en hydrologie, 
présentent l’intérêt de pouvoir simuler l’évolution spatio-temporelle des différentes 
variables biogéophysiques de surface et les flux échangés entre les composantes de la 
surface et l’atmosphère, sur de longues périodes de temps et à des échelles spatiales variées 
(de l’échelle locale à l’échelle globale). Dans les modèles atmosphériques, les modèles de 
surface sont couplés à l’atmosphère, ce qui permet de représenter les rétroactions. Dans les 
applications spécifiques aux surfaces continentales, les modèles de surface sont utilisés de 
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manière découplée, et doivent être forcés par des variables atmosphériques mesurées ou 




















Figure 3. Diagramme illustrant la diversité des échelles de temps dans les interactions entre 
la surface continentale et l’atmosphère (Source : Simon GASCOIN, Manuscrit de thèse, 2009). 
 
 
Garratt (1993) a montré que les principales caractéristiques des surfaces 
continentales influençant la simulation du climat dans les modèles couplés sont l’albédo 
(qui joue sur la quantité d’énergie radiative reçue à la surface), la rugosité (qui contrôle le 
transfert de quantité de mouvement), des propriétés de la végétation et de l’humidité du 
sol (qui conditionne la répartition entre les flux de chaleur sensible et latente). Ces 
caractéristiques ne sont pas statiques et évoluent en fonction des conditions climatiques 
(Figure 3). Ces interactions se produisent à différentes échelles de temps (Betts et al., 1996) 
et il existe une grande quantité de rétroactions (positives et négatives) entre les différentes 
variables, dont les plus significatives sont recensées par Pitman (2003). Le degré de 
complexité d’un modèle de surface réside dans sa capacité à représenter au mieux la 
majorité des interactions existantes. 
 
Historique de la modélisation des surfaces continentales 
  
Les progrès les plus significatifs observés dans la modélisation des échanges d’eau, 
de carbone et d’énergie entre l’atmosphère et les surfaces continentales, se déclinent en 
trois grandes phases (Sellers et al., 1997) et sont fonction du niveau de complexité du 
modèle. La première génération de modèles a vu le jour dans les années 1970. Il s’agissait 
alors de produire un modèle simple, capable de décrire les flux de rayonnement, de 
chaleur sensible et de chaleur latente, échangés à l’interface entre les surfaces 
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continentales et l’atmosphère. Dans les modèles de première génération, les paramètres de 
la surface (albédo, rugosité, épaisseur du sol) sont prescrits uniformément et l’évaporation 
est simplement calculée à partir d’une résistance aérodynamique et d’un coefficient 
d’aridité. On peut citer l’approche « bucket », réalisé par Manabe en 1969, qui initia ces 
modèles dits de première génération, et aussi la méthode dite « force-restore » (Deardorff, 
1977). Ces premières approches sont basées sur des modèles de sol à deux couches. La 
deuxième génération de modèles de surface est apparue dans les années 1980. Il s’agissait 
alors de prendre en compte les effets de la végétation dans le calcul des flux d’énergie, 
notamment grâce à la paramétrisation d’une résistance stomatique à l’évaporation. La 
végétation n’est alors plus considérée comme une couche « éponge » entre le sol et 
l’atmosphère. Ces modèles, capables de représenter les principaux flux d’eau et d’énergie 
du système sol-végétation-atmosphère à l’échelle horaire sont aussi désignés par 
l’acronyme anglais SVAT (Soil Vegetation Atmosphere Transfer). Les modèles précurseurs 
de cette génération sont BATS (Biosphere-Atmosphere Transfer Scheme, Dickinson et al., 
1986), SiB (Simple Biosphere, Sellers et al., 1986) ou encore en France, ISBA (Interaction 
Sol-Biosphere-Atmosphere, Noilhan et Planton, 1989) et SECHIBA (Schématisation des 
Echanges Hydriques à l’Interface entre la Biosphère et l’Atmosphère, Ducoudré et al., 
1993). A la fin des années 1980, les modèles dits de troisième génération voient le jour et 
sont caractérisés par leur capacité à simuler le flux de carbone et son influence sur la 
photosynthèse.  Au nombre de ces modèles de troisième génération, on peut citer ISBA-A-
gs (Calvet et al., 1998), MOSES (Met Office Surface Exchange Scheme, Cox et al., 1998), 
ORCHIDEE (Organising Carbon and Hydrology in Dynamic Ecosystems, Krinner et al., 
2005) et SiB2 (Sellers et al., 1996).  
Ainsi, de façon générale, les modèles de seconde puis de troisième génération ont 
permis d’améliorer la représentation de l’hydrologie continentale dans les modèles 
atmosphériques. 
 
La modélisation des processus de surface à Météo-France 
 
Au Centre National de Recherches Météorologiques (CNRM) de Météo-France, le 
modèle ISBA (Noilhan et Planton, 1989 ; Noilhan et Mahfouf, 1996) est couramment 
utilisé. Il s’agit d’un modèle de seconde génération, capable de simuler les transferts entre 
le sol, la végétation et l’atmosphère. Il permet de décrire les processus 
d’évapotranspiration à la surface ainsi que de simuler la répartition de l’eau en 
évapotranspiration, drainage, ruissellement et en variation du contenu en eau des sols. 
Une version plus récente du modèle ISBA, le modèle ISBA-A-gs (Calvet et al., 1998), 
permet de modéliser une partie du cycle continental du carbone et notamment les flux de 
CO2 entre le système sol-plante et l’atmosphère, ce qui a un intérêt fort dans les 
problématiques et recherches actuelles sur le changement climatique. Il est capable par 
ailleurs de simuler la biomasse et l’indice foliaire, le LAI (Leaf Area Index), ainsi que leur 
évolution dans le temps et l’espace et a l’avantage de représenter la variabilité 
interannuelle de ces variables. Par ce biais il peut donc simuler la réponse des plantes aux 
variations climatiques ainsi qu’aux épisodes de sécheresse, ce qui dans notre étude 
présente un intérêt par rapport aux modèles de seconde génération.  
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Les variables d’intérêt, eau et végétation 
 
Les principales variables d’intérêt simulées dans cette étude, qui a pour but la 
réalisation d’un suivi des sécheresses, sont les humidités des couches superficielle (wg) et 
racinaire (wg2) du sol et le LAI qui représente le rapport entre la surface des feuilles et la 
surface de terrain occupée par la végétation (Watson, 1947 ; Bonn et Rochon, 1992). 
L’humidité du sol est définie comme le contenu en eau du sol accessibles aux 
racines des plantes et représente seulement 0.005% de la quantité  d’eau présente à la 
surface de la Terre. Malgré ce faible pourcentage, ce stock d’eau joue un rôle décisif dans 
les interactions entre la biosphère, l’hydrosphère et l’atmosphère. Sa représentation est 
très importante dans la modélisation météorologique à court et moyen termes et 
intervient dans la dynamique des précipitations (Charney, 1975). De nombreuses études 
démontrent d’ailleurs l’intérêt de prendre en compte l’humidité du sol pour améliorer la 
simulation du climat en général (Delworth et Manabe, 1989 : Douville et Chauvin, 2000). 
Par ailleurs, l’humidité du sol peut être utilisée dans des applications variées, comme par 
exemple la prévision des rendements agricoles (Shin et al., 2006), et elle constitue une 
variable clé des études relatives aux modélisations biogéochimique, agronomique ou 
hydrologique.  
La végétation joue également un rôle majeur dans la répartition des flux d’eau, de 
carbone et d’énergie à l’interface entre la surface continentale et l’atmosphère. Pour 
garantir le processus de photosynthèse, la plante doit absorber du CO2 provenant de 
l’atmosphère. Elle prélève de l’eau dans le sol au niveau des racines par un mécanisme 
hydrostatique ce qui entraîne une modification de la teneur en eau du sol. Le processus de 
transpiration foliaire permet quant à lui d’acheminer la sève brute au niveau des feuilles 
par aspiration et restitue cette eau à l’atmosphère. Ces échanges de vapeur d’eau et de CO2 
sont réalisés au niveau de pores microscopiques situées sur les feuilles, les stomates (Jarvis, 
1976 ; Jarvis et MacNaughton, 1986 ; Tucker et al., 1986). Ainsi, les quantités d’eau et de 
CO2 échangées entre le couvert végétal et l’atmosphère dépend de la surface foliaire (LAI) 
et de l’ouverture des stomates (Raschke, 1975). Cette dernière est gouvernée par les 
conditions climatiques (température, humidité et rayonnement solaire) et par la quantité 
d’eau disponible dans le sol (Wong et al., 1979 ; Jarvis et Morison, 1981 ; Jacobs, 1994 ; 
Jacobs et al., 1996).  
  D’autres composantes du bilan hydrique, comme l’évaporation directe de l’eau 
contenue dans le sol, de l’eau de pluie ou de la rosée interceptée par les feuilles, et les 
quantités d’eau drainées et ruisselées, sont aussi à considérer dans les simulations des 
débits des cours d’eau. Dans le cadre du suivi des sécheresses agricoles, l’accent est mis sur 
l’étude du lien entre l’humidité du sol et la végétation.  
 
I.3.5.  Modéliser les débits des cours d’eau : application de 
l’hydrologie de surface 
 
La modélisation des débits des cours d’eau permet de compléter la description du 
cycle hydrologique global dans les modèles couplés continent-océan-atmosphère. Elle est 
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aussi incontournable dans les problématiques relatives à la gestion des ressources en eau et 
des risques naturels ainsi que celles de l’aménagement du territoire. Il existe plusieurs 
catégories de modèles hydrologiques, dont les plus connus sont les modèles « pluie-
débits », les modèles conceptuels à « réservoir » qui peuvent être spatialement 
« distribués » ou non et les modèles à « base physique ». La modélisation des débits, quand 
elle est basée sur des modèles à base physique, inclut la description des différentes étapes 
qui permettent de transformer les pluies en débits. Les transferts d’eau verticaux 
(évapotranspiration et infiltration) et horizontaux (ruissellement) sont représentés. Le 
ruissellement correspond aux écoulements d’eau en surface suivant un réseau 
hydrographique, défini grâce à la topographie du bassin versant étudié.  
 
Les modèles « pluie-débit »  reposent sur des relations statistiques reliant les 
variables d’entrée (précipitation, évapotranspiration potentielle, débit en amont de la 
zone) et les variables de sortie (débit en aval) et basées sur des séries de données mesurées. 
Les modèles à « réservoirs » représentent des structures en cascade de réservoirs fictifs 
interconnectés de façon empirique et qui se vidangent les uns à la suite des autres en 
fonction de leur taux de remplissage. Chaque réservoir décrit un processus d’écoulement 
de l’eau (infiltration, ruissellement, drainage, évapotranspiration, etc.). Dans ce travail de 
thèse, c’est la modélisation à base physique des transferts d’eau à l’interface sol-végétation-
atmosphère, associée à une représentation du routage de l’eau drainée et ruisselée par les 
rivières, qui est considérée. Par contre, la modélisation hydraulique des cours d’eau, qui 
correspond à des échelles spatiales très fines, n’intervient pas dans le cadre de ce travail.   
 
I.3.6.  Couplage modèle de surface/modèle hydrologique : intérêts et 
enjeux 
 
Les modèles hydrologiques allant jusqu’au processus hydraulique sont 
principalement utilisés pour l’étude de bassins versants précis, à l’échelle du paysage. 
Lorsque l’on passe à des échelles spatiales moins fines (régionale ou globale), le nombre de 
paramètres à calibrer ainsi que le coût numérique des simulations deviennent de réels 
obstacles à la modélisation à base physique. Pour pallier ces difficultés, il est possible 
d’utiliser des modèles à « base physique » basés uniquement sur une, deux ou trois 
équations bilans, qui représentent l’évolution temporelle de la masse d’eau stockée dans 
chaque maille du réseau hydrographique (défini grâce à la topographie). Ces modèles à 
réservoirs linéaires ont généralement une résolution assez grossière. Cependant plusieurs 
études ont montré que cette résolution ne dégradait pas de façon significative la qualité 
des simulations par rapport à des simulations réalisées à partir de résolutions plus fines 
(Arora et al., 2001 ; Chapelon et al., 2002). Le couplage entre modèles de surface et 
modèles hydrologiques, est aujourd’hui utilisé dans les chaînes de prévision des crues. Sur 
la France, le CNRM-GAME développe le système SAFRAN-ISBA-MODCOU (Habets et 
al., 1999a, 2004), et à l’échelle globale le système ISBA-TRIP (Decharme et Douville, 
2006b ; Decharme et al., 2010 et 2011 ; Alkama et al., 2010). Ce type d’outil permet de 
quantifier les écoulements de surface, d’étudier le cycle hydrologique aux échelles 
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régionale et globale (Dümenil et Todini, 1992 ; Habets et al., 1999a ; Oki et al., 1999 ; 
Etchevers et al., 2001 ; Ducharne et al., 2003) et de valider la physique des modèles de 
surface (Wood et al., 1998, Lohmann et al., 1998, Chapelon et al., 2002, Boone et al., 
2004). Les modèles hydrologiques globaux sont basés sur une représentation simplifiée des 
processus, et cela peut introduire des faiblesses dans les simulations. Cependant, ils offrent 
la possibilité de valider les modèles de surface et d’évaluer leur impact sur les débits. 
L’existence de banques de débits observés à l’échelle globale permet de confronter les 
simulations à des observations in situ et d’identifier les processus physiques qui peuvent 
être améliorés. En effet, les incertitudes liées à la connaissance des paramètres du sol et de 
la végétation, celles liées à la qualité des forçages atmosphériques et les imperfections de la 
description des processus physiques de surface dans les modèles, peuvent provoquer des 
écarts entre les simulations et les observations des débits. D’autre part, les simulations des 
variables biogéophysiques par le modèle de surface (LAI, humidité du sol, etc.) peuvent 
être évaluées à l’aide de données satellitaires.  
 
I.4.  Produits satellitaires et données in situ : atouts et limites 
 
La compréhension du cycle hydrologique global, sa description dans les modèles 
hydrologiques et de surface, et la vérification de la qualité des données simulées par ces 
modèles, nécessitent l’utilisation de données observées. Ces dernières peuvent provenir de 
mesures in situ (réseau conventionnel et/ou campagne de mesures) ou de données 
télédétectées.  
 
I.4.1.  Les observations in situ 
 
Plusieurs types d’observations in situ sont disponibles, comme par exemple 
d’humidité du sol ou de LAI, ou encore de débits des cours d’eau. Ces observations in situ 
sont parfois regroupées en réseau, le plus souvent à l’échelle régionale, plus rarement à 
l’échelle mondiale. 
Les mesures de débits des grands cours d’eau sont collectées, à l’échelle globale, par 
le GRDC (Global Runoff Data Center,  http://www.bafg.de/GRDC/EN/Home/). De telles 
bases de données permettent d’avoir accès à des climatologies annuelles et à des séries 
journalières ou mensuelles de débits sur la plupart des grands bassins du monde.  
Le GPCC (Global Precipitation Climatology Center), récolte des observations 
pluviométriques à l’échelle du globe et fournit ensuite, à partir de ces observations et de 
sorties de modèles météorologiques, de longues séries de précipitations au pas de temps 
mensuel sur une grille de 0.5°.  
Concernant les données d’humidité du sol, différentes campagnes de mesures sont 
réalisées plus ponctuellement dans le cadre de projets. Ces campagnes peuvent être mises 
en place pour vérifier la qualité de données télédétectées par exemple, ou pour étudier 
plus en détail les comportements spécifiques d’une région, en termes de cycle 
hydrologique. L’ISMN (International Soil Moisture Network, 
http://www.ipf.tuwien.ac.at/insitu/) recense différentes séries de données d’humidité du 
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sol observées à différentes profondeur, sur des périodes de durées variables, à l’échelle 
mondiale. Cependant, la majorité de ces séries de données concerne de courtes périodes 
(quelques années), et n’est pas répartie de façon homogène. La plupart des observations 
sont réalisées aux Etats-Unis, en Europe et de façon plus éparse en Asie et en Australie. 
Beaucoup moins de données sont actuellement disponibles en Afrique et en Amérique 
Latine.  
Les données de LAI peuvent elles aussi être déterminées au niveau des stations de 
mesures. C’est par exemple le cas sur le site de SMOSREX (Surface Monitoring of the Soil 
reservoir Experiment, De Rosnay et al., 2006), situé au sud de Toulouse qui représente un 
véritable laboratoire de terrain, par le nombre de variables qui y sont observées. Ce genre 
de mesures reste encore aujourd’hui relativement rare à l’échelle du globe et permet 
simplement d’étudier les interactions entre végétation et atmosphère à l’échelle locale 
pour des conditions géographiques, climatiques et topographiques données. 
Ainsi, pour pallier la faible couverture spatiale des réseaux de mesure in situ, la 
communauté scientifique a de plus en plus recours à la télédétection.  
 
I.4.2.  Les produits « eau du sol » et « végétation » 
 
La télédétection est définie comme la collecte d’une information sur un objet 
donné sans entrer physiquement en contact avec lui (Rees, 1990). La télédétection 
satellitaire permet d’observer à l’échelle globale les milieux naturels et de suivre leur 
évolution temporelle et spatiale.  
L’humidité superficielle du sol peut être estimée grâce aux capteurs micro-ondes 
(Prigent et al., 2005 ; Schmugge, 1983). Deux types de capteurs sont utilisés en 
télédétection micro-ondes. On distingue d’une part les systèmes passifs (radiomètres), qui 
mesurent l’intensité de l’émission naturelle des surfaces, liée à la température et à 
l’émissivité de la surface observée, et par ailleurs les systèmes actifs (radars), qui envoient 
un signal vers la surface et mesurent l’énergie rétro-diffusée. Chaque capteur micro-ondes 
fonctionne pour une longueur d’onde donnée et de nombreuses études ont montré que 
pour estimer l’humidité superficielle du sol, la bande L (≈1-2 GHz, 21 cm de longueur 
d’onde) est la plus adaptée (Schmugge, 1983). A cette fréquence, l’atmosphère est 
pratiquement transparente (même en présence de nuages et de précipitation) et le signal 
est moins sensible à la présence de végétation qu’aux fréquences plus élevées. La figure 4  
répertorie au cours des 30 dernières années les missions spatiales qui ont permis d’estimer 
l’humidité superficielle du sol à l’échelle globale, même si ces missions avaient 
initialement d’autres objectifs, comme par exemple l’estimation de la vitesse du vent au-
dessus des océans (les diffusionmètres en bande C ERS-1&2 et ASCAT sur le satellite 
METOP, Wagner et al., 1999, 2007 ; Jarlan et al., 2002a, 2002b). Avant le lancement du 
satellite SMOS (Soil Moisture and Ocean Salinity, Kerr et al., 2001 ; Kerr 2007) en 
novembre 2009, aucune mission spatiale n’avait été spécialement dédiée à l’observation de 
l’humidité des sols. Le satellite SMOS utilise un radiomètre en bande L et devrait à terme 
compléter utilement les autres produits satellitaires d’humidité du sol.  
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Concernant à présent la végétation, la plupart des produits sont issus de la 
télédétection optique. La végétation se caractérise en effet par une forte absorption du 
rayonnement solaire dans le domaine du PAR (Photosynthetically Active Radiation) et 
par une forte réflectivité dans le proche infrarouge, ce qui la différencie des sols nus. Cette 
caractéristique est à l’origine du principe de détermination radiométrique du NDVI 
(Normalized Difference Vegetation Index), indice de végétation qui est calculé à partir des 
réflectances dans le rouge et dans le proche infrarouge. Des méthodes plus élaborées 
permettent d’obtenir le LAI (Bonn et Rochon, 1992). L’estimation des caractéristiques de 
la végétation est une des premières applications de la télédétection. Elle se fait par 
exemple à partir de relations empiriques liant les indices de végétation (NDVI acquis à 
partir du radiomètre AVHRR, Advanced Very High Resolution Radiometer) à des mesures 
in situ (Tucker et al., 1985). Les produits de LAI sont disponibles à l’échelle globale depuis 
les années 2000, à partir des images MODIS (MODerate-resolution Imaging 
Spectroradiometer, Yang et al., 2006a, 2006b), SPOT/VEGETATION (produit CYCLOPES, 
Carbon cYcle and Change in Land Observational Products from an Ensemble of Satellites, 
Baret et al., 2007) et MSG (METEOSAT Second Generation) qui est le produit du LSA-SAF 
(Land Surface Analysis-Satellite Applications Facilities-Land). De nouveaux produits de 
LAI, les données GEOLAND2, obtenus dans le cadre du projet GEOLAND2 (projet co-
financé par la commission Européenne) à partir de SPOT/VEGETATION sont à présent 
disponibles et devraient améliorer la qualité des produits « végétation » actuellement 
disponibles.  
 
I.4.3.  Les limites et les incertitudes de la télédétection de l’humidité 
du sol et des données in situ 
 
Comme nous l’avons vu précédemment, la représentation précise de l’humidité du 
sol dans un modèle de surface présente un intérêt certain pour simuler les interactions 
continent-atmosphère. 
L’humidité du sol peut être observée in situ à l’aide de mesures manuelles ou 
automatiques. Une limite des données in situ est qu’elles ne sont disponibles qu’en de rares 
points de mesures (Robock et al., 2000). Par ailleurs, rares sont les longues séries de 
mesures. La plupart des séries ne concernent généralement que quelques années. Les 
mesures réalisées à partir des satellites d’observations, permettent une couverture 
mondiale et l’utilisation de différents capteurs permet de constituer de longues séries 
d’observations. Cependant, les données in situ sont très utilisées pour valider les produits 
satellitaires et il a été montré, sur plusieurs sites dans le sud de la France, que leur 
caractère très local n’est pas un obstacle pour la validation des variations saisonnières et au 
jour le jour des produits satellitaires à basse résolution spatiale (Albergel et al., 2009 ; 
Parrens et al., 2012).  
Les différents capteurs satellitaires micro-ondes, disponibles depuis 30 ans, 
présentent des caractéristiques diverses (radiomètres, radars, longueur d’onde utilisée, 
heure de passage, répétitivité des mesures, angle d’observation) et les incertitudes de la 
mesure diffèrent d’un instrument à un autre. Par exemple, on peut citer les incertitudes 
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liées aux algorithmes utilisés qui permettent de passer de la mesure à la variable que l’on 
considère ou encore l’existence d’interférences électromagnétiques (très présentes en 
bande L en Asie et en Europe). Ces dernières peuvent ajouter de fortes perturbations à 
l’émission naturelle des surfaces et compromettre l’estimation de l’humidité superficielle 
du sol (Pardé et al., 2011). Dans le cas du satellite SMOS, Parrens et al. (2012) et 
Zakharova et al. (2012) ont montré sur la France que si les interférences doivent être 
soigneusement filtrées, l’estimation de l’humidité superficielle du sol est également 
affectée par le relief et la présence de surfaces d’eau libre. Par ailleurs, les outils de 
télédétection ne permettent aujourd’hui d’estimer que certaines variables du cycle 
hydrologique et la durée de vie des instruments est limitée à quelques années. Les séries de 
données télédétectées présentent donc l’inconvénient d’être discontinues lorsque l’on 
étudie de longues périodes de temps. Un gros effort est cependant actuellement réalisé 
pour construire, à partir de différents jeux de données satellitaires, de longues séries de 






Figure 4. Capteurs satellitaires micro-ondes utilisés pour la construction du jeu de données 
recombiné et harmonisé WACMOS (adapté de Su et al., 2010). En haut (en jaune) les capteurs 
passifs. En bas (en vert) les capteurs actifs. SMAP (Soil Moisture Active Passive) combine 
mesures actives et passives. 
 
C’est le cas du produit WACMOS (Water Cycle Multimission Observation 
Strategy, Liu et al., 2011), qui utilise les capteurs passifs et actifs des 30 dernières années et 
constitue une série mondiale homogène de wg. L’harmonisation des données est dans ce 
cas effectuée grâce à l’homogénéisation des distributions cumulées des wg issus des 
données radiométriques les uns par rapport aux autres. Les wg issus de données 
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radiométriques et de données radar sont ensuite réajustés en utilisant les valeurs 
minimales et maximales de wg fournies par le modèle GLDAS-Noah (Global Land Data 
Assimilation System, Rodell et al., 2004). La figure 4 montre les jeux de données 
satellitaires utilisés pour construire WACMOS et les périodes de recouvrement de chacun 
des satellites.  
  
Si les instruments micro-ondes peuvent observer wg, le contenu en eau des 
couches de sol plus profondes n’est pas observé directement, alors que l’humidité de la 
couche racinaire (Moran et al., 2004), est la variable d’intérêt dans le suivi des sécheresses 
agricoles. L’utilisation des modèles pour simuler le profil d’humidité dans le sol (couche 
superficielle, couche racinaire) est donc primordiale pour évaluer des techniques de 
filtrage de wg permettant de reproduire l’évolution temporelle de l’humidité du sol de la 
couche racinaire (Albergel et al., 2008), et pour assimiler wg afin d’analyser l’humidité 
racinaire du sol (Reichle et al., 2002 et Draper et al., 2009). D’autre part, l’inclusion de wg 
dans les modèles permet de quantifier l’impact de cette information dans diverses 
applications : la prévision du temps (Drusch, 2007), la modélisation des variables 
biophysiques (Ragab, 1995 ; Walker et al., 2001 ; Sabater et al., 2007) et l’hydrologie 
(Brocca et al., 2010).  
 
I.5.  Problématique de la thèse et plan de travail 
 
Le sujet « hydrologie spatiale pour le suivi des sécheresses du bassin 
méditerranéen » entre dans le cadre du projet HyMeX (Hydrological cycle in the 
Mediterranean EXperiment) (HYMEX White Book, 2008, Drobinski et al., 2009a, 2009b, 
2010). HyMeX a pour but de caractériser le cycle de l’eau dans le bassin méditerranéen. Ce 
sujet, très vaste à priori, nécessite de définir de manière précise le périmètre de l’étude, à 
partir d’objectifs précis.  
 
I.5.1.  Objectif général du travail de thèse et approche scientifique 
 
L’objectif général de cette thèse est de mettre en place des outils de modélisation 
permettant de suivre les épisodes de sécheresses sur la totalité du pourtour méditerranéen 
sur une période de plusieurs années, puis de les confronter à des produits satellitaires. Cela 
constitue une étape visant à préparer l’intégration d’observations satellitaires dans les 
modèles des surfaces continentales.  
Puisque les sécheresses affectent le cycle hydrologique à différents niveaux et ont 
généralement des conséquences sur les débits des cours d’eau, il est nécessaire de 
considérer la totalité des territoires d’où provient l’eau drainée vers les rivières et les 
fleuves qui se jettent dans la Mer Méditerranée et dans la Mer Noire. Il est pour cela 
nécessaire de prendre en compte une zone géographique étendue, englobant le pourtour 
de la Mer Méditerranée mais aussi les pays d’Afrique du Nord, du Moyen-Orient ainsi que 
d’Europe. La zone considérée dans ce travail de thèse est illustrée dans la figure 5 et 
correspond à la zone Ecoclimap-II Europe (Faroux et al., 2009).  
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Dans un premier temps, un jeu de simulations de variables biophysiques (humidité 
des différentes couches du sol, LAI), de flux et de débits a été élaboré sur toute la zone. Un 
modèle de surface a été couplé à un modèle hydrologique. Le forçage atmosphérique ERA-
Interim a été utilisé pour contraindre le système de modélisation. ERA-Interim est 
disponible sur la période allant de 1979 à 2012. Au commencement de ce travail de thèse, 
les données ERA-Interim étaient disponibles pour la période allant de janvier 1991 à 
décembre 2008. Pour cette raison, et au vu du coût numérique des différentes simulations, 
il a été décidé de limiter le travail à cette période d’étude de 18 ans, qui correpond par 





Figure 5. Illustration de la zone considérée dans cette étude : zone Ecoclimap-II Europe 
(Source : Faroux et al., 2009) 
 
 
Le modèle ISBA-A-gs (Calvet et al., 1998) a été utilisé pour simuler les variables de 
surface et le modèle de routage TRIP (Oki et al., 1997) pour simuler les débits des cours 
d’eau. La figure 6 récapitule les éléments du système de modélisation qui a servi à produire 
les différentes données nécessaires à la réalisation postérieure du suivi de sécheresse.  
 
I.5.2.  Ordonnancement des différentes phases de la thèse 
 
Le travail s’est décliné en 4 étapes principales faisant chacune l’objet d’un chapitre 
dédié. 
 
Vérification des forçages ERA-Interim 
 
La première phase de la thèse a consisté à évaluer la qualité des forçages ERA-
Interim. En effet, la qualité des variables biophysiques et des débits simulés dépend en 
grande partie de la qualité des forçages atmosphériques. Ainsi, pour s’assurer de la qualité 
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des forçages et/ou connaître leurs limites et leurs faiblesses, cette première partie du 
travail a été consacrée à l’étude des données ERA-Interim sur la France et a fait l’objet 
d’une publication (Szczypta et al., 2011). Les résultats obtenus sont récapitulés dans le 















Figure 6. Schéma bilan des forçages et des modèles utilisés pour cette étude 
 
Etude de sensibilité du modèle de surface aux forçages 
 
Si l’impact de la précision des données atmosphériques sur la qualité des 
simulations des variables de surface et des débits est avéré, il n’en reste pas moins que les 
modèles eux-mêmes sont plus ou moins sensibles aux forçages. Pour cette raison, la 
deuxième phase du travail a été consacrée à une analyse de sensibilité du modèle ISBA-A-
gs aux forçages. Cette étude a été réalisée sur la France et a consisté à quantifier les 
différences obtenues sur les simulations d’humidité de la couche racinaire et de LAI en 
fonction de différences affectant deux variables atmosphériques identifiées comme  
primordiales dans la modélisation, à savoir les précipitations et le rayonnement solaire. 
Cette étude de sensibilité est présentée dans le chapitre 3 de ce manuscrit.  
 
Simulations et analyses de séries de débits   
 
Les simulations ont ensuite été réalisées sur la zone d’étude entière sur la période 
1991-2008, à partir du modèle ISBA-A-gs couplé au modèle TRIP, forcé par les données 
ERA-Interim. Le chapitre 4 est dédié à l’étude des simulations de débits des cours d’eau 
Forçages 
ERA-Interim ISBA-A-gs TRIP 
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Débits,  
Aires de drainage 
I – Validation des forçages 
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sur l’ensemble de la zone Europe-bassin méditerranéen. Ce travail s’est articulé en trois 
étapes. La première a consisté à utiliser plusieurs jeux de précipitations en entrée afin de 
déterminer l’impact des précipitations sur le bilan en eau simulé par le modèle et surtout 
de déterminer le jeu de précipitations qui permettait d’obtenir les meilleures simulations 
de débits, et par ce biais la meilleure représentation du bilan en eau (évapotranspiration, 
humidité du sol, quantité d’eau drainée et ruisselée, etc.) dans le modèle ISBA-A-gs. Dans 
une deuxième étape, les débits simulés à partir du modèle TRIP couplé au modèle de 
surface ISBA-A-gs ont été comparés à ceux obtenus à partir de la version plus ancienne 
d’ISBA. En parallèle, le modèle ISBA-A-gs a été utilisé dans deux configurations. La 
première utilise les valeurs prédéfinies de LAI fournies à ISBA par ECOCLIMAP-II. Le 
cycle saisonnier de LAI est décrit, mais pas sa variabilité interannuelle. La deuxième 
configuration calcule le LAI de façon interactive au pas de temps journalier et représente 
ses variations saisonnières et interannuelles. Cette comparaison visait à quantifier d’une 
part, les différences entre ISBA-A-gs et sa version plus ancienne ISBA et d’autre part à 
évaluer l’apport du LAI interactif. Les débits simulés par TRIP permettent de différencier 
les diverses versions par comparaison aux observations de débits disponibles. Ce travail a 
fait l’objet d’un article soumis à la revue HESS (Hydrology and Earth System Sciences) ; il 
est décrit dans le chapitre 4. On a ainsi pu mettre en évidence certains atouts et faiblesses 
actuels du modèle de surface ISBA-A-gs et du modèle hydrologique TRIP. Cela permet de 
conclure sur les améliorations à apporter dans la description de certains processus 
physiques et de proposer l’ajout d’autres processus non encore représentés.   
 
Comparaison de différents jeux de données « eau » et « végétation » et 
quantification de l’impact des sécheresses récentes en l’Europe, au Moyen-Orient et 
en Afrique du Nord 
 
La dernière phase de cette thèse est consacrée au volet « sécheresse », une fois que 
toutes les incertitudes liées aux forçages et à la modélisation ont été analysées. Cette partie 
s’appuie sur la synergie entre de nombreux jeux de données. 
Dans un premier temps, plusieurs variables sont évaluées. L’humidité du sol dans la 
couche racinaire simulée par ISBA-A-gs est comparée aux mesures in situ sur une dizaine 
de sites européens, à une profondeur de 30 cm dans le sol. L’humidité superficielle du sol 
est quant à elle comparée à la série de données satellitaires homogénéisée WACMOS (Liu 
et al., 2011), sur la période 1991-2008. Enfin, plusieurs variables décrivant la végétation 
sont comparées : 
- le LAI simulé par le modèle ISBA-A-gs 
- le LAI simulé par le modèle ORCHIDEE (Krinner et al., 2005) 
- le LAI satellitaire GEOLAND2 (Baret et al., 2012) 
- le NDVI satellitaire GIMMS (Global Inventory Modeling and Mapping 
Studies, Pinzon, 2002 ; Pinzon et al., 2004 ; Tucker et al., 2005) observé par 
les satellites 
- la climatologie de LAI ECOCLIMAP-II, basée sur les données satellitaires 
MODIS (Yang et al., 2006a et 2006b) et SPOT/VEGETATION, disponibles 
sur la période 1999-2005. 
1.5 Problématique de la thèse et plan de travail 
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Les critères pris en compte sont les dates de départ et de fin du cycle annuel du LAI 
ainsi que sa durée. Cette étude vise à déterminer si les différents jeux de données 
considérés décrivent la variabilité interannuelle de la même façon et s’ils s’accordent sur 
l’occurrence des épisodes de sécheresse.  
Un historique des sécheresses ayant marqué les 18 dernières années sur la zone 
considérée, a été constitué à partir de la bibliographie pour servir de référence et 
approfondir l’étude du comportement de la végétation (LAI).  
Par ailleurs, une étude de l’impact des sécheresses sur les débits a été réalisée sur 
plusieurs grands bassins versants de la zone. A partir de séries de débits observés sur une 
période de plus de 50 ans, et des déciles mensuels calculés sur ces séries, les épisodes de 
sécheresse hydrologique sont détectés. Il s’agissait de montrer dans quelle mesure les séries 
de débits observés et simulés sur une période plus courte, à savoir la période 1991-2008, 
permettent de détecter les épisodes de sécheresse hydrologique.  
Finalement, les données d’humidité superficielle et racinaire du sol sont 
confrontées aux données de végétation. Le but de cet exercice est de voir dans quelle 
mesure la connaissance de l’humidité des différentes couches du sol, qu’elle soit observée 
par les satellites, ou simulée par les modèles, peut renseigner sur l’état de la végétation 
dans les semaines ou les mois qui suivent.  
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Les forçages atmosphériques utilisés dans cette étude sont les forçages ERA-
Interim, produits par le Centre Européen pour les Prévisions Météorologiques à Moyen 
Terme (CEPMMT). Il s’agit d’une version améliorée d’ERA-40. Les données sont 
disponibles à un pas de temps tri-horaire, sur la période allant de 1979 à nos jours et sur 
une grille de 0.5°. Dans cette étude, seule la période 1991-2008 est considérée. Les données 
utilisées en entrée de la plate-forme de modélisation SURFEX sont les précipitations 
liquides, les précipitations solides (neige, glace), l’humidité et la température de l’air, la 
vitesse du vent, le rayonnement solaire direct et diffus, le rayonnement infrarouge 
incident et la pression atmosphérique.  
 
II.1.  Les forçages atmosphériques 
 
Pour les raisons explicitées dans le chapitre introductif, une étude préalable portant 
sur la qualité des forçages ERA-Interim utilisés dans ce travail, a été réalisée. Une étude 
détaillée de vérification des réanalyses a été menée sur le territoire français (en 
métropole), où l’on dispose des analyses atmosphériques SAFRAN, basées sur un réseau 
dense d’observations, des précipitations notamment.  
 
II.1.1.  Présentation des analyses atmosphériques SAFRAN 
 
Le Système d’Analyse Fournissant des Renseignements Atmosphériques à la Neige 
(SAFRAN) est un système d’analyse à mésoéchelle, permettant de reconstruire des profils 
verticaux de l’atmosphère. Pour ce faire, il combine des observations au sol et des données 
issues de modèles de circulation générale à grande échelle. SAFRAN est donc un modèle 
de type statistique capable de spatialiser les données observées (Durand et al., 1993). 
Initialement développé pour prévoir les avalanches dans les Alpes, il a été étendu à 
l’ensemble du territoire français (Etchevers et al., 2000 ; Le Moigne, 2002).  
 
Etant donné le caractère local des conditions météorologiques observées, les 
variables atmosphériques sont analysées par pas de 300 mètres d’altitude, à l’intérieur 
d’unités géographiques météorologiquement homogènes, ayant des superficies variables 
(de 400 à 2000 km²). SAFRAN analyse d’abord la température, le vent et l’humidité de 
l’air. La densité des postes météorologiques fournissant des observations de rayonnements 
est faible. Pour cette raison, les variables de rayonnements sont calculées à partir d’un 
profil de nébulosité, lui-même déterminé à partir d’un modèle radiatif alimenté par les 
profils verticaux d’humidité et de température de l’air (Ritter et Geleyn, 1992). L’analyse 
des précipitations est quant à elle réalisée au pas de temps journalier qui correspond à la 
fréquence de la plupart des observations (Etchevers, 2000).  
SAFRAN fournit les profils verticaux des différentes variables toutes les 6 heures. 
Les données sont ensuite interpolées au pas de temps horaire. Pour cela, différentes 
méthodes sont utilisées selon les variables considérées. En ce qui concerne la température, 
les variations diurnes sont estimées à l’aide d’un modèle de transfert radiatif et d’un terme 
2.1 Les forçages atmosphériques 
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de rappel à la température d’équilibre (Martin, 1988). La répartition horaire des 
précipitations est déterminée à partir de l’humidité spécifique et des données 
pluviométriques disponibles. La limite pluie-neige est alors estimée à partir de l’altitude de 
l’isotherme 0.5° issue de l’analyse des températures. Certains ajustements peuvent être 
réalisés lorsque des observations de neige sont disponibles. Concernant les autres 
variables, l’interpolation horaire est faite de manière linéaire. Enfin, les variables sont 
projetées spatialement sur une grille de calcul régulière (8 x 8 km²). La figure 7 présente 





























Figure 7. Diagramme de fonctionnement de SAFRAN adapté de Quintana Segui et al. (2008). 
Les variables météorologiques sont les précipitations (P), la température (T) et l’humidité (Q) 
de l’air, la vitesse du vent (V) et le rayonnement incident solaire ou thermique (R). 
 
 
Ce système a récemment fait l’objet d’une validation approfondie décrite dans 
Quintana Seguí et al. (2008). 
 
II.1.2.  Description des forçages ERA-Interim 
 
Les réanalyses ERA-Interim décrivent les variables atmosphériques à l’échelle 
globale sur la période allant de 1979 à 2012. Lors de la réalisation de ce travail, les 
Observations 
(P, Q, T, V) 
Données issues de modèles de 
circulation à grande échelle  
Contrôle de 
la qualité 
Analyse des P 
(pas de temps journaliers) 
Analyse des T, Q, R, V 






(8 x 8 km²) 
Sortie horaire, grille régulière de 8 x 8 km² 
(P,Q, T, V et R) 
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réanalyses n’étaient disponibles qu’à partir de l’année 1991. Pour cette raison et à cause du 
coût numérique important des simulations, la totalité de ce travail s’est limitée à l’étude de 
la période 1991-2008.  
Le projet ERA-Interim a débuté en 2006 dans le but de produire un jeu de données 
qui servirait de transition entre les données ERA40 (disponible sur la période 1958-2001) 
et une future génération de réanalyses. Ainsi, les objectifs majeurs de ce projet étaient 
d’améliorer un certain nombre d’aspects du modèle ERA40, notamment la représentation 
du cycle de l’eau, la description de la circulation stratosphérique, et le traitement des biais 
dans le système d’observation des données in situ et satellitaires (contrôle de la qualité et 
sélection des données, correction des biais).  
D’autre part, la réanalyse a utilisé un système variationnel quadridimensionnel 
(4D-Var). Ce système d’assimilation de données permet de prendre en compte des données 
arrivant en continu, c’est à dire à des instants différents de celui de l’échéance où 
s’appliquent les rectifications. Les 3 dimensions de l’espace ainsi que la dimension 
temporelle sont alors intégrées dans le système.  
Une description plus détaillée du système générant les réanalyses ERA-Interim est 
disponible dans l’article qui suit. Par ailleurs, les réanalyses ERA-Interim ainsi que le 
système d’assimilation utilisé pour produire ces données, sont présentés par Simmons et al. 
(2007) et par Dee et al. (2011).  
 
II.2.  Verification of the new ECMWF ERA-Interim reanalysis 
over France 
 
II.2.1.  Résumé de l’article 
 
Afin d’évaluer les données de forçages atmosphériques ERA-Interim, produites par 
le Centre Européen de Prévisions Météorologiques à Moyen Terme (CEPMMT) à l’échelle 
globale, sur une grille régulière de 0.5°, le jeu de données SAFRAN, disponible sur toute la 
France sur une grille de 8 x 8 km², a été utilisé pour mener une étude comparative des 
deux jeux de forçages SAFRAN et ERA-Interim. Ainsi, en prenant comme référence les 
données SAFRAN, la qualité des données de précipitation, température de l’air, humidité 
de l’air et vitesse du vent, fournies par ERA-Interim a pu être évaluée sur la France sur la 
période 1991-2008. Le rayonnement solaire SAFRAN est issu d’un modèle radiatif et ne 
repose donc pas sur des observations. Pour cette raison, la qualification des données de 
rayonnement ERA-Interim a été réalisée à partir d’un jeu de données dérivé de Brion et al. 
(2005), qui repose sur des observations et est disponible sur la période 1995-2006. Ces 
comparaisons, réalisées à diverses échelles temporelles et spatiales, ont permis de mettre 
en évidence que les différentes variables considérées étaient en cohérence avec la 
référence SAFRAN puisque les corrélations entre les deux jeux de données étaient 
importantes. Si les données de température et d’humidité de l’air, ainsi que les données de 
vitesse du vent ne semblent présenter que de faibles biais, dus principalement à une 
représentation simplifiée du relief par ERA-Interim, des biais plus importants ont été mis 
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en évidence sur les précipitations et le rayonnement. Les précipitations ERA-Interim sont 
sous-estimées en moyenne de 27 %. Un autre jeu de précipitations ERA-Interim, corrigé à 
partir des données mensuelles GPCP, disponible à l’échelle globale, a lui aussi été comparé 
aux données SAFRAN. Ces précipitations sont sous-estimées de 13%. La correction permet 
donc de réduire le biais de moitié. En comparaison aux données Brion, le rayonnement 
ERA-Interim est quant à lui sur-estimé en moyenne de 7% (10 W.m-2) alors que le 
rayonnement SAFRAN est au contraire sous-estimé de 4% (6 W.m-2). Ces différences sur 
la variable de rayonnement sont plus fortes en été, lorsque le rayonnement est plus 
important, et au contraire sont quasiment nulles en hiver.   
 Afin de quantifier l’impact de ces biais sur la modélisation des variables de surface, 
des simulations ont été réalisées avec le modèle ISBA-A-gs, à partir des forçages SAFRAN 
d’une part et ERA-Interim d’autre part (en utilisant les précipitations initiales et les 
précipitations corrigées), sur le site de SMOSREX (Surface Monitoring Of the Soil 
Reservoir Experiment, De Rosnay et al., 2006) au sud ouest de Toulouse. Les scores 
obtenus sur les différentes variables « sol » (biomasse, humidités superficielle et racinaire 
du sol, flux de chaleur sensible et latente et flux de CO2) ont permis de montrer que la 
correction des données de précipitation ERA-Interim améliorait la qualité des simulations 
des variables de surface.  
 
 
II.2.2.  Article 
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Abstract. An evaluation of the global ECMWF atmospheric
reanalysis ERA-Interim (with a 0.5◦ grid) is performed over
France, based on the high resolution (8 km) SAFRAN atmo-
spheric reanalysis. The ERA-Interim precipitation, Incom-
ing Solar Radiation (ISR), air temperature, air humidity, and
wind speed, are compared with their SAFRAN counterparts.
Also, interpolated in situ ISR observations are used in order
to consolidate the evaluation of this variable. The daily pre-
cipitation estimates produced by ERA-Interim over France
correlate very well with SAFRAN. However, the values are
underestimated by 27%. A GPCP-corrected version of ERA-
Interim is less biased (13%). The ERA-Interim estimates of
ISR correlate very well with SAFRAN and with in situ obser-
vations on a daily basis. Whereas SAFRAN underestimates
the ISR by 6 Wm−2, ERA-Interim overestimates the ISR by
10 Wm−2. In order to assess the impact of the ERA-Interim
errors, simulations of the ISBA-A-gs land surface model
are performed over the SMOSREX grassland site in south-
western France using ERA-Interim (with and without GPCP
rescaling) and SAFRAN. Latent and sensible heat flu es are
simulated, together with carbon dioxide flu es. The rescaled
ERA-Interim performs better than the original ERA-Interim
and permits to achieve flu scores similar to those obtained
with SAFRAN.
1 Introduction
Soil moisture controls the exchange of water and heat energy
between the land surface and the atmosphere through evap-
oration and plant transpiration. As a result, it is a key vari-
able in short- and medium-range meteorological modelling,
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climate and hydrological studies. A significan amount of
studies have been conducted to obtain soil moisture prod-
ucts. For that purpose, land surface modelling (Dirmeyer et
al., 1999; Georgakakos and Carpenter, 2006 among others)
and remote sensing (Wagner et al., 1999a, b; Njoku et al.,
2003; Kerr et al., 2007) techniques are used. Another vari-
able, the Leaf Area Index (LAI), is define as the total one
sided area of photosynthetic tissues per unit ground surface
area. Monitoring the distribution and changes of LAI is im-
portant to monitor vegetation. It is a fundamental variable in
land-surface models. This variable controls the link between
the biosphere and the atmosphere through various processes
such as photosynthesis, respiration, transpiration, and rain
interception. Long time series of accurate LAI products are
essential for climate change studies, and to validate biochem-
ical models (Brut et al., 2009).
In the framework of the HYMEX (HYdrological cycle
in the Mediterranean EXperiment) project (HYMEX White
Book, 2008) and particularly with the aim of developing a
soil moisture and vegetation biomass climatology over Eu-
rope and North Africa, this study investigates the quality of
the European Center for Medium range Weather Forecast-
ing (ECMWF) ERA-Interim (ERA-I) gridded atmospheric
reanalysis over France, where a high resolution atmospheric
analysis (Syste`me d’Analyse Fournissant des Renseigne-
ments A la Neige – SAFRAN; Durand et al., 1993) is avail-
able. In the HYMEX project, this climatology will be used
to drive land surface and runoff models, like the Total Runoff
Integrating Pathways (TRIP; Oki et al., 1997) coupled to the
Interactions between Soil Biosphere and Atmosphere (ISBA)
model (Noilhan and Planton, 1989; Noilhan and Mahfouf,
1996) to build a soil moisture, LAI and river fl w clima-
tology over the Mediterranean basin. The TRIP model is
able to isolate the river basins, inter-basin translation of water
through river channels, as well as collect and route runoff to
the river mouth(s) for all the major rivers (Oki et al., 1998).
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648 C. Szczypta et al.: Verificatio of the new ECMWF ERA-Interim
The river fl w simulated by TRIP can be used for the verifi
cation of the variables simulated by the land surface model
because the river fl w is driven by the runoff simulated by
ISBA. Because the Mediterranean basin will probably be
affected by climate change to a large extent (Gibelin and
De´que´, 2003), it is important to build a monitoring system of
the land surface variables and of the hydrological variables
(e.g. river fl w) over this region. The ISBA model is driven
by atmospheric variables such as precipitation, downwelling
radiation (shortwave and longwave), wind speed, air temper-
ature and air humidity. Over France (Fig. 1), the SAFRAN
analysis provides high resolution (8 km) gridded atmospheric
variables. Over the whole Mediterranean domain, high res-
olution gridded atmospheric reanalyses are not available so
far. The ERA-I data produced by the ECMWF could be used
to drive the ISBA model at a spatial resolution of 0.5◦, and
to produce surface flu and runoff estimates.
In order to verify the quality of the low resolution ERA-
I data, the SAFRAN reanalysis can be used as a reference,
over France. In the case of Incoming Solar Radiation (ISR),
another high resolution product (Brion et al., 2005), based on
in situ observations, is used as well. In this study, the ERA-
I estimates of atmospheric variables (precipitation, ISR, air
temperature (Ta), air specifi humidity (qa) and wind speed)
are compared for different temporal scales. First, a mul-
tiyear evaluation is performed over the 1991–2008 period,
except for ISR as the reference data are only available over
the 1995–2006 period. Second, ERA-I is compared in detail
with the SAFRAN product for two years: 2001 and 2003. In
2003, France was affected by a large scale heat wave, which
caused a severe drought in many areas. On the other hand,
2001 was a rather normal year, representative of the climatol-
ogy. Finally, the impact of using ERA-I instead of SAFRAN
in ISBA is assessed over a grassland site in southwestern
France, for which surface flu and soil moisture profil ob-
servations are available.
2 Data and methods
This section presents ERA-I and the different data sets used
for the verificatio of the ERA-I atmospheric variables at the
surface. In order to assess the impact of using ERA-I in-
stead of SAFRAN, the ISBA model was run using the two
atmospheric reanalyses over the SMOSREX grassland site
(De Rosnay et al., 2006) in southwestern France for a period
of seven years (2001–2007), as in Albergel et al. (2010a, b).
The simulated soil moisture and surface energy, water, and
CO2 flu es derived from ERA-I were compared with the ref-
erence SAFRAN-derived values at the SMOSREX site.
2.1 Structure of data sets
In this Section, the various atmospheric analyses used in this
study are presented. Different time slices are considered de-
pending on the availability of the data:
Fig. 1. Map of France, and main areas discussed in this study.
– 1991–2008: the SAFRAN and ERA-I analyses, and the
GPCP precipitation products
– 1991–2007: the GPCC precipitation product
– 1995–2006: the Brion et al. (2005) ISR product
– 2001–2007: ISBA simulations for the SMOSREX site
(Albergel et al., 2010b).
Since these products are available at different spatial reso-
lutions, the comparisons performed in this study are based
on the ERA-I 0.5◦ resolution grid, corresponding to 308 grid
cells over France. In particular, the high resolution (8 km)
SAFRAN and Brion grid cells were aggregated at the 0.5◦
resolution of ERA-I. Both SAFRAN and ERA-I analyses
provide the atmospheric variables needed to drive land sur-
face models: precipitation, ISR, Ta, qa, wind speed, and
the incoming longwave radiation. The latter is studied in
Sect. 3.4.
2.1.1 The SAFRAN analysis
SAFRAN is a mesoscale atmospheric analysis system for
surface variables. It produces an analysis at the hourly time
step using atmospheric simulations and ground data observa-
tions. SAFRAN is based on climatically homogeneous zones
and is able to take topography effects into account. Origi-
nally intended for mountainous areas, it was later extended
to cover France. A detailed validation of the SAFRAN anal-
ysis over France (Quintana et al., 2008) and feedbacks from
the operational implementation showed that SAFRAN was
robust (wind, temperature, relative humidity, precipitation...)
and provided accurate meteorological values to force ISBA.
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As far as precipitation is concerned, SAFRAN uses a large
number of rain gauges and can be considered as a reference.
The surface atmospheric variables are given at 2 m a.g.l., ex-
cept for wind speed (10 m a.g.l.). In SAFRAN, the analyses
of Ta, qa and wind speed are performed every six hours using
all available observations. The analyzed values are linearly
interpolated to a hourly time step. More information about
these analyses can be found in Quintana-Segui et al. (2008).
2.1.2 The ERA-I reanalysis
The ERA-I reanalysis starts in January 1989 and provides
meteorological data until present (the data are available in
near real-time, with a delay of approximately one month).
ERA-I relies on a 4-D-VAR system which uses observa-
tions within the windows of 15:00 UTC to 03:00 UTC and
03:00 UTC to 15:00 UTC (in the next day) to initialize fore-
cast simulations starting at 00:00 UTC and 12:00 UTC, re-
spectively. These atmospheric forcing data were projected
on a grid of 0.5◦× 0.5◦ from the original Gaussian reduced
grid (T255 reduced Gaussian grid of about 0.7◦× 0.7◦), at 3-
h intervals (00:00, 03:00, 06:00, 09:00, 12:00, 15:00, 18:00
and 21:00 UTC). In order to allow sufficien spin-up, the firs
nine hours of the forecast simulations are not used. More in-
formation of the full ERA-I reanalysis products can be found
in Simmons et al. (2007). Although ERA-I contains 2 m
temperature and humidity variables diagnosed from the 10 m
level, all the ERA-I surface atmospheric variables used in
this study are given at 10 m a.g.l. (see Sect. 2.4).
2.1.3 ERA-I rescaled precipitation
A scale-selective rescaling procedure that corrects ERA-I
3-hourly precipitation was implemented by ECMWF in or-
der to represent better the monthly accumulated precipitation
provided by the Global Precipitation Climatology Project
(GPCP v2.1) product. Hereinafter, the rescaled ERA-I pre-
cipitation will be referred to as ERA-I-R. The ERA-I-R pre-
cipitation is based on a rescaling factor computed by: (1)
interpolating conservatively the GPCP 2.5◦× 2.5◦ grid to
its equivalent T95 grid, (2) interpolating conservatively the
ERA-I T255 Gaussian grid to the same T95 Gaussian grid,
(3) computing the rescaling factor at this low resolution grid
and by (4) interpolating conservatively the rescaling factor
from the T95 to the T255 resolution (Balsamo et al., 2010).
For this reason, this method preserves the small scale fea-
tures of ERA-I while the rescaled monthly totals are consis-
tent with the GPCP observations. It must be noted that the
rescaling method was verifie using available high resolution
precipitation estimates over the USA. Furthers details of the
specifi method used to rescale ERA-I can be found in Bal-
samo et al. (2010).
2.1.4 GPCC and GPCP monthly precipitation data sets
In order to assess the performance of ERA-I and ERA-I-R
precipitation products, two other precipitation products were
evaluated over France: GPCC (product of the Global Precip-
itation Climatology Centre, Rudolf et al., 2005) and GPCP
(product of the Global Precipitation Climatology Project,
Adler et al., 2003).
The Global Precipitation Climatology Centre (GPCC) pro-
vides global monthly precipitation analyses for monitoring
and research of the earth’s climate at 1◦× 1◦ resolution.
GPCC published in 2008 a new global monthly precipi-
tation climatology for the 1901–2007 period. The GPCC
database comprises monthly quality-controlled precipitation
totals from more than 70 000 rain gauge stations in the world
(Fuchs et al., 2009).
The GPCP v2.1 data is a monthly climatology provided
globally at 2.5◦× 2.5◦ resolution and covering the period
from 1979 to present. The general objective of GPCP is to
combine the precipitation information available from several
sources into a merged product. The GPCP data set combines
different sources of data, such as satellite data, together with
rain gauge data which are assembled and analyzed by the
GPCC and by the Climate Prediction Center of the National
Oceanic and Atmospheric Administration (NOAA). GPCP
v2.0 is described in Adler et al. (2003). The processing
strategy for GPCP v2.1 is essentially similar as described
for v2.0 but version 2.1 takes advantage of the improved
GPCC gauge analysis and the usage of additional satellite-
derived products such as the Outgoing Longwave Radiation
Precipitation Index (OPI) data from the NOAA series satel-
lites. More information on these improvements is given in
Huffman et al. (2009).
2.1.5 Brion ISR product
In SAFRAN, the ISR is not derived from ground observa-
tions, but calculated by a radiation scheme. From 1994 on-
ward, another product based on ground observations is avail-
able (Brion et al., 2005). Brion et al. (2005) have shown
that the interpolated ground observations are often closer to
independent observations than SAFRAN. As ground obser-
vations are scarce in mountainous areas, the quality of the
Brion product is poor in these regions. Therefore, above
500 m a.s.l., the Brion data are not used. Moreover, the Brion
product is not available for Corsica. Finally, the Brion prod-
uct covers 76% of the France domain (235 grid points).
2.2 Precipitation
Precipitation is the most important variable for a great num-
ber of applications, but, at the same time, this variable is not
easily mapped because of its discontinuity in space and time.
Along with SAFRAN and the ERA-I original data, a number
of precipitation products are considered: ERA-I-R, GPCP
and GPCC (see Sects. 2.1.3 and 2.1.4).
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In order to verify the quality of ERA-I and to assess
to what extent the rescaling of ERA-I improves the pre-
cipitation estimates, a comparison of the precipitation data
sets is performed at different temporal and spatial scales.
First, average precipitation values for the whole France do-
main, derived from ERA-I and ERA-I-R, are compared with
SAFRAN with monthly and daily time steps. Second, the
same comparison is performed at the scale of the ERA-I grid
(0.5◦). Three scores are considered: the square correlation
coefficien (temporal correlation), the mean bias, and the root
mean square error (RMSE). Also, the spatial correlations be-
tween SAFRAN and either ERA-I or ERA-I-R are investi-
gated, at different seasons. Finally, a month-by-month com-
parison between all the data sets presented before is made for
the years 2001 and 2003.
2.3 Incoming Solar Radiation (ISR)
For the ISR variable, ERA-I and SAFRAN are both com-
pared in detail with the Brion data set, for the years 2001
and 2003. A multiyear evaluation is performed over the
1995–2006 period. The ERA-I ISR is also compared with
SAFRAN for the whole domain (308 grid cells). As for pre-
cipitation, the inter-comparison of ISR products is performed
at different temporal and spatial scales.
2.4 Air temperature, air humidity and wind speed
Air temperature, air humidity and wind speed provided
by ERA-I (Simmons et al., 2010) are compared with
SAFRAN. The comparison is performed at two times: morn-
ing (06:00 UTC) and noon (12:00 UTC). For both morning
and noon variables, statistical scores (square correlation co-
efficient bias and RMSE) were computed for the whole
1991–2008 period. In the case of Ta and qa, two additional
times were considered, in order to better sample the diurnal
cycle: 00:00 UTC and 18:00 UTC. It is important to note that
the data are estimated at different heights. In SAFRAN, Ta
and qa are analyzed at 2 m and wind speed at 10 m above the
surface. In this study, the ERA-I instantaneous atmospheric
variables are all extracted from the lowest atmospheric model
level, at 10 m above the surface. Indeed, Pitman et al. (2009)
showed that diagnosed 2 m temperature may vary a lot from
one atmospheric analysis to another, and they suggested to
use of the variables corresponding to the lowest atmospheric
model level. This ensures the internal consistency of the
field and permits some f exibility in the choice of vertical
interpolation within the surface boundary layer (e.g. using
the stability functions of the modelling platform). However,
in order to assess the impact of comparing SAFRAN and
ERA-I Ta and qa at different heights, the ERA-I Ta and qa
at 2 m were investigated for the year 2001 (see Sect. 3.3).
2.5 Impact study on the SMOSREX site
The impact of using ERA-I is assessed on the SMOSREX
grassland site in southwestern France, based on existing
SAFRAN-driven ISBA-A-gs simulations validated using
ground observations (Albergel et al., 2010b).
2.5.1 The SMOSREX experimental site
The SMOSREX (Surface Monitoring Of the Soil Reservoir
EXperiment) experimental site is located in Mauzac, near
Toulouse, in the south of France (De Rosnay et al., 2006).
It is a fiel campaign, which has been in operation since Jan-
uary 2001. Part of the SMOSREX experimental site is cov-
ered by a grassland of about 3.2×104 m2 (180 m× 180 m),
mown once a year at wintertime. At SMOSREX, all the at-
mospheric forcing variables required to run ISBA-A-gs are
measured: there are continuous ground measurements of at-
mospheric pressure, air humidity, air temperature, long-wave
and short-wave incident radiation, rain rate, wind speed. A
number of biophysical variables and surface flu es are ob-
served at the SMOSREX site: soil moisture (observed at ten
depths and permitting to estimate the root-zone soil moisture
content w2), LAI, CO2, sensible heat (H) and latent heat
(LE) flu measurements.
2.5.2 The ISBA-A-gs land surface model
On the basis of ISBA (Noilhan and Planton, 1989; Noilhan
and Mahfouf, 1996), Calvet et al. (1998) developed ISBA-
A-gs. It is a CO2 responsive version of ISBA which ac-
counts for the effect of the atmospheric CO2 concentration
and for the interactions between all environmental factors on
the stomatal aperture. In ISBA-A-gs, photosynthesis and its
coupling with stomatal conductance at a leaf level are ac-
counted for. The vegetation net assimilation is computed and
used as an input to a simple growth sub-model able to predict
LAI. ISBA-A-gs is able to simulate GPP (Gross Primary Pro-
duction), NEE (Net Ecosystem Exchange), LAI, the energy
and mass flu es such as sensible and latent heat fl xes, and
soil moisture. ISBA-A-gs was implemented in the SURFEX
(SURFace Externalise´e) modelling platform (Le Moigne et
al., 2009). In this study, SURFEX is used “offline” i.e. with-
out coupling the land surface with an atmospheric model.
First, a comparison of the different atmospheric variables be-
tween SAFRAN and ERA-I is performed on the grid cell cor-
responding to the SMOSREX site for a 18-year (1991–2008)
period, corresponding to the available ERA-I dataset. Sec-
ond, ISBA-A-gs is used to simulate the SMOSREX grass-
land for the 2001–2007 period, based on these two atmo-
spheric forcing data sets. The same comparison is made with
the ERA-I-R precipitation.
Over the SMOSREX grassland, a number of studies have
shown that the ISBA-A-gs model is able to simulate, reason-
ably well, the water, energy, and CO2 flu es, the LAI and
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Table 1. Precipitation over France in 2001, 2003 and over the 1991–2008 period: temporal and spatial squared correlation coefficien and
RMSE of ERA-I and ERA-I-R with respect to the SAFRAN analysis.
Comparison Score ERA-I ERA-I-R ERA-I ERA-I-R ERA-I ERA-I-R
type 2001 2001 2003 2003 [1991–2008] [1991–2008]
Temporal R2 0.89 0.89 0.90 0.90 0.89 0.89
(daily values) RMSE (mm day−1) 1.26 1.09 1.12 0.94 1.27 1.07
Spatial R2 0.59 0.58 0.48 0.54 0.48 0.54
(308 grid cells) RMSE (mm year−1) 326 235 274 179 309 207
Fig. 2. Mean daily precipitation over France for SAFRAN, ERA-I
and ERA-I-R: from (top) January to June 2001, and from (bottom)
July to December 2001.
the root-zone soil moisture (e.g. Albergel et al., 2010a, b),
using either the locally observed atmospheric forcing or the
atmospheric forcing from the nearest SAFRAN grid point.
In this study, ISBA-A-gs simulations are produced using the
SAFRAN atmospheric forcing as a reference, and, also, us-
ing ERA-I and ERA-I-R. The simulated biophysical vari-
ables (w2, LAI and wg) and flu es (CO2, H and LE) are all
considered for the 2001–2007 period (Albergel et al., 2010b).
In order to evaluate the impact of using ERA-I or ERA-I-R
in ISBA-A-gs, and to quantify the departure from the refer-
ence SAFRAN-driven simulation, a number of scores were
computed, compared and analyzed: square correlation coef-
ficient mean bias, RMSE and, for soil moisture and LAI, the
Nash-Sutcliffe coefficien (NASH).
In order to assess the relative impact on the ISBA-A-gs
simulations of precipitation and ISR, which are the most bi-
ased ERA-I variables for this site, ISBA-A-gs was run in
three configurations (1) SAFRAN, (2) SAFRAN, except for
SAFRAN precipitation replaced by the ERA-I-R precipita-
tion, and (3) SAFRAN, except for SAFRAN ISR replaced
by the ERA-I ISR.
3 Results
This section presents the results obtained for each atmo-
spheric variable. The comparison is performed over the
1991–2008 period for all the forcing variables, except for
ISR covering the 1995–2006 period. In addition, Tables 1, 3,
and 4 give specifi score values for the years 2001 and 2003.
3.1 Precipitation data
The purpose of this Section is to evaluate the ERA-I pre-
cipitation data against the precipitation derived from the
SAFRAN analysis. In order to make a firs assessment of
ERA-I, Fig. 2 presents the mean daily precipitation over
France for 2001, through time series derived from SAFRAN
and ERA-I. At the scale of the whole country, the ERA-
I mean daily precipitation is very close to SAFRAN. Fig-
ure 2 shows that a significan correlation exists between the
two data sets (R2 = 0.89): the two curves are very similar
throughout 2001 and the precipitation events occur at the
same time. It can be noticed that differences between the two
data sets may arise, particularly in January, February, April,
August and September for this particular year. This bias is
always in the same direction: on a daily scale, ERA-I tends
to underestimate the precipitation.
Moreover, it appears that the ERA-I-R data set is closer to
SAFRAN than the original ERA-I. The rescaling improves
the quality of the precipitation estimates. Although smaller
differences are observed between ERA-I-R and SAFRAN, it
can be noted that when the precipitation is more abundant
(in March, April, October 2001), ERA-I-R tends to overes-
timate the precipitation. Similar results are found for 2003
(not shown).
Figure 3 presents the same results as Fig. 2, except for
monthly precipitation, over the whole 1991–2008 period, and
is completed by Fig. 4, focusing on 2001 and 2003 with
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Table 2. Monthly precipitation over France for the 1991–2008 period as estimated by ERA-I and ERA-I-R vs. SAFRAN: performance of
the spatial repartition of precipitation (R2, mean bias (ERA-I/ERA-I-R minus SAFRAN) and RMSE, for 308 grid-cells).
Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
SAFRAN Mean Precipitation 83 65 67 78 80 66 64 69 86 99 100 94
(mm month−1)
ERA-I
R2 0.23 0.38 0.49 0.56 0.69 0.75 0.75 0.61 0.53 0.48 0.39 0.26
Bias (mm month−1) −23 −19 −19 −18 −17 −16 −18 −18 −21 −30 −31 −26
RMSE (mm month−1) 30 24 24 24 21 20 21 23 28 36 38 34
ERA-I-R
R2 0.40 0.51 0.57 0.64 0.60 0.57 0.53 0.50 0.63 0.57 0.51 0.45
Bias (mm month−1) −11 −9 −13 −10 −8 −7 −8 −8 −9 −15 −15 −12
RMSE (mm month−1) 20 17 19 17 17 16 18 18 18 23 25 23
Fig. 3. Mean monthly precipitation over France for SAFRAN,
ERA-I and ERA-I-R over the period 1991–2008: from (top) 1991
to 1999, and from (bottom) 2000 to 2008.
all the considered precipitation products (SAFRAN, ERA-I,
ERA-I-R, GPCC and GPCP). Table 1 summarizes the ERA-I
and ERA-I-R scores for 2001, 2003, and for the whole 1991–
2008 period. Although the quality of the ERA-I precipitation
may vary from one year to another (Dee et al., 2011) depend-
ing on the availability of the assimilated observations (e.g.
satellite DMSP SSM/I brightness temperatures), the yearly
scores (not shown) obtained in this study do not present any
trend and do not vary much from one year to another. Indeed,
while satellite data are critical over the ocean, they have less
impact over land, where in situ observations are assimilated.
The square correlation coefficien between the daily pre-
cipitation estimates was computed for each ERA-I grid-cell
(308 R2 values) for the whole 1991–2008 period (6575 days)
and these coefficient were plotted in Fig. 5 (left). Figure 5
presents the annual mean bias between ERA-I and SAFRAN,
as well. The correlations obtained at the different grid points
are good over a large part of France (R2 > 0.6). Topography
is an issue as ERA-I does not perform very well, e.g., in the
Alps and in the Pyrenees (Fig. 1), particularly in the east-
ern Pyrenees, which present complex terrains. For most grid
cells, ERA-I underestimates precipitation. Also, this under-
estimation is larger in mountainous areas (Pyrenees, Alps).
The same comparison is shown in Fig. 5 for ERA-I-R. Re-
garding the R2 score, ERA-I-R performs better than the orig-
inal ERA-I for a large part of France (in the center and in the
north of France, in Corsica and close to the Atlantic ocean).
However, the rescaling does not improve (and even degrades)
the correlation in the eastern Pyrenees. Figure 5 illustrates
the bias reduction induced by the rescaling: the number of
grid cells with a low bias (less than 10 mm y−1) increases
and a number of points now present an overestimation of
the precipitation, especially in southern France, close to the
Mediterranean coast.
Figure 6 illustrates the spatial correlation of ERA-I and
ERA-I-R with SAFRAN monthly precipitation maps, for
four months (January, April, July, October) of 2001. Sim-
ilar results (not shown) are obtained for 2003 and over the
1991–2008 period. Figure 6 shows, again, that ERA-I tends
to underestimate precipitation. In July and in October 2001,
it can be noted that a few outlier grid cells present a partic-
ularly large underestimation. These grid cells are located in
the same region, depending on the weather situation, and cor-
respond to intensive precipitation events related to fin scale
processes occurring in mountainous areas. These processes
are not represented well by ERA-I. Table 2 details the spa-
tial performance of ERA-I and ERA-I-R on a monthly basis,
for the 1991–2008 period. Table 2 shows that for ERA-I, the
square correlation coeffici nts vary from 0.23 (in January) to
0.75 (in June and July). With ERA-I-R, R2 varies from 0.40
(in January) to 0.64 (in April). Also, the bias and RMSE vary
from one month to another. The 18-year evaluation of ERA-I
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Fig. 4. Mean monthly precipitation over France for SAFRAN, ERA-I, ERA-I-R, GPCC and GPCP: (left) 2001, and (right) 2003.
Fig. 5. Daily precipitation estimates over the 1991–2008 period: (top) ERA-I and (bottom) ERA-I-R vs. SAFRAN in terms of (left) temporal
correlation (R2), (centre) mean bias and (right) mean relative bias (mean bias/mean precipitation value).
and ERA-I-R shows that the biases on precipitation depend
significantl on the precipitation amount. At summertime,
when the monthly precipitation presents low values, the bi-
ases are smaller. On average, ERA-I and ERA-I-R under-
estimate the reference SAFRAN data by 27% and by 13%,
respectively.
In order to assess the quality of ERA-I and ERA-I-R, rel-
ative to other global precipitation estimates, a comparison
with the GPCC and GPCP data sets was performed. Figure 4
shows the mean monthly precipitation for 2001 and 2003, for
all these data sets (SAFRAN, ERA-I, ERA-I-R, GPCP and
GPCC). Both GPCC and GPCP monthly estimates are closer
to SAFRAN than ERA-I (either rescaled or not). Table 3
presents the scores obtained for this comparison (2001, 2003,
and the whole 1991–2008 period) and shows that the correla-
tion between GPCC, GPCP and SAFRAN (on a monthly ba-
sis) is very good and that the bias is small. ERA-I is rescaled
with GPCP data but it can be noticed that the mean an-
nual bias (for 2001 and 2003) between GPCP and SAFRAN
is still smaller than the mean bias between ERA-I-R and
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Fig. 6. Spatial correlation of the monthly precipitation data from ERA-I and ERA-I-R (308 grid-cells) with SAFRAN, in January, April,
July, and October 2001.
Table 3. Representation of the seasonal variability in large scale precipitation products over France: mean monthly bias (large scale prod-
uct minus SAFRAN), RMSE and squared correlation coeffi ient, for ERA-I, ERA-I-R, GPCC and GPCP with respect to SAFRAN data
precipitation. Years 2001, 2003 are considered, together with the 1991–2008 period (ERA-I, ERA-I-R, GPCP) or the 1991–2007 period
(GPCC).
Year Score ERA-I ERA-I-R GPCC GPCP
2001
R2 0.955 0.991 0.995 0.972
Bias (mm month−1) −22.5 −11.2 −5.7 −1.7
RMSE (mm month−1) 24.3 11.7 6.6 6.2
Mean Precipitation (SAFRAN) 1032 mm in 2001
2003
R2 0.984 0.989 0.993 0.980
Bias (mm month−1) −18.1 −7.7 −2.7 3.1
RMSE (mm month−1) 19.4 8.7 3.7 5.3
Mean Precipitation (SAFRAN) 810 mm in 2003
[1991–2008] R2 0.953 0.982 0.993 0.974
or Bias (mm month−1) −21.4 −10.4 −4.0 0.5
[1991–2007] RMSE (mm month−1) 23.7 11.7 5.6 5.9
Mean Precipitation (SAFRAN) 951 mm on average for [1991–2008]
SAFRAN. Over the 1991–2008 period, GPCP only slightly
overestimates (0.5 mm month−1) precipitation in compari-
son to SAFRAN. Note that while the GPCP/GPCC data
sets offer invaluable verificatio material for precipitation,
only high temporal and spatial resolution data sets (such as
SAFRAN or ERA-I) can be used for land surface modeling
applications.
3.2 ISR data
A comparison of three ISR products (ERA-I, SAFRAN and
Brion) was performed. SAFRAN cannot be considered as
a reference data set for ISR, and the Brion ISR reference is
used in this section. The three estimates of the daily ISR over
the part of France where Brion data are available, for 2001,
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Fig. 7. Mean daily ISR over part of France where there are Brion
data (235 grid cells) for SAFRAN, ERA-I and Brion: from (top)
January to June 2001, and from (bottom) July to December 2001.
are presented in Fig. 7. Similar results are obtained for 2003
and over the 1995–2006 period (not shown). At the scale
of the France domain, the three ISR estimates present sim-
ilar day-to-day variations. ERA-I correlates very well with
SAFRAN and Brion (R2 = 0.96 for SAFRAN and R2 = 0.98
for Brion). At wintertime, when the ISR is low, the 3 esti-
mates are almost the same, and the bias is close to zero. At
summertime, when the ISR is high, more differences are ob-
served between the three data sets. ERA-I clearly has higher
values from February to September. Figure 8 presents the
same comparison but for a monthly time step, over the 1995–
2006 period, and illustrates the rather large difference be-
tween ERA-I and Brion at summertime. The corresponding
scores are listed in Table 4. It can be noted that the differ-
ence between ERA-I and SAFRAN is higher than between
ERA-I and Brion. ERA-I tends to overestimate the ISR,
which is consistent with the underestimation of the precipita-
tion found in Sect. 3.1. Over the 1995–2006 period, the mean
overestimation of the monthly ISR by ERA-I represents 7%
of the reference Brion estimates. Although SAFRAN tends
to underestimate the ISR, it correlates well with the other
estimates.
The square correlation coefficien between ERA-I and
SAFRAN time series (daily time step) with Brion, and the
mean bias, were calculated for each ERA-I grid cell for the
1995-2006 period and were plotted in Fig. 9. ERA-I cor-
relates better than SAFRAN with the reference Brion prod-
uct. In coastal regions close to the Atlantic ocean and to
the Mediterranean Sea, where SAFRAN correlates less with
Brion (R2 < 0.98 in Fig. 9) higher correlations of ERA-I with
Brion are observed. The same trend is observed in the centre
Fig. 8. Mean monthly ISR over part of France where there are
Brion data (235 grid cells) for SAFRAN, ERA-I and Brion over the
period 1995-2006: from (top) 1995 to 2000 and from (bottom) 2001
to 2006.
of France. In general, ERA-I correlates very well with Brion
(R2 > 0.99 for a large part of France). Correlations between
ERA-I and SAFRAN are lower in mountainous areas and in
Corsica, but still good: R2 values are higher than 0.90 in
the Alps and higher than 0.96 in the other mountainous areas
and in Corsica. Consistent with Fig. 8, SAFRAN and ERA-I
tend to underestimate and overestimate the ISR, respectively,
with respect to the Brion ISR. However, fewer ERA-I esti-
mates are affected by a large bias: 8% and 1.4% of the grid
cells present a mean bias lower than −20 Wm−2 or greater
than 20 Wm−2, for SAFRAN and ERA-I, respectively. The
difference between ERA-I and Brion is relatively small ex-
cept for Brittany, where ISR is more badly overestimated.
The comparison between SAFRAN and ERA-I shows that in
the Alps, ERA-I tends to underestimate ISR while it overes-
timates the values in Corsica and in the Pyrenees.
Table 4 shows the ERA-I or SAFRAN scores with respect
to the Brion ISR.
3.3 Air temperature, air humidity and wind speed
Quintana-Segui et al. (2008) found that the SAFRAN surface
air temperature and relative humidity were well reproduced,
presenting no bias. Wind speed was also well reproduced,
however it was underestimated by SAFRAN with a mean
bias of −0.3 m s−1.
Table 5 presents a comparison (annual bias, RMSE and
square correlation coefficient between ERA-I and SAFRAN
for three atmospheric variables (Ta, qa and wind speed) spa-
tially averaged over France for the 1991–2008 period. In
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Table 4. Average ISR over the France domain where Brion dara are available, in 2001, 2003, and over the 1995–2006 period: mean bias
(ERA-I minus other data sets), RMSE and squared correlation coefficien for ERA-I and SAFRAN with respect to Brion data (based on daily
values), and RMSE and squared correlation coefficien for the spatial repartition of the average annual ISR (for 308 grid cells).
Year Score ERA-I SAFRAN Comparison type




Bias (Wm−2) 8.2 −8.5
RMSE (Wm−2) 18.1 18.1
Mean ISR Brion 140 Wm−2
2003
R2 0.97 0.96
Bias (Wm−2) 9.1 −9.1
RMSE (Wm−2) 18.8 20.2
Mean ISR Brion 152 Wm−2
[1995–2006]
R2 0.97 0.95
Bias (Wm−2) 9.7 −6.1
RMSE (Wm−2) 19.8 19.4
Mean ISR Brion 142 Wm−2
2001
R2 0.91 0.63
Spatial (235 grid cells)
RMSE (Wm−2) 9.7 12.4
2003
R2 0.82 0.54
RMSE (Wm−2) 10.0 12.6
[1995–2006]
R2 0.89 0.58
RMSE (Wm−2) 10.6 11.1
order to investigate the difference in Ta and qa bias, through-
out the diurnal cycle, the comparison analysis was made at
00:00, 06:00, 12:00 and 18:00 UTC. The ERA-I Ta and qa
correlate very well with SAFRAN, with R2 > 0.97, and the
mean difference between the two data sets over France is rel-
atively small.
At the scale of the whole country, ERA-I tends to over-
estimate Ta at 00:00, 06:00 and 18:00 UTC while it tends
to underestimate this quantity at 12:00 UTC. That implies
that ERA-I tends to reduce the diurnal cycle of Ta. This
tendency is partly due to the ERA-I Ta considered in this
study at 10 m and not at 2 m like in SAFRAN. At nighttime,
the surface radiative cooling induces slightly lower Ta close
to the soil than at 10 m above the soil, and this is consis-
tent with the biases obtained at 00:00, 06:00 and 18:00 UTC.
On the contrary, Ta increases more quickly during the day
(e.g. at 12:00 UTC) at 2 m than at 10 m. In order to assess
the impact of comparing SAFRAN and ERA-I Ta at differ-
ent heights, the ERA-I Ta values at 2 m were investigated for
the year 2001. The ERA-I diurnal cycle amplitude at 2 m
is indeed closer to SAFRAN. However, a reduction in the
diurnal cycle of Ta remains and this implies that this effect
is not totally linked to the difference in height. While, in
2001, the ERA-I 10 m diurnal amplitude of Ta is reduced
by 1.6 K, the ERA-I 2 m diurnal amplitude is reduced by
0.7 K: ERA-I overestimates (0.5 K on average) Ta at 00:00
and 06:00 UTC and underestimates (0.2 K on average) this
quantity at 12:00 UTC. At 18:00 UTC, ERA-I and SAFRAN
Ta at 2 m are similar. The same comparison was performed
for grid cells where ERA-I and SAFRAN altitudes are very
close (difference <10 m, 44 points in France). Over these
points, the same 0.7 K reduction in the diurnal amplitude
is observed, showing that the remaining diurnal bias is not
caused by differences in altitude. At the grid cell level, more
specifi information regarding the bias between SAFRAN
(2 m) and ERA-I (10 m) over the 1991–2008 period can be
extracted from Fig. 10. Regarding Ta at 00:00, 06:00 and
18:00 UTC, ERA-I overestimates the values from 0.5 to 4 K
for a large part of France. At 00:00, this overestimation con-
cerns the whole France, except for the Pyrenees and Alps
piedmonts, where ERA-I tends to underestimate the values
from −0.5 to −4 K. At 06:00 and 18:00 UTC, the overes-
timation concerns particularly Brittany, the Atlantic coast,
mountains (Alps and Pyrenees), and southeastern France,
including Corsica. The overestimation is greater in moun-
tainous areas for the whole 1991–2008 period. SAFRAN
(8 km) and ERA-I (∼70 km) do not work at the same spa-
tial scale and for this reason, the topography is represented
better by SAFRAN than by ERA-I. In these areas, the over-
estimation of Ta is linked to the smoother ERA-I topography.
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Table 5. Average Ta, qa, wind speed and ISR for the whole France domain: ERA-I vs. SAFRAN (mean bias (ERA-I minus SAFRAN),
RMSE and R2), based on daily values over the 1991–2008 period, for Ta and qa at 00:00, 06:00, 12:00 and 18:00 UTC, for wind speed at
06:00 and 12:00 UTC, and for ISR at 12:00 UTC, over France.
Variable Time R2 Bias RMSE SAFRAN mean
annual value
Air Temperature
00:00 UTC 0.98 1.09 K 1.32 K 282.14 K
06:00 UTC 0.99 0.52 K 0.80 K 281.61 K
12:00 UTC 0.99 −0.48 K 0.83 K 287.49 K
18:00 UTC 0.99 0.58 K 0.82 K 285.63 K
Air Humidity
00:00 UTC 0.99 6.2.10−5 kg kg−1 2.9.10−4 kg kg−1 6.6.10−3 kg kg−1
06:00 UTC 0.99 1.3.10−7 kg kg−1 2.7.10−4 kg kg−1 6.6.10−3 kg kg−1
12:00 UTC 0.98 −4.7.10−4 kg kg−1 6.3.10−4 kg kg−1 7.2.10−3 kg kg−1
18:00 UTC 0.96 −4.7.10−4 kg kg−1 8.5.10−4 kg kg−1 7.3.10−3 kg kg−1
Wind Speed
06:00 UTC 0.94 0.95 m s−1 0.99 m s−1 2.5 m s−1
12:00 UTC 0.92 0.60 m s−1 0.81 m s−1 3.7 m s−1
ISR 12:00 UTC 0.93 23.9 Wm−2 69.2 Wm−2 442 Wm−2
At 12:00 UTC, ERA-I tends to underestimate Ta for a large
part of France (except for central regions) and particularly in
coastal regions (Atlantic and Mediterranean coasts and Cor-
sica). In some mountainous areas ERA-I overestimate Ta by
more than 4 K. The smoother ERA-I topography on moun-
tainous areas triggers higher Ta values throughout the diur-
nal cycle and has an clear impact on the spatial distribution
of the bias at 12:00 UTC.
Air humidity is not independent from air temperature.
When Ta increases, qa tends to be greater. In this study, air
humidity differences between SAFRAN and ERA-I correlate
with Ta differences (R2 = 0.65). Regarding the diurnal cycle,
the conclusions obtained for Ta are valid for qa and a slightly
smaller ERA-I diurnal cycle is observed, with a mean re-
duction of the diurnal amplitude of 5.3× 10−4 kg kg−1 (Ta-
ble 5). In 2001, the latter figur is 5.1× 10−4 kg kg−1. Con-
sistent with the results obtained for Ta, the analysis of the
ERA-I qa at 2 m, in 2001, presents a smaller reduction of
the diurnal amplitude, of 2.8× 10−4 kg kg−1. On average,
for the 1991–2008 period, ERA-I has virtually no air humid-
ity bias at 00:00 and at 06:00 UTC, but the spatial distribu-
tion of the bias is not homogeneous. The overestimation is
marked for 29% of France (especially in Corsica, in south-
eastern France and in mountainous areas), with a mean bias
of 5.7× 10−4 kg kg−1. Over other regions, ERA-I slightly
underestimates (mean bias of −2.3× 10−4 kg kg−1) air hu-
midity (Table 5). The same conclusions can be drawn for
12:00 and 18:00 UTC, except for Brittany and in southeastern
France (Mediterranean coast and Corsica) where the bias is
very small. In mountainous areas, where the ERA-I altitude
is smaller than the SAFRAN altitude, the ERA-I air humid-
ity tends to be higher, which is consistent with the impact of
altitude on air humidity. In other regions, it can be concluded
that the ERA-I air humidity is really close to SAFRAN.
Regarding wind speed, the correlation between ERA-I and
SAFRAN is good (R2 > 0.9). However, a rather large bias
is observed between the two estimates, of about 0.9 m s−1
at 06:00 UTC. ERA-I provides higher wind speed values in
a large part of France, except for mountainous areas and for
southwestern France where it slightly underestimates the val-
ues. However, it must be noted that SAFRAN tends to un-
derestimate wind speed by 0.3 m s−1, on average (Quintana-
Segui et al., 2008).
3.4 Performance of ERA-I and ERA-I-R over the
SMOSREX site
In order to investigate possible trends in the time series and
to compare SAFRAN and ERA-I over a long period of time,
the two data sets were studied at the grid-cell correspond-
ing to the SMOSREX site in southern France, for the 1991–
2008 period. Temporal trends from the SAFRAN data set
were studied over France by Vidal et al. (2010) for precipi-
tation and for minimum and maximum air temperature (Tmin
and Tmax), within the 1958–2008 period. They show that
for most grid-cells, precipitation trends are not significant
but that significan trends (either positive or negative) can
be detected, locally. While trends derived from reference
in situ observations are between 0.02 and 0.04 ◦C y−1 for
Tmin, and around 0.035 ◦C y−1 for Tmax, the values derived
from SAFRAN are more scattered (−0.04 to 0.06 ◦C y−1 for
Tmin and 0.01 to 0.08 ◦C y−1 for Tmax). Over the shorter pe-
riod considered in this study, the following results are found
with SAFRAN and ERA-I/ERA-I-R for the SMOSREX site:
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Fig. 9. Daily ISR estimates over the period 1995–2006: (top) ERA-I and (middle) SAFRAN vs. Brion and (bottom) ERA-I vs. SAFRAN in
terms of (left) temporal correlation (R2), and (right) mean bias.
no significan trend is found for precipitation, a signifi
cant increase is found for both Tmin and Tmax for SAFRAN
(0.073 ◦C y−1 and 0.036 ◦C y−1, respectively), and for ERA-
I (0.033 ◦C y−1 and 0.036 ◦C y−1, respectively).
Table 6 presents the comparison scores obtained for each
variable. Very good correlations are found between ERA-I
and SAFRAN for qa, incoming longwave radiation and ISR
(R2 > 0.7). Correlations are not as good for Ta, wind speed
(R2 ∼ 0.6), and precipitation (R2 ∼ 0.5). The precipitation
rescaling of ERA-I data slightly improves the correlation.
Regarding the bias, it is relatively high for ISR and precipi-
tation (difference greater than 15%). The rescaling reduces
the magnitude of the bias for the precipitation (for this site,
ERA-I-R overestimates the SAFRAN precipitation by 9.5%).
The mean biases for wind speed and air humidity are close to
−10% and are smaller for the incoming longwave radiation
(about −4%).
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Fig. 10. Daily Ta estimates over the period 1991–2008: ERA-I vs. SAFRAN in terms of mean bias, at (top and left) 00:00, (top and right)
06:00, (bottom and left) 12:00 and (bottom and right) 18:00 UTC.
Table 6. Performance of ERA-I for the SMOSREX site: mean bias (ERA-I minus SAFRAN), RMSE and square correlation coefficien for
the different atmospheric variables over the period 1991–2008 (with a daily time step), as compared with SAFRAN.
Score Air Wind Air Humidity Incoming Solar Incoming Precipitation Precipitation
Temperature Speed Radiation Longwave (ERA-I) (ERA-I-R)
Radiation
R2 0.69 0.64 0.96 0.84 0.74 0.51 0.55
Bias −1.2 K −0.3 m s−1 −8.9 10−4 kg kg−1 22.7 Wm−2 −12.9 Wm−2 −0.015 mm h−1 0.008 mm h−1
RMSE 4.6 K 1.2 m s−1 1.2 10−3 kg kg−1 44.9 Wm−2 23.5 Wm−2 0.14 mm h−1 0.15 mm h−1
Mean Annual Value 284.9 K 3.1 m s−1 7.8.10−3 kg kg−1 146.8 Wm−2 325.5 Wm−2 0.084 mm h−1 0.084 mm h−1
Relative Bias (%) – −9.7% −11.8% 15.5% −4.0% −17.9% 9.5%
3.5 Results of offline model simulations
Although ERA-I correlates well with the French SAFRAN
reference, differences are observed between the two data
sets. While the precipitation rescaling performed by
ECMWF reduced the mean bias by about 50%, no correc-
tion was proposed so far for the ISR. Although both ERA-I
and SAFRAN correlate very well with Brion (Sect. 3.2), the
difference between ERA-I and the reference Brion estimates
is larger than the difference between SAFRAN and the ref-
erence Brion estimates, especially at summertime. The bias
affecting the ERA-I and SAFRAN ISR, may have an impact
on soil moisture, LAI and other biophysical variables pro-
duced by land surface models forced by these ISR estimates.
The precipitation bias of ERA-I and ERA-I-R may also sig-
nificantl impact the simulations.
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Fig. 11. Impact of the use of different atmospheric forcings (SAFRAN, ERA-I, ERA-I-R) on the ISBA-A-gs simulations of (top) root zone
soil moisture and (bottom) leaf area index of the SMOSREX grassland in southwestern France (2001–2007).
An attempt was made to quantify the impact of errors in
the atmospheric forcing on the simulations of the ISBA-A-
gs model for the SMOSREX grassland. Fig. 11 shows the
impact of using ERA-I and ERA-I-R on the simulated LAI
and w2. Regarding w2, the ISBA-A-gs simulations forced
by ERA-I-R are much closer to the simulations forced by
SAFRAN than to the simulations forced by ERA-I. Figure
11 shows a large difference between the ERA-I and ERA-I-R
derived simulations of w2. Consistent with the underestima-
tion of precipitation by ERA-I (Table 6), w2 driven by ERA-I
is underestimated in comparison to w2 driven by SAFRAN
and ERA-I-R, at summertime and also, more often than not,
at wintertime. Concerning LAI, similar conclusions can be
drawn from Fig. 11. LAI is underestimated when ISBA-A-gs
is forced with ERA-I. Moreover, the leaf onset is systemati-
cally delayed. This is due to the increased drought limitation
to plant growth caused by the underestimated precipitation.
Table 7 presents the various ISBA-A-gs scores obtained
for soil moisture, LAI and surface flu es for the 2001–2007
period (Albergel et al., 2010b), with the different atmo-
spheric forcings (ERA-I and ERA-I-R) compared to the val-
ues obtained with the SAFRAN atmospheric data set. TheR2
value between ERA-I- and SAFRAN-derived simulations of
w2, wg , LAI and CO2 flu are improved by the use of the
ERA-I-R precipitation. The use of ERA-I-R, permits to re-
duce the bias for most variables, particularly for root-zone
and surface soil moisture, and for the sensible heat flu H .
On the other hand, the use of ERA-I-R precipitation tends to
increase the bias for the latent heat flu LE. It appears that the
precipitation rescaling improves the different R2 skill scores
for all the variables, especially LAI and the CO2 flux
This firs sensitivity study shows that the bias affecting the
ERA-I precipitation has a large impact on the simulation of
the different biophysical variables and flu es, including on
their mean value. The sensitivity of ISBA-A-gs to different
atmospheric forcings is analyzed further in Sect. 4.
4 Sensitivity analysis
4.1 Impact of ERA-I on simulated biophysical variables
The biases affecting the ERA-I/ERA-I-R precipitation and
the ERA-I ISR, may have a detrimental impact on the simu-
lation of biogeophysical variables (e.g., soil moisture, LAI)
and on the simulation of surface flu es. In Sect. 3.5, it
was shown that the use of different precipitation estimates
markedly impact the ISBA-A-gs simulations. In order to ver-
ify this result and to evaluate the impact of ISR on the ISBA-
A-gs simulations, a sensitivity study was performed. As
described in Sect. 2.5, a reference simulation derived from
the whole SAFRAN data set was altered using the ERA-I-R
precipitation and the ERA-I ISR. The comparison was per-
formed for the 2001–2007 period and is illustrated by Fig. 12.
In order to interpret the different ISBA-A-gs simulations gen-
erated using different atmospheric forcings, a cross-analysis
of Tables 6 and 7 has to be performed. This analysis is pre-
sented below for soil moisture, LAI, and surface flu es:
– w2: regarding the root zone soil moisture simulations,
the three curves of Fig. 12 are very similar. However,
the root-zone soil moisture obtained from SAFRAN
with ERA-I ISR tends to be lower than the refer-
ence SAFRAN simulation. This difference is more
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Table 7. Performance of the ISBA-A-gs model for the SMOSREX site over the 2001–2007 period with different atmospheric forcing data
sets (ERA-I, ERA-I-R): mean bias (SAFRAN minus other data sets), RMSE, R2 and NASH for various biophysical variables and flu es
obtained from the reference SAFRAN atmospheric forcing data on the SMOSREX site.
Score Biophysical variables Surface flu es
Atmospheric w2 LAI wg H LE F [CO2]
data set (Root zone soil (Leaf Area (Surface soil (Sensible heat (Latent heat (Carbon dioxyde
moisture) Index) moisture) flux flux flux
ERA-I
R2 0.82 0.61 0.64 0.62 0.71 0.07
Bias 0.030 m3 m−3 0.30 m2 m−2 0.029 m3 m−3 −9.7 Wm−2 −0.8 Wm−2 −0.293 µmolm−2 s−1
RMSE 0.039 m3 m−3 0.67 m2 m−2 0.054 m3 m−3 22.9 Wm−2 21.0 Wm−2 1.535 µmolm−2 s−1
NASH 0.27 0.50 0.47 – – –
ERA-I-R
R2 0.93 0.89 0.66 0.62 0.60 0.25
Bias 0.001 m3 m−3 −0.20 m2 m−2 0.004 m3 m−3 −6.4 Wm−2 −5.8 Wm−2 0.047 µmolm−2 s−1
RMSE 0.012 m3 m−3 0.38 m2 m−2 0.046 m3 m−3 24.8 Wm−2 26.9 Wm−2 1.311 µmolm−2 s−1
NASH 0.93 0.84 0.61 – – –
SAFRAN + ERA-I-R precipitation
R2 0.95 0.86 0.73 0.76 0.74 0.30
Bias −0.003 m3 m−3 −0.43 m2 m−2 −0.008 m3 m−3 4.8 Wm−2 −4.6 Wm−2 0.065 µmolm−2 s−1
RMSE 0.011 m3 m−3 0.58 m2 m−2 0.040 m3 m−3 16.1 Wm−2 20.5 Wm−2 1.317 µmolm−2 s−1
NASH 0.94 0.62 0.72 – – –
SAFRAN + ERA-I ISR
R2 0.97 0.94 0.91 0.60 0.63 0.59
Bias 0.008 m3 m−3 −0.12 m2 m−2 0.006 m3 m−3 −9.2 Wm−2 −0.9 Wm−2 −0.148 µmolm−2 s−1
RMSE 0.012 m3 m−3 0.26 m2 m−2 0.024 m3 m−3 25.8 Wm−2 23.5 Wm−2 0.926 µmolm−2 s−1
NASH 0.93 0.93 0.90 – – –
pronounced from August to November. Indeed, the pe-
riod from April to August is characterized by the overes-
timation of ISR by ERA-I. This tends to enhance evap-
otranpiration, resulting in a significantl dryer soil from
August to November. At wintertime and springtime,
when the ERA-I ISR is very close to SAFRAN, the two
simulations are similar. The use of the ERA-I-R pre-
cipitation data set, has an opposite effect on w2 and w2
is overestimated, consistent with the 7% overestimation
of the precipitation by ERA-I-R for this site (Table 6).
The impact on w2 of using the ERA-I-R precipitation
is shown in Table 7 by the scores of the SAFRAN +
ERA-I-R simulation. The impact is small. As shown by
Table 6, the ERA-I-R precipitation is slightly overesti-
mated and this bias produces a slight overestimation of
w2 (Table 7). The same comparison between SAFRAN
and SAFRAN + ERA-I ISR shows the impact of the
ERA-I ISR (overestimated by 22.3 Wm−2 on average),
with an underestimation of w2 of 0.008 m3 m−3, consis-
tent with the enhanced evapotranspiration (+3.4 Wm−2
on average). When all the ERA-I-R variables are used,
R2 is quite good (0.93) and the bias is very small
(0.001 m3 m−3). The overestimation of the ISR offsets
the impact of the overestimation of precipitation. On
the other hand, using ERA-I, which markedly underes-
timates precipitation, significantl degrades the scores.
In particular, w2 is underestimated. It can be concluded
that the underestimation of precipitation by ERA-I has
a marked impact on w2 and that the use of ERA-I-R
precipitation reduces this bias.
– LAI: the use of the ERA-I ISR has little impact on
the LAI simulations. The difference obtained with
SAFRAN with the ERA-I-R precipitation is more sig-
nificant with higher LAI values at summertime and dur-
ing the autumn. This is caused by the reduced drought
impact on LAI caused by the overestimated precipita-
tion. Table 7 shows that the use of different precipitation
estimates seems to have more impact on LAI (e.g. in
terms of R2 or Nash score) than on w2. The slight over-
estimation of the precipitation by ERA-I-R produces a
marked LAI overestimation (of 0.43 m2 m−2 on aver-
age). The use of the ERA-I ISR has less impact than the
use of the ERA-I-R precipitation. As for w2, much bet-
ter scores are obtained by the whole ERA-I-R than with
SAFRAN + ERA-I-R precipitation (e.g. Nash of 0.84
and 0.62, respectively, and a bias reduced by more than
50%). The explanation is less evident than for w2 since
both the overestimation by ERA-I of the ISR, and the
overestimation of ISR and precipitation tend to enhance
plant growth. It is likely that the use of the ERA-I Ta, qa,
and wind speed also impact the LAI simulations. As for
w2, the score difference between ERA-I and ERA-I-R
in Table 7 shows the positive impact of rescaling the
ERA-I precipitation.
– wg: except for the simulation using SAFRAN + ERA-I
ISR, surface soil moisture is quite affected by the use
of different atmospheric forcings. Precipitation has a
particularly large impact on this variable, and contrary
tow2 and LAI, the whole ERA-I-R simulation markedly
degrades the SAFRAN + ERA-I-R precipitation results.
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Fig. 12. As in Fig. 11, except for SAFRAN with ERA-I-R precipitation and SAFRAN with ERA-I ISR (2001–2007).
– H , LE, CO2 flu es: regarding the CO2 flux similarly
to LAI and soil moisture, it seems that the quality of
precipitation is more essential than the quality of ISR.
Regarding H and LE, a different response is observed,
with a larger impact of the ERA-I ISR. Overall, Fig. 12
and Table 7 show that the ERA-I ISR and precipitation
impact the ISBA-A-gs simulations. The surface flu es
(H , LE and F [CO2]) are more sensitive to changes in
the atmospheric forcing than w2 and LAI, and in gen-
eral, lower R2 values are obtained. The score difference
between ERA-I and ERA-I-R is particularly marked for
F [CO2].
Changes in precipitation affect all the simulations gener-
ated by ISBA-A-gs, while ISR more particularly affects H
and LE.
4.2 Impact of environmental conditions on ERA-I and
ERA-I-R
Correlations and biases obtained from the comparison be-
tween ERA-I (or ERA-I-R for precipitation) and the refer-
ence SAFRAN (or Brion for the ISR) data set, were analyzed
with respect to various factors, such as altitude, the difference
between the altitude used in the SAFRAN analysis and the
altitude used in ERA-I, cloud cover, and the mean monthly
or annual values of the considered variable.
Regarding the distance to coast, France presents several
coast lines (Mediterranean, Atlantic. . . ) with contrasting cli-
matic behaviors, and it was difficul to draw fir conclusions
on the impact of this factor. The bias or correlation maps of
the atmospheric variables (precipitation, Ta, qa, ISR. . . ) did
not show common features close to coastlines. On the other
hand, the grid-point altitude derived from SAFRAN may be
higher (up to +1143 m.) or lower (down to −390 m) than the
ERA-I altitude. It was found that this factor has significan
consequences on Ta and qa. A summary of the main finding
of the analysis is given below:
– Precipitation: no correlation was found between the
precipitation scores (bias, RMSE or R2) and the grid
points’ altitude. Annual and monthly biases of ERA-
I and ERA-I-R precipitation were compared with the
associated mean annual and monthly SAFRAN pre-
cipitation estimates (18 annual values, and 12× 18
monthly values). Figure 12 shows that for monthly
precipitation values, significan (F-test p-value close
to zero) correlations were found with R2 = 0.70 for
ERA-I and R2 = 0.28 for ERA-I-R. For annual pre-
cipitation values, a significan correlation was found
with ERA-I (R2 = 0.54, p-value< 0.001), but not for
ERA-I-R (R2 = 0.11, p-value> 0.05). In brief, the un-
derestimation of precipitation by ERA-I is more marked
for larger precipitation amounts (Fig. 13). The remain-
ing bias of the ERA-I-R monthly precipitation depends
on the precipitation amount, also, but to a lesser ex-
tent. The use of a long time series (1991–2008) per-
mits to map the standard deviations of the scores over
the France domain (not shown). For the precipitation
data, it is found that the inter-annual R2 variability is
small (the mean standard deviation of R2 over France
is 0.13) and fairly homogeneous over France. On the
other hand, the inter-annual variability of the bias is
more diverse and is larger in southern France (Corsica,
Pyrenees, the Alps and close to the Mediterranean Sea).
A possible explanation, for Mediterranean regions, is
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Fig. 13. Biases vs. reference values: (left) precipitation ERA-I and ERA-I-R biases vs. SAFRAN over the 1991–2008 period, (right) ISR
ERA-I and SAFRAN biases vs. Brion over the 1995–2006 period. Large and small dots are for annual and monthly values, respectively.
Regression lines correspond to monthly values.
that intense precipitation events occur more frequently
than in other areas. Figure 6 shows that, like ERA-
I, ERA-I-R markedly underestimates the most intense
precipitation events. Since ERA-I-R tends to overesti-
mate precipitation close to the Mediterranean Sea, more
frequent intense precipitation events tend to reduce the
mean annual bias. Therefore, the latter varies from one
year to another depending on the occurrence of intense
precipitation events. As the monthly bias on ERA-I-R
precipitation tends to increase with the monthly precip-
itation value, relative biases (ERA-I-R minus SAFRAN
precipitation, scaled by the SAFRAN precipitation)
were investigated. The relative biases are similar for
low and high precipitation values over France and, more
often than not, ERA-I-R underestimates precipitation
by about 10%. However, for the Mediterranean re-
gions close to the coast, ERA-I-R locally overestimates
precipitation, up to 79% on a monthly basis. In a
few mountainous areas close to Spain and Switzerland,
ERA-I-R underestimates precipitation, down to −49%
on a monthly basis. The most extreme values (either
negative or positive) of the relative biases are found in
the areas presenting the largest variability of the bias
from one year to another (see before).
– ISR: as for precipitation, the scores are not correlated
with altitude or with any surface characteristic, but the
monthly ERA-I bias correlates well (R2 = 0.79) with the
mean monthly ISR. In order to investigate the impact of
a possible misrepresentation of cloud cover by ERA-I,
the ISR biases were compared with the precipitation bi-
ases. Although no correlation could be found between
the two biases, it is likely that ERA-I tends to underesti-
mate the cloud cover, consistent with the overestimation
of the ISR and the underestimation of the precipitation.
More studies are needed to investigate the cloud cover
impact.
– Ta and qa: in contrast to precipitation and ISR, the al-
titude has a marked impact on the biases on Ta and
qa. The lapse rates (error per m height difference) are
7.10−3 K m−1 and 3.10−6 kg kg−1 m−1, for Ta and qa,
respectively. The biases were analyzed as a function of
the altitude difference between SAFRAN and ERA-I for
each ERA-I grid cell, at different times (00:00, 06:00,
12:00 and 18:00 UTC). Significan correlations are ob-
tained, especially at 12:00 and 18:00 UTC (R2 = 0.74
and R2 = 0.92 for Ta, and R2 = 0.54 and R2 = 0.53 for
qa, respectively). On average, for grid-points present-
ing about the same ERA-I and SAFRAN altitude, no
bias is observed for Ta, while ERA-I overestimates qa by
3.10−4 kg kg−1. When the SAFRAN altitude is greater
than the ERA-I altitude (mainly in mountainous areas),
ERA-I tends to overestimate both Ta and qa values.
– Wind speed: for wind speed, no relation could be found
between the ERA-I scores and the suspected environ-
mental conditions presented before.
4.3 Discussion and prospects
The sensitivity analysis shows that errors in forcing data
sets significantl affect the ISBA-A-gs flu and soil mois-
ture simulations. In particular, soil moisture is quite sen-
sitive to errors in precipitation. As soil moisture errors
strongly impact the runoff estimates (Decharme and Dou-
ville, 2007), improving precipitation estimates is essential
for hydrological applications. For this reason, even if the
GPCP rescaling improves the ERA-I precipitation estimates,
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more efforts should be made to reduce the remaining biases,
either positive or negative. In particular, ERA-I-R tends to
overestimate the precipitation in French coastal regions and
comparing ERA-I-R with GPCC over the whole Mediter-
ranean basin would be useful. Moreover, a more detailed
study of the ERA-I ISR data set could permit the establish-
ment of a link between the biases identifie in this study and
the cloud cover and, possibly, to propose an ISR rescaling.
Satellite-derived ISR values are now available operationally
(EUMETSAT LSA-SAF, 2011) and could be used to analyze
the ISR error over larger areas.
In order to complete the analysis performed in Sect. 4.1,
it would be interesting to consider other sites over France
and to compare these new results with those obtained in this
study for SMOSREX. These firs results did not show a dra-
matic impact of ISR on the biophysical variables simulated
for the SMOSREX site but more studies are needed to in-
vestigate the ISR bias effect, together with the precipitation
impact. Performing these simulations over the whole France
domain, would permit to assess the uncertainties in modeled
biophysical variables for various biomes and environmental
conditions.
5 Conclusions
ERA-I surface meteorological variables and a GPCP-
corrected version of ERA-I precipitation (ERA-I-R) were
compared with the SAFRAN high resolution atmospheric
analysis over France and with the Brion reference Incoming
Solar Radiation (ISR) product.
– The daily precipitation estimates produced by ERA-I
over France correlate well (R2 > 0.6 for 75% of France,
and R2 > 0.8 for 25% of France) with SAFRAN and are
underestimated by 27%. ERA-I-R is less biased (13%),
in comparison with SAFRAN.
– The Incoming Solar Radiation from ERA-I is close
to the Brion reference data set. The correlation is
very good (R2 > 0.98 for 75% of France). Whereas
SAFRAN underestimates the ISR by 5%, ERA-I over-
estimates the ISR by 6%.
– The precipitation product is less satisfactory in moun-
tainous areas, in Corsica and close to the Mediterranean
coast, where the correlations are less significan and the
biases are more pronounced.
– ERA-I underestimation and overestimation of precipita-
tion and ISR, respectively, tends to depend on the mean
precipitation or ISR associated values.
– Correlations are very high for Ta, qa and wind speed.
Using 10 m instead of 2 m Ta (and qa), tends to produce
slightly lower Ta (qa) around midday, and higher Ta at
night, at dawn and at dusk. The latter occurs over the
whole France domain and particularly in mountainous
areas. On the other hand, the underestimation at 12:00
UTC is not systematic: while ERA-I clearly underesti-
mates Ta in coastal regions (where ERA-I overestimates
the altitude in comparison to SAFRAN), ERA-I overes-
timates Ta in mountainous areas (where ERA-I under-
estimates the altitude).
– The ERA-I altitude underestimation in mountainous ar-
eas in comparison to SAFRAN altitude generates an
overestimation of Ta and qa in these regions.
– The impact of using ERA-I and ERA-I-R variables on
the biophysical variables simulated by the ISBA-A-
gs model over a grassland site in southwestern France
(SMOSREX) was assessed. It seems that changes in
precipitation impact more the simulations than changes
in ISR. However, more work is needed in order to ana-
lyze the impact of using ERA-I.
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II.2.3.  Conclusion 
 
Ce travail visait à étudier la qualité des forçages ERA-Interim sur la France, en 
utilisant comme référence les données SAFRAN. Les précipitations, les températures et 
humidités de l’air, la vitesse du vent et le rayonnement ont ainsi été analysés. Concernant 
les précipitations, l’étude a été menée sur les valeurs fournies par ERA-Interim (ERA-I) 
puis réitérée à partir d’un deuxième jeu de précipitations (ERA-I-R, toujours fourni par le 
CEPMMT) intégrant une correction basée sur les données mensuelles GPCP (Adler et al., 
2003). Les précipitations ERA-I et ERA-I-R, ont été comparées aux précipitations 
SAFRAN, au pas de temps journalier sur la grille régulière ERA-Interim de 0.5°. Cette 
comparaison a mis en évidence que les trois jeux de précipitations présentaient, pour un 
point de grille donné, une variabilité temporelle similaire. Ainsi, le coefficient de 
corrélation au carré (r²) obtenu entre les données SAFRAN et les données ERA-I d’une 
part et ERA-I-R d’autre part, est supérieur à 0.6 sur 75% du territoire français et supérieur 
à 0.8 sur 25% du territoire. Les corrélations sont moins significatives dans les régions 
montagneuses, en Corse et sur le pourtour méditerranéen. Malgré la bonne 
représentativité de la variabilité journalière des précipitations, les précipitations ERA-I 
sont sous-estimées en moyenne de 27% sur la France. La correction des précipitations 
ERA-I à partir des données mensuelles GPCP, permet d’améliorer sur certains points de 
grille la représentativité de la variabilité journalière, mais présente surtout l’avantage de 
diminuer en moyenne les biais de moitié (sous-estimation de 13% par rapport aux données 
SAFRAN). Pour compléter cette étude, ces 3 jeux de précipitations ont été confrontés au 
pas de temps mensuel, à l’échelle de la France entière, aux données mensuelles GPCP et 
GPCC (Rudolf et al., 2005), disponibles à l’échelle globale. Cela a permis de mettre en 
évidence qu’à ces échelles temporelle et spatiale, les corrélations obtenues entre GPCC et 
SAFRAN étaient meilleures que celles obtenues avec ERA-I, ERA-I-R et GPCP et que les 
biais entre ces deux jeux de données étaient moins importants, à savoir de l’ordre de 5%. 
Ce résultat peut être expliqué par le fait que GPCC n’utilise qu’une partie des observations 
de précipitations utilisées pour construire les analyses SAFRAN. 
Concernant le rayonnement solaire incident, cette étude a permis de montrer que 
les données ERA-Interim sont très proches des données de référence Brion. En effet, les 
corrélations obtenues entre les rayonnements ERA-I et Brion sont très bonnes (r²> 0.98 
sur 75% de la France). En été, ERA-Interim a tendance à sur-estimer les données de 
rayonnement alors que les données SAFRAN sont plutôt sous-estimées. Ainsi, en 
moyenne sur l’année, les rayonnements ERA-Interim sont sur-estimés en moyenne de 7% 
tandis que les rayonnements SAFRAN sont sous-estimés de 4%.  
Les températures et humidités de l’air, ainsi que les données de vitesses du vent ont 
été comparées aux données SAFRAN correspondantes. La comparaison a été plus difficile 
car les températures et humidités de l’air ERA-Interim sont données à 10 mètres (premier 
niveau de calcul du modèle du CEPMMT) alors que les données SAFRAN le sont à 2 
mètres. Cette différence de hauteur affecte le cycle diurne des températures et des 
humidités de l’air et génère des biais différents selon l’heure de la journée que l’on 
2.1 Verification of the new ECMWF ERA-Interim reanalysis over France 
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considère. Cependant, il a été possible de montrer que la simplification du relief par ERA-I 
affecte ces variables sur les régions montagneuses notamment et génère des biais.  
 
 
II.3.  Synthèse du chapitre 2 et conclusions  
 
Cette partie de la thèse a souligné l’importance de la qualité des données de 
forçages utilisées pour alimenter les modèles. Si des biais ont pu être mis en évidence lors 
de cette comparaison menée sur la France, notamment sur les données de précipitations et 
de rayonnement, il était important aussi à ce stade du travail, d’estimer leurs conséquences 
sur la qualité des simulations. Pour cela, une étude de la sensibilité aux forçages du modèle 
ISBA-A-gs a été présentée dans la dernière partie de l’article. Cette étude a consisté à 
simuler les différentes variables biophysiques et les flux à partir du modèle ISBA-A-gs et 
des forçages ERA-Interim d’une part et SAFRAN d’autre part, sur le site de mesure de 
SMOSREX. En fixant comme référence les simulations des différentes variables, obtenues 
à partir des données SAFRAN, il a été mis en évidence, que le biais existant sur les 
précipitations avait un impact plus fort sur les simulations que le biais sur le rayonnement 
solaire. Cette étude a aussi permis de mettre en évidence une forte sensibilité du modèle 
ISBA-A-gs aux forçages sur le site de SMOSREX. Ainsi, il a paru nécessaire d’élargir 
l’étude de sensibilité au territoire français, pour conclure plus précisément sur la 
sensibilité d’ISBA-A-gs à la qualité des forçages et sur la robustesse de nos simulations.  
Le chapitre III, ci-dessous, détaille cette étude. Le chapitre IV enfin, axé sur la 
simulation des débits, met en évidence la sensibilité des modèles couplés ISBA-TRIP et 
ISBA-A-gs-TRIP, aux données de précipitations.  
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L’étude de la qualité des forçages sur la France a montré que les biais les plus 
importants sont observés sur les données de rayonnement solaire incident et de 
précipitations. La description des bilans énergétique et hydrique à l’interface sol-
végétation-atmosphère a par ailleurs clairement mis en avant l’importance de ces deux 
variables dans le cycle hydrologique et donc dans la modélisation des variables de surface 
et des débits. L’impact des biais des forçages atmosphériques sur la modélisation des 
variables de surface est dépendante de l’amplitude de ces biais mais aussi de la sensibilité 
aux forçages du modèle de surface. Cette partie de la thèse évalue la sensibilité du modèle 
ISBA-A-gs aux données de forçage. Pour ce faire, les simulations de LAI et d’humidité du 
sol sont réalisées sur la France à partir du modèle ISBA-A-gs et de différents forçages. La 
méthode utilisée pour étudier la sensibilité du modèle ISBA-A-gs est explicitée ci-après.  
Le modèle ISBA-A-gs, décrit dans le paragraphe suivant, est utilisé dans les études 
menées dans le cadre de cette thèse. Il convient donc de donner quelques précisions sur 
l’architecture du modèle et les processus physiques qu’il utilise pour simuler les différentes 
variables biophysiques.  
 
III.1.  Le modèle ISBA-A-gs 
 
Le modèle ISBA-A-gs (Calvet et al., 1998) est une variante du modèle de surface 
ISBA qui présente la caractéristique de calculer la conductance de la canopée et le LAI 
(surface foliaire par unité de surface de sol), à partir du taux d’assimilation nette de CO2 
par la végétation.  
 
III.1.1.  Le modèle ISBA-standard 
 
Le modèle ISBA (Interaction Sol-Biosphère-Atmosphère) a été développé au 
CNRM par Noilhan et Planton (1989) et est décrit en détail par Mahfouf et al. (1995). La 
représentation du sol dans ISBA utilisée dans ce travail, repose sur une physique simple de 
type « bucket » (Manabe, 1969), utilisant la méthode « force-restore ». Dans cette approche 
décrite par Deardorff (1977,1978), le sol était initialement représenté par deux couches. La 
première représente une couche superficielle de surface, d’environ 1 cm d’épaisseur, avec 
un contenu en eau wg et une température Tg. La seconde représente une couche plus 
épaisse, incluant la zone racinaire, avec un contenu en eau w2 et une température T2, dont 
l’épaisseur dépend du type de végétation et de la nature du sol. La version initiale d’ISBA 
permet de caractériser la végétation à partir de 8 paramètres. Trois d’entres eux sont 
constants dans le temps. Il s’agit de la profondeur racinaire (d2), de la résistance stomatique 
minimale (rsmin) et de la contribution de la végétation au coefficient d’inertie thermique de 
la surface (Cv). Les cinq autres sont variables et dépendent principalement du cycle 
saisonnier. Il s’agit de la proportion de végétation (veg), du LAI, de la longueur de rugosité 
(z0), de l’albédo (α) et de l’émissivité (ε).  
3.1 Le modèle ISBA-A-gs 
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Depuis sa création, le modèle a évolué ce qui en fait aujourd’hui un modèle à la fois 
simple et complet au niveau des processus physiques qu’il modélise (bilan d’eau en surface 
et dans le sol, bilan d’énergie). En effet, ISBA est formé de plusieurs modules qui 
permettent de simuler les transferts d’eau et de chaleur à la surface du sol (sol, végétation, 
hydrologie de surface, neige) en n’utilisant qu’un nombre limité de paramètres pour 
décrire l’état du sol et les échanges entre le sol, la végétation et l’atmosphère. Dans le 
cadre de cette étude, le sol est décrit par trois couches (ISBA-3L, Boone et al., 2000). En 
plus des deux premières couches décrites précédemment, une troisième couche, plus 
profonde, est considérée. Cette couche, qui représente la partie plus profonde du sol (sous 
la couche racinaire), permet de décrire, de façon plus réaliste, les processus physiques des 




Figure 8. Schématisation des processus hydrologiques simulés par le modèle ISBA (basée sur 
Boone et al., 2000) 
 
Concernant l’hydrologie dans le modèle ISBA, certains aspects ont été nettement 
améliorés afin de mieux représenter les flux d’eau (ruissellement et drainage) à la surface 
et dans les sols. On peut citer en particulier l’introduction d’une répartition sous maille 
des précipitations (Decharme et Douville, 2006a) afin de mieux prendre en compte leur 
hétérogénéité sur une grande maille, la paramétrisation du ruissellement sous maille 
(Habets et al., 1999b), l’inclusion d’un drainage gravitationnel (Noilhan et Mahfouf, 1996), 
la prise en compte d’un profil exponentiel de la conductivité hydraulique en fonction de la 
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profondeur (Decharme et al., 2006) ou encore l’introduction du processus de drainage 
sous-maille (Habets et al., 1999b ; Etchevers et al., 2001). Des progrès ont aussi été réalisés 
dans la représentation de la neige (Douville et al., 1995) et du gel du sol (Boone et al., 
2000) ainsi que dans la discrétisation du sol suite à l’ajout d’une troisième couche 
hydrologique sous la zone racinaire (Boone et al., 1999).  
 
III.1.2.  Caractéristiques du modèle ISBA-A-gs 
 
La version A-gs (avec A pour assimilation nette de CO2 et gs pour conductance 
stomatique) est basée sur le modèle ISBA-standard et permet de calculer la conductance de 
la canopée de façon plus détaillée qu’avec la formulation de type Jarvis utilisée dans ISBA-
standard. Elle comporte également un module de croissance de la végétation qui permet 
de calculer l’évolution de l’indice foliaire (LAI) de la végétation. Le calcul de la 
conductance stomatique est tiré du modèle de Jacobs (1994) et repose sur le taux 
d’assimilation nette de CO2 par la végétation, en fonction de différents facteurs 
environnementaux limitants (rayonnement solaire, déficit de saturation de l’air en vapeur 
d’eau, température de surface, humidité du sol, concentration atmosphérique en CO2, 
etc.). Le calcul de la photosynthèse foliaire repose sur le modèle de Goudriaan et al. (1985) 
modifié par Jacobs (1994) et Jacobs et al. (1996). Cette paramétrisation est derivée d’un 
ensemble d’équations communément utilisé dans d’autres modèles de surface (Farquhar et 
al., 1980 pour les plantes en C3 et Collatz et al., 1992 pour les plantes en C4) et utilise les 
mêmes formules pour décrire les plantes en C3 et en C4, qui diffèrent donc simplement 
par leurs paramètres d’entrée. Par ailleurs, la pente de la courbe de réponse d’une feuille à 
l’assimilation nette de CO2 en fonction de sa concentration interne, est représentée par la 
conductance mesophyllienne (gm). Par conséquent, la valeur du paramètre gm est reliée à 
l’activité de l’enzyme Rubisco (Jacobs et al., 1996) qui, dans le modèle de Farquhar, est 
représentée par un paramètre qui décrit le taux maximal de carboxylation,VC,max. Le 
modèle ISBA inclut aussi une représentation détaillée du stress hydrique qui dépend de 
l’humidité du sol. Il existe alors deux types de réponse distinctes au stress, que ce soit pour 
les végétations herbacées (Calvet, 2000) ou pour les forêts (Calvet et al., 2004). Ces deux 
réponses dépendent de l’évolution de l’efficacité de l’utilisation de l’eau sous l’effet du 
stress. La première correspond à une tolérance au stress hydrique et la seconde correspond 
à un évitement du stress. Dans les deux cas, un déficit de l’humidité du sol se répercute sur 
gm, ce qui engendre la limitation de la photosynthèse pendant une phase de stress 
hydrique (Galle et al., 2009) conjointement avec d’autres facteurs environnementaux tels 
que la température des feuilles ou encore le déficit de saturation de l’air. Il est important 
de préciser que contrairement à la paramétrisation de type Jarvis, qui est utilisée dans la 
version ISBA-standard (Noilhan et Planton, 1989), les paramètres des points de grille 
hétérogènes ne peuvent pas être agrégés : les simulations sont alors réalisées par tuiles (i.e. 
une simulation par type de végétation). Noilhan et al. (2011) ont mis en évidence la valeur 
ajoutée des simulations réalisées par type de végétation et de l’approche A-gs sur la qualité 
des simulations atmosphériques régionales.  
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Conductance stomatique et assimilation nette de CO2 sont agrégés à l’échelle du 
couvert grâce à la description par un modèle de transfert radiatif de l’absorption du 
rayonnement solaire par le couvert végétal. 
Pour simuler l’évolution de la biomasse et du LAI, un modèle simple de croissance 
de la végétation est utilisé dans ISBA-A-gs. Il permet de convertir l’assimilation nette de 
CO2 par la plante en surface foliaire. Dans ce module de croissance et de mortalité, un LAI 
minimum est prescrit de manière à permettre à la plante d’assimiler du CO2 lorsque les 
conditions atmosphériques deviennent favorables à la photosynthèse. La croissance de la 
végétation démarre donc seulement dans ces conditions et il n’existe dans le modèle 
aucune paramétrisation conjointe de la phénologie. La figure 6 schématise le 
fonctionnement global du modèle ISBA-A-gs, en mettant en évidence ses données 
d’entrée et de sortie. Ainsi, pour résumer, la prise en compte de la concentration en CO2 
dans l’atmosphère en entrée du modèle ainsi que les simulations en sortie du flux de CO2, 
de la biomasse active et du LAI interactif, sont les principaux ajouts de la version A-gs par 
rapport à la version standard du modèle ISBA.  
 
Les versions ISBA-standard ou ISBA-A-gs, utilisées dans le cadre de cette étude, ne 
prennent pas en compte les effets anthropiques, comme par exemple les pratiques 
agricoles (semis, récoltes, irrigation).  
 
III.1.3.  La plate-forme de modélisation SURFEX 
 
Le modèle ISBA est une composante de la plateforme de modélisation de surface 
SURFEX (SURFace EXternalisée, Martin et al., 2007, Le Moigne, 2009) développée par 
Météo-France. SURFEX est utilisé aussi bien en recherche que pour des applications 
opérationnelles. SURFEX contient une description détaillée des processus physiques et 
biologiques liés au sol et à la végétation (ISBA et ses diverses configurations), des lacs 
(FLAKE, Mironov, 2008), des océans (Gaspar et al., 1991) et des villes (TEB, Masson, 
2000). SURFEX peut être utilisé en mode « offline » ou en mode « inline ». Le mode 
« offline » signifie qu’il fonctionne de manière découplée de l’atmosphère et est alors forcé 
par des analyses atmosphériques ou des observations météorologiques, ce qui est le cas 
dans cette étude puisqu’on utilise les réanalyses ERA-Interim. Le mode « inline » signifie 
qu’il est couplé avec un modèle atmosphérique (Sarrat et al., 2009). Plusieurs 
configurations du modèle ISBA sont disponibles dans SURFEX, dont la version A-gs. Dans 
le cadre de cette étude, plusieurs configurations ont été activées et comparées. Les 
simulations ont d’une part été réalisées à partir de la version standard du modèle ISBA et 
sont alors désignées par « STD » dans la suite du manuscrit. D’autre part, des simulations 
ont aussi été réalisées à partir du modèle ISBA-A-gs. Quand l’option A-gs est sélectionnée 
dans SURFEX, le module de représentation de la végétation interactive, permettant le 
calcul du LAI par le modèle, peut être activé ou non. Lorsqu’il ne l’est pas, et que par 
conséquent le LAI est prescrit de la même façon que pour STD, l’expérience est désignée 
par « AST » (nom de l’option à activer dans SURFEX et comportant la description détaillée 
du stress hydrique de Calvet (2000) et Calvet et al. (2004)). A l’inverse, lorsque le module 
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de végétation interactive est activé, l’expérience est alors désignée par « NIT » (option 
‘NIT’ à activer dans SURFEX, Calvet et Soussana, 2001, Gibelin et al., 2006).  
 
Dans cette partie de la thèse, on cherche à évaluer la sensibilité du modèle de 
surface ISBA-A-gs aux forçages atmosphériques pour la simulation du LAI et de l’humidité 
des couches racinaire et superficielle de sol. Pour cette raison, on utilise ici simplement les 
simulations réalisées en mode « offline » à partir du modèle ISBA-A-gs utilisé avec l’option 
NIT. L’intérêt de réaliser les simulations dans différentes configurations d’ISBA (STD, AST 
et NIT) est illustrée dans le chapitre 4.  
 
III.2.  Sensibilité aux forçages du modèle ISBA-A-gs sur la 
France 
 
III.2.1.  Description de la méthode et des données utilisées 
 
Des simulations par ISBA-A-gs du LAI et de l’humidité du sol sont réalisées à l’aide 
de plusieurs forçages atmosphériques et comparées. 
Une première approche a consisté à simuler le LAI, l’humidité du sol dans la 
couche racinaire et l’humidité superficielle du sol, avec le modèle ISBA-A-gs forcé par les 
données SAFRAN d’une part et par les données ERA-Interim d’autre part. Les simulations 
ont été réalisées sur toute la France sur la période 1991-2008. Trois jeux de précipitations 
ont été utilisés :     
- les précipitations ERA-I (ERA-Interim sans ajustement, marqué par un biais 
important) 
- les précipitations ERA-I-R (ajustement global basé sur GPCP, pouvant 
présenter des biais résiduels localement importants) 
- les précipitations ERA-I-RG : ces précipitations correspondent aux 
précipitations ERA-I-R débiaisées à partir des données mensuelles GPCC. 
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La première étape de cette étude a consisté à comparer les simulations obtenues à 
partir des 3 jeux de données ERA-Interim avec celles obtenues à partir des forçages 
SAFRAN. Seules les données de précipitations varient d’une simulation ERA-Interim à 
l’autre et les simulations obtenues à partir des forçages SAFRAN sont pris comme 
référence. La sensibilité du modèle ISBA-A-gs aux données de précipitations est analysée 
en comparant les différences obtenues entre les séries de variables (humidité du sol et 
LAI) simulées à partir des forçages ERA-Interim et celles simulées à partir des forçages 
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SAFRAN. Les scores utilisés pour caractériser ces différences, sont le coefficient de 
corrélation au carré, le biais et le RMSE (Root Mean Squared Error). La question est de 
savoir comment le modèle réagit lorsque l’on modifie les précipitations et de quelle 
manière les biais sur les précipitations se répercutent sur la qualité des simulations des 
variables biophysiques.  
 
La deuxième étape de l’étude a consisté à comparer les 4 séries de simulations de 
LAI obtenues précédemment à partir des forçages ERA-Interim et SAFRAN à deux jeux de 
produits satellitaires sur la France. La comparaison a été réalisée sur la période 2000-2007 
(période commune de disponibilité des données satellitaires) et les données issues de la 
modélisation ont été confrontées une à une aux produits satellitaires. Les deux produits 
utilisés dans le cadre de cette étude sont les données MODIS (Yang et al., 2006a et 2006b) 
et les données CYCLOPES (Baret et al., 2007). 
 
Les produits satellitaires MODIS 
 
Le LAI MODIS est extrait à partir d’un algorithme qui utilise la carte de 
d’occupation du sol MOD15A2 (De Kauwe et al., 2011) pour contraindre les sorties de LAI 
et qui repose sur un modèle stochastique de transfert radiatif (Knyazikhin et al., 1998). Ce 
modèle assimile des valeurs de réflectances dans le rouge et le proche infrarouge tout en 
tenant compte des incertitudes liées aux mesures dont celles d'ordre géométrique (angle 
de visée et d'illumination). Le LAI MODIS est disponible à une résolution spatiale de 1 km 
et à une fréquence temporelle de 8 jours. Les données utilisées dans cette étude 
correspondent à la Collection 5 des données de LAI MODIS et sont décrites dans De 
Kauwe et al. (2011). Cette production a fait l’objet d’une vérification par Ganguly et al. 
(2008) et est disponible sur la période 2000-2008.  
 
Les produits satellitaires CYCLOPES 
 
Le projet CYCLOPES a été mis en place dans le but de produire des variables de la 
végétation à l’échelle globale à partir de l’instrument SPOT/VEGETATION. Les variables 
d’intérêt ont été produites sur la période 1998-2007. Il s’agit du LAI, du FAPAR (Fraction 
of Absorbed Photosynthetically Active Radiation) et du FCover (Fraction of Vegetation 
Cover). Elles sont estimées par des algorithmes, en inversant le modèle de transfert radiatif 
SAIL (Verhoef, 1984). Cette inversion est réalisée à partir de réseaux de neurones 
préalablement étalonnés à partir de SAIL, et qui utilisent en entrée l’angle zénithal solaire 
à 10 heures locales et les réflectances rouge, proche-infrarouge et moyen-infrarouge 
normalisées au nadir. Le détail des algorithmes est présenté dans Baret et al. (2007). La 
résolution spatiale et la fréquence temporelle des données CYCLOPES sont 
respectivement de 1 km et de 10 jours. Le LAI CYCLOPES a fait l’objet d’une validation 
par comparaison à des mesures terrains et au LAI satellitaire MODIS (Weiss et al., 2007). 
CYCLOPES, qui produit un LAI effectif, présente des valeurs maximales de LAI plus 
faibles que les valeurs de LAI et observées in situ ou par d’autres satellites (Chen et al., 
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2005). Cependant, Weiss et al. (2007) et Lafont et al. (2012) ont montré que la variabilité 
temporelle du LAI CYCLOPE est proche de la variabilité temporelle du LAI MODIS. 
 
Des intercomparaisons des séries de LAI MODIS et de LAI CYCLOPES sont aussi 
décrites dans Garrigues et al. (2008) ainsi que dans Verger et al. (2009). 
 
Dans la dernière étape de ce travail, on a analysé plus en détail l’influence du 
rayonnement solaire et des précipitations sur les simulations de l’humidité de la couche 
racinaire du sol et du LAI. Cette étude a d’abord été menée plus spécifiquement sur les 
trois types de végétation prédominants en France. On a calculé et tracé le cycle annuel 
moyen pour les prairies, les forêts de décidus et les cultures en C3 à partir des données de 
LAI et d’humidité du sol simulées sur la période de 1991 à 2008, avec les forçages ERA-I, 
ERA-I-R et SAFRAN. Les cycles moyens annuels du LAI et de l’humidité de la couche 
racinaire du sol ont alors été comparés. Ensuite, l’étude a été menée sur les valeurs 
moyennes des variables. Il s’agit alors des moyennes pondérées en fonction de la fraction 
de végétation présente par point de grille. Quatre jeux de forçages, en plus des forçages 
SAFRAN ont été utilisés pour faire tourner le modèle ISBA-A-gs : 
 
- les forçages ERA-Interim (ERA-I). 
- les forçages ERA-Interim avec les précipitations ERA-I-R (ERA-I-R). 
- les forçages SAFRAN dans lesquels on a substitué les données de 
rayonnement par le rayonnement ERA-Interim (SAFRAN+ISR). 
- les forçages SAFRAN dans lesquels on a substitué les précipitations par les 
précipitations ERA-I-R (SAFRAN+PP). 
 
Afin d’évaluer l’impact du rayonnement et des précipitations sur les simulations de 
LAI et du contenu en eau de la couche racinaire, les simulations produites à partir des 
forçages SAFRAN ont été comparées à celles issues des 4 autres forçages. Ces comparaisons 
ont porté sur le cycle annuel moyen afin d’identifier les saisons durant lesquelles le 
modèle est sensible aux erreurs sur le rayonnement solaire incident et sur les 
précipitations. 
 
Les différents résultats obtenus sont présentés ci-dessous. 
 
III.2.2.  Mise en évidence des différences obtenues sur la simulation 
des variables de surface à partir des forçages SAFRAN et 
ERA-Interim sur la France 
 
Le tableau 1 montre les scores obtenus lors de la comparaison des simulations des 
différentes variables réalisées à partir des forçages ERA-Interim et SAFRAN. Ces scores 
sont calculés à partir de sorties journalières du modèle sur la période 1991-2008. La 
première remarque qui peut être formulée est que les différentes simulations obtenues à 
partir des forçages ERA-Interim et de différents jeux de précipitations ERA-I corrigés 
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et/ou débiaisés sont très cohérentes avec les simulations réalisées avec les forçages 
SAFRAN. En effet, quelle que soit la variable biophysique que l’on considère, les 
coefficients de corrélation au carré (r²) sont supérieurs à 0.8 voire à 0.9 pour le cas des 
humidités du sol, des couches racinaire et superficielle. Il a été montré dans l’article 
présenté dans le Chapitre 2 que la variabilité journalière des différentes variables 
atmosphériques ERA-Interim (précipitations, rayonnement, température et humidité de 
l’air, vitesse du vent) décrivait bien la variabilité journalière observée puisque les r² 
obtenus entre les données SAFRAN et les données ERA-Interim étaient très élevés. Les 
plus grandes différences étaient observées sur les données de précipitations et de 
rayonnement qui traduisaient correctement la variabilité journalière mais présentaient des 
biais par rapport aux données de référence considérées.  
 
Forçages Scores W2 (m3 m-3) Wg (m3 m-3) LAI (m2 m-2) 
r²  0.95 0.96 0.82 
Biais -0.016 -0.024 -0.357 
 
ERA-I 
RMSE 0.017 0.029 0.618 
r² 0.97 0.96 0.88 
biais -0.010 -0.016 -0.145 
 
ERA-I-R 
RMSE 0.012 0.023 0.431 
r² 0.98 0.95 0.91 
biais -0.008 -0.014 -0.042 
 
ERA-I-RG 
RMSE 0.010 0.020 0.346 
SAFRAN Moyenne 0.239 0.253 2.129 
 
Tableau 1. Scores (r², biais et RMSE) obtenus pour le LAI, w2 et wg simulés avec ISBA-A-gs 
et le jeu de forçages considéré d’une part et les données SAFRAN d’autre part. 
Les biais et RMSE sont donnés en m3 m-3 pour les humidités des différentes 
couches du sol et en m2 m-2 pour le LAI. 
 
Le tableau 1 montre que les biais existants entre les données SAFRAN et les 
différentes séries de données ERA-Interim engendrent des biais moyens sur l’humidité 
simulée de la couche racinaire de 0.016, 0.010 et 0.008 m3 m-3 lorsque les simulations sont 
respectivement réalisées à partir des précipitations ERA-I, ERA-I-R et ERA-I-RG. Les 
biais sont plus élevés sur l’humidité superficielle simulée et sont respectivement égaux à 
0.024, 0.016 et 0.014 m3 m-3. On relève enfin que des erreurs relativement fortes sont 
obtenues sur la simulation du LAI, avec des biais de 0.36, 0.15 et 0.04 pour les différentes 
simulations ERA-Interim.  
 
Dans un deuxième temps, les 4 séries de simulations de LAI utilisées 
précédemment ont été comparées aux produits satellitaires MODIS et CYCLOPES. La 
figure 9 représente les différents jeux de LAI considérés sur la période 2000-2003, même si 
les scores donnés par la suite sont calculés sur la totalité de la période 2000-2007, période 
sur laquelle les données MODIS et CYCLOPES sont disponibles. Cette figure se limite à la 
période 2000-2003 qui met à la fois en évidence une année humide (2002) et une année 
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Figure 9. Suivi journalier des LAI issus du modèle ISBA-A-gs forcé par SAFRAN, ERA-I, 
ERA-I-R et ERA-I-RG et des LAI satellitaires MODIS et CYCLOPES sur la période 2000-
2003 sur la France 
 
Les produits satellitaires ont tendance à saturer pour les grandes valeurs de LAI ce 
qui peut expliquer le fait que les LAI satellitaires soient plus faibles en été que les LAI du 
modèle. Des études ont montré que CYCLOPES présente des valeurs maximales de LAI 
plus faibles (saturation du signal pour des valeurs de LAI importantes) que les valeurs de 
LAI obtenues à partir d’autres algorithmes (Chen et al., 2005) et on s’attendrait donc à ce 
que la courbe des LAI satellitaires MODIS soit au-dessus de la courbe des LAI satellitaires 
CYCLOPES. Ce n’est pas le cas sur la figure 9. En regardant plus spécifiquement les cycles 
annuels moyens de LAI observés par CYCLOPES et MODIS sur la France sur une grille 
régulière de 8km (Lafont et al., 2012), on observe que sur les zones où les valeurs de LAI 
sont élevées (zones de forêts), les LAI issus de MODIS sont effectivement supérieurs à 
ceux produits par CYCLOPES. Sur les zones recouvertes majoritairement de végétation 
basse (zone de culture et de prairie), MODIS a tendance à observer des valeurs de LAI plus 
faibles que celles observées par CYCLOPES. Comme on observe en France davantage de 
régions recouvertes de végétation basse que de forêt, on a alors tendance à obtenir avec 
MODIS des maximums sur les cycles annuels de LAI inférieurs à ceux observés par 
CYCLOPES, lorsque l’on étudie des cycles végétatifs moyennés sur la France entière.  
 
Les années 2002 et 2003, présentent des cycles annuels de LAI très différents. 
L’année 2002 qui peut être considérée comme une année plutôt humide, présente une 
durée plus longue du cycle de LAI. L’année 2003, au contraire, correspond à une année de 
sécheresse sur une partie de la France, et la décroissance du LAI est plus rapide. Bien que 
les valeurs minimales et maximales ne soient pas les mêmes, les variations interannuelles 
des LAI satellitaires et des LAI issus du modèle ISBA-A-gs sont proches. Ainsi, tous 
suivent un cycle végétatif long en 2002 et les différentes courbes présentent les mêmes 
aspects et la même variabilité temporelle. De la même façon, les différents jeux de données 
s’accordent sur le comportement exceptionnel du LAI durant l’année 2003. Cette figure 
montre que le modèle arrive à décrire correctement les tendances observées par les 
satellites. Par ailleurs, on voit que les courbes de LAI simulé à partir de différents forçages, 
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sont distinctes. De façon générale, les précipitations ont un impact sur les valeurs fortes de 
LAI. En comparant à présent les données issues des forçages SAFRAN aux autres données 
de LAI, on voit que l’impact des forçages est plus marqué : le départ du cycle du LAI 
survient plus tard lorsque le LAI est simulé à partir des données SAFRAN et la courbe de 
la sénescence ne présente pas la même allure (c’est particulièrement visible en 2003).  
 
 
Data Scores SAFRAN ERA-I ERA-I-R ERA-I-RG 
r²  0.52 0.82 0.76 0.73 
 
CYCLOPES 
biais (m2.m-2) 0.45 0.05 0.29 0.39 
r²  0.55 0.80 0.75 0.72 
 
MODIS 
biais (m2.m-2) 0.53 0.14 0.38 0.47 
 
Tableau 2. Scores obtenus entre le LAI des simulations ISBA-A-gs forcées par les données  
atmosphériques SAFRAN, ERA-I, ERA-I-R et ERA-I-RG et les LAI satellitaires 
MODIS et CYCLOPES 
 
Comme le montre cette figure, les forçages impactent fortement les simulations du 
modèle ISBA-A-gs. Les simulations de LAI issues d’ERA-Interim sont plus proches des 
produits satellitaires que celles issues de SAFRAN.    
 
Le tableau 2 récapitule les scores (r² et biais) obtenus entre les différentes 
simulations du LAI par le modèle ISBA-A-gs et les données satellitaires MODIS et 
CYCLOPES sur la période 2000-2007. La corrélation obtenue entre les simulations 
réalisées à partir des forçages ERA-I et les LAI satellitaires est très bonne (r² > 0.7). Elle est 
d’autre part meilleure que pour les simulations issues de SAFRAN (r² = 0.52). Comme vu 
précédemment, l’interprétation des biais ne permet pas de conclure sur la qualité d’un jeu 
de données. Cependant, ils permettent de vérifier qu’en utilisant des précipitations moins 
biaisées par rapport à la référence SAFRAN en entrée de modèle, on produit en sortie des 
séries de LAI plus proches : il y a moins d’écart entre la valeur des biais obtenus entre les 
simulations SAFRAN d’une part et celles d’ERA-I-RG d’autre part, et les LAI satellitaires.  
 
III.2.3.  Sensibilité de la simulation du LAI et de l’humidité de la 
couche racinaire au rayonnement et aux précipitations 
 
Les graphiques de la figure 10 présentent les cycles moyens annuels de LAI obtenus 
sur la période 1991-2008 par type de végétation et pour un forçage donné. L’étude de 
sensibilité du modèle aux forçages est dans un premier temps menée sur les 3 types de 
végétation prédominants en France, à savoir les prairies, les forêts de décidus et les 
cultures en C3. Le LAI moyen journalier, obtenu à partir des forçages SAFRAN, ERA-I et 
ERA-I-R est représenté sur la figure 10.  
 
La figure 10 montre que les différences observées entre les 3 séries de simulations 
peuvent survenir à différents moments du stade végétatif : 
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- en avril, pour les patch « prairie » et « culture C3 », le départ du cycle du 
LAI a lieu à différents moments suivant le forçage utilisé en entrée du 
modèle ISBA-A-gs. En effet, si les 2 jeux de forçages ERA-Interim 
permettent de simuler un départ au même moment, les données SAFRAN 
ont tendance à retarder le départ du cycle de 15 jours environ sur certains 
types de végétation. 
 
- Entre juin et août, la valeur maximale de LAI varie d’une simulation à 
l’autre. Le LAI moyen maximum obtenu avec les forçages ERA-I est plus 
faible que celui obtenu avec ERA-I-R, caractérisé par des volumes de 
précipitations plus importants ; il est encore plus faible en comparaison aux 
simulations obtenues à partir des données SAFRAN. 
 
- En septembre, lors de la phase de sénescence, la décroissance du LAI diffère 
fortement en fonction des divers jeux de forçages. Ce résultat est 
particulièrement visible pour les forêts de décidus et dans une moindre 





Figure 10. Cycle annuel moyen du LAI simulé par ISBA-A-gs sur la période 1991-2008, pour 
trois types de végétation (prairie, culture en C3 et décidus), à partir des forçages ERA-I, ERA-
I-R et SAFRAN. Pas de temps journalier. Valeurs moyennes sur la France. 
 
La figure 11 met en évidence les différences obtenues sur le cycle annuel moyen 
entre les simulations ‘SAFRAN’ et les autres jeux de forçages, décrits précédemment. Il 
s’agit ici des différences journalières et le cycle annuel moyen est calculé à partir des séries 
de données simulées sur la période 1991-2008.  
 
La figure 11 montre que le rayonnement solaire (ISR) a un impact très fort sur le 
départ du cycle du LAI ainsi que sur la valeur maximale atteinte en moyenne en juillet. 
Concernant le départ du cycle, l’utilisation d’un rayonnement plus fort (ERA-Interim sur-
estime les valeurs par rapport aux rayonnements SAFRAN) en entrée du modèle génère 
un déclenchement plus précoce de la croissance de la végétation. Ainsi dès le mois de 
mars, le rayonnement ERA-Interim déclenche la croissance du LAI alors que le 
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rayonnement SAFRAN provoque un départ plus tardif (mois d’avril). Par ailleurs, le 
rayonnement plus important diminue la valeur maximale atteinte par le LAI en été. Lors 
de la sénescence, quelques différences sont aussi observées (courbe SAFRAN+ISR) mais à 
l’automne et en hiver, les biais observés entre les rayonnements SAFRAN et les 
rayonnements ERA-Interim sont proches de zéro. Ce résultat ne permet donc pas de 






Figure 11. Cycle moyen annuel des différences journalières obtenues entre le LAI simulé à 
partir du forçage SAFRAN et le LAI simulé à partir des forçages ERA-I, ERA-I-R, 
SAFRAN+ISR et SAFRAN+PP. Le cycle moyen est calculé sur la période 1991-2008 sur la 
France. La différence correspond à : (simulations LAI autre - simulation LAI SAFRAN) 
 
Les précipitations (courbe SAFRAN+PP et comparaison des courbes ERA-I et ERA-
I-R) influencent aussi la valeur maximale atteinte par la valeur de LAI et semble avoir 
surtout un fort impact en phase de sénescence. Ainsi, l’utilisation de précipitations sous-
estimées tend à réduire la valeur du LAI maximal atteint en été et tend surtout à 
déclencher une sénescence plus précoce et plus rapide.  
 
La même étude a été réalisée sur les simulations d’humidité de la couche racinaire 
(Figure 12 et 13). 
 
La figure 12 montre que l’utilisation de précipitations différentes en entrée de 
modèle a des répercussions sur l’humidité de la couche racinaire tout au long de l’année, 
même si la comparaison des courbes ERA-I et ERA-I-R ne fait pas apparaître de 
différences significatives au printemps. Les écarts entre des humidités du sol obtenues à 
partir des forçages SAFRAN et à partir des forçages ERA-I sont beaucoup plus prononcés. 
Sur les 3 patchs considérés, les divergences sont accentuées au printemps. Pour les patchs 
« prairie » et « forêts de décidus », elles sont aussi marquées en été. Nous avons vu 
précédemment que le rayonnement avait un fort impact sur la simulation du LAI. Pendant 
la phase de croissance du LAI, la plante a besoin d’un fort apport en eau et prélève donc 
cette eau dans la couche racinaire du sol par le biais de ses racines. En utilisant un 
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rayonnement plus fort au printemps, on génère un début de cycle végétatif plus précoce, 
et davantage de transpiration foliaire. Ce processus tend à assécher davantage la couche 
racinaire de sol au printemps. Ainsi, l’humidité de la couche racinaire, obtenue avec les 





Figure 12. Cycle annuel moyen de l’humidité racinaire, calculé sur la période 1991-2008, pour 
trois types de végétation (prairie, culture en C3 et décidus), à partir des forçages ERA-I, ERA-
I-R et SAFRAN. Pas de temps journalier. Valeurs moyennes sur la France. 
 
La figure 13 montre que les précipitations influencent de façon cohérente le 
contenu en eau de la couche racinaire tout au long de l’année. Ce résultat est sans surprise 
puisqu’un apport moindre en eau tout au long de l’année à la surface du sol génère une 






Figure 13. Idem figure 11 mais pour l’humidité du sol dans la couche racinaire  
 
 
Le rayonnement solaire incident plus élevé d’ERA-Interim a le plus d’impact en 
mai-juin avec un assèchement des sols plus rapide. Lors de la phase de sénescence de la 
3.2 Sensibilité aux forçages du modèle ISBA-A-gs sur la France 
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végétation, le modèle ISBA-A-gs est également sensible aux données de rayonnement. 
Plusieurs raisons peuvent expliquer de tels résultats : 
 
- La valeur de LAI, impactée par l’utilisation d’un rayonnement sur-estimé 
peut avoir des conséquences sur la quantité d’eau prélevée par la plante et 
donc sur la valeur de l’humidité de la couche racinaire. 
- Un rayonnement plus fort induit aussi des processus d’évaporation et 
d’évapotranspiration plus intenses et donc une réduction des contenus en 
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III.3.  Synthèse du chapitre 3 et conclusions 
 
Ce chapitre montre dans quelle mesure les simulations du modèle ISBA-A-gs sont 
sensibles aux incertitudes dans les données de forçages. Les biais dans le rayonnement 
solaire incident et dans les précipitations ont de fortes répercutions sur la simulation des 
variables biophysiques. Ce travail m’a permis de déterminer l’impact de l’utilisation des 
forçages ERA-Interim sur les simulations des variables biophysiques et de préparer les 
simulations sur l’Europe, l’Afrique du Nord et le Moyen-Orient, présentées dans le 
chapitre suivant.  
Les différences obtenues au cours de l’année entre les séries de simulations sont 
forcément dépendantes de l’amplitude du biais observé sur la variable de forçage 
considérée à un instant précis. Pour évaluer plus précisément la sensibilité propre du 
modèle ISBA-A-gs aux précipitations ou au rayonnement à chaque stade de 
développement de la plante dans le cas du LAI ou à une saison précise dans le cas de 
l’humidité du sol, il serait intéressant d’injecter en entrée du modèle un forçage avec un 
biais constant tout au long de l’année. Cette expérience permettrait de conclure plus 
justement sur la sensibilité du modèle ISBA-A-gs à toutes périodes de l’année.  
Cependant, dans le cadre de ce travail, il s’agissait avant tout de connaître 
précisément le jeu de données ERA-Interim utilisé pour simuler les variables biophysiques 
et les débits des cours d’eau, ainsi que les différences qu’il pouvait engendrer sur ces 
simulations à un instant donné. 
A signaler un autre aspect qui a simplement été abordé dans cette étude car hors 
périmètre mais qu’il serait intéressant de considérer dans le cadre d’une analyse plus 
précise de sensibilité du modèle ISBA-A-gs. Il s’agit de l’impact exact de l’utilisation d’un 
rayonnement surestimé sur les simulations des quantités d’eau évaporée et 
évapotranspirée, dans le modèle ISBA-A-gs. Des hypothèses ont été formulées dans cette 
partie, mais il serait intéressant d’approfondir encore l’étude pour vérifier leur pertinence. 
 
Par ailleurs, des travaux sont actuellement menés pour améliorer la description du 
transfert radiatif dans le modèle ISBA-A-gs, notamment l’impact de la fraction de 
rayonnement diffus sur la photosynthèse, ce qui pourrait permettre de réduire la 
sensibilité du modèle aux erreurs dans les données de rayonnement. 
 
Dans la suite, les données de rayonnement solaire sont utilisées sans correction. Les 
données de précipitations quant à elles, font l’objet d’une étude plus précise dans le cadre 
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La simulation à grande échelle des débits des cours d’eau présente un grand intérêt 
pour l’étude du climat. L’estimation de ces débits à grande échelle permet dans un premier 
temps d’appréhender l’évolution des ressources en eau associée au changement climatique 
global (Loaiciga et al., 1996). Par ailleurs, la connaissance des flux d’eau douce arrivant, à 
différentes échelles de temps, dans l’océan, est nécessaire à la modélisation de la salinité 
qui a des répercussions sur la circulation thermohaline et donc sur les conditions 
atmosphériques (Mysak et al., 1990 ; Schiller et al., 1997). Outre les applications dans le 
cadre d’études du changement climatique et de prévision saisonnière, pour l’anticipation 
et le suivi des périodes de crues et de sécheresses hydrologiques ainsi que pour la gestion 
des ouvrages hydrauliques, la simulation des débits est aussi un outil intéressant pour 
valider la description amont des bilans hydrique et énergétique, réalisée par les modèles de 
surface.  
Les simulations des débits ont été obtenues à partir du modèle de routage TRIP 
(Oki et Sud, 1998). Elles ont été réalisées sur la zone Europe-bassin méditerranéen sur la 
période 1991-2008. Ce travail a consisté à utiliser les bilans en eau simulés par ISBA et 
ISBA-A-gs en entrée du modèle hydrologique TRIP pour obtenir en sortie les données de 
débits (Figure 6).  
 
IV.1.  Outil de simulation des débits des cours d’eau : 
description du modèle hydrologique TRIP 
 
Le modèle de routage des fleuves TRIP a été développé par l’Université de Tokyo 
au Japon par Oki et Sud (1998) pour des applications à l’échelle globale. Il s’agit d’un 
modèle de routage hydrologique qui travaille à partir d’un réseau de rivières et de fleuves 
prédéfini (Oki et al., 1999). Ce réseau hydrique, défini à l’aide de méthodes automatisées 
et de corrections manuelles, est disponible aux résolutions de 1 et de 0.5 degré. Dans le 
cadre de cette étude, j’ai utilisé la résolution de 0.5° pour rester cohérent avec la résolution 
des forçages ERA-Interim et des simulations ISBA. Les aires de drainage des différents 
bassins versants sont définies à partir des mailles de TRIP. Les comparaisons entre les aires 
de drainage simulées par TRIP et celles observées en amont de 250 stations d’observations 
de débits dans le monde, font apparaître une erreur absolue de cette aire de plus ou moins 
20% et une erreur moyenne de 5%, à l’échelle globale. 
 TRIP est un modèle de routage linéaire à base physique simplifiée et n’est fondé 
que sur une seule équation bilan qui représente l’évolution temporelle de la masse d’eau, S 










où Qin et Qout, exprimés en kg.s-1, représentent respectivement le flux de masse entrant et 
sortant. Le flux entrant correspond à la somme du flux de masse sortant des mailles amont 
4.1 Description du modèle hydrologique TRIP 
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adjacentes et du ruissellement total simulé par le modèle de surface considéré (ici ISBA) 
multiplié par la surface de la maille TRIP. Le flux de masse sortant est estimé 
proportionnellement à la masse d’eau stockée et est fonction de la vitesse d’écoulement, v, 




vQout ×=  
 
Initialement, la vitesse d’écoulement était uniforme d’une maille à l’autre et sur 
l’ensemble du globe, et était égale à 0.5 m.s-1. Des développements récents effectués au 
CNRM pour des applications hydrologiques globales, ont permis de simuler une vitesse 
d’écoulement qui varie en fonction de la hauteur d’eau dans le cours d’eau via l’équation 
de Manning, ainsi qu’un délai de 30 jours pour l’alimentation du fleuve par drainage via 
l’introduction d’un réservoir profond. Ces améliorations sont décrites dans Decharme et 
al. (2010) et utilisées dans les simulations réalisées par la suite. Par ailleurs, les segments de 
rivière représentent la distance géographique entre chaque maille adjacente multipliée par 
un coefficient de méandrement. Il est actuellement considéré comme constant dans TRIP 
et égal à 1.4. Cette approximation revient à faire l’hypothèse qu’à faible résolution, les 
méandres des fleuves ne sont pas pris en compte lorsque l’on calcule la longueur des 




Figure 14. Schématisation du principe du système couplé ISBA-TRIP : le ruissellement de 
surface et le drainage profond s’écoulent respectivement dans la rivière et dans le réservoir 
profond. La rivière a une géométrie rectangulaire ce qui permet de simuler une hauteur d’eau 
et une vitesse d’écoulement (Source : Oki et al., 1999 ; Decharme, 2007).  
 
Le couplage de TRIP avec ISBA a préalablement été validé en mode forcé 
(Chapelon et al., 2002) avant d’être incorporé dans des modèles de circulation générale 
Chapitre IV : Analyse des débits simulés avec le modèle couplé ISBA-TRIP 
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avec pour but de fournir des flux d’eau douce réalistes aux exutoires des grands bassins 
fluviaux pour le modèle d’océan. Dans notre cas, il s’agit de qualifier le cycle hydrologique 
simulé grâce aux modèles de surface, en comparant les simulations de TRIP à des 
climatologies de débits observés disponibles sur l’Europe, le Moyen-Orient et l’Afrique du 
Nord.  
Des études récentes ont permis de simuler le processus d’inondation par 
débordement des fleuves dans le modèle TRIP (Decharme et al., 2008). Cette approche 
reprend la représentation sous-maille de la topographie pour déterminer les zones pouvant 
être inondées. Par ailleurs, l’impact des inondations sur les bilans, hydrique et 
énergétique, des surfaces continentales, simulés par les modèles de surface, est aussi 
représenté via le couplage des modèles. Ces développements n’ont pas été utilisés dans le 
cadre de cette étude. Par ailleurs, les effets anthropiques, tels que la présence de barrages 
ou l’irrigation, ne sont pas pris en compte dans le modèle hydrologique à grande échelle.  
 
IV.2.  Impact of precipitation and land biophysical variables on 
the simulated discharge of European and Mediterranean 
rivers 
 
L’étude sur les simulations de débits obtenues à partir du modèle TRIP, a fait l’objet 
d’un article qui a été publié dans la revue Hydrology and Earth System Sciences (HESS). 
Cet article est présenté dans la partie qui suit.  
 
IV.2.1.  Résumé de l’article 
 
 Afin de produire les données de débits nécessaires à l’étude, les simulations ont été 
réalisées sur l’Europe et le pourtour méditerranéen à partir des forçages ERA-Interim, 
fournis en entrée du modèle couplé ISBA-TRIP au pas de temps tri-horaire. Ces 
simulations ont été réalisées sur la période 1991-2008, sur la grille ERA-Interim de 0.5°.    
La première étape de ce travail a consisté à débiaiser les deux jeux de précipitation 
tri-horaires ERA-I et ERA-I-R à partir des données mensuelles GPCC et à étudier l’impact 
des précipitations sur les simulations de débits obtenues à partir du modèle ISBA-A-gs 
couplé au modèle TRIP. Les séries de débits ont alors été simulées à partir des 4 jeux de 
précipitations et leur confrontation aux données de débits observés disponibles sur le site 
du Global Runoff Data Centre (GRDC) a permis de montrer que le débiaisage des données 
de précipitations était nécessaire pour obtenir de bonnes simulations de débits sur la zone 
Europe.  
La deuxième étape de ce travail visait à quantifier l’impact de l’évapotranspiration 
et du LAI sur la simulation des débits des cours d’eau européens. Pour ce faire, trois 
configurations du modèle de surface ISBA ont été utilisées afin de produire les données de 
ruissellement total nécessaires au modèle TRIP pour simuler les données de débits des 
cours d’eau. Dans un premier temps, les représentations du processus d’évapotranspiration 
4.2 Impact of precipitation and land biophysical variables on river discharges 
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dans ISBA standard et ISBA-A-gs ont été comparées, à partir d’un cycle de LAI fixe, 
identique dans les deux modèles et basé sur les observations satellitaires utilisées dans 
ECOCLIMAP-II. Dans un second temps et pour connaître l’impact de l’utilisation d’un 
LAI pronostique (simulé directement par le modèle de surface) plutôt que d’un LAI 
prescrit (dérivé d’observations satellitaires), les données de ruissellement total nécessaires 
au modèle TRIP ont été simulées à partir du modèle ISBA-A-gs, utilisé dans deux 
configurations différentes : la première avec le LAI ECOCLIMAP-II prescrit et la seconde 
avec le LAI interactif. Ces deux comparaisons ont permis de montrer que la version 
standard d’ISBA permettait de mieux simuler les débits des cours d’eau européens au 
printemps alors que la version A-gs du modèle permettait de mieux les représenter en été 
et jusqu’à l’automne, durant la période d’étiage. D’autre part, le fait d’imposer un LAI 
satellitaire dans la version ISBA-A-gs permet d’obtenir de meilleures simulations de débits 
au printemps que celles obtenues avec la version ISBA-A-gs produisant un LAI interactif.  
La dernière étape de ce travail est abordée dans la partie discussion de l’article et 
s’intéresse plus précisément à la qualité des simulations sur les cours d’eau méditerranéens. 
La difficulté de cette étude réside dans le fait que peu de données observées sont 
disponibles sur cette zone précise. Cependant, un jeu de données (Ludwig et al., 2009) 
s’appuyant sur les observations disponibles et complété par des estimations basées sur des 
interpolations de données observées permet de conclure sur la bonne qualité des 
simulations.  
 
IV.2.2.  Article 
 
 
Szczypta, C., Decharme, B., Carrer, D., Calvet, J.-C., Lafont, S., Somot, S., Faroux, S. and 
Martin, E.: Impact of precipitation and land biophysical variables on the simulated 




Chapitre IV : Analyse des débits simulés avec le modèle couplé ISBA-TRIP 
Hydrol. Earth Syst. Sci., 16, 3351–3370, 2012
www.hydrol-earth-syst-sci.net/16/3351/2012/
doi:10.5194/hess-16-3351-2012




Impact of precipitation and land biophysical variables on the
simulated discharge of European and Mediterranean rivers
C. Szczypta, B. Decharme, D. Carrer, J.-C. Calvet, S. Lafont, S. Somot, S. Faroux, and E. Martin
Groupe d’e´tude de l’atmosphe`re me´te´orologique (GAME), URA1357, CNRS – Me´te´o-France, Toulouse, France
Correspondence to: J.-C. Calvet (jean-christophe.calvet@meteo.fr)
Received: 21 March 2012 – Published in Hydrol. Earth Syst. Sci. Discuss.: 24 April 2012
Revised: 23 July 2012 – Accepted: 22 August 2012 – Published: 20 September 2012
Abstract. This study investigates the impact on river dis-
charge simulations of errors in the precipitation forcing,
together with changes in the representation of vegetation
variables and of plant transpiration. The most recent Euro-
pean Centre for Medium-Range Weather Forecasts reanal-
ysis (ERA-Interim) is used to drive the Interactions be-
tween Soil, Biosphere, and Atmosphere–Total Runoff In-
tegrating Pathways (ISBA-TRIP) continental hydrological
system over Europe and the Mediterranean basin over the
1991–2008 period. As ERA-Interim tends to underestimate
precipitation, a number of precipitation corrections are pro-
posed. In particular, the monthly Global Precipitation Clima-
tology Centre (GPCC) precipitation product is used to bias-
correct the 3-hourly ERA-Interim estimates. This correction
markedly improves the match between the ISBA-TRIP sim-
ulations and the river discharge observations from the Global
Runoff Data Centre (GRDC), at 150 gauging stations. The
impact on TRIP river discharge simulations of various repre-
sentations of the evapotranspiration in the ISBA land surface
model is investigated as well: ISBA is used together with its
upgraded carbon flu version (ISBA-A-gs). The latter is ei-
ther driven by the satellite-derived climatology of the Leaf
Area Index (LAI) used by ISBA, or performs prognostic LAI
simulations. The ISBA-A-gs model, with or without dynam-
ically simulated LAI, allows a better representation of river
discharge at low water levels. On the other hand, ISBA-A-
gs does not perform as well as the original ISBA model at
springtime.
1 Introduction
Over the last decades, Europe was affected by severe drought
events. The drought of 2003 had a marked impact on agri-
culture and industry over Western and Central Europe (Ciais
et al., 2005; Vidal et al., 2010). In 2004 and in 2010, re-
spectively, severe droughts affected the Iberian Peninsula
(Garcı´a-Herrera et al., 2007) and Russia (Barriopedro et al.,
2011). Drought duration and location are variable but always
have economic, social and environmental impacts. As a re-
sult, it is necessary to understand these events and to predict
when and where they will occur. Even if no universally ac-
cepted definitio of drought exists (Tate and Gustard, 2000),
three consistent drought categories are frequently used and
have been define by Wilhite and Glantz (1985): meteoro-
logical drought (defici in precipitation), agricultural drought
(defici in soil moisture, and/or in Leaf Area Index – LAI)
and hydrological drought (e.g. defici in river discharge).
Modelling platforms including land surface models (LSMs),
forced by gridded atmospheric variables and coupled to river
routing models, represent efficien and powerful tools to un-
derstand the global hydrological cycle and to study differ-
ent drought types (Dirmeyer et al., 2006). While precipita-
tion data allow the evaluation of meteorological droughts,
LSMs coupled to runoff models are needed to characterize
agricultural and hydrological droughts, with simulated bio-
physical variables (LAI, surface and root-zone soil mois-
ture) fully consistent with surface flu (latent and sensible
heat flu es, CO2 flu es) and river discharge simulations. In-
deed, the LSM performance impacts the hydrological simu-
lations (Lohmann et al., 1998; Boone et al., 2004; Decharme,
2007; Balsamo et al., 2009). LSMs were significant y im-
proved over recent decades and can now be coupled with
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river routing schemes to understand the regional and global
water cycles (Du¨menil and Todini, 1992; Habets et al., 1999;
Oki et al., 1999; Decharme et al., 2006).
The Mediterranean basin will probably be affected by cli-
mate change to a large extent (Gibelin and De´que´, 2003;
Giorgi, 2006; Planton et al., 2012). The fourth assessment
report of the Intergovernmental Panel on Climate Change
(IPCC) emphasized that over Europe and Mediterranean ar-
eas, the annual mean temperature of the air is likely to in-
crease more than the global mean. In most Mediterranean
regions, this trend would be associated with a decrease in an-
nual precipitation (Christensen et al., 2007). In this context, it
is important to build monitoring systems of the land surface
variables and of the hydrological variables over this region,
able to describe extreme climatic events such as droughts
and to analyze their severity with respect to past droughts.
In the framework of the HYMEX (HYdrological cycle in the
Mediterranean EXperiment) project (HYMEX White Book,
2008) and particularly with the aim of simulating hydro-
logical droughts over the 1991–2008 period, river discharge
simulations were performed with the ISBA (Interactions be-
tween Soil, Biosphere, and Atmosphere) LSM (Noilhan and
Planton, 1989; Noilhan and Mahfouf, 1996) coupled with the
Total Runoff Integrating Pathways (TRIP; Oki et al., 1997)
model over Europe and the Mediterranean basin. The ISBA
LSM was developed at Me´te´o-France to describe the land
surface processes in weather forecast and climate models.
ISBA uses a limited number of parameters, mapped accord-
ing to the soil and vegetation types provided by the global
1 km× 1 km resolution ECOCLIMAP land cover and look-
up table database (Masson et al., 2003). The European Cen-
ter for Medium range Weather Forecasts (ECMWF) ERA-
Interim (ERA-I) gridded atmospheric reanalysis (Simmons
et al., 2007; Dee et al., 2011) was used to drive the coupled
ISBA-TRIP continental hydrological system.
The river discharge simulated by the ISBA-TRIP system
results from the following water flu es: (1) the ERA-I pre-
cipitation, and (2) the simulated soil moisture changes, evap-
otranspiration, surface runoff and drainage. Therefore, pro-
vided bias-corrected precipitation data are used (Fekete et al.,
2003), and that errors caused by the coarse resolution spa-
tial average of the atmospheric forcings combined with the
non-linearity in the hydrological response are not too large
(Van Dijk and Renzullo, 2011), the simulated river fl w can
be used for the intercomparison of LSM simulations (Boone
et al., 2004). Szczypta et al. (2011) have shown that, over
France, the ERA-I precipitation correlates very well with the
SAFRAN (Syste`me d’Analyse Fournissant des Renseigne-
ments A la Neige) analysis (Quintana-Segui et al., 2008)
based on a dense network of in situ observations. However,
ERA-I tends to markedly underestimate the precipitation, by
27 % on average. Photiadou et al. (2011) have shown that the
underestimated ERA-I precipitation leads to underestimated
river discharges.
The two major objectives of this study are (1) to reduce
the bias of the ERA-I precipitation using ancillary data and
validate the bias-corrected precipitation through river dis-
charge simulations, and (2) to test different LSM configura
tions driven by the best available atmospheric forcing. First,
the ERA-I precipitation bias is characterized over Europe and
the Mediterranean basin by comparing monthly ERA-I pre-
cipitation data with the monthly Global Precipitation Clima-
tology Centre (GPCC) product (Rudolf et al., 2005), which
is based on ground observations. The GPCC data are used
to bias-correct the ERA-I 3-hourly precipitation. The origi-
nal and the bias corrected ERA-I precipitation data sets are
used by ISBA-TRIP to produce river discharge simulations.
Following Decharme and Douville (2006b), the comparison
between these simulations and the Global Runoff Data Cen-
tre (GRDC) daily observations are used to assess the added
value of the bias-corrected ERA-I precipitation on the ISBA-
TRIP simulations. Second, the relevance of using different
precipitation field and versions of ISBA LSM (the standard
version or the CO2-responsive versions) is examined through
ISBA-TRIP simulations of river discharge. ISBA-TRIP sim-
ulations based on the bias-corrected ERA-I precipitation are
used to benchmark two versions of the ISBA model: the stan-
dard version and the ISBA-A-gs carbon version (Calvet et
al., 1998; Gibelin et al., 2006). The latter uses either the
same satellite-derived LAI climatology as the standard ISBA
or produces prognostic LAI estimates. The impact of these
LSM options and of LAI on the river discharge simulations
is evaluated.
After an overview of the different data sets, models, scores
and methods used in this study (Sect. 2), the results are pre-
sented in Sect. 3. The impact of precipitation on the runoff
model simulations over Europe is presented, together with
the impact of the carbon option of ISBA and LAI. These re-
sults are analyzed and discussed in Sect. 4, in relation to the
water balance of the Mediterranean basin. The main conclu-
sions of this study are summarized in Sect. 5.
2 Data and methods
Two independent sets of experiments were performed (Ta-
ble 1): evaluation of the river discharges derived with (1) four
different precipitation forcings, and (2) three different vege-
tation parameterizations.
2.1 Meteorological variables
The ERA-I atmospheric reanalysis is used in this study to
drive the coupled ISBA-TRIP system over the 1991–2008
period, at a spatial resolution of 0.5◦, corresponding to 8142
land grid cells over the considered area (see Fig. 1).
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Table 1. Description and references of the different configuration of the ISBA-TRIP river discharge simulations. It can be noted that ERA-






ERA-I-R X ISBA-A-gs ISBA-A-gs
ERA-I-G X ISBA-A-gs ISBA-A-gs
ERA-I-RG X X ISBA-A-gs ISBA-A-gs
STD X X Standard ISBA ECOCLIMAP-II
AST X X ISBA-A-gs ECOCLIMAP-II
NIT X X ISBA-A-gs ISBA-A-gs
Fig. 1. Mean number of GPCC rain gauges per grid cell
(0.5◦× 0.5◦) used to rescale the ERA-I precipitation data set over
the 1991–2008 period.
2.1.1 The ERA-I reanalysis
The ECMWF ERA-I reanalysis covers dates from 1 Jan-
uary 1979 and is updated in near-real-time (with a delay of
approximately one month). This data set is produced with
an atmospheric model using a sequential data assimilation
scheme based on 12-hourly analysis cycles. The available
observations are used together with the previous forecast
simulations to map the atmospheric field (air temperature,
wind speed, air humidity, atmospheric pressure). Further-
more, while producing a forecast, the atmospheric model
simulates a large variety of physical variables such as pre-
cipitation, turbulent fl xes, radiation fields and cloud prop-
erties. Even if these quantities are not directly observed, they
are constrained by the observations used to initialize the fore-
cast. All these forcing data were projected from the original
reduced Gaussian grid (of about 0.7◦× 0.7◦) to a 0.5◦× 0.5◦
grid, at a 3-hourly time step. A full description of the data
can be found in Simmons et al. (2007), and the assimilation
system is described in Dee et al. (2011).
A verificatio of the different ERA-I atmospheric vari-
ables was performed over France by Szczypta et al. (2011).
They found that, on average, the ERA-I precipitation is un-
derestimated by 27 % in comparison to the SAFRAN refer-
ence analysis based on thousands of rain gauges. A scale-
selective rescaling procedure correcting for the ERA-I 3-
hourly precipitation bias was implemented by ECMWF (Bal-
samo et al., 2010), based on the monthly accumulated pre-
cipitation provided by the Global Precipitation Climatol-
ogy Project (GPCP). The GPCP v2.1 product (Huffman et
al., 2009) is a monthly global climatology generated on a
2.5◦× 2.5◦ grid and available over the 1979–2009 period.
This data set is a merged product combining various obser-
vations related to precipitation, including satellite observa-
tions and rain gauge data, assembled and analyzed by the
Global Precipitation Climatology Centre (GPCC, Rudolf et
al., 2010) and by the Climate Prediction Center of the Na-
tional Oceanic and Atmospheric Administration (NOAA).
Note that GPCP v2.1 is an improved version of GPCP
v2.0, described in Adler et al. (2003). Hereafter, the GPCP
rescaled ERA-I precipitation will be referred to as ERA-I-R.
The ERA-I-R precipitation correlates much better with the
SAFRAN precipitation on a 3-hourly basis than ERA-I. Al-
though the ERA-I-R rescaling is performed on a monthly
basis using the GPCP precipitation, the correlation with
SAFRAN is computed for a 18-yr period, and for this reason,
the correlation coefficien can be improved by the monthly
bias correction (Sczcypta et al., 2011).
2.1.2 Bias-corrected ERA-I precipitation based on the
GPCC monthly product
The GPCC provides a global monthly precipitation analy-
sis at a 0.5◦× 0.5◦ resolution (GPCC v5) over the 1901–
2010 period (Becker, 2011). The GPCC monthly precipita-
tion product is based on ground observations from more than
70 000 rain gauge stations worldwide (Fuchs et al., 2009).
Its quality depends on the density of rain gauges used to
prepare the product. The GPCC network is relatively dense
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in Europe and in North America (Decharme and Douville,
2006b). Figure 1 presents the mean number of rain gauges
per grid cell (0.5◦× 0.5◦) used to generate the GPCC pre-
cipitation data set in the area considered in this study over
the 1991–2008 period. Over the considered area, 11 263 rain
gauges are used. While many rain gauges are used in Eu-
rope (especially in Germany), large parts of Russia, North
Africa, Turkey, and the Middle East present a low density
of in situ observations. Szczypta et al. (2011) showed that
while ERA-I-R underestimates precipitation by 13 % over
France, GPCC underestimates precipitation by 5 % only. In
this study, the GPCC product is used to correct the systematic
biases in the ERA-I and ERA-I-R 3-hourly reanalyses. The
ERA-I and ERA-I-R 3-hourly spatial and temporal distribu-
tions of precipitation are preserved, while the biases with the
monthly GPCC climatology are reduced. The hybridization
of the two data sets with GPCC is performed as in Decharme
and Douville (2006b):
P 3 hhybrid = P 3 hERA-I ×PmonthGPCC
/
PmonthERA-I . (1)
In arid/semi-arid regions and/or during the dry seasons, the
ERA-I (or ERA-I-R) monthly precipitation can be equal to
zero. In this case, no correction is done, and the correspond-
ing ERA-I-G (or ERA-I-RG) 3-hourly precipitation remains
equal to zero during the considered month, even if the corre-
sponding GPCC monthly precipitation is not equal to zero.
Hereafter, the bias-corrected ERA-I and ERA-I-R precip-
itations based on the GPCC monthly product are referred to
as ERA-I-G and ERA-I-RG, respectively (see Table 1).
2.2 The GRDC river discharge data base
The Global Runoff Data Center (GRDC, Koblenz, Germany,
2012) database is a collection of river discharge data at a
daily or monthly time steps from more than 8000 stations
worldwide. In this study, the GRDC daily data are selected
over the domain presented in Fig. 1, for the 1991–2008 pe-
riod, for sub-basins with drainage areas of at least 10 000 km2
and with a minimum observed period of 5 yr. This results
in 150 gauging stations, mainly located in Central, Eastern
and Northen Europe and in France (hereafter referred to as
“CNF”), as shown by Fig. 2 (red dots). Only one of these sta-
tions is located in North Africa (Algeria). For Southern Eu-
rope, the Middle East, and North Africa, i.e. for areas close
to the Mediterranean Sea and to the Black Sea (hereafter re-
ferred to as “MBS”), GRDC data from 46 gauging stations
are available over a past period (Fig. 2). The firs time series
starts in 1912 and for these stations, no data is available after
1994. Moreover, about half of the time series are available
at a monthly time step only. Therefore, the MBS stations are
used in this study to build a monthly climatology. Only sub-
basins with drainage areas of at least 5000 km2 and with a
minimum observation period of 10 yr are considered, except
for the time series of the Po basin in Italy, which covers a
6-yr period (1980–1985) only.
2.3 The SURFEX modelling platform
The SURFEX (SURFace EXternalise´e) modelling platform
(Le Moigne, 2009) includes the ISBA and the ISBA-A-
gs LSMs, coupled with the TRIP river routing model. The
LSMs simulate soil moisture and the associated surface
runoff and deep drainage. The latter two variables are used
by TRIP for the simulation of river fl w.
2.3.1 The ISBA LSM
ISBA uses the force–restore method of Deardoff (1977,
1978) to calculate the time variation of the surface energy
and water budgets (Noilhan and Planton, 1989). The soil hy-
drology is represented by three layers: a thin surface layer
with a uniform depth, a root-zone layer, and a deep soil layer
(Boone et al., 1999) contributing to evaporation through cap-
illarity rises. Also, the model simulates the water interception
storage and the snow pack evolution based on a simple one-
layer scheme (Douville et al., 1995). The deep drainage is
computed according to Noilhan and Mahfouf (1996).
ISBA also includes a comprehensive parameterization of
sub-grid hydrology to account for the heterogeneity of pre-
cipitation, infiltration topography and vegetation within each
grid cell. A TOPMODEL approach (Beven and Kirkby,
1979) has been used to simulate a saturated fraction
where precipitation is entirely converted into surface runoff
(Decharme et al., 2006). Infiltratio over frozen and un-
frozen soils is computed via two sub-grid exponential dis-
tributions of rainfall intensity and soil maximum infiltratio
capacity. Finally, a tile approach, in which each grid cell is
divided into a series of sub-grid patches, is used to repre-
sent land cover and soil depth heterogeneities. Distinct en-
ergy and water budgets are computed for each tile within a
grid cell and the relative fractional coverage of each surface
type is used to determine the grid-cell average of the vari-
ous output variables. More details can be found in Decharme
and Douville (2006a). The stomatal resistance of the veg-
etation is computed with a multiplicative model based on
Jarvis (1976), where a minimum stomatal resistance is di-
vided by stress functions representing the effect of solar ra-
diation, soil moisture stress, air humidity and air temperature.
The ISBA LSM uses a satellite-derived seasonal climatology
of LAI provided by the ECOCLIMAP look-up tables.
2.3.2 The ISBA-A-gs LSM
On the basis of ISBA, Calvet et al. (1998) developed ISBA-
A-gs, which is a CO2-responsive version of ISBA. This
model accounts for photosynthesis and its coupling with
stomatal conductance at the leaf level. According to the
model classificatio framework set out in Arora (2002), the
photosynthesis model within ISBA-A-gs is based on a soil–
vegetation–atmosphere transfer biochemical approach. The
representation of photosynthesis is based on the model of
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Fig. 2. (Left) overview of the available GRDC station locations over the considered area, for the 1991–2008 period in the CNF area and for
a past period in the MBS area (red and green dots, respectively); and (right) the stations for which the river discharge is presented in Figs. 7
and 11.
Goudriaan et al. (1985) modifie by Jacobs (1994) and Ja-
cobs et al. (1996). This parameterization is derived from the
set of equations commonly used in other land surface mod-
els (Farquhar et al., 1980, for C3 plants, and Collatz et al.,
1992, for C4 plants), and it has the same formulation for
C4 plants as for C3 plants, differing only by the input pa-
rameters. Moreover, the slope of the response curve of the
light-saturated net rate of CO2 assimilation to the internal
CO2 concentration is represented by the mesophyll conduc-
tance, gm. Therefore, the value of the gm parameter is re-
lated to the activity of the Rubisco enzyme (Jacobs et al.,
1996), while in the Farquhar model this quantity is repre-
sented by a maximum carboxylation rate parameter, VC,max.
The model also includes an original representation of the soil
moisture stress. Two different types of the plant response
to drought are distinguished, for both herbaceous vegetation
(Calvet, 2000) and forests (Calvet et al., 2004). The plant
response to drought is characterized by the evolution of the
water use efficien y (WUE) under moderate stress: WUE in-
creases in the early soil water stress stages in the case of
the drought-avoiding response, whereas WUE decreases or
remains stable in the case of the drought-tolerant response.
This is achieved through the parameterization of the impact
of soil-moisture on gm and on other parameters of the photo-
synthesis model. The approach for carbon allocation and for
phenology is specifi to the ISBA-A-gs model and is based
on a simple growth model driven by photosynthesis (Calvet
et al., 1998; Calvet and Soussana, 2001). The leaf biomass is
supplied with the carbon assimilated by photosynthesis, and
decreased by a turnover and a respiration term. LAI is in-
ferred from the leaf biomass multiplied by the specif c leaf
area ratio, which depends on the leaf nitrogen concentration
(Calvet and Soussana, 2001; Gibelin et al., 2006). A more
complex version of the model is able to describe the wood
biomass and carbon storage (Gibelin et al., 2008). The latter
is not used in this study as is has no impact on the LAI and on
the plant transpiration simulated by the simpler version. Note
that LAI can be either simulated by the model or prescribed
to the model using the ECOCLIMAP look-up tables.
2.3.3 The TRIP river routing model
TRIP was developed at the Tokyo University by Oki and
Sud (1998) and was recently coupled to the SURFEX sys-
tem (Decharme et al., 2010). TRIP converts the daily runoff
simulated by ISBA or ISBA-A-gs into river discharges. It
is a simple linear model based on two prognostic equations
for the water mass within each grid cell of the hydrological
network (Decharme et al., 2010). TRIP takes into account a
simple groundwater reservoir, which can be seen as a sim-
ple soil-water storage, and a variable stream fl w velocity as
proposed by Arora and Boer (1999). The groundwater out-
fl w is linearly related to the groundwater mass, G, through
a uniform and constant time delay factor, t . Changes in the
G reservoir do not represent the groundwater dynamics, but
permit the representation of the lagged contribution of the
groundwater fl w to the surface river reservoir within a par-
ticular grid cell: while the surface runoff produced by ISBA
directly supplies the rivers, the deep drainage produced by
ISBA is firs injected into the groundwater reservoir. In this
study, the latter supplies the rivers with a time delay fac-
tor of t = 30 days. The TRIP river parameters (slopes, river
width and length, etc.) are provided at a spatial resolution of
0.5◦. They are the same as those described in Decharme et
al. (2010) at a 1◦ grid cell resolution.
2.3.4 Experimental design
The simulations performed in this study are produced by
SURFEX version 6.2. SURFEX is driven by the 3-hourly
meteorological data described in Sect. 2.1, for the 1991–2008
period, at a 0.5◦ grid resolution. The year 1991 is run three
times in order to spin up the simulations. The simulations
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are based on the ECOCLIMAP-II (Faroux et al., 2009) land
cover map. The ERA-I-RG precipitation data are used to
force the three configuration of the ISBA LSM. Hereafter,
the simulations performed by the standard version of ISBA
are referred to as “STD” (see Table 1). ISBA-A-gs is used in
the two following configuration (Table 1):
– The annual cycle of LAI is provided by ECOCLIMAP-
II as a fi ed satellite-derived climatology, as for STD
simulations. This simulation is referred to as “AST” (A-
gs and the enhanced soil moisture stress option).
– ISBA-A-gs simulates daily LAI values. This simulation
is referred to as “NIT” (with a nitrogen dilution-based
representation of leaf biomass, in addition to the AST
capability).
The used global river channel network of the ISBA-TRIP
system has a spatial resolution of 0.5◦× 0.5◦. The compar-
ison between AST-TRIP and NIT-TRIP permits the assess-
ment of the impact of differences in the seasonal and in-
terannual variability of LAI on the river discharge simula-
tions. Indeed, the same representation of biophysical pro-
cesses and the same tiling approach are used in AST and NIT
simulations, except for constrained and unconstrained LAI.
On the other hand, the comparison between STD-TRIP and
AST-TRIP permits the benchmarking of ISBA and ISBA-
A-gs evapotranspiration flu es, because the two simulations
use the same LAI climatology and the same tiling approach.
As a component of the hydrological cycle, evapotranspira-
tion influence the soil moisture dynamics and the water flu
from the LSM to the TRIP river routing scheme. Therefore,
while comparing the GRDC observations with the TRIP river
discharge simulations forced by STD and AST permits the
assessment of the contrasting transpiration parameterization
used in ISBA and in ISBA-A-gs, the use of NIT allows the
evaluation of the LAI simulated by ISBA-A-gs.
2.4 Comparison between observed and simulated river
discharges
In this study, river discharge simulations are obtained from
(1) NIT-TRIP driven by the four different precipitation data
sets (ERA-I, ERA-I-R, ERA-I-G, ERA-I-RG) described in
Sect. 2.1.2, and (2) STD-, AST-, NIT-TRIP driven by ERA-I-
RG. The simulations are compared with the available GRDC
river discharge observations.
The comparison of the various precipitation data sets per-
mits the determination of:
– the precipitation impact on the river discharge simula-
tions (a model sensitivity study);
– the best precipitation data set to drive the coupled LSM-
TRIP model; and
– the usefulness of rescaling ERA-I twice (f rst with
GPCP and second with GPCC) vs. rescaling ERA-I
once with GPCC.
Observed and simulated river discharge (Q) data are gen-
erally expressed in m3 s−1. As the observed drainage area
may differ slightly from the simulated one, scaled Q-values
in mm d−1 (the ratio of Q to the drainage area) are used in
this study. This permits the direct comparison of Q with pre-
cipitation and evaporation values, both expressed in mm d−1.
Different hydrological skill scores (Krause et al., 2005)
can be used in order to assess to what extent the simulations
are close to the GRDC observations. Four scores are used in
this study:
– the annual discharge ratio criterion, Qsim/Qobs, where
Qsim and Qobs represent the mean simulated and ob-
served river discharges, respectively;
– the root mean square difference (RMSD) between
GRDC observations and the simulated Q-values, based
on scaled monthly anomalies (dimensionless); and
– the square correlation coefficien (r2), based on daily
time series, and the efficien y skill score (Eff) define as
the Nash criterion (Nash and Sutcliffe, 1970) that mea-
sures the model ability to capture the daily discharge
dynamics.






where Qobs represents the observed mean Q-value. The best
Eff value is 1, for a perfect simulation. The Eff coefficien
can be negative if the simulated Q is very poor and is above
0.5 for a fair simulation (Boone et al., 2004; Decharme et
al., 2006). A value of 0 indicates that the predictions of the
system are as accurate as using the mean of the observed
data. Negative values occur if the observed mean is a better
predictor than the system output.
The scaled Q anomalies used in the computation of the
RMSD score (or z-score) are define as:
z(mo,yr)= Q(mo,yr)− avg(Q(mo, :))
stdev(Q(mo, :)) , (3)
where z (mo,yr) and Q (mo,yr) are, respectively, the anomaly
and the Q for the month mo and the year yr; and
avg(Q (mo,:)) and stdev(Q (mo,:)) are the average and the
standard deviation of the Q of the month mo, for all years,
respectively.
The various ISBA-TRIP simulations can be compared us-
ing average score values and their range. As the statistical
distribution of the scores may differ from one simulation
to another, and across stations, the analysis of the cumu-
lative distribution functions (CDF) of the scores is useful,
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also. Finally, the seasonal changes in the performance of a
given simulation can be assessed by calculating the scores
month by month, across the 18 yr, and the fraction of stations
presenting a score value within a predefine range. In this
study, we used [0.5,1] and [0.8,1.2] for Eff and Qsim/Qobs,
respectively. The seasonal monthly scores of the stations (see
Figs. 8, 9, 10) are derived from daily values and determined
using a moving window of three months (the previous and
following months are included in the score calculation). The
number of daily Q-values used in the calculation of these
scores varies from 1602 to 1656 (3 months× 18-yr). It must
be noted that all the scores are based on daily values, ex-
cept for RMSD, which is based on monthly anomaly values
(Eq. 3).
3 Results
This section presents the impact of using different (1) pre-
cipitation field and (2) versions of the ISBA LSM on the
quality of the river discharge simulations of ISBA-TRIP over
the CNF domain for the 1991–2008 period. The climatology
covering the MBS domain is used in the Discussion, Sect. 4.
3.1 Correction of ERA-I precipitation
Figure 3 shows a comparison of the original monthly ERA-I
and ERA-I-R precipitation estimates with the GPCC monthly
data product, in terms of bias and temporal correlation. The
r2 score calculation is based on 216 monthly precipitation
values corresponding to the 1991–2008 period. The corre-
lation between ERA-I and GPCC is good (r2 > 0.6) over a
large part of Europe, and poor or non-significan around the
Caspian Sea and (at the south of the domain) from the Sa-
hara arid areas to Irak. ERA-I-R correlates better with the
GPCC monthly product than the initial ERA-I precipitation
for a large part of the considered area and particularly over
Europe. Very good (r2 > 0.8) correlations are obtained over
a large part of the domain. The r2 values tend to decrease in
coastal areas, and while good correlations are observed over
the Middle East and in North Africa, non-signifi ant corre-
lations are still obtained close to the Caspian Sea and in the
Sahara desert where precipitation is close to zero. It can be
noted that these regions are characterized by a low station
cover (Fig. 1), affecting the quality of the GPCC product. An
attempt was made (not shown) to remove the annual cycle
from the precipitation time series. This had no impact on the
r2 maps. Regarding the biases, the GPCP rescaling of ERA-
I-R tends to increase the precipitation values, thus reducing
the marked precipitation underestimation of ERA-I. Over the
whole domain, the underestimation is about 20 % for ERA-
I and 6 % for ERA-I-R. However, the relative increase in
the ERA-I-R precipitation, relative to ERA-I, is excessive
for some coastal regions where a marked overestimation of
the precipitation is observed. In Northern Europe, and in a
Fig. 3. Monthly scores of the ERA-I and ERA-I-R precipitation
estimates with respect to GPCC, over the 1991–2008 period: (left
panel) ERA-I and (right panel) ERA-I-R in terms of (top panel)
temporal correlation (r2) and (bottom panel) mean bias.
number of mountainous areas (the Pyrenees, the Alps, the
French Massif Central, the Carpathians, the Caucasus Moun-
tains), the ERA-I-R precipitation is still underestimated in
comparison to the monthly GPCC product. It must be noted
that the hybrid 3-hourly ERA-I-G and ERA-I-RG products
are based on the GPCC monthly data (through Eq. 1) and as
such are completely bias-corrected and perfectly correlated
with GPCC on a monthly basis. However, the 3-hourly pre-
cipitation temporal distributions of ERA-I-G and ERA-I-RG
differ slightly. In the following section, the impact of differ-
ences in the precipitation forcing on the Q simulations of the
coupled ISBA-A-gs/TRIP model is investigated.
3.2 Impact of precipitation on the simulated CNF
river discharge
The verificatio of the daily discharge simulations is based
on the 150 GRDC stations of the CNF domain. Figure 4
presents the CDFs of the Eff score and of the departure of the
Qsim/Qobs ratio from 1 for the NIT-TRIP simulations forced
by ERA-I and for the three rescaled versions of the precipi-
tation forcing (Table 1). For both scores, the rescaled ERA-I
precipitation versions provide much better results than the
original ERA-I. In particular, the GPCC correction based on
Eq. (1) provides the best results. For ERA-I, ERA-I-R, ERA-
I-G, and ERA-I-RG, the fractions of the 150 CNF GRDC
stations presenting a Eff score greater than 0.5 are 11 %,
30 %, 50 % and 52 %, respectively. Similar results are found
(not shown) using STD-TRIP or AST-TRIP instead of NIT-
TRIP. Overall, the ERA-I-RG simulations provide the best
results, and the ISBA-TRIP simulations described below are
all based on the ERA-I-RG precipitation data.
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Fig. 4. Cumulative distributions of the (left) Eff score and (right)
| 1−Qsim/Qobs | values of daily river discharges simulated by the
TRIP model driven by the NIT LSM option for several input precip-
itation data sets. The black, green, turquoise blue and red lines rep-
resent the simulations obtained with ERA-I-RG, ERA-I-G, ERA-
I-R and ERA-I precipitation, respectively. These distributions are
computed from a dense observational network consisting of daily
discharges at 150 gauging stations in the CNF area.
3.3 Impact of changes in the LSM configuration on
the simulated CNF river discharge
In this section, the simulated Q-values obtained with dif-
ferent versions of the ISBA LSM are compared to GRDC
gauging measurements. Figure 5 presents the CDFs of the
Eff score and of the departure of the Qsim/Qobs ratio from
1, for the NIT-, STD- and AST-TRIP simulations. The NIT
curves of Fig. 5 correspond to the same simulation as the
ERA-I-RG curves of Fig. 4 (Table 1). The r2 and RMSD
CDFs are not shown in Fig. 5 since the NIT, STD, and AST
curves are almost confounded (see the corresponding scores
in Table 2). The Eff and Qsim/Qobs CDFs present more vari-
ability, and show that the NIT- and AST-TRIP simulations
perform better than STD-TRIP. Most of the Eff improvement
is attributable to bias reduction. For both Figs. 4 and 5, dif-
ferences in Qsim/Qobs CDFs are consistent with differences
in Eff CDFs. The r2 CDFs are not shown as all the curves are
almost confounded.
Figure 6 shows the spatial distribution of the AST-TRIP
Eff score and of the differences between AST-TRIP and the
two other simulations over the entire 1991–2008 period. Val-
ues of the Eff score better than 0.5 are obtained for a large
fraction of the 150 stations: 44 %, 52 %, and 49 % for STD,
NIT, and AST, respectively. Inadequate simulations, charac-
terized by negative Eff values, are obtained for 16 %, 13 %,
and 13 % of the stations, respectively. For many regions,
STD, AST and NIT present similar Eff scores. While NIT
presents the best Eff scores over Scandinavia, AST tends to
outperform NIT in other regions, for 19 % of the stations (es-
pecially in France and in Germany). The AST simulations
outperform STD simulations more extensively, for 40 % of
the stations (e.g. in Scandinavia, in the Danube basin), while
the reverse is true for 2 % of the stations only.
Fig. 5. Cumulative distributions of (left) efficien y and (right)
| 1 − Qsim Qobs | values of daily river discharges simulated with
the TRIP model. The black, green and red lines represent the NIT-,
AST- and STD-TRIP simulations, respectively, driven by the ERA-
I-RG precipitation. These distributions are computed from a dense
observational network consisting of daily river discharges at 150
gauging stations in the CNF area.
Fig. 6. Comparison between (top panel) AST-TRIP and observed
GRDC river discharges in terms of (left panel) Eff scores and (right
panel) | 1−QsimQobs | values for the 150 gauging stations of the
CNF area, and (middle panel) differences between AST and NIT
scores and (bottom panel) AST and STD scores. Positive differ-
ence values correspond to (left panel) better and (right panel) poorer
scores. The scores are based on daily values over the 1991–2008 pe-
riod.
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Table 2. Scores obtained for 16 stations corresponding to the outlet of the largest CNF basins (> 20 000 km2). The Eff, Qsim/Qobs, and r2
scores are based on daily values. The RMSD score is based on scaled monthly anomalies. Mean annual cycles of each stations are given in
Fig. 7. The drainage area considered in the TRIP hydrological model is given together with the name of the river. For each score and each
simulation, the best score value is presented in bold.
Station
Eff Qsim/Qobs r
2 RMSD (stdev units)
STD AST NIT STD AST NIT STD AST NIT STD AST NIT
Danube
810 966 km2 0.47 0.54 0.52 0.94 0.97 1.01 0.62 0.64 0.63 0.58 0.57 0.59
Rhone
68 377 km2 0.12 0.25 0.29 0.76 0.80 0.83 0.61 0.62 0.61 0.47 0.47 0.46
Chelif
42 727 km2 −5.92 −5.31 −6.07 8.36 7.66 8.42 0.35 0.33 0.34 0.78 0.84 0.78
Garonne
51 122 km2 0.62 0.65 0.67 0.70 0.72 0.74 0.65 0.66 0.65 0.45 0.45 0.45
Loire
112 167 km2 0.79 0.78 0.69 1.14 1.15 1.27 0.77 0.76 0.77 0.47 0.47 0.48
Seine
67 359 km2 0.66 0.67 0.64 0.98 1.00 1.02 0.80 0.80 0.79 0.39 0.38 0.41
Meuse
31 748 km2 0.71 0.69 0.64 1.07 1.12 1.18 0.69 0.68 0.67 0.53 0.54 0.54
Rhine
170 702 km2 0.33 0.36 0.32 1.01 1.05 1.09 0.48 0.48 0.47 0.53 0.53 0.54
Weser
40 101 km2 0.69 0.72 0.70 0.87 0.89 0.92 0.76 0.76 0.74 0.41 0.40 0.41
Elbe
133 895 km2 0.69 0.69 0.60 1.09 0.86 1.18 0.74 0.74 0.73 0.47 0.48 0.48
Oder
105 182 km2 0.37 0.40 0.44 0.80 0.81 0.86 0.64 0.65 0.63 0.56 0.54 0.54
Niemen
86 551 km2 0.52 0.56 0.51 1.00 1.02 1.09 0.69 0.70 0.67 0.64 0.60 0.64
Volga
1 353 811 km2 0.55 0.57 0.53 0.87 0.91 1.02 0.58 0.56 0.52 0.75 0.69 0.73
S. Dvina
382 746 km2 0.56 0.55 0.53 0.66 0.78 0.87 0.75 0.69 0.63 0.74 0.72 0.72
Kemijoki
55 632 km2 0.54 0.69 0.71 0.73 0.84 0.90 0.77 0.76 0.74 0.65 0.65 0.65
Glama
22 089 km2 0.42 0.51 0.52 0.91 0.96 1.00 0.66 0.67 0.69 0.54 0.53 0.52
Also, Fig. 6 presents the departure of the Qsim/Qobs ratio
from 1 for the AST-TRIP simulations and the differences be-
tween AST-TRIP and the other simulations. While a majority
of stations (63 %, 61 % and 57 % for AST, NIT and STD,
respectively) present a good score (0.85 <Qsim/Qobs <
1.15), a significan fraction of the stations (18 %, 19 % and
24 %, respectively) do not perform well (Qsim/Qobs < 0.7
or Qsim/Qobs > 1.3). Consistent with the Eff criterion, AST
tends to perform better than NIT in France and in Germany,
and better than STD in Scandinavia. For all the model ver-
sions, the median RMSD value is 0.57 (Table 2). The 10th
and 90th percentile values are 0.47 and 0.80, respectively.
The stations presenting RMSD values higher than 0.8 are
found in France, upstream of the Garonne, Loire, and Rhone
rivers, in Scandinavia, and in Algeria.
Figure 7 shows the mean monthly values of the observed
and simulated Q-values for the downstream stations of the
largest CNF basins (> 20 000 km2). In the case of the Rhone
river, the Viviers station is used instead of the downstream
Beaucaire station, as there is a great deal of water extraction
between Viviers and Beaucaire. Also, the Durance river is
a major tributary of the Rhone upstream Beaucaire and is
markedly influence by dams (Boone et al., 2004).
The Russian Pechora and Mezen rivers are not shown be-
cause they present results very similar to those obtained for
the Severnaya Dvina river. Table 2 details the different scores
(Eff, Qsim/Qobs ratio, r2, RMSD) of the STD, AST, and NIT
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Fig. 7. Comparison of the mean river discharge annual cycles, (coloured lines) simulated and (dark lines) observed (GRDC) at the outlets of
the main rivers of the CNF area (red dots in Fig. 1) over the 1991–2008 period. The NIT and ERA-I simulations correspond to NIT-TRIP
driven by ERA-I-RG and ERA-I, respectively. The STD and AST simulations correspond to STD-TRIP and AST-TRIP driven by ERA-I-RG,
respectively.
simulations for the 16 rivers of Fig. 7. Figure 7 shows that,
in general, ERA-I tends to underestimate Q, except for the
Chelif station (Algeria), which is influence by dams. On the
other hand, NIT tends to simulate the largest Q-values, dur-
ing all seasons. At low water levels, STD produces the low-
est Q-values. Table 2 shows that the RMSD and r2 scores do
not vary much from one version of the LSM to another. The
differences in RMSD values between AST and NIT and be-
tween AST and STD are smaller than 0.02 for 85 % and 91 %
of the 150 stations, respectively. Differences higher than 0.03
are observed for 5 % of the stations only.
As Fig. 7 and Table 2 show that the Eff and Qsim/Qobs
scores respond to changes in LSM and that the quality of the
simulations may vary from one season to another, a seasonal
analysis was performed using all the CNF stations. These
scores are also presented in Fig. 8 on a monthly basis for
a moving window of three months in order to highlight the
seasonal features. It is shown that the performance of a given
simulation with respect to the others varies from one month
to another. In March–April–May, STD presents good Eff and
Qsim/Qobs scores for a larger fraction of stations than the
AST and NIT simulations. For example, in May, STD, AST,
and NIT present Eff values higher than 0.5 for 36 %, 24 %,
and 19 % of the stations, respectively. This indicates that, in
spring, the unconstrained representation of LAI in NIT-TRIP
is detrimental to the river discharge simulation, and has more
impact than differences in the calculation of plant transpira-
tion. The opposite result is obtained from August to October,
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Fig. 8. Monthly percentage of river fl w gauging stations presenting
(top panel) an efficien y score greater than 0.5 and (bottom panel)
a Qsim/Qobs ratio greater than 0.8 and smaller than 1.2, for NIT-,
AST- and STD-TRIP simulations (black, green and red lines, re-
spectively). These distributions are computed from a dense obser-
vational network consisting of daily river discharges over the 1991–
2008 period, at the 150 gauging stations of the CNF area.
with STD and NIT presenting the poorest and the best Eff
values, respectively. Also, AST performs nearly as well as
NIT during this period of the year, indicating that during the
autumn the calculation of plant transpiration in STD is detri-
mental to the river discharge simulation, and has more impact
than differences in LAI. The Qsim/Qobs ratio score is partic-
ularly good for NIT from August to December, with about
50 % of the stations presenting a Qsim/Qobs ratio close to
one, against about 30 % or less for STD-TRIP. An attempt
was made (not shown) to reproduce Figs. 4, 5 and 8 consid-
ering only one station per basin (closest to the river mouth),
i.e. 56 stations instead of 150. For Figs. 4 and 5, exactly the
same results were found. For Fig. 8, the differences between
the ISBA versions were less marked, but overall the same
conclusions were obtained.
Figures 9 and 10 present the seasonal distribution of dif-
ferences in Eff scores in terms of maps and scatter plots,
respectively. The differences are shown for three periods,
corresponding to the March–April–May, June–July–August,
and September–October–November 3-monthly windows in
Fig. 8, and for three model pairs: AST vs. STD, AST vs.
NIT, and NIT vs. STD. Since AST and STD share the same
representation of LAI (derived from ECOCLIMAP-II), large
differences between AST and STD in Fig. 9 correspond to the
regions where changes in the description of the transpiration
processes impact the water balance and the Q-values. Over-
all, better results are obtained with AST, except for April,
with 85 stations presenting better results with STD. A large
fraction of the latter (79 %) is found in Germany. Since AST
and NIT share the same representation of plant transpira-
tion, the differences between AST and NIT Q simulations
show the impact of LAI. More often than not, the impact
of constraining LAI with ECOCLIMAP-II is either moder-
ate or changes (from positive to negative or vice versa) from
one period to another. For the French Loire stations and one
Garonne station, AST presents systematically better results
than NIT. On the other hand, NIT always outperforms AST
in Norway. While NIT tends to outperform STD in July and
October, the reverse is true in April. For the French Loire and
Garonne stations, STD presents systematically better results
than NIT, across seasons. For a given river gauging station,
Fig. 10 shows both the Eff score values and their differences
from one simulation to another. This permits the analysis of
the impact of the quality of the simulations on the Eff dif-
ferences. In general, the few stations presenting the best Eff
scores do not present marked differences from one simula-
tion to another. Figure 10 shows that AST and NIT tend to
systematically outperform STD during the autumn.
3.4 Impact of changes in the LSM configuration on the
simulated MBS river discharge
The monitoring of hydrological drought events over Mediter-
ranean regions is more challenging. Because no GRDC data
is available over the 1991–2008 period for the MBS domain,
no detailed study could be performed over this area. How-
ever, the modelled monthly climatology of river discharges
could be compared with the climatology derived from the
past in situ observations of the MBS domain. Figure 11
presents the mean monthly river discharge climatology over
the 12 MBS stations listed in Fig. 2, derived from the ISBA-
TRIP simulations over the 1991–2008 period and from the
GRDC derived climatology. The chosen MBS stations are
as close as possible to the outlet of the main hydrological
basins. In general, the three simulations are more similar than
for the CNF rivers of Fig. 7, particularly at low water lev-
els. In Italy (Po and Tiber) and in Spain (Ebro, Guadalquivir,
and Duero), the differences in simulated Q-values are more
marked in spring. The best simulations are obtained for the
Spanish rivers and for the Greek Alia´kmon river. The ISBA-
TRIP simulations markedly underestimate Q for both spring-
time and summertime for the Po and Tiber rivers, and for the
Turkish Sakarya and Ceyhan rivers. On the other hand, the
modelled Q is overestimated for North African rivers (the
Tafna and Sebou rivers).
4 Discussion
4.1 Impact of changes in the LSM configuration on
LAI, evapotranspiration and total runoff
Figures 5–11 show that the impact of changes in LSM is
rather complex and varies from one region to another and
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Fig. 9. Seasonal and model breakdown of river fl w Eff differences over the CNF area, over the 1991–2008 period. From left to right: spring,
summer and autumn. From top to bottom: AST minus STD, AST minus NIT, and NIT minus STD.
from one season to another. Overall, AST performs better
than STD, especially over Western Europe; NIT performs
better than AST at northern latitudes and over European
mountainous areas (Figs. 6 and 9). At summertime and dur-
ing the autumn only, NIT tends to perform better than the
other model options, except for the Loire and Garonne rivers.
This is the result of the interplay between the various repre-
sentations of LAI (either constrained by ECOCLIMAP-II or
predicted by the model) and stomatal conductance (either re-
lated to photosynthesis or based on the standard ISBA param-
eterization). In order to analyze these interactions, Fig. 12
presents the seasonal (spring, summer and autumn) differ-
ences of the three versions of ISBA, in terms of evapotranspi-
ration, total runoff, and simulated (NIT) or prescribed (AST
and STD) LAI. The total runoff represents the sum of the
surface runoff and of the deep drainage. Over the CNF do-
main, the prescribed ECOCLIMAP-II LAI values used by
AST and STD tend to be greater in spring (from March to
May) than the values produced by NIT, while the reverse is
observed for the MBS regions. The underestimation of the
modelled CNF springtime LAI is consistent with the delay
in the simulated leaf onset noticed by Brut et al. (2009) and
Lafont et al. (2012) over France. For the same period, the dif-
ferences in evapotranspiration between AST and NIT present
spatial patterns similar to those obtained for differences in
LAI. A direct consequence is that the AST total runoff is
smaller than the NIT one over the CNF domain (by about
0.1 mm d−1 on average), and more particularly in Ireland and
in the Alps (∼ 0.4 mm d−1). Therefore, the larger LAI values
used by STD and AST in spring tend to increase the evap-
otranspiration over the CNF domain, decrease total runoff
values, and produce low water levels more rapidly than NIT
(Fig. 7). The AST vs. STD difference in total runoff, which
is not affected by differences in LAI, is relatively small in
spring. On the other hand, AST presents markedly greater
values of the total runoff than STD at summertime and dur-
ing the autumn for northern latitudes and mountainous areas
covered by forests, in relation to a much lower evapotran-
spiration summertime flux triggered by the different param-
eterization of the stomatal conductance and of the plant re-
sponse to the water stress. Figure 9 shows that the AST pa-
rameterization tends to improve the Q simulation over these
regions, especially during the autumn. At summertime, NIT
LAI values lower than ECOCLIMAP-II LAI values are ob-
served in Russia, in Scandinavia, in Italy and in Greece. On
the other hand, the NIT LAI is greater in the Pyrenees, the
Alps, the Carpathians, and in the Caucasus Mountains. These
differences do not have a marked impact on the total runoff,
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Fig. 10. Seasonal intercomparison of the various LSM-TRIP sim-
ulations over the CNF area through scatter-plots of river fl w Eff
values over the 1991–2008 period: (top panel) AST vs. STD, (mid-
dle panel) AST vs. NIT, and (bottom panel) NIT vs. STD. From
left to right: spring, summer and autumn. Negative Eff values are
represented by 0.
except for the northern part of the CNF domain. Using a dif-
ferent hydrological model, Queguiner et al. (2011) have also
noticed the impact of a late leaf onset over the Alps on the
simulated discharges. Finally, Figs. 8 and 10 show that the
most significantl different Eff values are observed in au-
tumn, with poorer performance of STD. Deriving general
conclusions for the other vegetation schemes is more diffi
cult, as the relative performance of AST vs. NIT vary from
one region to another (Fig. 9).
4.2 Interannual and seasonal variability of the river
discharge in the Mediterranean Sea and in
the Black Sea
The simulations performed in this study permit the estima-
tion of the seasonal and annual river freshwater input to the
Mediterranean Sea and to the Black Sea. A number of au-
thors have investigated historical Mediterranean river dis-
charge data and analyzed their variability (e.g. Mariotti et
al., 2002; Struglia et al., 2004; Ludwig et al., 2009; Sanchez-
Gomez et al., 2011). In particular, Ludwig et al. (2009) pro-
vide estimates of the river freshwater input to the Mediter-
ranean Sea and to the Black Sea, either observed or recon-
structed, for the 1960–2000 period based on a review of
the available data on water discharge, nutrient concentra-
tions and climatic parameters. Hereafter, these estimates are
Fig. 11. As in Fig. 7, except for the Mediterranean rivers of
the MBS area and historical GRDC climatologies (green dots in
Fig. 2). The drainage areas used by TRIP are Po (67 519 km2),
Tiber (15 926 km2), Aliakmon (5005 km2), Ebro (85 110 km2),
Guadalquivir (48 915 km2), Duero (62 097 km2), Tafna (7635 km2),
Sebou (15 392 km2), Euphrate (66 923 km2), Sakarya (52 509 km2),
Kizilirmak (71 347 km2), and Ceyhan (22 030 km2).
referred to as LDG. The LDG data show that a significan re-
duction in the discharge of Mediterranean rivers, of at least
20 %, occurred during this period in response to climate long-
term variability and to the construction of dams. Since the
LDG data set overlaps with our simulations, a comparison
could be performed. Figure 13 presents the annual river in-
put to the Mediterranean Sea (except for the Nile river dis-
charge), and to the Black Sea, produced by the ERA-I, STD,
AST, and NIT simulations, together with the LDG data. Con-
sistent with the results found for the CNF area (Figs. 4 and
7), the ERA-I estimates of Q are underestimated with respect
to the LDG 1991–2000 estimates by 40 % for the Mediter-
ranean Sea and by 19 % for the Black Sea. The NIT, AST
and STD simulations tend to underestimate Q by 1 %, 7 %
and 6 % for the Mediterranean Sea, and to overestimate Q by
15 %, 10 % and 9 % for the Black Sea, respectively. While,
over the 1991–2000 period, the LDG data correspond to Q-
values of 9895 m3 s−1 for the Mediterranean Sea (without
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Fig. 12. Seasonal differences in LAI, evapotranspiration and total
runoff (surface runoff + deep drainage) of the various LSM-TRIP
simulations over the CNF area over the 1991–2008 period. From
left to right: spring, summer and autumn. From top to bottom: LAI
(ECOCLIMAP-II climatology used in AST and STD minus NIT),
evapotranspiration and total runoff (firs AST minus NIT, second
AST minus STD).
the Nile river) and of 12 512 m3 s−1 for the Black Sea,
slightly higher values are obtained with NIT: 10 066 m3 s−1
and 14 286 m3 s−1, respectively. The inter-annual variability
is represented well for the Mediterranean Sea, with a cor-
relation significan at the 1 % level. The square correlation
coefficient obtained between the LDG mean annual fresh-
water and the NIT, AST and STD mean annual values are
higher than 0.9 for the Mediterranean Sea, and 0.587, 0.582,
and 0.556 for the Black Sea, respectively. While the monthly
mean annual cycle of the discharges into the Mediterranean
Sea is simulated well, the maximum springtime discharges
into the Black Sea are markedly underestimated (Fig. 13).
The same weakness is found over the Volga basin (Fig. 7)
and is triggered by the difficult in representing snowmelt
and thawing processes. It is well known that the wintertime
snowfall directly impacts the seasonal cycle of the Northern
Russian river discharges. In spring, the runoff triggered by
snowmelt over frozen soils is the major contributor to the
river stream fl w, and simulating this process is not easy
(Grippa et al., 2005; Niu and Yang, 2006; Decharme and
Douville, 2007; Decharme, 2007). Therefore, the weakness
found in this study can be due to an underestimation of the
snowfall, a poor snowpack simulation, and/or a poor repre-
sentation of the surface runoff over frozen soil at the begin-
ning of spring (Niu and Yang, 2006; Decharme and Douville,
2007; Decharme, 2007).
The comparison of the simulations performed in this study
with the LDG data set over the 1991–2000 period is illus-
trated in Fig. 14 for the Ebro, Rhone, Po, and Danube rivers,
which represent large basins (of more than 80 000 km2) for
which LDG estimates are based on in situ observations. Con-
sistent with Fig. 7, the Danube discharge is represented rela-
tively well, while the TRIP simulations tend to systematically
underestimate the Rhone discharge. In the case of Rhone, the
incomplete representation of the topography of the Alps in
the low-resolution ERA-I air temperature fiel s (Szczypta et
al., 2011) may explain this result. The simulation of the snow
mantel is very dependent on air temperature, and the over-
estimation of air temperature in mountainous areas tends to
reduce the simulated fraction of snow and snow depth. For
the basins characterized by upstream mountainous regions,
snowmelt has a key influenc on the river fl w seasonality
(Boone et al., 2004; Immerzeel et al., 2009). For the Ebro
river, the results differ from those of Fig. 11, as the GRDC
data used in the latter correspond to past periods (1913–1935
and 1953–1987). This river is affected by a marked reduction
in Q-values. Significan trends for the Ebro river can be de-
rived from the GRDC climatology and from the more recent
LDG data:−0.0041 mm yr−1 and−0.0097 mm yr−1, respec-
tively. In Fig. 14, this negative trend tends to trigger the over-
estimation of the Ebro Q-values with respect to the LDG es-
timates (by 48 %, 39 % and 41 %, on average, for NIT, STD
and AST, respectively). The latter is related to the rapid de-
velopment of dams in the Ebro basin (Ludwig et al., 2009),
not represented in the TRIP simulations. In the case of Po,
the misrepresentation of snow in the Alps can explain the
underestimation of Q-values in Fig. 14 (by 22 %, 25 % and
26 % on average, for NIT, AST and STD, respectively), as
for the Rhone.
In Fig. 14, the inter-annual variability of the simulations
is represented well for the Danube, Rhone and Po rivers,
with r2 values of 0.88, 0.94, 0.57, respectively, correspond-
ing to significan correlations at the 1 % level for Danube and
Rhone, and at the 5 % level for Po. The lack of correlation ob-
served for the Ebro river can be explained by the high fraction
of the river discharge (about 40 % on average; Cabezas et al.,
2009) used for irrigation.
4.3 How could the ISBA-TRIP simulations
be improved?
4.3.1 A better use of land satellite-derived products
In Sects. 3.3 and 3.4, the importance of the description of
the LAI annual cycle is shown. The evapotranspiration at
springtime is governed by LAI to a large extent and monthly
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Fig. 13. Total (except for the Nile basin) river freshwater input to (top panel) the Mediterranean Sea, (bottom panel) the Black Sea, as
estimated by (dark solid lines) Ludwig et al. (2009) from 1960 to 2000 (LDG), and as simulated in this study (coloured lines) using ERA-I,
STD, AST, and NIT from 1991 to 2008: (left panel) annual time series, (right panel) mean annual cycle. The drainage areas used in LDG
and in TRIP estimations are given.
or 10-daily LAI time series derived from historical satellite
data would be very useful to either evaluate new versions of
NIT or force AST simulations. The latter simulations would
permit assessing the added value of accounting for the inter-
annual variability of LAI, as the ECOCLIMAP-II LAI data
used in this study consist of a fi ed seasonal climatology.
Also, integrating satellite-derived LAI data in ISBA-A-gs
simulations coupled to TRIP, either directly (as in AST simu-
lations) or using more complex data assimilation techniques,
as described in Barbu et al. (2011), would be a way to cross-
validate the model and the satellite product, based on the
GRDC data. Such a satellite-driven modelling system would
be an interesting tool to monitor and to analyze droughts, for
example.
4.3.2 Better precipitation products
A number of past studies have shown the usefulness of
bias-corrected precipitation forcings (e.g. Syed et al., 2004,
and Decharme and Douville, 2006b). Using two years of
data from the North American Land Data Assimilation Sys-
tem (NLDAS) over the United States, Syed et al. (2004)
showed that precipitation dominates the temporal and spa-
tial variability of the hydrological cycle. Decharme and Dou-
ville (2006b) quantifie the impact of precipitation on river
discharge simulations and presented efficien y CDF figure
similar to Fig. 4 over the Rhone basin. In Sect. 3.1, it was
shown that reducing the ERA-I or ERA-I-R precipitation un-
derestimation using the monthly GPCC data set produces
TRIP river discharge simulations as good as those obtained
from the hybrid ERA-I-RG precipitation. The ERA-I-RG
bias correction presents slightly better results than ERA-I-G.
This is due to the better preservation of small scale features
of precipitation provided by the GPCP rescaling method of
Balsamo et al. (2010). However, the monthly GPCP data set
is not available after 2009, and showing that a much sim-
pler bias correction produces nearly equivalent results is en-
couraging. Also, the downscaling of the GPCC precipita-
tion data, at a spatial resolution better than 10 km like in
the French SAFRAN analysis, could be extended to Europe.
Fine scale 2-D and 3-D reanalysis tools are being developed
(www.euro4m.eu) and could eventually be used over Europe.
Finally, over Northern Black Sea basins, reducing the uncer-
tainty in the snowfall rate estimation is critical. Indeed, the
observed snowfall rate is generally underestimated at high
latitudes (Adam and Lettenmaier, 2003). Using precipitation
gauge catch ratio corrections and accounting for gauge de-
sign, wind-induced undercatch and wetting losses would be
particularly relevant over Russian basins.
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Fig. 14. Comparison of the time series of river discharge simulated
in this study (coloured lines) by ERA-I, STD, AST, and NIT, with
the observed/reconstructed data set (dark solid lines) of Ludwig et
al. (2009), for (from left to right and from top to bottom) the Ebro,
Rhone, Po, and Danube large rivers. Note that the total drainage ar-
eas considered by TRIP at the outlet of these rivers are 85 110 km2,
92 733 km2, 82 905 km2, 81 3140 km2, respectively. These outlet
values may be higher than those given in Table 2 or in Fig. 11 for
the most downstream inland stations.
4.3.3 A better representation of the ISBA-TRIP
processes
The LAI values used by the LSM are not the only factors im-
pacting the total runoff. In particular, this study shows that
AST simulations, while using the same LAI, tend to perform
better than STD simulations, especially for basins covered
by forests (Fig. 12). Noilhan et al. (2011) have shown that
the evapotranspiration computed with ISBA-A-gs can be im-
proved compared to the standard version of ISBA, at least
for forests in southwestern France from April to September.
Therefore, efforts to improve the representation of the plant
transpiration have a noticeable impact on hydrological simu-
lations. It is likely that further refinin the ISBA-A-gs param-
eterization (e.g. the light interception model) would impact
hydrological simulations, also. Another factor affecting the
total runoff is the representation of water infiltratio and stor-
age into the soil. The force–restore model used in this study
is a relatively simple approach, and using the multi-layer soil
and snow models available in SURFEX (Boone et al., 2000;
Decharme et al., 2011) may impact the conclusions of this
study. This explicit approach could be particularly relevant to
improve the simulation of soil freezing and thawing and then
the discharges over the Northern Black Sea basins. These
models have to be implemented jointly, and in the context
of large scale river discharge simulations, this configuratio
is still in the evaluation process. Lafaysse et al. (2011) have
shown that improving the sub-grid variability of the snow
cover, together with the glacier melt, and the retention of un-
derground water in mountainous areas has a positive impact
on hydrological simulations. The enhanced representation of
these processes in ISBA should improve the simulation of
snowpacks and the river discharge over mountainous areas
and high latitudes. Also, for many basins around the Mediter-
ranean Sea, the difficu ty in representing the river discharge
is mainly due to the presence of dams and to extensive water
use for irrigation (e.g. Ebro, Chelif). Future progress in the
representation of irrigation and of agricultural practices in
ISBA (Calvet et al., 2008, 2012) together with the represen-
tation of dams in TRIP (Hanasaki et al., 2006) may help im-
prove the simulations further. Finally, at monthly to seasonal
timescales, TRIP can also contribute to systematic errors in
the phase and amplitude of river discharge. It could be im-
proved, accounting for large aquifer systems and river flood
ing. Indeed, a number of studies (Miguez-Macho et al., 2007;
Decharme et al., 2010; Vergnes et al., 2012) have shown
that the explicit representation of aquifer processes, includ-
ing groundwater dynamics (storage and redistribution over
the whole basin) and the possible evaporation of the deep
water via diffusive exchanges with the land surface, impact
directly the simulated summer basefl w. In addition, the rep-
resentation of river f ooding is particularly relevant over the
Danube basin, where seasonal floodplain are generally ob-
served (Papa et al., 2010). Floodplains contribute to increase
the continental evapotranspiration and then to decrease the
river discharges during spring and/or the autumn. They also
delay and attenuate the river peak fl w when the floodplai
storage is significan (Decharme et al., 2012).
5 Conclusions
River discharge simulations by the coupled ISBA-TRIP sys-
tem were evaluated in this study. They were driven by surface
ERA-I atmospheric variables. The original ERA-I precipita-
tion data set was used together with bias-corrected versions,
and with different versions of the ISBA LSM. The river dis-
charge simulations were compared with in situ GRDC ob-
servations. Using the GPCC monthly precipitation product
to bias-correct the ERA-I precipitation had a pronounced
positive impact on the quality of the ISBA-TRIP simula-
tions. Overall, the use of the photosynthesis-based ISBA-A-
gs LSM options of SURFEX (AST and NIT) slightly im-
proved the river discharge simulations. However, the uncon-
strained LAI simulations (NIT) tended to reduce the sea-
sonal Eff score in spring. The use of satellite-derived LAI
estimates (AST) permitted mitigation of this effect. Over
forested mountainous areas and at high latitudes, the sum-
mertime evaporation simulated by ISBA (STD) was higher
than the evaporation simulated by ISBA-A-gs (AST), and
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tended to dry up the rivers too much in the corresponding
drainage areas. Finally, future improvements in the atmo-
spheric forcing and/or in the representation by ISBA-TRIP
of biophysical processes should increase the realism of the
simulated discharges, especially over northern basins.
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IV.2.3.  Conclusion 
 
La première partie de cette étude a porté sur les simulations de 4 séries de débits 
obtenues sur les cours d’eau européens, à partir du modèle ISBA-A-gs couplé au modèle 
TRIP et forcé par les données atmosphériques ERA-Interim, en utilisant 4 jeux de 
précipitations différents, pour chaque série de simulations. Cette comparaison des 2 jeux 
de précipitations ERA-Interim avec les mêmes jeux, mais débiaisés grâce aux données 
GPCC mensuelles, a permis de confirmer que les précipitations avaient une forte influence 
sur la qualité des débits simulés. La comparaison des efficiences (critère de NASH, Nash et 
Sutcliffe, 1970) et des ratio obssim QQ /  (où simQ  et obsQ  représentent respectivement les 
débits simulés et observés), obtenus entre les simulations et les données observées sur 150 
stations européennes, a montré qu’il était nécessaire de débiaiser les données de 
précipitations ERA-Interim à partir des données mensuelles GPCC pour simuler au mieux 
les débits.  
La comparaison des débits obtenus à partir du modèle de surface ISBA, utilisé en 
version standard (STD) et en version A-gs, avec LAI prescrit (AST) d’une part et LAI 
pronostique (NIT) d’autre part, a montré que la version AST permettait d’obtenir les 
meilleurs résultats en terme de débits simulés. L’utilisation d’un LAI interactif, simulé par 
le modèle (NIT), a par contre tendance à dégrader la qualité des simulations au printemps 
par rapport aux simulations obtenues avec STD et AST où le LAI est prescrit et dérivé 
d’observations satellitaires. Cette dégradation est due aux retards de départ de cycle 
végétatif simulé par ISBA-A-gs, qui tend à diminuer la quantité d’eau transpirée par les 
plantes au printemps, ce qui accroît la quantité d’eau disponible pour le ruissellement et 
donc sur la qualité des débits. En été et à l’automne, le module de photosynthèse ISBA-A-
gs permet à TRIP de produire des débits plus proches des débits observés qu’ISBA-
standard. Ce résultat est plus particulièrement observé dans les régions montagneuses et 
aux hautes latitudes, principalement recouvertes de forêts, où la transpiration simulée par 
ISBA-standard est plus forte que celle simulée par A-gs. 
Si tous ces résultats ont pu être déduits de comparaisons menées sur 150 stations 
européennes, dont la plupart sont en France, en Europe centrale et en Europe du Nord, 
par contre, très peu de données de débits observées sont disponibles sur la période 1991-
2008 pour les cours d’eau méditerranéens, notamment en Espagne, en Italie, en Grèce, en 
Afrique du Nord et au Moyen-Orient. Des comparaisons entre les différentes simulations 
et un jeu de données combinant des données observées et estimées par interpolation 
(Ludwig et al., 2009), ont cependant été réalisées dans le cadre de cette étude. Ce travail a 
d’une part porté sur la comparaison des différents bilans d’eau douce arrivant chaque 
année en Mer Méditerranée, en Mer Noire et plus spécifiquement aux exutoires de l’Ebre, 
du Po, du Rhône et du Danube, et d’autre part sur la comparaison des cycles annuels 
moyens. Cette étude a montré que les simulations étaient relativement proches des 
données de Ludwig et al. (2009), prises comme référence, et a aussi permis de mieux cibler 
les limites actuelles de la modélisation de surface et hydrologique. Ce dernier aspect 
permet de réfléchir aux améliorations potentielles dans les modèles, comme par exemple 
la prise en compte de l’irrigation et des barrages, la meilleure représentation des processus 
4.2 Impact of precipitation and land biophysical variables on river discharges 
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IV.3.  Synthèse du chapitre 4 et conclusions 
 
Ce chapitre permet de mettre en évidence les atouts du modèle ISBA-TRIP, 
capable de simuler correctement les débits sur un nombre important de cours d’eau 
européens sur la période 1991-2008 et en zone méditerranéenne. Certaines faiblesses 
actuelles du modèle ont aussi pu être identifiées et des pistes d’améliorations potentielles 
ont été proposées. L’analyse plus fine des simulations de débits réalisées à partir du modèle 
ISBA dans différentes configurations et couplé à TRIP, a permis de confirmer certains 
défauts déjà connus du modèle ISBA-A-gs dans la simulation interactive du LAI. Elle met, 
d’autre part en avant de grandes différences entre les modèles ISBA et ISBA-A-gs 
concernant les simulations respectives des quantités d’eau évaporée en été sur les zones 
boisées de montagne et de hautes latitudes. 
Dans le cadre du suivi des sécheresses hydrologiques, les débits sont une variable 
clé et il était important, dans un premier temps, de s’assurer de la qualité des simulations 
de débits obtenues à partir du modèle couplé ISBA-TRIP forcé par les données ERA-
Interim. Ainsi, en montrant que les débits simulés s’approchent des observations en de 
nombreuses stations et sont de ce fait des données fiables, cela m’a permis d’utiliser ces 
débits simulés pour caractériser les sécheresses dans la suite de mon travail. De plus, le 
calcul de la donnée de débit arrive en fin de modélisation et est par conséquent tributaire 
des autres variables du cycle de l’eau, simulées en amont par le modèle de surface. Ainsi 
une bonne représentation des données de débits traduit une bonne représentation des 
variables biophysiques ainsi que des flux de surface.  
En résumé, ce chapitre a permis d’élaborer un jeu de précipitations permettant au 
modèle couplé ISBA-TRIP de représenter les différentes variables du cycle de l’eau et de 
s’assurer de la qualité des simulations de ces variables en utilisant les observations de 
débits disponibles en de nombreuses stations sur la totalité de la période considérée. Il 
s’agit donc d’un travail préalable à l’étude des sécheresses, qui est présentée dans le 
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Afin de pouvoir situer les simulations de variables biophysiques obtenues à partir 
du modèle ISBA-A-gs par rapport à d’autres données disponibles, j’ai confronté plusieurs 
jeux de données. Chaque série présente des sources d’incertitudes plus ou moins 
importantes et il n’existe pas de référence absolue. L’intercomparaison des données 
constitue un moyen d’évaluer la confiance que l’on peut avoir dans telle ou telle série. En 
effet, si plusieurs séries de données observées et/ou simulées s’accordent sur un même 
scénario, il est plus probable qu’il soit exact. Inversement, si les séries divergent, dans le 
temps ou dans l’espace, l’incertitude sur la qualité des données est alors plus forte et il 
devient nécessaire d’analyser les données plus précisément pour conclure. Le premier 
objectif de cette partie est de réaliser une intercomparaison de modèles, de produits 
satellitaires et d’observations in situ, sur plusieurs variables et en fonction des données 
disponibles, afin d’étudier indirectement la qualité de nos simulations sur la zone 
Ecoclimap-II. Dans un premier temps, cette intercomparaison a été menée sur les valeurs 
absolues des données. Dans un second temps, on a cherché à comparer les différentes 
représentations de la variabilité temporelle, et donc les diverses perceptions des anomalies, 
observées et simulées. Le deuxième objectif important de ce travail est d’élaborer des 
méthodes d’analyse et de suivi des sécheresses et de valider ou d’invalider ces méthodes. 
En particulier, la complémentarité entre les différents indicateurs de sécheresse reliés aux 
variables biophysiques (par exemple, l’indice foliaire de la végétation, l’humidité du sol 
dans la zone racinaire et dans les premiers centimètres du sol) est analysée.  
 
V.1.   Présentation des différents jeux de données 
 
Afin de tirer partie au mieux des atouts de la télédétection, des observations in situ 
et des sorties de modèles, plusieurs jeux de données sont comparés et analysés. L’étude se 
concentre sur les variables de LAI et d’humidité des couches superficielle et racinaire du 
sol.  
 
V.1.1.   Les produits satellitaires d’eau du sol : humidité de la couche  
superficielle 
 
L’humidité superficielle du sol simulée par le modèle ISBA-A-gs a été confrontée à 
deux jeux de données satellitaires : le produit satellitaire AMSR-E et le jeu de données 
satellitaires combinées et harmonisées WACMOS. 
 
AMSR-E (Advanced Microwave Scanning Radiometer on the Earth Observing System) 
 
L’instrument AMSR-E (Njoku et al., 2003) est un radiomètre micro-ondes (système 
passif) qui mesure l’intensité des radiations émises par la surface terrestre (les 
températures de brillance). Il a été lancé en décembre 2002 et offre notamment la 
possibilité de travailler avec de faibles fréquences ; en effet, l’intensité radiative émise par 
la surface terrestre est mesurée à six fréquences différentes dans une gamme allant de 6.9 
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GHz (résolution spatiale d’environ 60 kilomètres) à 89 GHz (résolution jusqu’à 5 
kilomètres), en polarisations horizontale et verticale. AMSR-E passe par l’équateur à 
environ 1:30 A.M et 1:30 P.M et son angle d’incidence est constant et égal à 54.8°. Il 
présente l’avantage de doubler la résolution spatiale de ses 2 précurseurs, à savoir des 
radiomètres SMMR (Scanning Multichannel Microwave Radiometer) et SSM/I (Special 
Sensor Microwave/Imager). Leese et al. (2001) ont noté que la résolution spatiale de 50 km 
était suffisante pour la détermination de l’humidité du sol sur une base journalière à des 
fins hydrométéorologiques. Plus de détails sur les aspects techniques de ces différents 
produits satellitaires sont donnés dans Njoku et li (1999). Les données d’humidité du sol 
AMSR-E sont disponibles sur la période 2003-2008 et enregistrées sous la projection 
cylindrique globale EASE-Grid (Equal-Area Scalable Earth Grid). Elles sont fournies sur 
une grille de 0.25° et à une fréquence de deux images par jour, l’une correspondant à 
l’orbite ascendante et l’autre à l’orbite descendante (Njoku, 2004). Pour comparer ces 
données à l’humidité superficielle ISBA-A-gs, les données fournies ont été agrégées sur la 
grille de 0.5°. 
 
WACMOS (WAter Cycle Multimission Observation Strategy) / ESA-CCI Soil Moisture 
 
Le projet WACMOS (devenu aujourd’hui le projet ESA-CCI Soil Moisture) a été 
créé à l’initiative de l’ESA (European Space Agency) dans le but de produire à l’échelle 
globale des variables clés du cycle de l’eau, à savoir l’évapotranspiration, l’humidité du sol, 
le couvert nuageux et la vapeur d’eau. Dans le cadre de ce projet, différents jeux de 
produits satellitaires d’humidité ont été combinés et harmonisés pour générer une longue 
série d’humidité superficielle à l’échelle globale, couvrant la période 1978–à nos jours (Liu 
et al., 2011). Cette série prend en compte les satellites micro-ondes à systèmes passifs et 
actifs, capables de pénétrer le couvert nuageux et sensibles à l’eau dans le sol (Wagner et 
al., 2003 ; Wen et al., 2003 ; Njoku et al., 2003 ; Owe et al., 2008 ; Gao et al., 2006 ; 
McCabe et al., 2005a et 2005b). Ainsi, la série WACMOS d’humidité superficielle du sol 
est basée (Fig. 4) sur les produits satellitaires suivant : 
 
- SMMR (1978-1987) : the Scanning Multichannel Microwave Radiometer 
- SSM/I (1987-présent) : the Special Sensor Microwave Imager 
- TRMM (1997-présent) : the microwave imager from the Tropical Rainfall 
Measuring Mission 
- AMSR-E (2003-2008) : the Advanced Microwave Scanning Radiometer EOS 
- ERS-1 (1992-2000) : European Remote Sensing scatterometer 1 
- ERS-2 (1996-2011) : European Remote Sensing scatterometer 2 
- ASCAT (2007-présent) : Advanced Scatterometer (embarqué sur le satellite 
MetOp). 
 
A partir des mesures satellitaires, l’humidité du sol est calculée grâce à deux 
algorithmes différents, suivant que le système considéré est passif ou actif : les 
températures de brillance issues des systèmes passifs sont converties en humidité 
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collaboration avec la NASA (Owe et al., 2008) alors que les données issues des systèmes 
actifs sont calculées à partir d’un autre algorithme (Wagner et al., 1999 ; Bartalis et al., 
2007) développé à l’Université de Technologie de Vienne (TU-WIEN). De plus, il a été 
montré que les systèmes passifs donnent de meilleurs résultats que les systèmes actifs sur 
les régions arides (Vischel et al., 2008 ; Brocca et al., 2010 ; Gruhier et al., 2010 ; Rüdiger 
et al., 2009 ; Draper et al., 2009, Wagner et al., 2007). La méthode combinant et 
harmonisant les différents produits satellitaires revient à tirer partie au mieux des atouts 
respectifs des systèmes passifs et actifs. Afin d’ajuster les différentes séries de données 
considérées, elles sont dans un premier temps corrigées à partir des sorties d’humidité 
superficielle du sol produite par le modèle GLDAS-Noah (Global Land Data Assimilation 
System, Rodell et al., 2004), grâce à un « CDF-matching » simple. Liu et al. (2011) ont 
étudié les conséquences du « CDF-matching » sur les données des systèmes passifs et actifs 





Figure 15. Mise en évidence des zones à faible (bleu) et à forte (rouge) densité de végétation et 
des zones intermédiaires (orange) à l’échelle globale et données utilisées pour construire la série 
recombinée et harmonisée WACMOS : (a) 1991-1997 (les région couvertes par les systèmes 
passifs, actifs et les deux moyennés représentent respectivement, 32%, 66.5% et 1.5%) ; (b) 
1998-2002 (33.6, 59.6 et 6.8%) ; (c) 2002-2006 (33.1, 53.8 et 13.1%) et (d) 2007-2008 (33.4, 54.1 
et 12.5%). Les zones blanches représentent les zones à trop forte densité de végétation et les 
zones à sol gelé ou recouvert de neige. (Source : Liu et al., 2012) 
 
Une fois les données corrigées, la série WACMOS d’humidité du sol est constituée 
comme suit (Liu et al., 2012):  
- sur les zones à faible densité de végétation, seule la donnée corrigée et issue 
de la mesure avec le système passif est considérée. 
- sur les zones à forte densité de végétation, à l’inverse, seule la donnée 
corrigée et issue de la mesure avec le système actif est considérée. 
- sur les zones intermédiaires, toutes les valeurs corrigées sont moyennées. 
Les différentes zones apparaissent sur la figure 15 et permettent donc de savoir 
quelles données, suivant la période et la zone que l’on étudie, sont considérées. 
 
5.1 Présentation des différents jeux de données 
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V.1.2.   Les observations in situ : humidité de la couche racinaire 
 
Les observations in situ constituent l’outil essentiel pour valider et améliorer les 
observations satellitaires globales et les simulations des modèles de surface. L’ISMN 
(International Soil Moisture Network, Dorigo et al., 2011) repose sur une collaboration 
internationale et a pour but de rassembler dans la même base de données, les mesures in 
situ d’humidité du sol disponibles, à l’échelle globale. Ainsi, en comparant les simulations 
d’humidité de la couche racinaire obtenues avec ISBA-A-gs à des mesures in situ, en 
certains points, il est possible d’évaluer la qualité des simulations en ces points. En tenant 
compte de la période de disponibilité des données sur la zone entière considérée, 4 
campagnes de mesures ont pu être retenues pour mener l’étude comparative. Cela 
représente 7 sites de mesures. Les données ont été téléchargées depuis le site de l’ISMN 
(http://www.ipf.tuwien.ac.at/insitu/) et les mesures réalisées à une profondeur de 30 cm 
ont été comparées aux simulations de l’humidité du sol dans la zone racinaire. En effet, 
une profondeur de 30 cm permet d’échantillonner la couche racinaire et il s’agit d’une 
profondeur de mesure disponible sur tous les sites d’observations retenus pour la 
comparaison. La figure 16 recense ces 7 sites et indique les périodes de disponibilité des 




Figure 16. Sites de mesures retenus pour la comparaison des humidités racinaires simulées 
par ISBA-A-gs et observées in situ à 30 cm de profondeur 
 
V.1.3.  Les données de végétation 
 
Plusieurs jeux de données de végétation ont été confrontés dans ce travail. Les 
simulations de LAI obtenues grâce au modèle ISBA-A-gs ont été comparées aux 
simulations obtenues avec un autre modèle de surface, le modèle ORCHIDEE (Krinner et 
al., 2005), ainsi qu’à des données télédétectées. Pour rendre les simulations plus facilement 
Chapitre V : Télédétection et modélisation : le suivi des sécheresses 
 107
comparables, les modèles de surface ont tous les deux été forcés avec les données 
atmosphériques ERA-Interim et les précipitations ERA-I-RG. Par ailleurs, pour cette 
étude, le modèle ORCHIDEE utilise la carte de végétation d’ISBA-A-gs, ECOCLIMAP-II 
(Faroux et al., 2009) et considère ainsi la même proportion de chaque type de végétation 
par point de grille. La carte de végétation ECOCLIMAP-II est la nouvelle version de la 
base de données ECOCLIMAP (Masson et al., 2003) et est disponible sur l’Europe et sur 
l’Afrique. Cette carte est basée sur une classification par différents types de végétation, 257 
classes au total qui se répartissent finalement en 12 familles de végétation. Pour un point 
de grille donné, chacun des 12 types de végétation représente une certaine fraction de la 
maille. Mis à part le modèle ISBA-A-gs qui a été présenté dans le Chapitre 3 et la 
climatologie de LAI Ecoclimap-II utilisée par ISBA (dans ces configurations STD et AST) 
qui est présentée dans l’article Chapitre 4, les 3 autres jeux de végétation considérés dans 
cette étude sont présentés ci-dessous. 
 
Le modèle ORCHIDEE 
 
ORCHIDEE (Krinner et al., 2005) a été développé dans le but d’étudier le climat et 
les changements climatiques globaux et a été élaboré à partir de 3 modèles pré-existants :  
 
• Le module SECHIBA (Schématisation des EChanges Hydriques à l’Interface 
Biosphère-Atmosphère) est un modèle d’interface sol-végétation-atmosphère (Ducoudré 
et al., 1993 ; De Rosnay et Polcher, 1998) qui décrit les échanges d’eau et d’énergie à 
l’interface sol/atmosphère à l’échelle horaire. Il calcule les bilans radiatif et énergétique de 
la surface ainsi que le bilan hydrique du sol. Par ailleurs, il détermine la conductance 
stomatique et la photosynthèse. Cette dernière est calculée par le modèle de Farquhar et 
al. (1980) pour les plantes en C3 et par celui de Collatz et al. (1992) pour les plantes en C4. 
Le stress hydrique intervient dans le calcul de la conductance stomatique (McMurtrie et 
al., 1990), et dépend de l’humidité du sol et du profil racinaire des végétaux. Deux 
réservoirs constituent le module « sol » du modèle ORCHIDEE. L’un représente la couche 
superficielle du sol et réagit très rapidement aux épisodes de précipitations. En période de 
sécheresse, la quantité d’eau contenue dans ce réservoir est égale à zéro. Le second 
réservoir est basé sur un modèle simple de type bucket et modélise les processus 
d’évaporation, de percolation et de ruissellement. La profondeur des différentes couches 
du sol n’est pas fixée par point de grille, comme c’est le cas dans ISBA-A-gs mais varie 
dans le temps (Rebel et al., 2012). La couche dite « superficielle » peut alors représenter 
une couche de sol assez profonde qui ne correspond pas aux premiers centimètres de sol. 
Contrairement à ISBA-A-gs qui ne simule des échanges d’eau entre la plante et le sol qu’au 
niveau de la couche racinaire, les échanges d’eau simulés par ORCHIDEE, entre les 
végétaux et le sol peuvent avoir lieu aussi bien dans la première couche de sol que dans la 
seconde couche de sol plus profonde. Ces échanges dépendent donc de la variation de la 
profondeur des couches dans le temps. Par ailleurs, le modèle ORCHIDEE simule un 
unique réservoir dans lequel les différents types de végétaux vont prélever de l’eau alors 
que le modèle ISBA-A-gs utilise un réservoir « segmenté » : chaque type de végétation 
puise l’eau nécessaire à son développement dans une partie du réservoir qui lui est 
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assignée. La description du cycle de l’eau dans le sol par ORCHIDEE est donc différente de 
celle qui est simulée par ISBA-A-gs. Les variations d’humidité des différentes couches du 
sol simulées par ORCHIDEE sont rapides et brutales (Rebel et al., 2012) et les profils 
d’humidité du sol observés diffèrent fortement de ceux simulés par ISBA-A-gs ou observés 
par les satellites.   
 
• Le module STOMATE (Saclay Toulouse Orsay Model for the Analysis of 
Terrestrial Ecosystems) est un modèle biogéochimique, capable de représenter les 
processus relatifs au cycle du carbone. Il simule la dynamique du carbone édaphique, 
l’allocation des photosynthétats (Friedlingstein et al., 1999), la respiration de croissance et 
de maintenance, la respiration hétérotrophe (Ruimy et al., 1996) et la phénologie (Botta et 
al., 2000). STOMATE simule les flux continentaux de carbone avec un pas de temps 
journalier. Ce module permet de faire le lien entre les processus à courtes échelles de 
temps décrits par SECHIBA et les processus plus lents décrits par le module suivant, LPJ. 
 
•  Le module LPJ (Lund-Postdam-Jena) est un modèle de dynamique globale de la 
végétation (Sitch et al., 2003). Il intègre les phénomènes de compétitions interspécifiques 
pour la lumière, l’occurrence du feu, l’établissement des jeunes plants, la mortalité des 
végétaux et en déduit la dynamique de la végétation à long terme. 
 
Concernant la description de la photosynthèse et la simulation du LAI, les deux 
modèles présentent des différences (Lafont et al., 2012). ORCHIDEE utilise un modèle de 
phénologie basé sur des sommes de températures, qui a été calé à partir de données 
télédétectées (Botta et al., 2000). Il permet de calculer les dates de début et de fin de cycle 
de la végétation. Pour les forêts de décidus, la date de début de cycle est contrôlée par le 
cumul des températures de l’air. Pour les cultures et les prairies, elle est calculée à partir 
de la température de l’air mais dépend aussi de l’humidité du sol. Maignan et al. (2011) ont 
récemment amélioré le modèle de phénologie décrivant le stade végétatif des cultures. 
Initialement, ce modèle était basé sur les mêmes paramètres que ceux utilisés pour simuler 
le cycle des prairies. De nouveaux paramètres permettent maintenant de décrire 
spécifiquement le comportement des cultures. Le cycle de LAI simulé par ORCHIDEE est 
caractérisé par une phase de dormance, une augmentation brutale du LAI pendant les 
premiers jours du cycle, une phase de croissance plus graduelle basée sur la simulation de 
la photosynthèse par le modèle, une phase durant laquelle le LAI maximum perdure et 
enfin une phase de sénescence durant laquelle les valeurs de LAI décroissent suivant une 
loi exponentielle. En comparaison, le modèle ISBA-A-gs simule un cycle de LAI plus 
continu avec une évolution du LAI plus régulière. En effet le module de croissance 
d’ISBA-A-gs est entièrement gouverné par la photosynhèse à l’échelle journalière et 
n’utilise pas de sommes de températures (voir III.1.2). 
 
Le NDVI GIMMS (Global Inventory Modeling and Mapping Studies) 
 
Le NDVI (Normalized Difference Vegetation Index) est obtenu à partir des canaux 
1 et 2 (respectivement rouge et proche infrarouge) du capteur AVHRR (Advanced Very 
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High Resolution Radiometer) de NOAA (National Oceanographic and Atmospheric 
Administration). Il s’agit d’un indice, sensible à la densité et à l’état de la végétation, qui 
est corrélé à la production primaire. Dans le cadre de cette étude, les NDVI GIMMS ont 
été téléchargés à partir du site Internet de l’Université de Maryland 
(http://glcf.umiacs.umd.edu/data/gimms/). Les données sont disponibles sur une période de 
25 ans, débutant en 1981 et se terminant en 2006. Elles couvrent donc la période 1991-
2006 par rapport à nos différentes simulations. Cette base de données est obtenue par la 
transformation des données originales disponibles sur une grille de 1.1 x 1.1 km² de 
résolution en des valeurs, qui correspondent au maximum de NDVI tous les 15 jours, sur 
une grille de résolution 8 x 8 km². Des corrections améliorent la série de NDVI et 
permettent d’obtenir des données de haute qualité (Tucker et al., 2005). Il s’agit de 
corrections qui prennent en compte les dégradations du capteur, les différences d’inter-
calibration, les incertitudes d’ordre géométrique (angle de visée et d’illumination), la 
présence d’aérosols volcaniques, ainsi que d’autres effets relatifs à l’évolution de la 
végétation. Ces données ont été utilisées à plusieurs reprises (Ait-Bachir, 2006 ; Camberlin 
et al., 2007 ; Hellden et Tottrup, 2008 ; Hermann et al., 2005). Afin de pouvoir 
intercomparer les différents jeux de données, les NDVI ont été agrégés sur la grille ERA-




Figure 17. Cycles annuels moyens des différents produits de LAI/ NDVI étudiés par la suite de 
l’étude sur (gauche) le pourtour méditerranéen et le Moyen-Orient, (milieu) l’Europe et 
(droite) les régions de Russie et de Scandinavie : LAI ISBA-A-gs (1991-2008) ; LAI 
ORCHIDEE (1991-2008) ; LAI ECOCLIMAP-II (1999-2005) ; LAI GEOLAND2 (1999-2008) 
et NDVI GIMMS (1991-2006).  
 
Le produit GEOLAND2 
 
Le LAI GEOLAND2 a été développé dans le cadre du projet européen GEOLAND2 
(http://www.gmes-geoland.info/) et est actuellement disponible en quasi-temps réel, à 
l’échelle globale. A ce jour, ce produit de LAI couvre la période de 1999 à aujourd’hui. Il 
est calculé à partir des produits MODIS Collection 5 et CYCLOPES version 3 
(SPOT/VEGETATION). Afin de s’affranchir des différents systèmes de projection 
respectivement utilisés par MODIS et par CYCLOPES, les données MODIS sont projetées 
sur la grille lat-lon de CYCLOPES. Des études ont montré que les LAI CYCLOPES avaient 
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tendance à être meilleurs pour les valeurs faibles alors qu’au contraire, les LAI MODIS 
sont meilleurs pour des valeurs importantes de LAI. Ainsi, pour tirer parti au mieux de ces 
2 séries de LAI, un algorithme est utilisé et permet de générer un jeu unique de LAI qui 
combine à la fois les données MODIS (pour des LAI élevés) et les données CYCLOPES 
(pour des LAI faibles). Le LAI GEOLAND2 final est ensuite obtenu en utilisant un réseau 
de neurones. Plus de détails sont donnés dans la notice Geoland2 sur le LAI (Baret et al., 
2012) : http://www.geoland2.eu/portal/documents/CA80C881.html 
 
Les cycles moyens des différents jeux de LAI/NDVI utilisés dans cette étude sont 
présentés par la figure 17. Trois grandes régions de la zone d’étude sont présentées 
séparément : le sud (le pourtour méditerranéen et le Moyen-Orient), la partie centrale 
(Europe) et le Nord (Russie et Scandinavie). Cette figure permet d’avoir une première vue 
d’ensemble des différents produits utilisés dans ce travail. 
 
V.2.   Description des méthodes utilisées 
 
Les différentes méthodes et notions utilisées pour mener les intercomparaisons des 
divers jeux de données sont présentées ci-dessous.  
Les produits sont comparés à l’aide des coefficients de corrélation (ou coefficient de 
corrélation au carré), calculés dans un premier temps à partir des séries brutes de 
variables, le pas de temps utilisé dépendant de la disponibilité des données : pas de temps 
journalier pour les données d’humidités superficielles et racinaires du sol et pas de temps 
de 10 ou 15 jours, voire 1 mois pour les données de LAI. Dans un second temps, les 
corrélations sont déterminées à partir de séries d’anomalies. Suivant la variable étudiée, 
deux types d’anomalies sont considérés. Pour simplifier la description des résultats par la 
suite, ces deux anomalies seront respectivement désignées par Ano1 et Ano2. Ces 
anomalies sont présentées dans la section V.2.1. 
Pour pouvoir comparer le LAI simulé aux données de NDVI, le LAI issu des 
modèles ISBA-A-gs et ORCHIDEE est d’abord converti en FAPAR (Fraction of Absorbed 
Photosynthetically Active Radiation, Knyazikhin et al., 1998). Le FAPAR est relié au 
NDVI par une relation linéaire, ce qui n’est pas le cas du LAI. Le calcul du FAPAR, à 
partir des données de LAI simulées, est présenté dans la section V.2.2.  
Par ailleurs, pour l’étude du LAI, les dates de début, de fin et de durée de cycle, 
ainsi que la date à laquelle est atteint le LAI maximum, de chacun des jeux de données 
considérés, sont comparées. La section V.2.3 détaille la méthode utilisée pour déterminer 
ces dates et durées. 
 
V.2.1.  Le calcul des anomalies 
 
La première anomalie, Ano1, est utilisée principalement pour étudier le 
comportement de l’humidité superficielle du sol et pour décrire les variations d’un jour à 
l’autre de la donnée que l’on considère. Elle permet de s’affranchir du cycle saisonnier de 
la variable, qui tend à influencer nettement la qualité de la corrélation calculée entre 2 
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séries de données (Albergel et al., 2009) et permet d’évaluer la capacité du produit 
considéré à représenter la variabilité au jour le jour de la variable considérée. Pour 
supprimer le cycle saisonnier et obtenir ainsi les séries journalières Ano1, l’équation 






periodevariableavgjvariablejAno −=       )1(Ano  
  
Ano1 est obtenue en retranchant à la variable journalière considérée le jour j, la 
moyenne (avg) de cette même variable calculée sur une période de 5 semaines (période = 
]17,17[ joursjjoursj +− ). Dans un deuxième temps, la valeur journalière ainsi obtenue est 
normalisée par l’écart type (stdev) calculé sur la même période de 5 semaines (Albergel et 
al., 2009). Ainsi, pour déterminer la série entière journalière d’anomalies, sur une période 
donnée, une fenêtre glissante de 5 semaines est considérée et les anomalies calculées sont 
sans dimension. 
 
La deuxième anomalie utilisée, Ano2, permet d’étudier la variabilité interannuelle. 
En considérant par exemple, une série de valeurs mensuelles, Ano2 permet de situer la 
valeur de la variable à un mois donné par rapport à la moyenne de cette variable ce même 
mois, calculée sur une période de plusieurs années. Cette anomalie est adaptée pour 
étudier des variables qui présentent plutôt des variations d’un jour à l’autre très limitées, 
ce qui est dans cette étude le cas pour le LAI (Lafont et al., 2012). L’équation alors utilisée 








movariableavgyrmovariableyrmoAno −=    )2(Ano  
 
Dans cette équation, Ano2(mo, yr) et variable(mo, yr) sont respectivement 
l’anomalie et la variable considérée pour un mois mo (dans cette étude, la decade d est 
aussi utilisée pour comme pas de temps à la place du mois mo) et pour une année yr 
donnés. Avg(variable(mo, :)) et stdev(variable(mo, :)) sont respectivement la moyenne et 
l’écart type de la variable du mois mo pour toutes les années considérées sur la période 
d’étude. Dans ce travail, et notamment pour la comparaison d’une part des séries de LAI et 
d’autre part des séries d’humidité du sol de la zone racinaire, les Ano2 sont calculés pour 
chaque mois (ou chaque décade suivant le pas de temps que l’on utilise) sur l’ensemble de 
la période considérée. Suivant l’étude qui est menée, les Ano2 mensuelles ou décadaires 
sont soit (1) étudiées pour un mois ou une décade précis (Ano2-III), soit mises bout à bout 
pour reconstituer la série (2) sur toute la période d’étude (Ano2-I) ou (3) sur une saison 
donnée (Ano2-II). Par souci de clarté, le type d’Ano2 que l’on considère ainsi que le pas de 
temps apparaissent sur chacune des figures.  
Lorsque les anomalies Ano1 et Ano2 sont négatives, les valeurs pour un jour ou 
pour un mois donné sont respectivement inférieures aux moyennes saisonnières pour une 
année donnée ou aux moyennes mensuelles de l’année considérée par rapport aux autres 
années. 
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V.2.2.  Le calcul du FAPAR à partir du LAI 
 
Le FAPAR est calculé dans cette étude à partir du LAI et peut ensuite être relié au 
NDVI par une fonction linéaire. En première approximation, le FAPAR peut être estimé à 
partir du LAI en utilisant une loi simple de Beer’s avec un coefficient d’extinction fixé à 
0.5 (Monsi et Saeki, 1953). La conversion se fait suivant la formule : 
 
)5.0(1 LAIeFAPAR −−=  
 
Ainsi, lorsque les simulations de la végétation par les modèles sont comparées aux 
NDVI GIMMS, le LAI est dans un premier temps converti en FAPAR et c’est ensuite la 
donnée de FAPAR qui est corrélée à la donnée de NDVI (Maignan et al., 2011). 
 
V.2.3.  Détermination des dates de début et de fin du cycle du LAI 
 
Pour déterminer la date de début du cycle du LAI, la méthode décrite dans Brut et 
al. (2009) et Gibelin et al. (2006) est utilisée. Pour un point de grille donné, le cycle annuel 
moyen est calculé sur la période que l’on considère. A partir des valeurs minimale et 
maximale atteintes, on en déduit l’amplitude du cycle (valeur max – valeur min). En 
considérant la série de LAI pour une année donnée, la date de début de cycle est la date à 
laquelle le LAI atteint la valeur minimale du LAI de l’année considérée à laquelle on a 
ajouté 40% de l’amplitude calculée sur le cycle moyen.  
De la même façon, la date de fin de cycle utilisée dans cette étude, est la date à 
laquelle la valeur du LAI repasse en dessous des 40% de l’amplitude. 
La durée du cycle du LAI est le laps de temps qui sépare le début et la fin du cycle. 
Enfin, comme son nom l’indique, la date à laquelle le LAI maximum est atteint 
correspond à l’instant t où le LAI est maximal. 
Dans le cas des forêts à feuillage persistant et des zones arides, les variations 
saisonnières du LAI sont trop faibles pour que l’on puisse en tirer de l’information sur la 
phénologie. Les points de grille présentant un cycle annuel moyen de LAI dont 
l’amplitude est inférieure à 0.5 m² m-², ne sont pas considérés dans l’étude.  
 
V.3.   Résultats : satellites et modèles voient-ils la même chose ? 
 
Cette partie présente les résultats obtenus lors de l’intercomparaison des différents 
jeux de données. Elle permet d’une part de mettre en évidence les ressemblances et les 
divergences entre les séries de variables absolues considérées et met dans un deuxième 
temps l’accent sur l’étude des différentes descriptions de la variabilité interannuelle du 
LAI et de l’humidité du sol (superficielle et racinaire). Il s’agit d’un travail préliminaire de 
confrontation des jeux de données dans le but de discuter par la suite de l’utilisation 
potentielle d’outils capables de détecter et de suivre les épisodes de sécheresses. Par souci 
de clarté, les trois variables étudiées sont traitées une par une.  
Chapitre V : Télédétection et modélisation : le suivi des sécheresses 
 113
V.3.1.  Intercomparaison des données d’humidité superficielle du sol 
 
La figure 18 met en évidence la qualité des corrélations obtenues entre les séries 
d’humidité du sol AMSR-E, WACMOS (ESA-CCI Soil Moisture) et les simulations ISBA-
A-gs. Le contenu en eau de la couche superficielle du sol peut présenter un cycle diurne 
non négligeable. Pour cette raison, les différentes données journalières, observées et 
simulées, ont été considérées à minuit pour les trois produits d’eau du sol. Dans un 
premier temps, les corrélations (r) sont calculées sur les séries de valeurs journalières, sur 
la période de disponibilité des données AMSR-E, à savoir 2003-2008. Dans un second 
temps, les corrélations sont calculées pour la même période, sur les séries d’anomalies 
(Ano1). Cette seconde comparaison permet de voir si le modèle et les satellites 
représentent la variabilité au jour le jour de l’humidité du sol de façon similaire et ce en 
s’affranchissant du cycle annuel. Les résultats sont aussi présentés, grâce à la longue série 
d’humidité superficielle du sol (wg) WACMOS, sur la période 1991-2008. Seules les 




Figure 18. Mise en évidence des corrélations obtenues entre les humidités AMSR-E et ISBA-
A-gs (haut) et WACMOS et ISBA-A-gs (milieu) sur la période 2003-2008. Idem pour les figures 
du bas entre les données WACMOS et ISBA-A-gs mais pour la période 1991-2008. a) (r) 
obtenu entre les séries de valeurs absolues. b) (r) obtenu entre les séries d’Ano1. 
 
La figure 18 montre que les corrélations obtenues entre les wg AMSR-E et les wg 
ISBA-A-gs sont bonnes (r>0.6) sur la moitié sud de la zone (Afrique du Nord, Moyen-
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Orient, pourtour méditerranéen et France). Les meilleures corrélations sont obtenues sur 
les zones à faible densité de végétation et correspondent aux régions sur lesquelles AMSR-
E est le plus performant. Ainsi sur cette zone où le produit satellitaire AMSR-E est fiable, 
le modèle simule correctement l’humidité superficielle du sol. Sur les régions plus au nord, 
les corrélations entre les deux jeux de données sont négatives ou ne sont pas significatives 
De façon générale, les observations satellitaires et les simulations des variables 
biophysiques, réalisées sur les régions des hautes latitudes, sont marquées par davantage 
d’incertitudes. Du point de vue des simulations, les processus physiques liées à la neige et 
au gel du sol sont complexes et difficiles à simuler correctement. Du point de vue des 
observations satellitaires micro-ondes, les mêmes processus perturbent le signal lié à 
l’humidité du sol. Concernant à présent les corrélations obtenues entre les séries 
d’anomalies, on retrouve les mêmes patterns de qualité, avec au sud de bonnes corrélations 
(r>0.3) et au nord des corrélations non significatives. En comparant ces résultats à ceux 
obtenus sur la même période, avec le jeu de données WACMOS, on s’aperçoit que les 
corrélations sont du même ordre (voire complètement identiques) sur la moitié sud de la 
zone et que par contre, les corrélations sont bien plus élevées sur la moitié nord, que ce 
soit à partir des valeurs absolues ou des anomalies d’humidité superficielle. Sur la période 
2003-2008, WACMOS est basé sur les données AMSR-E sur les zones à faible densité de 
végétation, ce qui justifie le fait qu’on obtienne des résultats similaires entre AMSR-E et 
ISBA-A-gs d’une part et entre WACMOS et ISBA-A-gs d’autre part. Sur les zones plus au 
nord, à densité de végétation forte, WACMOS repose sur les produits ERS 1 et 2 et plus 
récemment ASCAT. Les corrélations négatives sur la Turquie et en Iran peuvent être 
causées par des interférences électromagnétiques, où par des pratiques agricoles 
particulières (irrigation, cultures sous serre, etc.) qui ne sont pas représentées par le 
modèle. 
Il peut être noté que les corrélations obtenues entre WACMOS et ISBA-A-gs pour 
une maille donnée sont au moins aussi bonnes que celles obtenues sur cette même maille 
entre AMSR-E et ISBA-A-gs. En tirant partie suivant les zones des atouts respectifs des 
différents produits satellitaires, les humidités WACMOS sont proches des humidités 
superficielles simulées par le modèle ISBA-A-gs. Ces deux séries de données 
complètement indépendantes semblent aller dans le même sens ce qui pousse à penser 
d’une part que le jeu WACMOS (ESA-CCI Soil Moisture) est proche de la réalité et d’autre 
part qu’ISBA-A-gs forcé par ERA-I-RG est capable de bien simuler l’humidité superficielle 
du sol et sa variabilité d’un jour à l’autre. La comparaison des données WACMOS (ESA-
CCI Soil Moisture) et ISBA-A-gs sur la période entière (1991-2008) montre que la qualité 
des corrélations (r) est similaire à celle obtenue sur la période 2003-2008.  
 
V.3.2.  Validation des simulations de w2 du modèle ISBA-A-gs à 
partir de données in situ 
 
La figure 19 présente les r² (coefficients de corrélation au carré) obtenus entre les 
simulations réalisées à partir du modèle ISBA utilisé dans 3 configurations (STD, AST et 
NIT) et les données in situ disponibles sur les sites de Smosrex, Fitterizzi, Mongrassano, 
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Torano, Falkenberg, Kehrigk et Bagnoli. Ces corrélations sont calculées à partir des séries 
de valeurs journalières ainsi que des deux séries d’anomalies considérées (Ano1 et Ano2, 
calculées sur les décades). La station de MUREX a aussi été étudiée mais les données 
n’étant disponibles que tous les 7 jours et sur une période restreinte de 3 ans et demi 
(1995-mai 1998), les résultats obtenus n’apparaissent pas sur la figure 19. Cependant, ils 
sont comparables, qualitativement parlant, à ceux obtenus sur les autres stations. Pour 
chacune des stations, la figure 19 fait apparaître la qualité des scores obtenus avec chacune 
des configurations d’ISBA utilisées. Les r² obtenus à partir des séries de valeurs absolues 
sont très bons (r²>0.5) sauf pour la station allemande de Kehrigk où le r² est en moyenne 
de 0.36. Cette station correspond à l’unique point de mesure situé dans une forêt, tous les 
autres sites étant placés sur des zones recouvertes de prairies. Concernant le suivi des 
valeurs absolues, les r² obtenus à partir de STD, d’AST et de NIT sont très proches et 
suivant la station que l’on considère, la version d’ISBA qui permet d’obtenir des 
simulations légèrement meilleures en comparaison aux observations in situ, varie. Les 




Figure 19. Corrélations (r²) obtenues entre les simulations ISBA (STD, AST et NIT) de 
l’humidité du sol dans la zone racinaire et les observations in situ à une profondeur de 30 cm, 
sur les sites de Smosrex, de Fitterizzi, de Mongrassano, de Torano, de Falkenberg, de Kehrigk 
et de Bagnoli sur la période de disponibilité des données. r² obtenus sur les séries (haut) de 
valeurs absolues, (milieu) d’Ano1 et (bas) d’Ano2-I (série entière d’anomalies - pas de temps : 
decade). 
 
En regardant à présent la qualité des corrélations obtenues à partir des séries 
d’anomalies ‘Ano1’, on s’aperçoit de nouveau que les différentes versions d’ISBA 
permettent d’obtenir des simulations de qualité comparable et les r² d’une station à l’autre 
sont très proches, de l’ordre de 0.25 en moyenne. Cela montre que le modèle ISBA est 
capable de simuler la variabilité de l’humidité de la couche racinaire d’un jour à l’autre 
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relativement bien, sur des territoires relativement différents. Le dernier graphe de la 
figure 19 met en évidence les r² obtenus à partir de la comparaison des séries d’anomalies 
‘Ano2’. Cette confrontation permet de voir si le modèle est capable de bien représenter la 
variabilité de l’humidité racinaire d’une année à l’autre. Les résultats, visibles sur la figure 
19, sont très différents d’une station à l’autre et pour une station donnée d’une version 
d’ISBA à l’autre. Bien qu’en moyenne les r² soient de l’ordre de 0.25 si on considère toutes 
les stations, les r² varient de 0.5 sur le site de Smosrex à partir de la version STD d’ISBA, à 
0 sur le site de Kehrigk.  
 
V.3.3.  Comparaison de plusieurs produits de végétation (NDVI et 
LAI) 
 




Les figures 20 et 21 présentent les caractéristiques respectives des cycles annuels 
moyens des jeux de végétation ECOCLIMAP, GEOLAND2, ORCHIDEE, ISBA-A-gs (4 
séries de LAI) et GIMMS (1 série de NDVI). La figure 20 permet d’avoir une vue 
d’ensemble du comportement du LAI/NDVI observé par les satellites et simulé par les 
modèles. La climatologie du cycle moyen annuel de LAI calculée à partir des séries de 
données disponibles, est normalisée par maille sur l’année. Ainsi, sur les 12 valeurs 
mensuelles, chacun des points de grille prend une fois les valeurs de 0 (lorsque le LAI 
moyen est minimal) et de 1 (lorsque le LAI moyen est maximal). Des similitudes et des 
différences peuvent ainsi être mises en évidence au cours de l’année. Dès les mois de 
janvier-février, les satellites perçoivent une croissance de la végétation sur le Moyen-
Orient, l’Afrique ainsi que sur l’Espagne. Si le modèle ISBA-A-gs simule aussi déjà à cette 
période un LAI croissant et bien qu’il reste un peu en deçà de celui observé par les 
satellites, ORCHIDEE, quant à lui, ne simule que très peu de végétation à cette période de 
l’année sur cette région. Ce comportement se retrouve aussi en mars. En effet, la 
végétation des différents produits est alors quasiment maximale sur la partie sud de la zone 
et notamment en Espagne alors que le cycle végétatif débute à peine avec le modèle 
ORCHIDEE. Ce résultat est confirmé par la figure 17. Le NDVI observé par GIMMS a 
tendance à être plus précoce sur la France, l’Angleterre et l’Europe Centrale. Dès le mois 
d’avril, la végétation commence à croître sur la France et l’Europe Centrale. Le retard 
signalé précédemment avec le modèle ORCHIDEE se retrouve à nouveau. Le LAI 
ECOCLIMAP et le NDVI GIMMS ont tendance à être plus précoces que les autres sur la 
Scandinavie et la Russie d’avril à juillet. Au mois de mai, les simulations ISBA-A-gs sont 
proches en moyenne du LAI observé par GEOLAND2 alors que le LAI ECOCLIMAP est 
plus proche du NDVI GIMMS. Les 3 jeux de données satellitaires s’accordent ensuite 
parfaitement pendant les mois de juin et juillet alors que les modèles voient un signal 
moyen de LAI assez différent suivant les régions.  
 




Figure 20. Climatologie mensuelle, de janvier à décembre, du LAI/NDVI normalisé sur 
l’année. On retrouve, de gauche à droite, les LAI simulés ORCHIDEE et ISBA-A-gs (1991-
2008), la climatologie ECOCLIMAP (1999-2005), le LAI satellitaire GEOLAND2 (1999-2008) 
et le NDVI satellitaire GIMMS (1991-2006).  
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Au mois d’août, les cartes obtenues avec ECOCLIMAP et GIMMS sont très 
ressemblantes et sont assez intermédiaires par rapport aux 3 autres. Le LAI normalisé 
GEOLAND2 est alors inférieur aux 2 autres produits satellitaires et les sorties modèles à 
l’inverse ont tendance à être en moyenne supérieures. Ces résultats se confirment durant 
l’automne, lors de la phase de sénescence pour une grande majorité des régions (excepté 
les régions du sud). Le cycle du LAI observé par GEOLAND2 a tendance à décroître plus 
tôt que les autres et le cycle simulé par ORCHIDEE, à l’inverse, a tendance à durer plus 
tard dans l’année.  
 
La figure 21 permet d’affiner les résultats de la figure 20. Elle montre pour chaque 
point de grille de la zone, quand a lieu en moyenne le départ du cycle du LAI, quand il se 





Figure 21. Climatologie des (de haut en bas) débuts, fins et durées des cycles de LAI/NDVI 
moyens ainsi que de la date à laquelle est atteint le maximum de LAI/NDVI. De gauche à 
droite, on retrouve les caractéristiques des cycles de LAI ECOCLIMAP, de LAI GEOLAND2, 
de NDVI GIMMS, de LAI simulé ORCHIDEE et de LAI simulé ISBA-A-gs. Le cycle moyen de 
LAI est calculé à partir de la période de disponibilité des données (précisée sur la figure).  
 
Suivant les zones, les différences observées entre les 5 produits varient. Sur 
l’Afrique du Nord et sur l’Espagne, la climatologie ECOCLIMAP est la plus précoce 
(départ du cycle en octobre). Les données GEOLAND2 et GIMMS sur cette zone 
s’accordent pour un départ en moyenne au mois de décembre et les sorties de modèles 
Chapitre V : Télédétection et modélisation : le suivi des sécheresses 
 119
sont plus tardives et montrent un départ de cycle au mois de février pour ISBA-A-gs et 
mars pour ORCHIDEE. Sur l’Europe Centrale (Nord de l’Espagne, France, Italie, Grèce, 
Allemagne, Angleterre, etc.), ISBA-A-gs, ECOCLIMAP et GIMMS s’accordent pour un 
départ moyen en avril-mai, alors que GEOLAND2 démarre un peu plus tard, courant mai 
et ORCHIDEE plutôt début juin. Enfin, sur la partie Russie-Scandinavie, ECOCLIMAP et 
GIMMS observent un départ de cycle aux alentours de mai-juin alors que les 3 autres ont 
tendance à observer ou simuler le début de la croissance de la végétation en juin voire en 
juillet. Si on s’intéresse à présent à la date de fin de cycle, la figure 21 montre alors de 
grandes différences entre les séries de données. Comme le laissait penser les figures 17 et 
20, les cycles de LAI GEOLAND2 sont plus précoces sur toute la zone que les autres 
cycles. Même si les patterns visibles sur la carte ECOCLIMAP-II sont quasiment les 
mêmes que ceux obtenus avec les données GEOLAND2, il n’en reste pas moins que les fins 
de cycle sont un peu plus tardives (d’un mois en moyenne). Sur le nord et sur le sud de la 
zone, les données GIMMS s’accordent relativement bien avec les données ECOCLIMAP, 
mais sur la partie centrale, la sénescence du NDVI survient en moyenne un mois plus tard. 
Concernant à présent les simulations des modèles, ISBA-A-gs simule une fin de cycle de 
LAI très précoce sur la moitié sud de la zone (pourtour méditerranéen et Moyen-Orient). 
Excepté sur l’Espagne et sur l’Afrique du Nord où ISBA-A-gs s’accorde parfaitement avec 
la fin de cycle GEOLAND2, il a tendance, sur les autres régions du sud, à être plus précoce 
en terme de fin de cycle que les 4 autres produits. Sur le reste de la zone (Europe Centrale, 
de l’Est et du Nord), ISBA-A-gs est très proche des comportements de fin de cycle de LAI 
observés par GIMMS. Les plus grandes différences visibles sont observées sur la 
sénescence du cycle de LAI simulés avec ORCHIDEE. Les cycles se terminent alors en 
moyenne 1 mois plus tard dans l’année que les cycles simulés par ISBA-A-gs. Cette 
différence est principalement due à la forme du cycle des prairies simulée par ORCHIDEE. 
Le départ des cycles étant relativement similaire d’un jeu de données à l’autre, la date de 
fin influence alors fortement la durée du cycle. Ainsi, on retrouve les mêmes conclusions 
sur la durée du cycle que celles énoncées précédemment sur la date de fin. Concernant à 
présent la date à laquelle le maximum de LAI est atteint, les produits satellitaires (ou issus 
de données satellitaires) ECOCLIMAP, GEOLAND2 et GIMMS sont en bon accord. Les 
simulations d’ISBA-A-gs sont aussi très proches excepté sur la partie nord de la Russie et 
sur les Alpes, où le maximum est atteint plus tard dans l’année (1 mois de décalage). De 
nouveau, un retard est observé avec les simulations ORCHIDEE sur la quasi-totalité de la 




Les figures 22 et 23 permettent de comparer les jeux de données de LAI d’un point 
de vue quantitatif.  
La figure 22 montre une vue d’ensemble des valeurs du LAI observé par 
GEOLAND2 et simulé par les deux modèles, durant un cycle annuel moyen. Les plus 
grandes similitudes sont obtenues entre les cycles GEOLAND2 et les cycles de végétation 
ISBA-A-gs. En été, les valeurs des LAI ISBA-A-gs ont tendance à être supérieures aux 
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valeurs de LAI observées par GEOLAND2 sur une grande partie de l’Europe et sont alors 
plus proches des LAI simulés par le modèle ORCHIDEE.  
 
La figure 23 permet de comparer les valeurs minimales et maximales de LAI 
atteintes durant les cycles moyens de LAI simulés par ORCHIDEE et ISBA-A-gs et 
observés par GEOLAND2 (sur la période 1991-2008). On remarque de nouveau qu’il existe 
davantage de similitudes entre les valeurs minimales et maximales simulées par ISBA-A-gs 
et observées par GEOLAND2 qu’entre les valeurs simulées par ORCHIDEE et observées 
par GEOLAND2. Sur les régions des hautes latitudes, qui sont principalement recouvertes 
de conifères ne perdant pas leurs feuilles en hiver, les LAI minimums GEOLAND2 
devraient être plus importants. Les incertitudes liées à la mesure satellitaire sur ces régions 
pendant la période hivernale (peu de données disponibles, faible éclairement) sont 
probablement responsables d’un tel résultat.  
 
 
Figure 22. Climatologie mensuelle, de janvier à décembre, du LAI sur l’année. On retrouve, à 
gauche, les LAI simulés ISBA-A-gs et ORCHIDEE (1991-2008) et le LAI satellitaire 
GEOLAND2 (1999-2008) des mois de janvier à juin et à droite les LAI simulés et observés des 
mois de juillet à décembre. 
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Les plus grandes différences entre les trois jeux de données sont observées sur les 
LAI simulés par ORCHIDEE. Pour les valeurs maximales, ORCHIDEE a tendance à 
simuler un LAI plus fort sur le pourtour méditerranéen que celui qui est simulé par ISBA-
A-gs et celui qui est observé par GEOLAND2. Pour les valeurs minimales de végétation, 
ORCHIDEE simule des valeurs plus forte que celles observées et simulées par les deux 
autres jeux de données, sur l’ensemble de la zone d’étude. Les plus grandes différences 
sont observées sur les régions de hautes latitudes, recouvertes en grande partie de 
conifères. ORCHIDEE ne simule pas de décroissance sur les conifères, ce qui explique que 
les valeurs de LAI minimales sur ces régions soient beaucoup plus élevées que celles qui 
sont simulées dans ISBA-A-gs, qui simule un cycle végétatif marqué pour les conifères. 
 
 
Figure 23. Climatologie des (de haut en bas) maximums et minimums de LAI atteints sur les 
cycles moyens annuels de LAI. De gauche à droite, on retrouve les caractéristiques des cycles 




Etude de la représentation de la variabilité interannuelle de la végétation 
 
Cette première partie a permis de dégager le comportement standard de 5 produits 
de végétation différents. Dans le cadre de l’étude des sécheresses, il est important de 
quantifier la qualité de la représentation de la variabilité du LAI/NDVI d’une année sur 
l’autre. Pour ce faire, la figure 24 compare les LAI simulés par ORCHIDEE et ISBA-A-gs 
aux LAI GEOLAND2 sur la période 1999-2008 au pas de temps de 10 jours. Par ailleurs, le 
FAPAR calculé à partir des LAI ISBA-A-gs et ORCHIDEE est comparé au NDVI GIMMS, 
sur la période 1991-2006, au pas de temps 15 jours. Dans un premier temps, les 
corrélations (r²) sont calculées à partir des séries de valeurs absolues de végétation. Dans 
un second temps, les corrélations (r) sont calculées à partir des séries d’anomalies (Ano2). 
La comparaison des simulations issues des modèles ORCHIDEE et ISBA-A-gs apparaît 
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aussi sur la figure 24. Cette comparaison montre que les 2 modèles sont très proches (r² > 
0.6) sur une grande partie de la zone, et notamment en Europe Centrale, en Russie et en 
Scandinavie. Les corrélations entre les 2 séries de simulations sont nettement moins 
bonnes (r² < 0.4) sur le pourtour méditerranéen (Espagne, Afrique du Nord, Italie et sur la 





Figure 24. Corrélations obtenues entre les LAI (FAPAR) issus des modèles ISBA-A-gs et 
ORCHIDEE et les LAI (NDVI) satellitaires GEOLAND2 et GIMMS, sur les périodes 
respectives 1999-2008 et 1991-2006. a) (r²) calculés à partir des séries de valeurs absolues. b) (r) 
obtenus à partir des séries d’anomalies Ano2-I (série entière d’anomalies - pas de temps 
considérés : 10 et 15 jours pour les comparaisons respectives aux LAI GEOLAND2 et aux 
NDVI GIMMS). 
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En moyenne sur la zone, le r² entre les 2 séries est de 0.62. Concernant la 
comparaison des anomalies, les meilleures corrélations sont obtenues à l’inverse sur le 
pourtour méditerranéen (r > 0.5) et les moins bonnes le sont sur la partie nord 
(Scandinavie-Russie) de la zone (r < 0.2). Comme précédemment avec l’humidité 
superficielle du sol, les observations satellitaires du LAI sont moins fiables sur les régions 
de hautes latitudes. Par conséquent, les mauvaises corrélations obtenues entre les 
observations et les simulations de LAI (GEOLAND et GIMMS d’une part et ISBA-A-gs et 
ORCHIDEE d’autre part), sur ces régions là, sont difficilement interprétables et il est 
difficile de conclure sur la qualité de l’un ou de l’autre des jeux de données. Sur le reste de 
la zone, et notamment sur l’Europe, les corrélations des séries d’anomalies simulées sont 
de l’ordre de 0.38 en moyenne.  
 
En comparant à présent les LAI issus des modèles au LAI satellitaires GEOLAND2, 
on voit que les LAI produits par ISBA-A-gs et par télédétection sont proches sur l’Espagne, 
l’Afrique du Nord, la Turquie (r² > 0.7) alors qu’ORCHIDEE l’est plutôt sur le sud de la 
France, sur l’Italie et sur la Grèce (r² > 0.6). Mis à part de mauvaises corrélations entre 
GEOLAND2 et ISBA-A-gs sur la Scandinavie, la Russie et les Alpes et entre ORCHIDEE et 
GEOLAND2 sur l’Allemagne, le Royaume-Uni, l’Irlande, la partie sud de l’Espagne et nord 
de la France (r² < 0.2), les différents produits sont consistants sur les autres régions (0.4 < 
r² < 0.7). Les r² moyens obtenus sur la zone entière entre ORCHIDEE et GEOLAND2 
d’une part et entre ISBA-A-gs et GEOLAND2 d’autre part, sont respectivement égaux à 
0.44 et 0.45. La même comparaison menée sur les séries d’anomalies montre un meilleur 
accord entre les LAI GEOLAND2 et les LAI ISBA-A-gs qu’avec ORCHIDEE. Les 
corrélations sont particulièrement élevées sur le pourtour méditerranéen. Sur la partie 
nord du domaine, elles sont non significatives pour la plupart (voire anti-corrélées pour 
certaines) que ce soit avec les LAI ISBA-A-gs ou avec les LAI ORCHIDEE. En moyenne, 
les corrélations r d’anomalies entre ISBA-A-gs et GEOLAND2 sont de 0.42 sur la zone, 
alors qu’elles sont de 0.34 en moyenne entre ORCHIDEE et GEOLAND2. Ces moins bons 
résultats obtenus sur les hautes latitudes peuvent être dus au fait que très peu de données 
de LAI GEOLAND2 sont disponibles sur ces régions. Par ailleurs, les modèles ont 
tendance à simuler une variabilité interannuelle de la végétation quasiment nulle sur ces 
régions. La comparaison des FAPAR calculés à partir des sorties de modèles et des NDVI 
GIMMS fait apparaître des résultats un peu différents de ceux obtenus avec les LAI 
GEOLAND2. Concernant la comparaison des séries de valeurs absolues, les corrélations 
obtenues entre le FAPAR ISBA-A-gs et le NDVI GIMMS sont nettement meilleures (r² = 
0.64 en moyenne) sur une grande partie de la zone, excepté sur le pourtour 
méditerranéen. La même comparaison réalisée avec les FAPAR ORCHIDEE est proche de 
la comparaison menée précédemment entre ORCHIDEE et GEOLAND2, excepté sur la 
Russie où les corrélations sont nettement meilleures et de l’ordre de 0.8. En moyenne sur 
la zone, le r² entre les FAPAR ORCHIDEE et les NDVI GIMMS est égal à 0.55. Par 
ailleurs, la comparaison des séries d’anomalies ressemble beaucoup d’un point de vue 
géographique aux corrélations obtenues entre les modèles respectifs et les LAI 
GEOLAND2. D’un point de vue qualitatif, les corrélations sont moins bonnes : les r² sont 
5.3 Résultats : satellites et modèles voient-ils la même chose ? 
 124
respectivement en moyenne de 0.34 et de 0.25 sur la zone, pour ISBA-A-gs et 
ORCHIDEE.  
 
 Printemps Eté Automne 
ISBA-A-gs vs. GEOLAND2 0.51 0.52 0.48 
ORCHIDEE vs. GEOLAND2 0.42 0.46 0.47 
ISBA-A-gs vs. GIMMS 0.45 0.45 0.40 
ORCHIDEE vs. GIMMS 0.40 0.40 0.38 
ISBA-A-gs vs. ORCHIDEE 0.46  0.50 0.56 
 
Tableau 3. Moyenne des coefficients de corrélation (r) obtenus sur la zone Europe-Bassin 
méditerranéen entre les séries d’Ano2-II (séries saisonnières d’anomalies – pas de 
temps considérés : 10 et 15 jours pour les comparaisons respectives aux LAI 
GEOLAND2 et aux NDVI GIMMS) de LAI saisonnières simulées et télédétectées. 
Les résultats sont donc donnés par saison sur la période 1999-2008 pour les données 
GEOLAND2, au pas de temps 10 jours et sur la période 1991-2006 pour les données 
GIMMS, au pas de temps 15 jours. La moyenne est calculée à partir des points de 
grilles sur lesquelles les corrélations sont significatives.  
 
 
Afin d’affiner l’étude de la représentation de la variabilité interannuelle de la 
végétation, la même comparaison que celle présentée à la figure 24b, menée initialement 
sur les séries entières d’anomalies disponibles, a été réalisée à l’échelle des saisons. Ainsi, 
plutôt que de considérer les séries entières de données, j’ai calculé les corrélations 
d’anomalies sur des périodes plus restreintes correspondant au printemps (seuls les mois de 
mars, avril et mai sont pris en compte), à l’été (juin, juillet, août) et à l’automne 
(septembre, octobre, novembre). Ainsi, on ampute à chaque série annuelle la saison que 
l’on considère et on met ensuite les fragments extraits, par année, bout à bout pour 
constituer la série. Les périodes et les pas de temps considérés restent donc les mêmes que 
ceux utilisés dans la figure 24.  
 
Les comparaisons par saison apparaissent figure 25. Le tableau 3 récapitule les 
corrélations moyennes obtenues entre les différents jeux de données, en ne prenant en 
compte que les points de grille sur lesquels les corrélations sont significatives. Qu’il s’agisse 
de la comparaison avec le LAI GEOLAND2 ou avec le NDVI GIMMS, les données ISBA-
A-gs sont mieux corrélées avec les produits satellitaires que les données ORCHIDEE et ce 
pour les 3 saisons considérées. Les moins bons résultats observés entre les modèles et les 
satellites sont obtenus à l’automne. C’est en été que les anomalies de LAI simulées par 
ISBA-A-gs et par ORCHIDEE sont les plus proches des anomalies GEOLAND2. En 
comparaison aux NDVI GIMMS, c’est plutôt au printemps que les meilleures corrélations 
sont obtenues entre les données satellitaires et les sorties de modèles. Si la variabilité 
interannuelle est simulée de façon similaire en été sur le pourtour méditerranéen par 
ORCHIDEE et par ISBA-A-gs, c’est particulièrement en automne que les 2 modèles 
s’accordent sur une grande partie de la zone. 
 
De façon générale, cette première partie sur la confrontation de plusieurs jeux de 
données décrivant la végétation, a permis de mettre en avant certaines similitudes et 
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certaines différences entre les différents produits considérés. Les différences mises en 
évidence entre les observations et les simulations des indices foliaires (LAI et NDVI) 
peuvent être en partie dues aux effets anthropiques qui ne sont pas, ou très peu 





Figure 25. Coefficients de corrélation (r) obtenus entre les séries d’Ano2-II saisonnières 
simulées (ISBA-A-gs et ORCHIDEE) et observées (GEOLAND2 et GIMMS). Des pas de temps 
de 10 et 15 jours sont respectivement considérés lorsque l’on compare les simulations aux 
produits GEOLAND2 ou GIMMS. De gauche à droite : résultats obtenus au printemps, en été 
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V.3.4.  Mise en évidence et suivi des grandes sécheresses observées 
en Europe entre 1991 et 2008 : la donnée de végétation 
 
Afin de mettre en évidence les épisodes de sécheresse les plus intenses qui ont sévi entre 
1991-2008, les séries de données de LAI simulées par ISBA-A-gs et ORCHIDEE ont été 
comparées. Pour ce faire, à partir des LAI journaliers d’un modèle (ISBA-A-gs d’une part 
et ORCHIDEE d’autre part), 2 séries de données ont été construites. La première série est 
constituée par les valeurs des LAI maximums annuels (18 valeurs, soit une par an) et la 
seconde par les valeurs des LAI moyens annuels. A partir de chacune de ces 2 séries, on 
identifie l’année par point de grille où le LAI maximum atteint, a été le plus bas sur la 
période 1991-2008 et de même on identifie l’année durant laquelle le LAI moyen a été 
minimal par rapport aux autres années. Les résultats obtenus ont ensuite été représentés 




Figure 26. Mise en évidence des années où le LAI maximal annuel (gauche) et le LAI moyen 
annuel (droite), simulés par les modèles ISBA-A-gs (haut) et ORCHIDEE (bas) ont été les plus 
faibles sur la période 1991-2008. 
 
Ce travail cherchait à répondre à plusieurs interrogations : 
 
- la première était de savoir si cette méthode pouvait permettre, à partir des 
simulations de LAI, d’identifier, suivant les zones, les épisodes de sécheresse 
les plus intenses réellement observés. En comparant les résultats obtenus à 
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des données bibliographiques faisant état des sécheresses passées, il était 
alors possible de qualifier le message ainsi transmis par les modèles. 
 
- La deuxième était de savoir si les 2 séries de simulations de LAI ORCHIDEE 
et ISBA-A-gs, générées à partir des mêmes données de forçages, 
permettaient d’identifier les mêmes épisodes en fonction des régions. 
 
- Une fois ce bilan réalisé, le dernier objectif de ce travail était de mettre en 
avant les années de sécheresse les plus marquantes, simulées par les modèles 
de surface, afin d’approfondir l’étude des sécheresses sur ces années précises. 
 
Sur la figure 26, on se rend compte que l’utilisation du LAI maximum atteint dans 
l’année ou alors du LAI moyen annuel importe peu puisque les 2 cartes obtenues avec 
l’une ou l’autre des variables sont quasiment identiques. Le même travail a été réalisé à 
partir de la durée annuelle du cycle végétatif ainsi qu’à partir de la date annuelle de fin de 
cycle. Les résultats étant très proches de ceux présentés à la figure 26, ils n’apparaissent 
donc pas dans ce manuscrit.  
Si le signal observé sur les données d’ORCHIDEE est un peu plus bruité que celui 
qu’on obtient avec les LAI ISBA-A-gs, il n’en reste pas moins que les 2 modèles 
permettent d’identifier des années de sécheresse communes. Ce résultat est 
particulièrement vrai en Espagne, en France, au Royaume-Uni, sur l’Afrique du Nord et de 
façon assez générale sur le pourtour méditerranéen. A l’inverse, la situation, en 
Scandinavie et dans une moindre mesure en Russie, est plus contrastée d’un modèle à 
l’autre.  
Sur le site du WMO (World Meteorological Organization, 
http://www.wmo.int/pages/prog/wcp/wcdmp/statement/wmostatement_en.html), des 
bilans annuels sur les situations hydriques et climatiques sont réalisés à l’échelle globale 
depuis 1995. Ces rapports permettent de recenser les années durant lesquelles divers 
épisodes de sécheresse ont sévi sur certaines régions du monde et de les confronter ensuite 
aux cartes de la figure 26 qui recensent les années pour lesquelles le modèle a simulé une 
sécheresse sur une région donnée. La limite de cette méthode réside dans le fait que si 
plusieurs épisodes de sécheresse équivalents ont sévi sur une même zone, seule l’année où 
la situation a été la pire est visualisable. A partir des rapports climatiques disponibles sur le 
site du WMO ainsi que d’autres éléments bibliographiques, une liste des sécheresses 
majeures ayant sévi entre 1991 et 2008 sur l’Europe, le Moyen-Orient et l’Afrique du Nord 
a été dressée. Elle est présentée ci-après et confrontée aux résultats restitués sur la figure 
26.  
Au début des années 90, l’Europe a connu d’importantes périodes de sécheresse qui 
ont eu des conséquences notables (Lehner et al., 2001). En particulier, la période 1992-
1995 a été marquée par une série de sécheresses en Espagne qui a eu notamment de 
grandes conséquences sur les cultures du bassin du Guadalquivir (Gonzalez-Alonso et al., 
2000 ; Lehner et al., 2001 ; Mestre, 2010). Cette sécheresse apparaît effectivement sur les 
cartes de la figure 26, notamment pour les années 1992 et 1995 qui ressortent comme 
d’importantes années de sécheresse sur l’Espagne. La France a aussi connu plusieurs 
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sécheresses durant cette période et notamment au nord en 1991 et sur tout le territoire en 
1992 (Besleaga, 1992 ; Terrible et Schérer, 1993 ; Schérer, 1993 ; Seguin, 2004). Ces 
épisodes ne sont pas identifiés dans la Fig. 24 comme les épisodes majeurs en France sur la 
période 1991-2008, mais l’année 1992 apparaît cependant légèrement sur la partie est de la 
France. Une autre sécheresse de forte intensité est survenue en Bulgarie durant la période 
1993-1994 (Kundzewicz, 2001) et apparaît bien sur les cartes ISBA-A-gs et ORCHIDEE 
comme une année marquante en matière de sécheresse. Kundzewicz (2001) fait aussi état 
d’une importante sécheresse en Pologne pendant l’été 1992. De nouveau, les simulations 
des modèles sont cohérentes avec la bibliographie et ce qui a été observé. Enfin, si ce 
résultat reste très peu visible sur les cartes, qui mettent particulièrement en évidence la 
sécheresse de 1995, il s’avère que les pays d’Afrique du Nord, ont aussi été touchés par des 
sécheresses en 1992 et 1993 (Fatna et Abderrahim, 1997). Il n’est cependant pas illogique 
que l’année 1995 ressorte comme telle sur les cartes puisque la sécheresse qui a touché 
l’Afrique du Nord (Algérie, Maroc, Tunisie) à cette période est recensée comme une des 
plus sévères (Fatna et Abderrahim, 1997). Cette sécheresse ne s’est pas limitée à l’Afrique 
du Nord et a aussi concerné (rapport WMO 1995) l’Espagne, et le Sud de la France. Cette 
sécheresse a été provoquée par des précipitations en début d’année et surtout au printemps 
(mars à mai) bien en dessous de la moyenne saisonnière. Par ailleurs, une autre sécheresse 
a eu lieu en même temps sur le Royaume-Uni, l’Irlande, le Danemark, l’Allemagne et la 
Pologne. Sur les différentes cartes de la figure 26, ces épisodes sont bien visibles, excepté 
sur la partie nord (Allemagne, Danemark, Pologne) où ISBA-A-gs fait figurer l’année 1996 
comme l’année la plus sèche. Ce résultat est loin d’être incohérent puisque le rapport 
WMO 1996 fait effectivement état d’une importante sécheresse en 1996 qui a sévi sur la 
majeure partie nord de la zone étudiée. Elle a touché la partie sud du Royaume-Uni, la 
Belgique, les Pays-Bas, l’Allemagne, la Pologne, la Scandinavie, le Nord de la France et la 
partie ouest de la Russie. Si cette sécheresse apparaît légèrement sur les cartes ORCHIDEE 
au Royaume-Uni, au nord de la France, en Belgique et au Pays-Bas, elle est bien plus 
visible sur les cartes ISBA-A-gs sur ces mêmes régions. Les années 1997 et 1998 
n’apparaissent sur aucune des 4 cartes et pour cause aucun événement sec majeur n’est 
recensé sur la zone considérée ces années là. En 1999, la partie ouest de la Russie, ainsi que 
certaines régions du Moyen-Orient (notamment en Israël et en Syrie), ont connu une 
sécheresse durant l’été, provoquée par une importante vague de chaleur ainsi que des 
précipitations très inférieures à la moyenne saisonnière (Zaitchik et al., 2006). Cette 
sécheresse est bien visible sur les cartes d’ORCHIDEE et apparaît aussi, dans une moindre 
mesure, sur les cartes ISBA-A-gs. L’année 2000 a été marquée par 2 épisodes de sécheresse 
qui ont touché d’une part le Moyen-Orient et d’autre part la Pologne, la Grèce, la 
Bulgarie, la Roumanie et les pays alentours (Kundzewicz, 2001). Ces épisodes sont visibles 
sur les cartes, notamment au nord de la Grèce et au Moyen-Orient. L’année 2001, qui 
n’apparaît pas sur les cartes de la figure 26 a été une année plutôt humide sur la zone en 
comparaison aux moyennes saisonnières (rapport WMO 2001). Durant l’année 2002, les 
provinces du centre de la Russie, ont connu d’avril à août une grave sécheresse. Elle a été 
provoquée par un cumul de précipitations sur cinq mois qui n’a atteint qu’un tiers de la 
moyenne calculée sur la période 1061-1990. Ce cumul a été le plus bas jamais relevé 
depuis la fin du XIXème siècle. La Scandinavie (Norvège, Suède et Finlande) a aussi connu à 
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la même époque une importante sécheresse. Si cette donnée n’est pas du tout visible en 
Scandinavie sur les cartes d’ISBA-A-gs et d’ORCHIDEE, la sécheresse de 2002 en Russie 
centrale est bien visible sur les cartes d’ISBA-A-gs et apparaît aussi un peu sur la carte du 
LAI moyen annuel d’ORCHIDEE. L’année 2003, très connue en Europe (Rebetez, 2004 ; 
Rebetez et al., 2006 ; Vidal et al., 2010), a été marquée par une importante sécheresse qui a 
notamment touché l’Europe centrale durant l’été et a eu de grandes conséquences sur 
l’agriculture. Par ailleurs, cette sécheresse a provoqué de violents incendies de forêt en 
Espagne, au Portugal et en France. Si cette sécheresse n’apparaît que très peu sur les cartes 
d’ORCHIDEE, elle est cependant très visible, à juste titre, sur les cartes d’ISBA-A-gs. 
L’année 2004 a été, sur une majeure partie de l’Europe, une année chaude (rapport WMO 
2004) mais n’a pas connu de sécheresse majeure. Les cartes obtenues à la figure 26 
confirment cette donnée. Le rapport WMO 2005 fait état d’une importante sécheresse qui 
a touché toute la partie ouest de l’Europe et notamment le Portugal, l’Espagne (Garcia-
Herrera et al., 2007 ; Mestre, 2010), la France et l’Angleterre. L’année 2005 apparaît bien 
comme telle sur les 4 cartes de la figure 26. Si l’année 2008 apparaît comme une année 
sèche au Moyen-Orient, sur les différentes cartes, les rapports WMO de 2006, 2007 et 
2008 ne recensent aucun épisode important de sécheresse sur la zone considérée.  
 
Cette analyse montre que les épisodes majeurs recensés par la bibliographie sont 
visualisables à l’aide de cartes (représentant les résultats issus des simulations du LAI par 
ISBA-A-gs et ORCHIDEE), telles qu’elles ont été proposées à la figure 26. Il serait alors 
envisageable d’utiliser ce genre d’outil et ainsi, la donnée de LAI, pour détecter les 
épisodes extrêmes de sécheresse et pouvoir les comparer les uns aux autres, en 
représentant comme je l’ai fait, la sécheresse agricole la plus sévère survenue sur une 
période précise.  
 
Cette étude a été reproduite en utilisant les LAI GEOLAND2 observés. Les données 
étant actuellement disponibles sur la période 1999-2008 (10 ans), les cartes ne sont donc 
pas comparables à celles produites à partir des simulations obtenues sur la période 1991-
2008. Pour cette raison, les données n’apparaissent pas sur la figure 26. La mise en 
évidence des années les plus sèches (en matière de végétation) sur la période 1999-2008 à 
partir des données GEOLAND2 est encourageante puisqu’elle permet de mettre en 
évidence les grandes sécheresses répertoriées précédemment (2000, 2002, 2003 et 2005).  
 
J’ai ainsi pu inventorier les sécheresses les plus importantes qui ont sévi sur la 
période 1991-2008 sur l’Europe, l’Afrique du Nord et le Moyen-Orient et décidé d’étudier 
plus en détail les années 1995, 2002, 2003 et 2005. La figure 27 représente les anomalies 
mensuelles calculées sur la période 1991-2006, à partir des séries ISBA-A-gs, ORCHIDEE, 
GIMMS. Les résultats sont établis de mai à octobre pour les années 1995 et 2002. Pour 
l’année 2002, la série d’anomalies GEOLAND2 a été ajouté à titre indicatif à côté des 3 
autres mais ne peut être comparée au même titre que les autres puisque ces anomalies ont 
été calculées sur la période 1999-2008. La figure 28 présente de la même façon les années 
2003 et 2005. Les anomalies figurent d’avril à octobre et ont été calculées sur la période de 
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disponibilité des données GEOLAND2, à savoir la période 1999-2008. Les NDVI GIMMS 






Figure 27. Ano2-III mensuelles de LAI normalisées sur 2 années de grandes sécheresses (à 
gauche, 1995 et à droite, 2002). De gauche à droite : les simulations de LAI des modèles ISBA-
A-gs et ORCHIDEE et le NDVI télédétecté GIMMS (et le LAI GEOLAND2 pour l’année 
2002). De haut en bas : mois de mai à octobre. 
 
 Comme nous l’avons vu précédemment, l’année 1995 a été marquée par des 
sécheresses en Afrique du Nord, en Espagne, au Sud de la France, au Royaume-Uni, en 
Irlande mais aussi au Danemark, en Allemagne et en Pologne. Ces sécheresses ont touché 
les différentes régions au printemps et en été. Sur la figure 27a, les simulations de LAI des 
modèles ISBA-A-gs et ORCHIDEE ainsi que les données télédétectées GIMMS permettent 
de bien représenter ces sécheresses sur les différentes zones concernées. Les anomalies sur 
les données de LAI sont bien visibles et les 3 jeux de données sont cohérents entre eux. 
Ces anomalies de végétation, observées par le satellite GIMMS, disparaissent dès le mois 
d’octobre excepté sur l’Espagne et l’Afrique du Nord, alors qu’elles semblent être plus 
persistantes sur les simulations des modèles. A cette exception près, les différents jeux de 
données présentent les mêmes signaux et sont cohérents avec la bibliographie.  
 
L’année 2002 a été marquée par une très grande sécheresse, d’avril à août, qui a 
notamment touché la Russie Centrale. Au mois de mai, seuls les produits satellitaires 
1995 
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GEOLAND2 et GIMMS laissent apparaître un signal sur cette région de la zone et 
informent donc dès le printemps d’une sécheresse agricole sur la Russie. Ce signal va 
perdurer au moins jusqu’au mois d’octobre et les 2 jeux de données satellitaires sont très 
proches tout au long de la période que l’on considère. ISBA-A-gs montre un signal de 
sécheresse sur la Russie dès le mois de juin alors que le signal ORCHIDEE arrive bien plus 
tard (en août). Les anomalies de LAI simulées par les modèles sont ensuite très similaires 
des mois d’août à octobre, sur toute la zone. Ils sont aussi proches des anomalies observées 
par les satellites, excepté au mois d’août, où GIMMS voit une sécheresse agricole plus 






Figure 28. Ano2-III mensuelles de LAI normalisées sur 2 années de grandes sécheresses (à 
gauche, 2003 et à droite, 2005). De gauche à droite : les simulations de LAI des modèles ISBA-
A-gs et ORCHIDEE et le LAI GEOLAND2. De haut en bas : mois d’avril à octobre.  
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Concernant la Scandinavie qui a aussi connu une période de sécheresse en 2002, il 
semblerait que les modèles ne simulent pas correctement le LAI sur cette zone à cette 
période, alors que les anomalies observées par les satellites permettent de visualiser cette 
sécheresse. Les modèles, à l’inverse, simulent sur la Scandinavie, un LAI plutôt au dessus 
de la moyenne saisonnière. 
 
La sécheresse de 2003 sur l’Europe Centrale est bien observée par le produit 
satellitaire GEOLAND2 et simulée par les modèles ISBA-A-gs et ORCHIDEE.  
Quelques différences apparaissent cependant entre les 3 séries d’anomalies : le 
signal indiquant un LAI inférieur à la moyenne saisonnière arrive très tôt avec ISBA-A-gs 
et s’étend très vite à l’Europe entière. Au mois de juin, les anomalies ORCHIDEE et 
GEOLAND2 sont plus proches et moins prononcées que les anomalies ISBA-A-gs. Les 
mêmes conclusions sont visibles au mois de juillet. Au mois d’août, les 3 jeux de données 
s’accordent parfaitement et il en est de même au mois de septembre. Dès le mois 
d’octobre, le produit satellitaire ne présente plus un signal marqué indiquant une 
sécheresse agricole, alors que les 2 modèles continuent de simuler une anomalie très 
prononcée.  
 
Concernant 2005 (figure 28b), la sécheresse ayant sévi en Espagne, au sud de la 
France et au Portugal est bien visible grâce aux anomalies calculées à partir des 3 jeux de 
LAI. Les plus grandes différences concernent l’Europe Centrale, l’Europe de l’Est et la 
Russie, où ORCHIDEE simule un LAI très faible par rapport à la moyenne, des mois 
d’avril à juin. L’anomalie de LAI simulée par ISBA-A-gs est plus proche de l’anomalie 
satellitaire surtout en juin. A partir du mois de juillet, les anomalies sont plus cohérentes 
d’un jeu de données à l’autre.  
 
 
V.4.  Discussion 
 
La partie précédente a permis de mettre en évidence les similitudes et les 
différences qu’il existe entre les données observées in situ ou télédétectées et les données 
simulées par différents modèles de surface. Les modèles sont performants pour simuler les 
données d’humidité du sol et de LAI et les différentes comparaisons avec les produits 
observés ont fait ressortir des similitudes encourageantes en ce qui concerne le suivi des 
anomalies des différentes variables et donc la détection des épisodes de sécheresse. Dans 
cette partie, sont examinées dans un premier temps des différences observées entre les 
simulations ISBA-A-gs et ORCHIDEE et entre les produits télédétectés GEOLAND2 et 
GIMMS. La deuxième partie de la discussion porte sur l’élaboration d’outils hydrologiques 
qui permettraient le suivi voire l’anticipation des épisodes de sécheresse et nous étudions 
la capacité de ces méthodes à le faire.  
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V.4.1.  Comment peut-on interpréter les différences observées entre 
les modèles ISBA-A-gs et ORCHIDEE et entre les produits 
satellitaires GEOLAND2 et GIMMS ? 
 
En termes d’anomalies, les deux produits satellitaires GEOLAND2 et GIMMS sont 
très proches et permettent dans la majorité des cas de détecter les mêmes épisodes de 
sécheresse. Le suivi des anomalies mensuelles en 2002 sur la zone Europe-Bassin 
méditerranéen, a permis de montrer que les deux séries de données télédétectées faisaient 
apparaître une distribution spatiale similaire. En revanche, des différences entre les 
produits GEOLAND2 et GIMMS sont observées lorsque l’on compare les cycles annuels 
moyens. GEOLAND2 observe du LAI alors que GIMMS observe du NDVI. Les cycles de 
ces deux indices de végétation sont différents, notamment lors de la phase de sénescence. 
En effet, la fin du cycle annuel de NDVI apparaît en général plus tard que celle du LAI. 
Concernant les départs des cycles et la date à laquelle le LAI ou NDVI maximum est 
atteint, les deux jeux de données sont plus cohérents entre eux.  
Les plus grandes différences observées dans la partie V.3 sont obtenues entre les 
simulations de LAI ISBA-A-gs et ORCHIDEE, que ce soit en termes de cycle annuel 
moyen mais aussi en termes de suivi des anomalies de végétation. Concernant les 
anomalies, peu de différences sont obtenues lorsque l’on étudie le suivi des épisodes 
majeurs de sécheresse. Davantage de divergences sont observées lorsqu’il s’agit de 
sécheresses plus locales ou plus courtes. Cela peut être dû à la définition du stress hydrique 
qui est configuré différemment dans les deux modèles.  
Concernant à présent la comparaison des valeurs absolues de LAI ISBA-A-gs et 
ORCHIDEE, le départ du cycle moyen annuel du LAI ORCHIDEE est plus tardif et la 
durée moyenne du cycle est bien plus importante que la durée du cycle du LAI simulé par 
ISBA-A-gs. Lafont et al. (2012) ont montré à l’inverse que sur la France et en utilisant en 
entrée des modèles les forçages SAFRAN, le modèle ORCHIDEE simulait un départ du 
cycle du LAI plus précoce que celui simulé par ISBA-A-gs. Il a été montré dans le Chapitre 
3 que le modèle ISBA-A-gs était très sensible aux forçages et notamment au rayonnement 
solaire incident. L’utilisation des rayonnements légèrement surestimés d’ERA-Interim 
plutôt que des rayonnements sous-estimés SAFRAN, a tendance à favoriser un départ plus 
précoce du cycle du LAI. Le départ du cycle dans ORCHIDEE dépend de sommes de 
températures et n’est pas aussi directement influencé par le rayonnement. Par ailleurs, les 
différences entre ISBA-A-gs et ORCHIDEE peuvent provenir de la manière dont sont 
construits les modules de croissance de la végétation eux-mêmes. En effet, la présentation 
du modèle ORCHIDEE (V.1.3) a permis de montrer que l’allure des deux cycles de LAI 
simulés par ISBA-A-gs et ORCHIDEE était très différente : le modèle ISBA-A-gs simule 
un cycle de LAI continu avec une évolution du LAI régulière alors que le cycle 
d’ORCHIDEE est marqué par des évolutions rapides. Cet aspect des simulations 
d’ORCHIDEE est particulièrement marqué pour les prairies, ce qui explique le fait que les 
modèles simulent des LAI particulièrement différents sur les zones de prairies d’Europe 
Centrale et relativement similaires sur le pourtour méditerranéen. Sur les zones 
recouvertes de conifères telles que la Scandinavie, la Russie ou les zones montagneuses, 
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des différences de LAI entre les deux modèles sont aussi notables et sont dues au fait 
qu’ORCHIDEE représente le feuillage persistant des conifères par un LAI quasiment 
constant toute l’année, ce qui n’est pas le cas d’ISBA-A-gs qui simule un cycle annuel 
relativement marqué pour les conifères.   
 
V.4.2.  Peut-on utiliser les séries courtes de débits observés et 
simulés pour détecter les sécheresses hydrologiques ? 
 
Les débits sont souvent utilisés pour caractériser les sécheresses. Une méthode 
couramment utilisée consiste à considérer une série mensuelle de débits suffisamment 
longue (au moins 30 ans) à laquelle on a retranché le cycle annuel moyen calculé sur la 
période dont on dispose (série A). A partir de cette série, on calcule mois par mois les 
premiers déciles de chaque distribution. Pour terminer, on considère qu’à chaque fois que 
la série A, pour un mois donné est inférieure au premier décile (Q10) de ce même mois, il 
y a une sécheresse hydrologique. Cette méthode permet de détecter les différents épisodes 
hydrologiques survenus sur un cours d’eau donné. Elle nécessite cependant la 
connaissance des débits sur une longue période de temps. Dans notre cas, les données 
observées de débits ne sont souvent disponibles que sur des périodes assez restreintes et les 
simulations, quant à elles, ont été réalisées sur 18 ans (1991-2008). A partir de séries 
longues de données GRDC (Global Runoff Data Centre, Koblenz, Germany) observées, 
disponibles sur quelques bassins versants de la zone considérée, les sécheresses 
hydrologiques ont pu être détectées mensuellement par bassin en utilisant la méthode 
décrite précédemment. A partir de ces bassins étalons, le travail a consisté à reproduire le 
plus justement possible les mêmes épisodes de sécheresse que ceux détectés à partir des 
longues séries de débits et des Q10. Pour ce faire, j’ai calculé les anomalies (Ano2) 
mensuelles de débits, observées d’une part et simulées grâce au modèle couplé ISBA-TRIP 
d’autre part, sur la période 1991-2008. A partir de ces anomalies, j’ai cherché à caler, par 
bassin, un seuil qui permettait de distinguer les mois durant lesquels il n’y avait pas de 
sécheresse (pour les valeurs d’anomalies au-dessus du seuil) et ceux pour lesquels le cours 
d’eau était affecté par une sécheresse hydrologique (pour les valeurs d’anomalies en 
dessous du seuil). Le calage du seuil a été réalisé de manière à reproduire le plus justement 
possible les sécheresses mises en évidence antérieurement par la méthode du Q10. Ce 
calage a été réalisé sur la station la plus proche de l’exutoire de 6 bassins versants : le 
Danube (Europe Centrale), le Rhône, la Garonne, la Loire (France), l’Elbe (l’Allemagne) et 
le Kemijoki (Scandinavie). La figure 29 illustre la démarche suivie sur les bassins versants 
du Danube et du Rhône. Les résultats obtenus montrent que les 6 valeurs de seuil calées 
sont quasiment identiques, à 0.1 près (les valeurs obtenues variant de –0.9 à –1.1). En 
prenant un seuil uniforme, quelque soit le bassin considéré, de –1 (qui correspond donc à 
la valeur moyenne pour un mois donné retranchée d’une fois l’écart type de la série 
entière), la majorité des épisodes de sécheresse est détectée sur les bassins versants étalons 
et par ailleurs, peu d’événements sont détectés à tort. Cette valeur de –1 correspond au 
seuil le plus pertinent capable de détecter les épisodes de sécheresse sans produire trop de 
fausses alertes. 





Figure 29. Série temporelle (haut) des débits mensuels retranchés du cycle annuel moyen 
(=Ano) (courbe noire) et des déciles mensuels correspondants (courbe rouge), des Ano2-I 
(séries entières d’anomalies – pas de temps considéré : mensuel) mensuels de débits, (milieu) 
GRDC (courbe noire) et du seuil =-1 (courbe rouge) et (bas) simulés par ISBA-TRIP (courbe 
noire) et du seuil=-1 (courbe rouge), pour le Danube et le Rhône. Les traits verts signalent une 
sécheresse repérée par la méthode du Q10.  
 
Ainsi, que ce soit sur les anomalies (Ano2) calculées à partir des données observées 
sur la période 1991-2008 du GRDC ou sur celles calculées à partir des données simulées 
par le modèle ISBA-A-gs couplé aux modèles de routage TRIP, le seuil de –1 a été fixé. Le 




tort pour chacun des cours d’eau en prenant comme référence les épisodes mensuels de 





















































































Tableau 4. Pourcentage d’épisodes de sécheresses hydrologiques mensuelles détectées grâce 
à l’utilisation d’un seuil de –1 appliqué aux séries d’anomalies calculées à partir 
des débits GRDC observés et simulés par le modèle couplé ISBA-TRIP sur la 
période 1991-2008. 
 
Les périodes de disponibilité des données ayant servi au calage sont aussi données 
dans le tableau 4 par bassin versant. Sur les 6 cours d’eau considérés, le seuil de –1 permet 
à partir des données de débits GRDC observés sur la période 1991-2008 de détecter en 
moyenne 92% des épisodes mensuels de sécheresse et dans le plus mauvais des cas (pour 
l’Elbe), 82% des épisodes au moins sont détectés. En moyenne sur ces 6 stations, 3.5% de 
sécheresses mensuelles sont détectées à tort sur la période 1991-2008. Quand on regarde à 
présent les résultats obtenus à partir des débits simulés, 66% des épisodes sont détectés en 
moyenne sur les 6 stations considérées en utilisant la méthode du seuil contre 8% 
d’évènements mensuels qui sont détectés à tort. Ainsi, cette étude mériterait d’être 
approfondie car les premiers résultats obtenus sont encourageants. Le calcul des anomalies 
des débits inférieures à -1 sur une période inférieure à 30 ans (ici 18 ans par exemple) 
permet donc de détecter les sécheresses sur les bassins où les séries de données observées 
sont trop courtes pour envisager le calcul d’autres indicateurs de sécheresse. Ces résultats 
montrent dans quelle mesure les simulations de débits peuvent être utilisées pour détecter 
les épisodes de sécheresses hydrologiques sur des bassins versants dépourvus 
d’observations in situ.  
 
V.4.3.  Dans quelle mesure peut-on utiliser l’humidité du sol pour 
anticiper les sécheresses agricoles ? 
 
Les humidités du sol (superficielle et racinaire) ont ensuite été considérées dans le 
but de savoir si elles pouvaient être des indicateurs capables d’anticiper une sécheresse 
annuelle sur la végétation. Ainsi, en confrontant les données d’humidité du sol simulées 
par ISBA-A-gs et les humidités superficielles du sol WACMOS aux données de LAI ISBA-
A-gs et ORCHIDEE ainsi qu’aux données de NDVI GIMMS, il est possible d’étudier la 
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relation éventuelle existant entre ces jeux de données. La méthode utilisée a été la 
suivante : pour chacun des jeux d’humidité superficielle du sol considérés, on a généré 12 
séries (une série pour chaque mois) composées chacune par les n valeurs moyennes 
d’humidité superficielle du sol du mois considéré, n représentant le nombre d’années dont 
on disposait pour le jeu de données étudié. Par ailleurs, deux séries, composées pour la 
première des n LAI/NDVI maximums annuels et pour la seconde des n durées annuelles 
des cycles de LAI/NDVI, ont été construites. Chacune de ces 2 séries a été corrélée à 
chacune des 12 séries de données mensuelles d’humidité superficielle du sol. Seules les 
corrélations significatives à 1% ont été retenues et pour chacun des points de grille le mois 
permettant d’obtenir la meilleure corrélation a été représenté sur les cartes qui 
apparaissent figure 28. Cette étude a été réalisée à chaque fois entre un jeu de données 
d’humidité et un jeu de végétation différents afin d’identifier le(s)quel(s) étai(en)t 
capable(s) de véhiculer une information exploitable dans le cadre du suivi des sécheresses.  
 
En corrélant l’humidité du sol et le LAI issus tous les deux du modèle ISBA-A-gs, 
on obtient sur les cartes de la figure 30 des signaux plus homogènes d’un point de grille à 
l’autre et des corrélations significatives sur la quasi-totalité de la zone considérée, ce qui 
n’est pas le cas des corrélations obtenues lorsque l’on étudie le lien qui lie les produits 
satellitaires aux sorties de modèle. Si on observe les cartes qui montrent le lien existant 
entre l’humidité superficielle du sol et le LAI issus d’ISBA-A-gs, l’humidité superficielle 
du sol des mois d’avril et mai présente des corrélations significatives avec, respectivement, 
la valeur maximale qu’atteindra le LAI dans l’année et la durée du cycle végétatif annuel, 
sur toute la zone Europe-Bassin méditerranéen, excepté sur la Scandinavie et la partie au 
nord de la Russie. Sur la partie plus centrale de l’Europe, les valeurs d’humidité des sols en 
juin et en juillet-août conditionnent respectivement le LAI maximum et la durée du cycle. 
Sur les hautes latitudes et sur les zones montagneuses, le LAI maximum est davantage 
conditionné par l’humidité du sol en juillet. Au sud de la zone, et notamment sur le 
pourtour méditerranéen, les cycles végétatifs sont plus précoces que les cycles végétatifs 
observés en Europe Centrale qui sont eux même plus précoces que ceux observés en 
Scandinavie. Au sud, le climat est plus propice à un développement de la végétation en fin 
d’hiver ou au début du printemps, alors qu’au nord de l’Europe, les conditions favorables 
au développement des végétaux sont plutôt observées à la fin de l’été. De ce fait, les 
végétaux des différentes régions, n’ont pas besoin des mêmes apports d’eau aux mêmes 
moments de l’année et l’importance de l’humidité du sol pour la plante varie dans le temps 
d’une région à l’autre. Ce gradient climatique est visible sur les premières cartes de la 
figure 30, qui montrent le lien entre les humidités du sol et les LAI simulés par ISBA-A-gs. 
En effet, plus tôt débute la phase de croissance de la végétation et plus tôt l’humidité du 
sol est importante pour la végétation. Sur les autres cartes de la figure 30, qui montrent les 
relations entre les données simulées et les produits télédétectés ou entre les différents 
produits satellitaires entre-eux (sans prendre en compte les sorties de modèles), les signaux 
obtenus sont davantage bruités. En effet, les corrélations significatives obtenues entre les 
divers produits sont localisées sur certains points de grille et certaines régions ne laissent 
apparaître aucun signal qui témoignerait d’une « valeur prédictive » de l’humidité 






Figure 30. Représentation du mois pour lequel on obtient la meilleure corrélation par point de 
grille entre les humidités superficielles simulées ou observées mensuelles (wg ISBA-A-gs et 
WACMOS) et les LAI/NDVI maximum annuels (gauche) ou les durées annuelles du cycle du 
LAI/NDVI (droite) (ORCHIDEE, ISBA-A-gs et GIMMS. Les coefficients sont préalablement 
calculés et seul le mois pour lequel la meilleure corrélation est obtenue (si elle est significative à 
1%) est alors représenté par point de grille sur les cartes. La qualité des corrélations 
n’apparaît pas sur cette figure.   
 
En comparant les résultats obtenus entre l’humidité superficielle du sol simulée par 
ISBA-A-gs et le NDVI maximum annuel observé par GIMMS, on obtient un signal 
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cohérent avec celui que l’on obtient lorsque l’on étudie le lien entre l’humidité 
superficielle du sol et le LAI ISBA-A-gs, sur l’Espagne, le Sud de la France et l’Afrique du 
Nord. Des résultats similaires sont visibles lorsque l’on considère la relation liant 
l’humidité superficielle du sol ISBA-A-gs à la durée du cycle observé par GIMMS. 
Quelques signaux plus ponctuels témoignent de l’existence d’un lien entre l’humidité 
superficielle du sol ISBA-A-gs et le NDVI maximum observé par GIMMS, sur la Russie en 
juin au sud et en août au nord, la Turquie en juillet et le Moyen-Orient en mai-juin. La 
confrontation des humidités superficielles du sol WACMOS et des LAI maximum annuels 
simulés par ISBA-A-gs, laisse entrevoir des résultats exploitables sur l’Espagne (mars-
avril), le Sud de la France (juin), la Turquie (mai) et la Russie de l’Ouest (juillet). Des 
signaux plus ponctuels mais surtout plus brouillés sont aussi visibles sur l’Europe Centrale 
et l’Europe de l’Est. De la même façon, on s’aperçoit qu’il existe des corrélations 
significatives entre les humidités WACMOS et les durées de cycle annuel ISBA-A-gs, 
notamment en Espagne, en France, au Royaume-Uni, en Irlande, au Moyen-Orient et sur 
la partie orientale de la zone (Russie et Europe de l’Est). En menant la même comparaison 
avec les séries de LAI simulées par ORCHIDEE, les relations liant l’humidité WACMOS 
au LAI ORCHIDEE sont moins fortes et il est donc plus difficile, pour une année et une 
région données et en connaissant l’humidité du sol WACMOS pour un mois 
préalablement déterminé en fonction de la région que l’on considère, de conclure sur la 
valeur maximale qu’atteindra le LAI ORCHIDEE ou la durée que couvrira le cycle 
végétatif sur cette zone. Quelques signaux sur la France et le sud de la Russie sont 
cependant exploitables.  
Les corrélations obtenues entre les séries d’humidité mensuelles WACMOS et de 
NDVI GIMMS sont nettement moins significatives sur la zone considérée.  
La même étude a été réalisée à partir des données d’humidité racinaire du sol 
simulées par ISBA-A-gs à la place des données d’humidité superficielle du sol. Les résultats 
observés sont très similaires à ceux présentés dans cette partie et obtenus à partir des wg 
ISBA-A-gs, que ce soit en termes de qualité des corrélations observées ou du mois qui 
permet le mieux de prévoir les sécheresses affectant la végétation. Ces résultats 
n’apportent donc pas d’information complémentaire et ne sont donc pas représentés sur la 
figure 30. Ceci est vrai au pas de temps mensuel car la moyenne mensuelle filtre les 
variations rapides de wg. L’humidité superficielle du sol est plus difficile à utiliser à 
l’échelle journalière à laquelle certains produits satellitaires (ex. ASCAT) sont disponibles. 
Si l’on veut utiliser cette information, il vaut mieux privilégier l’assimilation des wg 
satellitaires dans le modèle, afin d’analyser l’humidité du sol dans la zone racinaire 
(Albergel et al., 2010, Barbu et al., 2011). 
 
Les corrélations obtenues entre les produits satellitaires et les simulations d’ISBA-
A-gs et d’ORCHIDEE, sont exploitables sur certaines régions à l’échelle mensuelle mais ne 
sont pas assez homogènes sur toute la zone pour envisager de mener une étude plus 
précise à une échelle temporelle plus fine que le mois. Pour cette raison, seule la 
confrontation de wg avec le LAI, tous deux issus du modèle ISBA-A-gs, a été réalisée à 
l’échelle décadaire (Fig. 31). Dans les simulations, la relation est marquée entre le LAI et la 
valeur de l’humidité superficielle du sol de 10 jours à 2 mois avant. Cette relation forte est 
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potentiellement exacerbée par le formalisme « force-restore » utilisé par le modèle de sol. 
A partir des simulations ISBA-A-gs, 36 séries décadaires (et non mensuelles comme dans 
la figure précédente) ont été générées et sont chacune composées par les 18 (période 1991-
2008) cartes moyennes d’humidité superficielle du sol de la décade considérée. Le même 
travail a aussi été réalisé sur les données de LAI simulées par ISBA-A-gs et 36 séries de LAI 
ont ainsi été générées. Pour chaque décade donnée, la série d’humidité superficielle 
correspondant à cette décade a été corrélée à la série équivalente de LAI. Dans un second 
temps, la série de LAI a été décalée d’une décade et corrélée à nouveau avec la série de la 
décade initiale d’humidité du sol. La série de LAI a ensuite été décalée de 2 décades, puis 
de 3, de 4 et enfin de 5 et corrélée à la série d’humidité correspondant à la décade 
initialement considérée. Cette expérience a été réalisée sur les 36 décades de l’année. La 
figure 31 fait apparaître ces résultats pour les troisièmes décades des mois de mars à 
septembre et les cartes indiquent quel décalage permet, par point de grille, d’obtenir la 
meilleure corrélation entre les 2 séries comparées. De nouveau, seules les corrélations 
significatives à 1% sont considérées. 
  
 
Figure 31. Anticipation des valeurs relatives de LAI simulées par ISBA-A-gs en fonction de la 
donnée d’humidité superficielle du sol elle-même simulée par ISBA-A-gs. (t : décalage des 
séries nul ; t+n : n décades de décalage). Seules les corrélations significatives à 1% sont 
représentées. Résultats obtenus de mars à septembre pour la troisième décade du mois 
considéré.  
 
La qualité des corrélations obtenues entre les séries d’humidité et de LAI simulées 
par ISBA-A-gs n’apparaît pas sur le figure 31 mais son étude a permis de montrer que les 
corrélations étaient meilleures dès le mois de mai et jusqu’au mois d’août, le r² étant alors 
supérieur à 0.6 en moyenne sur la zone (en ne considérant que les points de grille où le r² 
est significatif à 1%) et les r² significatifs à 1% représentant plus de 50% de la zone entière. 
En moyenne sur la zone d’étude, la valeur de wg aux mois de mai, juin et juillet permet 
d’anticiper la valeur du LAI environ 15 jours en avance, avec des r² moyens respectifs de 
0.62, 0.65 et 0.66. La valeur prédictive de l’humidité est alors en général d’une ou de deux 
décades en fonction des régions. Aux plus hautes latitudes, l’anticipation est plus 
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importante (4 à 5 décades), mais la qualité des corrélations est moins bonne (r² de 0.4 en 
moyenne). Les humidités superficielles du sol du mois d’août informent quant à elles sur 
les valeurs futures de LAI 30 jours à l’avance en moyenne sur la zone. En septembre, 
l’anticipation moyenne est encore plus importante (40 jours) mais la qualité des 
corrélations est moins bonne (r² moyen = 0.54 lorsque l’on ne considère que les r² 
significatifs à 1% ce qui au mois de septembre représente 47% de la zone). La figure 31 ne 
le montre pas mais les meilleures corrélations sont obtenues aux mois de juin-juillet sur 
l’ensemble de la zone considérée. En repérant ainsi une sécheresse sur l’humidité 
superficielle du sol, on peut estimer, par cette méthode et suivant la région que l’on 
considère et le mois durant lequel sévi la sécheresse, dans combien de temps la sécheresse 
affectera la végétation.  
L’étude a également été menée à partir de l’humidité du sol dans la zone racinaire 
(plutôt qu’avec l’humidité superficielle du sol), simulée par ISBA-A-gs. Les résultats sont 
similaires à ceux décrits ci-dessus et ne sont donc pas représentés. 
 
V.4.4.  Quel est le moment de l’année où l’humidité de la couche 
racinaire, simulée par ISBA-A-gs, joue un rôle clé sur le cycle 
annuel du LAI simulé ? 
 
Le modèle ISBA-A-gs permet de représenter une valeur distincte de l’humidité du 
sol dans la zone racinaire pour chaque type de végétation présent dans un point de grille. 
Cette propriété permet d’analyser la valeur prédictive de l’humidité du sol sur le LAI par 
type de végétation. L’étude a été réalisée à partir des simulations du modèle ISBA-A-gs sur 
la période 1991-2008.  
La figure 32 montre, par point de grille, quelle série mensuelle d’humidité du sol 
dans la zone racinaire se corrèle le mieux avec les séries d’une part de LAI maximum 
annuel et d’autre part de LAI moyen annuel. La qualité des meilleures corrélations (r2) 
obtenues apparaît aussi sur la figure 30. Seules les corrélations significatives à 1% sont 
représentées. La donnée annuelle moyenne de LAI dépend du LAI maximum atteint et de 
la durée du cycle. 
Les corrélations sont bonnes pour tous les types de végétation. Au sud de la zone, 
l’humidité racinaire du sol est importante essentiellement aux mois de mars et d’avril, 
voire au mois de février pour les régions d’Afrique du Nord. Aux latitudes plus élevées, le 
mois de juin est en moyenne plus important. Un fort gradient est visible sur les différentes 
cartes : en allant du sud au nord, les périodes les plus importantes en termes d’humidité du 
sol sont de plus en plus tardives dans l’année. En dehors des zones forestières (conifères et 
décidus) où l’humidité du sol est encore élevée en août et notamment sur la partie centrale 
de l’Europe, l’état initial des réserves en eau du sol intervient des mois de février (au sud) 
au mois de juillet (au nord). Les corrélations sont plus élevées pour les prairies que pour 
les cultures. 
Les corrélations obtenues entre l’humidité du sol mensuelle et la moyenne annuelle 
de LAI sont un peu moins bonnes qu’avec le LAI maximal. 
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Ainsi, la connaissance de l’humidité de la couche racinaire pour un mois donné, 
permet d’anticiper une anomalie future du LAI. Si la sécheresse a lieu un mois où 
l’humidité du sol n’est pas importante pour la végétation, elle pourra néanmoins avoir des 
conséquences sur les débits des cours d’eau ou sur le niveau des nappes souterraines. Si le 
déficit en eau du sol a lieu au moment où la végétation a un fort besoin en eau, il semble 




Figure 32. Représentation du mois pour lequel on obtient la meilleure corrélation par point de 
grille entre les humidités du sol dans la zone racinaire moyennes mensuelles simulées par 
ISBA-A-gs et les LAI maximum (gauche). Les corrélations (r²) alors obtenues apparaissent à 
droite de la figure. Les cartes présentent les résultats obtenus sur tous les patchs moyennés et 
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V.5.  Synthèse du chapitre 5 et conclusions 
 
Cette partie de la thèse s’est intéressée à l’étude des simulations du LAI et des 
humidités superficielle et racinaire du sol issus du modèle ISBA-A-gs. Afin de qualifier ces 
jeux de données, une comparaison avec d’autres produits a été menée sur chacune de ces 3 
variables. Ainsi, les simulations ISBA-A-gs ont été confrontées à d’autres sorties de modèle 
ainsi qu’à des données in situ et télédétectées. Cette comparaison de produits a permis de 
conclure que le modèle ISBA-A-gs simulait correctement, à partir des forçages ERA-
Interim corrigés des biais affectant les précipitations, l’évolution dans le temps des 
variables biophysiques et était capable de représenter leur variabilité intra- et inter-
annuelle. Les observations in situ d’humidité racinaire ont montré que le modèle était plus 
performant sur les sites de prairies. Pour conclure sur le lien entre la qualité des 
simulations et le type de végétation, il faudrait disposer de davantage de longues séries 
d’humidité du sol in situ. Si en termes d’humidité superficielle du sol, les simulations sont 
cohérentes avec les données satellitaires WACMOS sur une grande partie de l’Europe, le 
meilleur accord en termes de phénologie est obtenu sur les régions du bassin 
méditerranéen, en comparaison aux produits GEOLAND2, GIMMS et aux simulations du 
modèle ORCHIDEE. Sur le reste de la zone Europe, ISBA-A-gs a tendance à simuler des 
cycles de LAI légèrement plus longs que ceux issus du produit GEOLAND2. Pour cette 
raison, les corrélations obtenues entre les séries de valeurs absolues de LAI ISBA-A-gs et 
GEOLAND2 sont plus élevées sur le pourtour méditerranéen. En termes d’anomalies, la 
forme générale du cycle n’influençant plus le calcul de la corrélation, les résultats obtenus 
sont plus homogènes sur la zone entière.  
Les anomalies de végétation, calculées à partir des séries de valeurs absolues de LAI/NDVI, 
ont été utilisées d’une part pour évaluer la capacité du modèle ISBA-A-gs à représenter la 
variabilité interannuelle du LAI, relativement aux données satellitaires de végétation et 
d’autre part pour réaliser un suivi des sécheresses sur la zone entière sur la période 1991-
2008. En identifiant de façon détaillée les sécheresses agricoles détectées par ISBA-A-gs, 
cette étude a permis de conclure sur la pertinence des simulations au regard des divers 
épisodes de sécheresse recensés dans le passé et notamment sur les évènements survenus 
au printemps et en été. L’étude plus spécifique d’années répertoriées comme sèches a 
permis de constater que les anomalies négatives, correspondant à un LAI plus faible que la 
normale, perduraient beaucoup plus à l’automne avec les modèles qu’avec les satellites 
pour lesquels le signal s’estompait plus rapidement. Les sécheresses au printemps et/ou en 
été provoquent une sénescence plus précoce et il semblerait qu’ORCHIDEE et ISBA-A-gs 
ne simulent pas correctement la reprise du cycle du LAI une fois que les conditions de 
sécheresse sont passées. Cela peut être dû à une mauvaise discrétisation du profil 
d’humidité du sol et de l’extraction d’eau par le profil racinaire. Pour cette raison, les 
corrélations obtenues entre les séries d’anomalies simulées par les modèles et observées 
par les satellites, sont nettement moins bonnes à l’automne. L’utilisation de données 
télédétectées pourrait permettre de valider de nouvelles versions des modèles représentant 
mieux ces processus. Les deux modèles, ISBA-A-gs et ORCHIDEE, permettent de 
représenter les mêmes sécheresses agricoles majeures que celles détectées par les produits 
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satellitaires. Par ailleurs, en confrontant tous ces résultats à des éléments bibliographiques 
faisant état des sécheresses, on se rend compte que les satellites et les modèles sont 
cohérents avec les épisodes de sécheresse qui ont été observés.  
Des différences entre les données satellitaires et les sorties de modèle ont 
cependant pu être notées : 
- La phase de sénescence est représentée différemment par le NDVI et par le LAI, et 
la fin du cycle du LAI GEOLAND2 est plus précoce que celle observée par GIMMS. 
- Les simulations de LAI issues du modèle ISBA-A-gs et celles issues du modèle 
ORCHIDEE présentent des différences, que ce soit sur le cycle annuel moyen de 
LAI simulé que sur la représentation de la variabilité interannuelle. En effet, les 
cycles de LAI simulés par ORCHIDEE et ISBA-A-gs ne reposent pas sur la même 
description de la photosynthèse, du stress hydrique, et de la croissance des 
végétaux. Les modèles ne présentent pas la même sensibilité aux différentes 
variables de forçages : ISBA-A-gs est plus sensible au rayonnement solaire alors 
qu’ORCHIDEE est plus sensible à la température de l’air.  
La capacité d’outils hydrologiques à suivre et/ou à anticiper les épisodes de 
sécheresse a aussi été discutée dans cette partie. Il a été montré que les débits simulés par 
le modèle couplé ISBA/TRIP permettent de réaliser un suivi très correct des sécheresses 
hydrologiques sur de grands bassins versants, comme le Danube, le Rhône, la Loire, ou 
encore l’Elbe. Les anomalies des débits, même sur une période inférieure à 30 ans, 
permettent de détecter les sécheresses sur les bassins où les séries de données observées 
sont trop courtes pour envisager le calcul d’autres indicateurs de sécheresse. D’autre part, 
les simulations de débits peuvent être utilisées pour détecter les épisodes de sécheresses 
hydrologiques sur des bassins versants dépourvus d’observations in situ. Par ailleurs, les 
données d’humidités racinaire et superficielle semblent véhiculer une information 
exploitable pour l’anticipation des sécheresses qui affecteraient le cycle annuel moyen de 
la végétation. L’humidité superficielle du sol WACMOS semble avoir une valeur 
prédictive pour le LAI en Espagne, dans le sud de la France, en Turquie, en Russie et sur 
certaines régions d’Europe Centrale. Par ailleurs, la connaissance des humidités 
superficielle et racinaire du sol simulées par le modèle ISBA-A-gs, pour un mois donné, 
véhicule une information intéressante dans le sens où elle permet d’anticiper une 
sécheresse susceptible d’affecter la biomasse. Ainsi, suivant les régions, la moyenne 
mensuelle de l’humidité superficielle du sol simulée par ISBA-A-gs, pour un mois 
prédéfini, informe sur la valeur maximale qu’atteindra le LAI dans l’année ainsi que sur la 
durée annuelle du cycle végétatif. Sur le pourtour méditerranéen, l’humidité du sol en 
avril influence la valeur maximale annuelle du LAI alors que c’est plutôt l’humidité du sol 
en juin (en moyenne) qui influence la durée du cycle végétatif sur cette zone. Le dernier 
aspect étudié a permis de déterminer suivant les types de végétation, quel mois de l’année 
semblait influencer le plus le déroulement du cycle végétatif simulé par le modèle. En 
confrontant l’humidité racinaire du sol simulée par ISBA-A-gs aux valeurs annuelles 
maximales et moyennes du LAI, j’ai mis en évidence qu’en allant du sud au nord, 
l’humidité racinaire des sols des mois d’avril (sur le pourtour méditerranéen) à juillet (sur 
le nord de la Russie et la Scandinavie) conditionnait la valeur maximale atteinte par le 
LAI.








































































Les études menées dans le cadre du projet HyMEX (Hydrological cycle in the 
Mediterranean Experiment, HYMEX White Book, 2008), visent à améliorer la description 
du cycle hydrologique sur le pourtour méditerranéen. Cette région du monde est l’un des 
points chauds du changement climatique et devrait connaître une augmentation de la 
fréquence et de l’intensité de certains évènements extrêmes (sécheresses, inondations, 
etc.). Les modèles numériques, associés aux observations in situ et aux produits satellitaires 
sont des outils performants, qui permettent de faire avancer les connaissances dans ce 
domaine.   
Dans ce contexte, ce travail de thèse a eu pour objectifs de réaliser, à partir d’outils 
hydrologiques pertinents, un suivi des sécheresses sur l’Europe et sur le pourtour du bassin 
méditerranéen. Pour ce faire, une base de données décrivant les variables biophysiques et 
les débits des rivières sur la zone considérée a été constituée sur une période de 18 années 
(1991-2008). En complément de données in situ et satellitaires, des simulations ont été 
réalisées à partir du couplage du modèle de surface ISBA-A-gs et du modèle hydrologique 
TRIP. Ce système de 2 modèles a été forcé par les données atmosphériques ERA-Interim, 
générées par le CEPMMT. 
Un aspect innovant de ce travail, a été d’utiliser un modèle de surface capable de 
simuler la dynamique de la végétation. La simulation des variations interannuelles du LAI 
a permis d’une part d’étudier la capacité du modèle à reproduire les épisodes de 
sécheresses agricoles observés depuis l’espace, et d’autre part d’étudier l’impact de cette 
variabilité sur l’hydrologie de différentes régions euro-méditerranéennes. Les épisodes de 
sécheresses ont d’importantes conséquences sur les activités humaines et sur 
l’environnement. Simuler correctement la variabilité de la végétation avec un modèle est 
un préalable à l’anticipation des sécheresses agricoles et de leurs effets. 
 
La première partie du travail a permis de montrer que les forçages ERA-Interim 
(précipitations, rayonnement solaire incident, température et humidité de l’air, vitesse du 
vent) étaient cohérents avec les forçages de référence SAFRAN sur la France. Une sous-
estimation moyenne de 27% des précipitations par rapport aux données SAFRAN a 
cependant été mise en évidence. Outre ce biais, de moins bonnes corrélations sont 
obtenues entre les précipitations ERA-Interim et les précipitations de référence SAFRAN, 
sur les régions montagneuses, sur la Corse et sur la côte méditerranéenne. Les données de 
rayonnement solaire incident ont été comparées à des observations in situ spatialisées, et 
cette comparaison a permis de montrer qu’ERA-Interim sur-estime cette quantité de 7% 
en moyenne sur la France alors que SAFRAN à l’inverse la sous-estime de 4%. Les 
différences sont notamment visibles en été, lorsque les valeurs journalières de 
rayonnement solaire incident sont plus importantes. Concernant les températures et 
humidités de l’air ainsi que les vitesses du vent, les séries ERA-Interim se corrèlent très 
bien avec les séries SAFRAN. Les données ERA-Interim étant générées sur une grille de 
0.5°, le relief est plus lisse que le relief réel. Cela se répercute sur les valeurs de 
températures et d’humidités de l’air ERA-Interim, qui ont tendance à être légèrement 
surestimées sur les régions montagneuses.  
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En fournissant au modèle de surface des forçages proches de la réalité, on espère 
simuler les variables biophysiques le plus précisément possible. A l’inverse, en fournissant 
des précipitations et un rayonnement solaire incident biaisés, on peut s’attendre à ce que 
les variables simulées soient aussi biaisées par rapport aux observations. Cependant, le 
modèle n’est pas parfait et le résultat dépend de la sensibilité du modèle aux forçages. La 
deuxième partie de la thèse a permis d’évaluer la sensibilité aux forçages atmosphériques 
de l’humidité du sol et du LAI simulés par le modèle ISBA-A-gs sur la France. Cette 
évaluation du modèle a permis de mettre en avant une sensibilité du modèle assez 
importante aux erreurs du forçage, notamment au printemps et en été pour les données de 
rayonnement solaire incident et en été et en automne pour les précipitations. Ainsi, le fait 
d’utiliser un rayonnement solaire incident surestimé au printemps a tendance à provoquer 
un départ plus précoce de la croissance des plantes et à réduire la valeur maximale atteinte 
par le LAI en été. L’utilisation de précipitations sous-estimées agit sur la phase de 
sénescence de la végétation, qui est plus précoce et plus rapide. Cette sensibilité aux 
précipitations est particulièrement marquée pour les forêts de décidus. Concernant la 
simulation de l’humidité racinaire du sol, une sous-estimation des précipitations génère un 
contenu en eau du sol plus bas, et la surestimation du rayonnement solaire incident au 
printemps et en été, tend à amplifier ce phénomène. 
 Si les données de précipitations ont fait l’objet dans le cadre de cette thèse d’une 
étude plus détaillée, et notamment dans le cadre de la simulation des débits des cours 
d’eau, les données de rayonnement ERA-Interim sur-estimées ont été utilisées telles 
quelles pour réaliser les simulations. En termes de perspectives concernant ces aspects, le 
module de transfert radiatif du modèle ISBA-A-gs a dernièrement été modifié et devrait 
permettre de réduire la sensibilité du modèle aux erreurs sur le rayonnement solaire 
incident. Reproduire cette étude en réalisant les simulations à partir du nouveau transfert 
radiatif, permettrait de conclure sur l’atténuation ou non de la sensibilité du modèle ISBA-
A-gs à ces erreurs et sur l’importance de débiaiser ou non ces données préalablement à la 
simulation des variables biophysiques.  
 
La troisième partie de la thèse a été consacrée à l’évaluation des simulations de 
débits, issues du modèle couplé ISBA/TRIP. Les débits GRDC observés en 150 points de 
mesures ont servi de référence pour valider la qualité des simulations sur les grands cours 
d’eau européens et méditerranéens. Ce travail s’est particulièrement intéressé à l’impact 
(1) des précipitations et (2) des variables et flux liés à la végétation, sur la qualité des débits 
simulés par le modèle TRIP, piloté par différentes versions d’ISBA. Cette étude a dans un 
premier temps permis de montrer l’importance de l’élimination des biais des précipitations 
ERA-Interim. En débiaisant ces données de précipitations grâce aux séries de 
précipitations mensuelles GPCC, basées principalement sur des observations in situ, les 
simulations obtenues sont proches des débits réellement observés. La deuxième phase de 
ce travail a consisté à simuler les débits à partir de différentes versions d’ISBA, pour 
déterminer dans quelle mesure l’utilisation de différentes descriptions de 
l’évapotranspiration se répercutait sur la simulation des débits et évaluer l’impact du LAI 
interactif simulé par ISBA-A-gs, en remplacement du LAI issu d’observations satellitaires. 
La confrontation des différentes simulations a montré que l’utilisation de la version A-gs 
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d’ISBA, qui simule la photosynthèse et son lien avec la conductance de la canopée, 
permettait d’obtenir des simulations légèrement plus proches des observations. Par 
ailleurs, l’utilisation dans le modèle de surface ISBA-A-gs, d’un LAI simulé par le modèle 
lui-même, tend à dégrader la qualité de l’efficience moyenne (critère de NASH) obtenue 
entre les débits simulés et observés au printemps. L’utilisation d’un LAI prescrit dans 
ISBA-A-gs compense cet effet et permet d’obtenir globalement de meilleures efficiences 
de mars à juin. Il a de plus été montré que sur les régions de hautes latitudes ainsi que sur 
les régions montagneuses, recouvertes de forêts (décidus et conifères), la transpiration 
foliaire simulée par ISBA-A-gs est moins intense en été. Ceci a pour effet d’améliorer la 
simulation des débits d’étiage, qui sont sous-estimés par la version standard d’ISBA. Une 
étude plus spécifique a été faite du flux d’eau douce arrivant chaque année en (1) Mer 
Méditerranée, en (2) Mer Noire et aux exutoires de l’Ebre, du Po, du Rhône et du Danube. 
Cela a permis de confirmer la qualité des simulations obtenues à partir du modèle couplé 
ISBA/TRIP et de décrire les limites actuelles de la modélisation de surface et 
hydrologique. En particulier, la prise en compte de l’irrigation et des barrages, une 
meilleure représentation des processus physiques liés à la neige et au sol gelé ainsi que 
l’utilisation de méthodes d’assimilation de données dans les modèles de surface (LAI, 
humidité du sol, Albergel et al., 2010 ; Barbu et al., 2011), permettrait d’améliorer la 
qualité de certaines variables simulées. Un autre aspect intéressant serait d’étudier l’impact 
du rayonnement solaire incident sur la simulation de débits. En effet, j’ai mis en évidence 
qu’un rayonnement surestimé avait des conséquences au printemps et en été sur le cycle 
végétatif du LAI et sur l’humidité du sol, et il serait par conséquent intéressant d’étudier 
plus précisément les répercussions de l’utilisation d’un rayonnement solaire incident biaisé 
sur la simulation des débits des rivières. 
 
Etudier les débits simulés par TRIP forcé par des données de ruissellement et de 
drainage simulées par ISBA, permet de faire du benchmarking des différentes versions du 
modèle, et potentiellement d’autres modèles. En effet, en comparant les débits simulés à 
des observations de débits in situ, on peut déterminer quelle configuration du modèle de 
surface permet d’obtenir les meilleurs résultats.  
 
La dernière partie de la thèse a été consacrée à l’analyse des variables biophysiques 
simulées (humidité superficielle et racinaire du sol, indice foliaire). Ces données ont été 
confrontées à d’autres sorties de modèle (modèle ORCHIDEE), à des données in situ et à 
des produits satellitaires (AMSR-E, WACMOS, GEOLAND2, GIMMS). Les différentes 
comparaisons ont montré que le modèle ISBA-A-gs simule correctement les variables 
biophysiques et représente correctement la variabilité intra- et inter-annuelle de 
l’humidité du sol et du LAI. Cependant, des décalages temporels du cycle annuel de LAI 
ont été mis en évidence. Les départs de cycles simulés par les modèles ISBA-A-gs et 
ORCHIDEE tendent à être plus tardifs que les départs observés par les satellites. 
Concernant la fin du cycle, les produits GEOLAND2 sont nettement plus précoces que les 
autres séries de données alors qu’à l’inverse, ORCHIDEE simule des phases de sénescence 
nettement plus tardives. L’étude des anomalies interannuelles a montré que le modèle 
ISBA-A-gs simule une variabilité interannuelle du LAI plus proche qu’ORCHIDEE de 
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celle des produits satellitaires. La comparaison avec les produits satellitaires pour des 
années marquées par une sécheresse prononcée, a permis de conclure que les modèles sont 
capables de représenter l’effet des sécheresses sur la végétation. Un défaut des modèles est 
cependant à noter : l’anomalie observée sur le LAI lors d’épisodes plus secs que la normale 
saisonnière, a tendance à se prolonger davantage durant l’automne, que ce qui est observé 
par les satellites. L’utilisation d’un modèle « force-restore » peut expliquer un tel résultat. 
La prise en compte d’un « sol multicouche » dans le modèle de surface ISBA-A-gs (ISBA-
DF) devrait permettre de simuler de façon plus réaliste la fin des épisodes de sécheresse 
agricole. Enfin, cette dernière partie de la thèse a permis de montrer que les débits simulés 
par le modèle couplé ISBA/TRIP permettaient de réaliser un suivi très correct des 
sécheresses hydrologiques sur de grands bassins versants, comme le Danube, le Rhône, la 
Loire ou encore l’Elbe. Par ailleurs, les données d’humidités racinaire et superficielle du 
sol semblent contenir une information exploitable pour l’anticipation de sécheresses qui 
affecteraient le cycle annuel moyen de la végétation. 
 
Ce travail a été réalisé sur une zone couvrant l’Europe, le Moyen-Orient et 
l’Afrique du Nord et comme cela a été montré à travers les diverses études menées, les 
situations d’une région à l’autre sont variées et chacune des mailles de notre grille aurait 
pu faire l’objet d’une étude à part entière. Un important travail a été nécessaire à la mise 
en place et à la validation des variables biophysiques. Le volet « sécheresse » de la thèse 
pourrait être approfondi. En particulier, l’étude plus spécifique menée sur les débits, a 
permis de montrer que la donnée de LAI, utilisée dans l’estimation de l’évapotranspiration 
par le modèle de surface, a un impact sur la simulation des débits des cours d’eau. Dans 
ISBA-A-gs, le cycle du LAI simulé a tendance à démarrer plus tard que le cycle observé 
par les satellites. L’utilisation de ce LAI simulé plutôt que du LAI ECOCLIMAP-II, basé 
sur les produits satellitaires, entraîne une moins bonne représentation par TRIP des débits 
au printemps. Néanmoins, la simulation de la végétation semble être un outil intéressant 
pour suivre les sécheresses agricoles. Le compromis serait d’assimiler un LAI satellitaire 
dans ISBA-A-gs, ce qui permettrait à la fois de mieux simuler les débits des cours d’eau et 
de suivre les anomalies de végétation d’une année sur l’autre. Des séries satellitaires 
disponibles sur la période entière de l’étude (1991-2008), permettraient de déterminer 
l’apport de la télédétection de la végétation dans la modélisation des variables 
hydrologiques de surface. Un tel jeu de données est en cours de production par le projet 
GEOLAND2. 
Les simulations ont été réalisées sur une période de 18 ans, période trop courte 
pour calculer les indicateurs de sécheresse, tels que les indicateurs standardisés de 
précipitation, de débits, d’humidité du sol ou encore d’évapotranspiration (SPI, SRI, SSWI, 
SPEI), généralement utilisés pour suivre les épisodes de sécheresses. Les données ERA-
Interim sont disponibles sur la période de 1979 à 2011. En reproduisant les simulations des 
différentes variables biophysiques sur ces 33 années à partir du modèle ISBA, le calcul de 
ces indicateurs serait alors envisageable et permettrait de conclure plus précisément sur la 
capacité du modèle ISBA à représenter les épisodes de sécheresse grâce aux indicateurs 
standardisés. Par ailleurs, HyMEX permettra de générer des observations in situ sur le 
pourtour méditerranéen. Très peu de données in situ sont actuellement accessibles sur 
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cette région du monde, ce qui limite le travail de vérification des modèles. La 
confrontation des simulations avec des variables réellement observées permettra d’affiner 
les conclusions de ce travail de thèse et de rendre compte précisément des capacités 
d’ISBA-A-gs à simuler les variables biophysiques sur le pourtour méditerranéen. Dans ce 
contexte, il sera intéressant de tester la mise en place de jeux de paramètres plus 
représentatifs de la végétation méditerranéenne dans le modèle ISBA-A-gs.   
Pour répondre plus précisément à des problématiques qui concernent le volet 
« changement climatique », il serait intéressant de faire une étude d’impact aux scénarii 
climatiques et d’analyser les tendances éventuelles sur l’humidité racinaire du sol, sur 
l’indice foliaire ainsi que sur les débits des rivières au cours du XXIième siècle. Concernant 
l’étude de la végétation dans le contexte du changement climatique, la majorité des 
modèles de surface utilisent la valeur des températures de l’air cumulées pour simuler le 
démarrage de la végétation au printemps. En considérant que la température de l’air 
augmente progressivement dans le contexte du changement climatique, le cumul des 
températures nécessaire pour démarrer le cycle aura par conséquent tendance à être 
atteint plus tôt et favorisera donc un départ plus précoce du cycle végétatif. Wolkovich et 
al. (2012) montrent qu’expérimentalement, la température n’est pas la seule composante 
qui influence la végétation et qu’une simple augmentation de la température ne permet 
pas d’obtenir des débuts de cycle végétatif aussi précoces que ceux qui sont réellement 
observés (Rutishauser et Stöckli, 2012). Ainsi, dans le cadre de l’étude du changement 
climatique, le modèle de surface ISBA-A-gs, qui n’est pas basé sur le cumul de 
températures mais sur un ensemble de variables agissant sur la photosynthèse (la 
température des feuilles, et aussi le rayonnement solaire incident, l’humidité du sol, la 
concentration en CO2 de l’atmosphère, etc.), pourrait être un outil performant pour 
étudier les conséquences du changement climatique sur la biomasse.  
 
 Dans les prochaines années, le jeu de données WACMOS, basé sur les divers 
produits satellitaires d’humidité superficielles du sol, disponibles sur les 30 dernières 
années, va être enrichi par l’ajout des observations satellitaires récentes (http://www.esa-
soilmoisture-cci.org/). De plus, les produits du satellite SMOS (lancé en 2009) pourront 
contribuer, à terme, à cette série. SMOS fournit également de l’information sur le couvert 
végétal, en liaison avec l’épaisseur optique de la végétation en bande L, mais cette 
information est plus difficile à interpréter (Zakharova et al., 2012). La mission SMAP (Soil 
Moisture Active and Passive mission) de la NASA, dont le lancement est prévu en 2014, 
complètera la panoplie des observations en bande L, avec des mesures associant radar et 
radiométrie. Par ailleurs, de nouveaux systèmes d’observations de la Terre vont voir le 
jour et génèreront des produits d’humidité du sol, de végétation et de débits des cours 
d’eau à l’échelle globale. La mission SWOT (Surface Water Ocean Topography Mission), 
programmée pour 2019, mesurera le niveau des eaux de surface (lacs et cours d’eau), ce qui 
permettra en particulier d’estimer le débit des rivières à l’échelle globale. Enfin, les 
missions Sentinel-1 et Sentinel-3 devraient être lancées prochainement. Sentinel-1 
fournira des images radar en bande C et permettra d’observer l’humidité superficielle du 
sol à échelle fine. Sentinel-3 permettra de suivre l’état de la végétation et d’assurer la 
continuité des produits issus de MODIS et SPOT/VEGETATION. L’ensemble de ces jeux 
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de données permettra d’approfondir les études qui ont été menées dans le cadre de ce 
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L’objectif de cette thèse est de déterminer s’il est possible, à partir de simulations de 
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végétation et du débit des cours d’eau, a été produite sur la période 1991-2008. La qualité 
des forçages ERA-Interim a été évaluée sur la France grâce aux analyses atmosphériques 
SAFRAN de Météo-France. L’impact sur l’hydrologie des incertitudes sur les précipitations 
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