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Abstract—The δ-mutual information between uncertain vari-
ables is introduced as a generalization of Nair’s non-stochastic
information functional. Several properties of this new quantity
are illustrated, and used to prove a channel coding theorem in
a non-stochastic setting. Namely, it is shown that the largest δ-
mutual information between a metric space and its ǫ-packing
equals the (ǫ, δ)-capacity of the space. This notion of capacity
generalizes the Kolmogorov ǫ-capacity to packing sets of overlap
at most δ, and is a variation of a previous definition proposed
by one of the authors. These results provide a framework for
developing a non-stochastic information theory motivated by
potential applications in control and learning theories. Compared
to previous non-stochastic approaches, the theory admits the
possibility of decoding errors as in Shannon’s probabilistic
setting, while retaining its worst-case non-stochastic character.
Index Terms—Shannon capacity, Kolmogorov capacity, zero-
error capacity, ǫ-capacity, (ǫ, δ)-capacity, mutual information,
coding theorem.
I. INTRODUCTION
When Shannon laid the mathematical foundations of com-
munication theory he embraced a probabilistic approach [1].
A tangible consequence of this choice is that in today’s
communication systems performance is guaranteed in an av-
erage sense, or with high probability. Occasional violations
from a specification are permitted, and cannot be avoided.
This approach is well suited for consumer-oriented digital
communication devices, where the occasional loss of data
packets is not critical. In contrast, in the context of control of
safety-critical systems, error bounds must often be guaranteed
at any time, not only on average. In this case, at each time step
of the evolution of a dynamical system, sensor measurements
are used by a controller to generate the next input, which
is then fed back into the system. When this feedback loop
is closed over a communication channel, occasional decoding
errors can quickly drive the system out of control and lead
to catastrophic failures. The emerging paradigm of cyber-
physical systems (CPS), integrating computation, communi-
cation, and control on a single networked platform, makes
these considerations particularly relevant [2]. These systems
have a variety of applications, including health care, intelligent
farming, transportation, security, and robotics. They typically
employ a distributed network of sensors and actuators that
interact with each other, and are monitored and controlled by a
supervisory control and data acquisition (SCADA) system [3]
via wireless communication links. In this setting, classical
information theory has little role in providing non-stochastic
guarantees of meeting the control objectives. On the other
hand, information in some sense must be flowing across
the network, and this observation motivates the need for a
meaningful theory of information in a non-stochastic setting.
Another motivating example for developing a non-stochastic
information theory arises in the context of learning theory,
while studying the performance of classifiers with a rejection
option [4]. For example, consider a medical doctor that makes
a diagnosis based on some observed symptoms. The diagnosis
is inherently uncertain, but this uncertainty cannot be described
in a probabilistic framework. The doctor can shrink the un-
certainty by rejecting the task of identifying the disease and
ordering more tests. This reduces the margin of error of any
diagnosis, but leads to higher costs. The doctor’s objective is
then to correctly identify the disease from an ensemble, while
keeping the cost contained within a certain level. The (non-
stochastic) capacity of this system corresponds to the largest
number of distinct diseases that can be reliably diagnosed by
the doctor with a given margin of error, and at a given cost.
A third motivation for our work comes from the observa-
tion that most engineering systems operate in a regime well
described by classical physics, and non-stochastic approaches
can be better suited to describe information from first physical
principles in this classical setting [5]. Information-theoretic
results in a quantum setting can then be derived starting
with a deterministic wave description and imposing quantum
resolution constraints in a deterministic setting [6].
Coming back to control of CPS, there is a long tradition in
control theory of treating noise disturbances as non-random
perturbations with bounded magnitude, energy, or power.
The main reason is that systems usually have mechanical
or chemical components, in addition to electrical, whose
dominant disturbances may not be governed by known (e.g.
Gaussian) probability distributions. The typical approach is
then to provide worst-case performance guarantees assuming
a non-stochastic, bounded noise model. In this paper, we
embrace this approach and cast it into an information-theoretic
setting, considering worst-case communication errors in a non-
stochastic setting.
The idea of adopting a non-stochastic approach to infor-
mation theory is not new. A few years after introducing the
notion of capacity of a communication system [1], Shannon
introduced the zero-error capacity [7]. While the first notion
corresponds to the largest rate of communication such that
the probability of decoding error tends to zero, the second
corresponds to the largest rate of communication such that the
probability of decoding error equals zero. Both definitions of
capacity satisfy a coding theorem: Shannon’s channel coding
theorem states that the capacity is the supremum of the mutual
information between the input and the output of the chan-
nel [1]. In the context of control and estimation of dynamical
systems, Nair introduced a non-stochastic mutual information
functional and established an analogous coding theorem for the
zero-error capacity in a non-stochastic setting [8]. Motivated
by Shannon’s results, Kolmogorov introduced the deterministic
notions of ǫ-entropy and ǫ-capacity in the context of functional
spaces [9]. The ǫ-capacity is defined as the logarithm base two
of the packing number of the space, namely the logarithm
of the maximum number of balls of radius ǫ that can be
placed in the space without overlap. Determining this number
is analogous to designing a codebook such that the distance
between any two codewords is at least 2ǫ. In this way, any
transmitted codeword that is subject to a perturbation of
at most ǫ can be recovered at the receiver without error.
The ǫ-capacity also corresponds to the zero-error capacity
of an additive channel having arbitrary, but bounded noise
of support at most ǫ. Lim and Franceschetti extended this
concept introducing the (ǫ, δ) capacity [10], defined as the
logarithm base two of the largest number of balls of radius ǫ
that can be placed in the space with average codeword overlap
of at most δ. In this setting, δ is a measure of the amount
of error that can be tolerated when designing a codebook
in a non-stochastic setting. Both the Kolmogorov capacity
and its (ǫ, δ) generalization rely on operational definitions,
and neither of them has a corresponding information-theoretic
characterization in terms of mutual information and associated
coding theorem.
Our contributions are as follows. Following [10], we in-
troduce a new notion of (ǫ, δ)-capacity, which is defined as
the logarithm base two of the largest number of balls of
radius ǫ that can be placed in the space such that the overlap
between any two balls is at most δ. A key point here is
that instead than bounding the average overlap among all the
balls as in [10], our definition requires to bound the overlap
between every pair of balls. This guarantees a certain margin
of error for every single transmitted codeword. Following [8],
we then introduce a new notion of δ-mutual information
between uncertain variables. In contrast to [8], our definition
considers the information revealed by one variable regarding
the other with a given level of confidence, and relies on the
notion of non-stochastic partial association between variables.
We show that the largest δ-mutual information, corresponding
to the largest amount of non-stochastic information at level
δ between a transmitted codeword and its received version,
corrupted with noise of level at most ǫ, is the (ǫ, δ)-capacity;
thus establishing a channel coding theorem for functional
spaces in a non-stochastic setting. For δ = 0 our capacity
definition reduces to the Kolmogorov capacity, viz. the zero-
error capacity of an additive bounded noise channel, and our
mutual information functional reduces to Nair’s one, thus
providing the relevant mathematical definition of information
in these settings.
The rest of the paper is organized as follows: Section II
introduces uncertain variables; Section III introduces δ-mutual
information; Section IV establishes the relationship between
δ-mutual information and the (ǫ, δ)-capacity. Due to space
constraints, proofs of all results are available in the open-
access on-line repository ArXiv [11].
II. UNCERTAIN VARIABLES
We start by briefly reviewing the mathematical framework
used in [8] to describe non-stochastic uncertain variables
(UVs). An UV X is a mapping from a sample space Ω to
a set X , i.e. for all ω ∈ Ω, we have x = X(ω) ∈ X . Given
an UV X , the marginal range of X is
JXK = {X(ω) : ω ∈ Ω}. (1)
The joint range of two UVs X and Y is
JX,Y K = {(X(ω), Y (ω)) : ω ∈ Ω}. (2)
Given an UV Y , the conditional range of X given Y = y is
JX |yK = {X(ω) : Y (ω) = y, ω ∈ Ω}, (3)
and the conditional range of X given Y is
JX |Y K = {JX |yK : y ∈ JY K}. (4)
Thus, JX |Y K denotes the uncertainty in X given the realiza-
tion of Y and JX,Y K represents the total joint uncertainty
contributed by both X and Y , i.e.
JX,Y K = ∪y∈JY KJX |yK× {y}. (5)
Finally, two UVs X and Y are independent if for all x ∈ JXK
JY |xK = JY K. (6)
III. δ-MUTUAL INFORMATION
A. Association and dissociation between UVs
We now introduce our notion of association and dissociation
between UVs X and Y . In the following definitions, we let
mX (.) and mY (.) denote the measures over the uncertainty
sets X and Y respectively, and use the notation A ≻ δ to
indicate that for all a ∈ A we have a > δ. We also assume
that yi 6= yj and xi 6= xj whenever i 6= j.
Definition 1. The sets of association for UVs X and Y are
A (X,Y ) =
{
mX (JX |y1K ∩ JX |y2K|)
mX (JXK)
:
∀y1, y2 ∈ JY K and y1 6= y2
}
\
{
0
}
. (7)
A (Y,X) =
{
mY (JY |x1K ∩ JY |x2K|)
mY (JY K)
:
∀x1, x2 ∈ JXK and x1 6= x2
}
\
{
0
}
. (8)
Definition 2. For any δ1, δ2 ∈ [0, 1), UVs X and Y are
disassociated at levels (δ1, δ2) if the following inequalities
hold:
A (X,Y ) ≻ δ1, (9)
A (Y,X) ≻ δ2, (10)
and this case we write (X,Y )
d
↔ (δ1, δ2).
Intuitively, the levels of disassociation between two UVs
represent lower bounds on the amount of residual uncertainty
in each variable when the other is known. If X and Y are
independent, then A (X,Y ) and A (Y,X) contain only the
element 1, and the variables are maximally disassociated. In
this case, knowledge of X does not reduce the uncertainty
of Y , and vice versa. On the other hand, when no conditional
ranges intersect, then A (X,Y ) and A (Y,X) are empty. In the
first case, X and Y are minimally disassociated and there is no
residual uncertainty in Y given knowledge of X . In the second
case, there is no residual uncertainty in X given knowledge of
Y . Finally, in the case of partial disassociation, if there exist
points y1, y2 ∈ JY K such thatmX (JX |y1K∩JX |y2K) 6= 0, then
the measure of this intersection is at least a δ1-fraction of the
total measure of the uncertainty set of JXK, indicating that the
measure of uncertainty in X inducing uncertainty in Y is at
least δ1. The same reasoning holds for points x1, x2 ∈ JXK
and level δ2.
An analogous definition of association is given to provide
upper bounds on the residual uncertainty of one random
variable when the other is known.
Definition 3. For any δ1, δ2 ∈ [0, 1], we say that UVs X and
Y are associated at levels (δ1, δ2) if the following inequalities
hold:
A (X,Y )  δ1, (11)
A (Y,X)  δ2, (12)
and in this case we write (X,Y )
a
↔ (δ1, δ2).
The following lemma provides necessary and sufficient
conditions for association at a given level to hold. These
conditions are stated for all points in JY K and JXK rather than
for points in JY |xK and JX |yK. Similar global conditions do
not hold for disassociation.
Lemma 1. (X,Y )
a
↔ (δ1, δ2) if and only if for all y1, y2 ∈
JY K, we have
mX (JX |y1K ∩ JX |y2K|)
mX (JXK)
≤ δ1, (13)
and for all x1, x2 ∈ JXK, we have
mY (JY |x1K ∩ JY |x2K|)
mY (JY K)
≤ δ2. (14)
The following lemma provides a way to determine the levels
of association and disassociation.
Lemma 2. (X,Y )
d
↔ (δ1, δ2) if and only if the following
inequalities hold:
minA (X,Y ) > δ1, (15)
minA (Y,X) > δ2. (16)
Similarly, (X,Y )
a
↔ (δ1, δ2) if and only if the following
inequalities hold:
maxA (X,Y ) ≤ δ1, (17)
maxA (Y,X) ≤ δ2. (18)
An immediate, yet important consequence the above lemma
is that both association and disassociation at given levels
(δ1, δ2) cannot hold simultaneously.
B. δ-mutual information
In order to introduce the notion of δ-mutual information we
need some additional definitions.
Definition 4. δ-Connectedness and δ-isolation.
• Points x1, x2 ∈ JXK are δ-connected via JX |Y K, and are
denoted by x1
δ
! x2, if there exists a finite sequence
{JX |yiK}
N
i=1 of conditional sets such that x1 ∈ JX |y1K,
x2 ∈ JX |yNK and for all 1 < i ≤ N , we have
mX (JX |yiK ∩ JX |yi−1K|
mX (JXK)
> δ. (19)
If x1
δ
! x2 and N = 1, then we say that x1 and x2 are
singly δ-connected, i.e. there exists a y such that x1, x2 ∈
JX |yK.
• A set S ⊆ JXK is (singly) δ-connected via JX |Y K if
every pair of points in the set is (singly) δ-connected via
JX |Y K.
• Two sets S1,S2 ⊆ JXK are δ-isolated via JX |Y K if no
point in S1 is δ-connected to any point in S2.
Definition 5. δ-isolated partition and δ-overlap family.
• An JX |Y K δ-isolated partition of JXK, denoted by
JX |Y Kδ , is a partition of JXK such that any two sets
in the partition are δ-isolated via JX |Y K.
• An JX |Y K δ-overlap family of JXK, denoted by JX |Y K∗δ ,
is a largest family of sets covering JXK such that each
set in the family is δ-connected and contains a singly
δ-connected set of the form JX |yK, there exists a set
containing any two singly δ-connected points, and the
measure of overlap between any two sets in the family is
at most δ ·mX (JXK).
The following theorem establishes some key properties of
the δ-overlap family JX |Y K∗δ .
Theorem 3. Suppose that (X,Y )
d
↔ (δ, δ2). Then, the
following statements hold:
(i) There is a unique δ-overlap family JX |Y K∗δ .
(ii) The δ-overlap family is the δ-isolated partition with
highest cardinality, namely for any JX |Y Kδ , we have
|JX |Y Kδ| ≤ |JX |Y K
∗
δ |, (20)
where the equality holds if and only if JX |Y Kδ = JX |Y K
∗
δ .
Theorem 4. If (X,Y )
a
↔ (δ, δ2), then there exists a δ-overlap
family JX |Y K∗δ .
The stage is now set to define the δ-mutual information in
terms of the δ-overlap family. The definition is analogous to
the one in [8], extended here to a δ-overlap family.
Definition 6. The δ-mutual information between two UVs X
and Y is
Iδ(X,Y ) = log |JX |Y K
∗
δ |. (21)
Since in general we have JX |Y K 6= JY |XK, one may
reasonably suspect the definition of mutual information to be
asymmetric in its arguments. We show in the next section that
this is not the case and symmetry is retained, provided that
when swapping X with Y one also rescales δ appropriately.
C. Taxicab symmetry of the mutual information
Definition 7. (δ1, δ2)-taxicab connectedness and (δ1, δ2)-
taxicab isolation.
• Points (x, y), (x′, y′) ∈ JX,Y K are (δ1, δ2)-taxicab con-
nected, and are denoted by (x, y)
δ1,δ2
! (x′, y′), if there
exists a finite sequence {(xi, yi)}
N
i=1 of points in JX,Y K
such that (x, y) = (x1, y1), (x
′, y′) = (xN , yN) and for
all 2 < i ≤ N , at least one of the following hold:
A1 = {xi = xi−1 and
mX (JX |yiK ∩ JX |yi−1K)
mX (JXK)
> δ1},
A2 = {yi = yi−1 and
mY (JY |xiK ∩ JY |xi−1K)
mY (JY K)
> δ2}.
If (x, y)
δ1,δ2
! (x′, y′) and N = 2, then we say that
(x, y), (x′, y′) are singly (δ1, δ2)-taxicab connected, i.e.
either y = y′ and x, x′ ∈ JX |yK or x = x′ and
y, y′ ∈ JY |xK.
• A set S ⊆ JX,Y K is (singly) (δ1, δ2)-taxicab connected
if every pair of points in the set is (singly) (δ1, δ2)-taxicab
connected in JX,Y K.
• Two sets S1,S2 ⊆ JX,Y K are (δ1, δ2)-taxicab isolated
if no point in S1 is (δ1, δ2)-taxicab connected to any
point in S2.
Definition 8. (δ1, δ2)-taxicab isolated partition and (δ1, δ2)-
taxicab family.
• A (δ1, δ2)-taxicab isolated partition of JX,Y K, denoted
by JX,Y K(δ1,δ2), is a partition of JX,Y K such that any
two set in the partition are (δ1, δ2)-taxicab isolated.
• A (δ1, δ2)-taxicab family of JX,Y K, denoted by
JX,Y K∗(δ1,δ2), is a largest family of sets covering JX,Y K
such that each set in the partition is (δ1, δ2)-taxicab
connected and contains either a singly δ1-connected set of
form JX |yK×{y} or a singly δ2-connected set of the form
JY |xK×{x}, there exists a set containing any two singly
(δ1, δ2)-taxicab connected points, and for any two sets
in the family, the measure of overlap of their projections
on the x-axis and y-axis are at most δ1 ·mX (JXK) and
δ2 ·mY (JY K) respectively.
The following theorem establishes the equivalence between
the connectedness of X via Y and the taxicab connectedness
of X and Y .
Theorem 5. Suppose that (X,Y )
d
↔ (δ1, δ2). Then, the
following statements hold:
(i) Points (x, y) and (x′, y′) in JX,Y K are (δ1, δ2)-taxicab
connected if and only if x and x′ are δ1-connected via JX |Y K.
(ii) A set S ⊆ JX,Y K is (δ1, δ2)-taxicab connected if and
only if S +x ⊆ JXK is δ1-connected via JX |Y K where S
+
x is
a projection of the set S on the x-axis.
(iii) Two sets S1,S2 ⊆ JX,Y K are (δ1, δ2)-taxicab isolated
if and only if S +1,x,S
+
2,x ⊆ JXK are δ1-isolated via JX |Y K.
The following theorem establishes some key properties of
the (δ1, δ2)-taxicab family JX,Y K
∗
(δ1,δ2)
.
Theorem 6. Suppose that (X,Y )
d
↔ (δ1, δ2). Then, the
following statements hold:
(i) There is a unique (δ1, δ2)-taxicab family JX,Y K
∗
(δ1,δ2)
.
(ii) The (δ1, δ2)-taxicab family is the (δ1, δ2)-taxicab isolated
partition with highest cardinality, namely for any (δ1, δ2)-
taxicab isolated partition JX,Y K(δ1,δ2), we have
|JX,Y K(δ1,δ2)| ≤ |JX,Y K
∗
(δ1,δ2)
|, (22)
where the equality holds if and only if JX,Y K(δ1,δ2) =
JX,Y K∗(δ1,δ2).
Theorem 7. Suppose that (X,Y )
a
↔ (δ1, δ2). Then, the
following statements hold:
(i) There exists a (δ1, δ2)-taxicab family JX,Y K
∗
(δ1,δ2)
.
(ii) The cardinality of the (δ1, δ2)-taxicab family is the same
as the one of the δ1-overlap family, namely
|JX,Y K∗(δ1,δ2)| = |JX |Y K
∗
δ1 |.
Combining the results in Theorem 5, Theorem 6 and The-
orem 7 with Definition 6, we have the following important
corollary, showing the symmetry in the mutual information.
Corollary 7.1.
log |JX,Y K∗(δ1,δ2)| = Iδ1 (X,Y ) = Iδ2(Y,X). (23)
IV. (ǫ, δ)-CAPACITY
Let X be a normed metric space such that for all x ∈ X
we have ‖x‖ ≤ 1. This normalization is for convenience of
notation and all results can be easily be extended to metric
spaces of bounded norm. Let Y ⊆ X be a discrete set of
points in the space. Any point y ∈ Y represents a codeword
that can be selected at the transmitter, sent over the channel,
and received with perturbation at most ǫ. Namely, for any
y ∈ Y we receive a point x ∈ X that is within the set
SXǫ (y) = {x ∈ X : ‖x− y‖ ≤ ǫ}. (24)
It should be clear that transmitted codewords can be decoded
correctly as long as the corresponding uncertainty sets do not
overlap. This can be done by simply associating the received
codeword to the point in the codebook that is closest to it. For
any y1, y2 ∈ Y , we now introduce the error measure
eǫ(y1, y2) =
mX (S
X
ǫ (y1) ∩ S
X
ǫ (y2))
mX (X)
, (25)
where mX (.) is a finite measure over the metric space X . We
also let V Xǫ be the ball of radius ǫ in the metric space X .
Definition 9. For any 0 < ǫ ≤ 1, 0 ≤ δ < mX (V
X
ǫ ), a
codebook Y ⊆ X is (ǫ, δ)-distinguishable if for all y1, y2 ∈ Y ,
we have eǫ(y1, y2) ≤ δ.
Definition 10. For any 0 < ǫ ≤ 1, 0 ≤ δ < mX (V
X
ǫ ) and
normed metric space X , the (ǫ, δ)-capacity of X is
Cδǫ = sup
Y ∈Y δ
ǫ
log |Y |, (26)
where Y δǫ is the set of all possible (ǫ, δ)-distinguishable
codebooks of X .
We point out that in the above definitions we restrict δ <
mX (V
X
ǫ ) to rule out the trivial case when the decoding error
is greater than the error introduced by the channel. Clearly,
when δ ≥ mX (V
X
ǫ ) the (ǫ, δ)-capacity would be infinity.
Points in our metric space can be considered the image
through an UV map with sample space Ω = X , set X = X
and one-to-one mapping from Ω to X . Since the codebook
Y ⊆ X , then the elements of Y can also be considered the
image of an UV map. For our ǫ-perturbation channel, these
UVs are such that for all y ∈ Y and x ∈ X , we have
JX |yK = {x ∈ X : ‖x− y‖ ≤ ǫ} = SXǫ (y), (27)
JY |xK = {y ∈ Y : ‖x− y‖ ≤ ǫ} = SYǫ (x). (28)
To measure the level of association and disassociation between
UVs X and Y , we use the measure mX (.) defined over the
uncertainty set X and let mY (.) be the cardinality over Y ,
and we introduce the feasible set
Fδ = {Y ⊆ X : (X,Y )
d
↔ (δ, 0) or (X,Y )
a
↔ (δ, 1)}, (29)
representing the set of codebooks Y that can achieve (δ, 0)
levels of disassociation or (δ, 1) levels of association with X .
In our channel model, this feasible set also depends on the ǫ-
perturbation through (27) and (28). We can now state the non-
stochastic channel coding theorem for our ǫ-perturbed channel.
Theorem 8. For any normed metric space X , 0 < ǫ ≤ 1,
0 ≤ δ < mX (V
X
ǫ ),codebook Y ⊆ X , and ǫ-perturbation
channel satisfying (27) and (28), we have
Cδǫ = sup
Y ∈F
δ˜
:δ˜≤δ
Iδ˜(X,Y ). (30)
Proof. The outline of the proof is briefly described here. First,
we show that there exists a δ˜ ≤ δ, such that the set Fδ˜ is not
empty, so that the supremum is well defined. Second, we show
that
sup
Y ∈F
δ˜
:δ˜≤δ
Iδ˜(X,Y ) ≤ C
δ
ǫ . (31)
Finally, we show the existence of a δ˜ ≤ δ and a codebook
Y ∈ Fδ˜ , such that Iδ˜(X,Y ) = C
δ
ǫ .
Theorem 8 characterizes the capacity as the supremum of
the mutual information over all codebooks in the feasible set.
The following corollary shows that the same characterization
is obtained if we optimize over all codebooks in the space.
Corollary 8.1. The (ǫ, δ)-capacity in (30) can also be written
as
Cδǫ = sup
Y⊆X:δ˜≤δ
Iδ˜(X,Y ). (32)
V. FINAL REMARKS
According to Theorem 8, rather than optimizing over all
codebooks as stated in Corollary 8.1, a capacity achieving
codebook can also be found within the smaller class Fδ˜ :
δ˜ ≤ δ, representing all feasible sets with error at most δ.
In Shannon’s formulation, a capacity achieving codebook has
vanishing probability of error, and thus the mutual information
does not depend on the probability of error. In our setting,
the decoding error δ is a parameter of the model, and our
information functional depends on it. The Shannon capacity
depends on the type of channel, namely it is a function of
the probability distribution over the output given the channel
input. Likewise, in our setting the (ǫ, δ)-capacity is a function
of the worst-case uncertainty ǫ that characterizes the channel.
Finally, we make some considerations with respect to previous
results in the literature. For δ = 0, Theorem 8 recovers Nair’s
coding theorem for the zero-error capacity [8, Theorem 4.1]
in the case of an additive ǫ-noise channel. The (ǫ, δ)-capacity
considered in [10] defines the set of (ǫ, δ)-distinguishable
codewords such that the average overlap among all codewords
is at most δ. In contrast, with our definition we have that the
overlap for each pair of codewords is at most δ. In the full
paper, we prove the upper bound:
Cδǫ ≤ C˜
δα/2
ǫ , (33)
where C˜δǫ is the capacity considered in [10], and the constant
α = mX (V
X
ǫ )/mX (JXK).
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APPENDIX
A. Proof of Lemma 1
Proof. Let (X,Y )
a
↔ (δ1, δ2). Then,
A (X,Y )  δ1, (34)
A (Y,X)  δ2. (35)
Let S1 = {(y1, y2) : mX (JX |y1K ∩ JX |y2K|)/mX (JXK) =
0}. Then, for all y1, y2 ∈ S1,
.
mX (JX |y1K ∩ JX |y2K|)
mX (JXK)
= 0 ≤ δ1. (36)
Also, if (y1, y2) ∈ S1, then
mX (JX |y1K ∩ JX |y2K|)
mX (JXK)
/∈ A (X,Y ),
and vice versa. Thus, from (34) and (36), (13) follows. Like-
wise, S2 = {(x1, x2) : mY (JY |x1K ∩ JY |x2K|)/mY (JY K) =
0}. Then, for all (x1, x2) ∈ S2,
mY (JY |x1K ∩ JY |x2K|)
mY (JY K)
= 0 ≤ δ2. (37)
Also, if (x1, x2) ∈ S2, then
mY (JY |x1K ∩ JY |x2K|)
mY (JY K)
/∈ A (Y,X),
and vice versa. Thus, from (35) and (37), (14) follows.
Now, we prove the opposite direction of the statement. Let
for all y1, y2 ∈ JY K, we have
mX (JX |y1K ∩ JX |y2K|)
mX (JXK)
≤ δ1, (38)
and for all x1, x2 ∈ JXK, we have
mY (JY |x1K ∩ JY |x2K|)
mY (JY K)
≤ δ2. (39)
Then, using the definition of A (X,Y ) and A (Y,X), we have
A (X,Y )  δ1, (40)
A (Y,X)  δ2. (41)
Hence proved.
B. Proof of Lemma 2
Proof. Let (X,Y )
d
↔ (δ1, δ2). Then
A (X,Y ) ≻ δ1, (42)
A (Y,X) ≻ δ2, (43)
which implies minimum element of sets A (X,Y ) and
A (Y,X) are greater than δ1 and δ2 respectively.
Likewise, ifminA (X,Y ) > δ1, then A (X,Y ) ≻ δ1. Also,
ifminA (Y,X) > δ2, then A (Y,X) ≻ δ2. Similarly, (17) and
(18) can be shown for (X,Y )
a
↔ (δ1, δ2).
C. Proof of Theorem 3
Proof. First, we prove the existence of JX |Y K∗δ . For all x ∈
JXK, let C (x) be the set of points that are δ-connected to x
via JX |Y K, namely
C (x) = {x1 ∈ JXK : x
δ
! x1}
Then, we have
C = {C (x) : x ∈ JXK},
is a cover of JXK and each set in C contains a singly δ-
connected set of the form JX |yK. For all x1, x2 ∈ C (x),
x1
δ
! x2 by Lemma 10. Thus, for all x ∈ JXK, the set
C (x) is δ-connected via JX |Y K. For all x1, x2 ∈ JXK, if
C (x1) 6= C (x2),
then
mX (C (x1) ∩ C (x2)) = 0. (44)
This can be proved by contradiction. Let mX (C (x1) ∩
C (x2)) 6= 0, then there exists an element z ∈ C (x1)∩C (x2).
Then, by definition of C (x), z
δ
! x1 and z
δ
! x2.
This implies that x1
δ
! x2, hence C (x1) = C (x2). Thus,
for x1 6= x2, mX (C (x1) ∩ C (x2)) = 0 which implies
C (x1) and C (x2) are δ-isolated via JX |Y K and mX (C (x1)∩
C (x2))/mX (JXK) = 0 ≤ δ. Thus, we conclude C satisfies
all the properties of JX |Y K∗δ .
Now, we show that C is JX |Y K∗δ and unique. Let D be
another partition of JXK which satisfies all the properties of
JX |Y K∗δ . Let D(x) denotes the set in D containing x ∈ JXK.
Then, by definition of C (x), it follows that
D(x) ⊆ C (x). (45)
Now, we show that for all x ∈ JXK, we have
C (x) ⊆ D(x), (46)
This can be proved by contradiction. Let there exists a point
x˜ ∈ C (x)/D(x). Then, this point x˜
δ
! x by the definition of
C (x). Since D is a cover of JXK, there exists a set D(x˜) ∈ D
containing x˜. Since x˜
δ
! x, each set in D contains a set of
the form JX |yK, there exists a set containing any two singly
δ-connected points, and (X,Y )
a
↔ (δ, δ2), the overlap
mX (D(x) ∩D(x˜))
mX (JXK)
> δ.
Thus, D does not satisfy the properties of JX |Y K∗δ . Combining
(45) and (46), we conclude that C is the only JX |Y K∗δ . Thus,
proving (i) of the Lemma.
Lastly, we prove part (ii). Combining definition of C and
(44), it implies that C is also JX |Y Kδ . Let P be JX |Y Kδ . By
the definition of P , a set C ∈ JX |Y K∗δ intersects with exactly
one set say P(C ) in P , otherwise the sets in P are not δ-
isolated. Thus, for all C ∈ JX |Y K∗δ , we have
C ⊆ P(C ). (47)
Since JX |Y K∗δ is a cover of JXK, each set in P must intersect
at least one set in JX |Y K∗δ . Thus, C → P(C ) is a surjection.
Therefore, we have
|JX |Y K∗δ | ≥ |P|,
and (20) follows. Now, for all P ∈ P , we have
P =
⋃
C∈JX|Y K∗
δ
C ∩P,
=
⋃
C∈JX|Y K∗
δ
:C∩P 6=φ
C ,
(48)
where first equality follows from the fact that JX |Y K∗δ is
the cover of JXK, and second equality follows from (47). If
|JX |Y K∗δ | = |P|, then C → P(C ) is a bijection. In (48), the
union is over the set C , and JX |Y K∗δ = P follows. Now, if
JX |Y K∗δ = P , then |JX |Y K
∗
δ | = |P| follows trivially. Hence
proved.
D. Proof of Theorem 4
First, we prove the existence of JX |Y K∗δ . For all y ∈ JY K,
let G (y) be JX |yK and G−1(x) = {G (y) : x ∈ JX |yK}. Then,
we have
G = {G (y) : y ∈ JY K}, (49)
is a cover of JXK. For all x1, x2 ∈ G (y), x1
δ
! x2 which
implies G (y) is δ-connected, each set in G contains singly δ-
connected set of the form JX |yK and singly δ-connected points
are in the same set. Since (X,Y )
a
↔ (δ, δ2), we have for all
y1, y2 ∈ JY K
mX (G (y1) ∩ G (y2))
mX (JXK)
≤ δ. (50)
Thus G satisfies all the properties of JX |Y K∗δ . Thus, JX |Y K
∗
δ
exists as the family of sets satisfying the conditions of JX |Y K∗δ
is non-empty.
E. Proof of Theorem 5
Proof. Let (x, y) and (x′, y′) in JX,Y K are (δ1, δ2)-taxicab
connected. Then, there exists a taxicab sequence of the form
(x, y), (x1, y), (x1, y1), . . . (xn−1, y
′), (x′, y′).
such that either A1 or A2 in Definition 7 is true. Then,
the sequence {yi}
n
i=1 yields a sequence of conditional range
{JX |yiK}
n
i=1 such that
mX (JX |yiK ∩ JX |yi−1K)
mX (JXK)
> δ1.
Hence, x and x′ are δ1-connected via JX |Y K.
Now, let x and x′ are δ1-connected via JX |Y K. Then, there
exists a sequence of {yi}
n
i=1 such that
mX (JX |yiK ∩ JX |yi−1K)
mX (JXK)
> δ1. (51)
For all y ∈ JY |xK and y′ ∈ JY |x′K, the x and x′ are also δ1-
connected via sequence {y, y1, . . . , yn, y
′} using Lemma 10
and the assumption that (X,Y )
d
↔ (δ1, δ2). Thus, for all 1 ≤
i ≤ n, there exists an xi ∈ |JX |yiK ∩ JX |yi−1K| as δ1 ≥ 0. A
sequence can be constructed as follows:
(x, y), (x, y1), (x2, y1), (x2, y2), . . . (x
′, y′).
Using (51) and the assumption in the theorem, this sequence
satisfies A1 or A2 at every step. Thus, (x, y) and (x
′, y′) are
(δ1, δ2)-taxicab connected. Hence, part (i) is proved.
If set S ⊆ JX,Y K is (δ1, δ2)-taxicab connected, then for all
(x, y), (x′, y′) ∈ S , x
δ1
! x′ using part (i). Thus, the forward
implication of (ii) follows. Now, let S +x is δ1-connected via
JY |XK. Then, for all x, x′ ∈ S +x , (x, y)
δ1,δ2
! (x′, y′) using
(i) where y ∈ JY |xK and y′ ∈ JY |x′K. Additionally,
S ⊆
⋃
y∈JY |xK:x∈S+x
{(x, y)}.
Thus, the set S ⊆ JX,Y K is (δ1, δ2)-taxicab connected.
Hence, (ii) follows.
Part (iii) follows from part (i) and (ii). If S1,S2 ⊆
JX,Y K are (δ1, δ2)-taxicab isolated, then for all (x, y) ∈ S1
and (x′, y′) ∈ S2, x and x
′ are δ1-isolated using (i) and (ii).
Let the converse be true. Then, x ∈ S +1,x and x
′ ∈ S +2,x are
δ1-isolated. Then, for all y ∈ JY |xK and y
′ ∈ JY |x′K, (x, y)
and (x′, y′) is (δ1, δ2)- taxicab isolated.
F. Proof of Theorem 6
Proof. First, we prove the existence of JX,Y K∗(δ1,δ2). Let
C (x) = {x1 ∈ JXK : x
δ
! x1}
Then, we have
C = {C (x) : x ∈ JXK},
is a cover of JXK. Additionally, C is the unique JX |Y K∗δ1 (see
Theorem 3). For all set C ∈ C, let
D(C ) = ∪y∈JY |xK:x∈C{(x, y)}.
We have
D = {D(C ) : C ∈ C} (52)
is the cover of JX,Y K. By Theorem 5, the sets in D are
individually (δ1, δ2)-taxicab connected and mutually (δ1, δ2)-
taxicab isolated i.e. for all D1,D2 ∈ D, mX (D1 ∩D2) = 0.
Additionally, each set in D contains a singly δ1-taxicab
connected set of form JX |yK × {y}. Thus, we conclude D
satisfies all the properties of JX,Y K∗(δ1,δ2).
Now, we establish that D is JX,Y K∗(δ1,δ2) and unique. Let
P satisfies all the properties of JX,Y K∗(δ1,δ2). Using Theorem
5, the projection of P on x-axis must be a JX |Y K∗δ1 , which
unique by Theorem 3. Thus, for all P ∈ P , we have
P ⊆
⋃
y∈JY |xK:x∈P+x
{(x, y)} = D(P+x ),
i.e. every set P is contained in a set D(P+x ). Now, we show
that for all P ∈ P , we have
D(P+x ) ⊆ P. (53)
This can be proved by contradiction. Let there exists a point
(x˜, y˜) ∈ D(P+x )/P . Then, there exists a point (x˜, y) ∈ P
such that (x˜, y)
δ1,δ2
! (x˜, y˜). Then, there exists a set P˜ contain-
ing (x˜, y˜) such that either mX (P˜
+
x ∩P
+
x ) > δ1 ·mX (JXK)
or mY (P˜
+
y ∩P
+
y ) > δ2 ·m(JY K). Thus, P does not satisfy
the properties of JX,Y K∗(δ1,δ2). Hence, P and D(P
+
x ) must
coincide and D is the only JX,Y K∗(δ1,δ2).
Now, we show that D is the largest JX,Y K(δ1,δ2). Let P
be a JX,Y K(δ1,δ2). By the definition of P , each set D ∈ D
intersects with exactly one set say PD in P , otherwise the
sets in P are not (δ1, δ2)-taxicab isolated. Thus, for all D ∈ D,
we have
D ⊆ PD . (54)
Since D is a cover of JX,Y K, each set in P must intersect
at least with one set in D. Thus, D → PD is a surjection.
Therefore, we have
|E| ≥ |P|,
and (22) follows. Now, for all P ∈ P , we have
P =
⋃
D∈D
D ∩P,
=
⋃
D∈D:D∩P 6=φ
D ,
(55)
where first equality follows from the fact that D is the cover of
JX,Y K, and second equality follows from (54). If |D| = |P|,
then D → P(D) is a bijection. In (55), the union is over the
set D , and D = P follows. Now, if D = P , then |D| = |P|
follows trivially. Hence proved.
G. Proof of Theorem 7
Proof. First, we prove the existence of JX,Y K∗(δ1,δ2). Let G (y)
be JX |yK and G−1(x) = {G (y) : x ∈ JX |yK}. Then, we have
G = {G (y) : y ∈ JY K}, (56)
is a cover of JXK. Additionally, G is unique JX |Y K∗δ1 (see
Theorem 4). For all y ∈ JY K, let
H(y) = ∪x∈G (y)(x, y).
We have
H = {H(y) : y ∈ JY K},
is a cover of JX,Y K. Since G is JX |Y K∗δ1 and (X,Y )
a
↔
(δ1, δ2), H satisfies all the properties of JX,Y K
∗
(δ1,δ2)
. Thus,
JX,Y K∗(δ1,δ2) exists as the family of sets satisfying the condi-
tions of JX,Y K∗(δ1,δ2) is non-empty.
Now, JX |Y K∗δ1 is the δ1-overlap family. For all S ∈
JX |Y K∗δ1 , let
D(S ) = ∪x∈S (x, y).
Then, we have
D = {D(S ) : S ∈ JX |Y K∗δ1},
is a cover of JX,Y K. Since (X,Y )
a
↔ (δ1, δ2), D satisfies all
the properties of JX,Y K∗(δ1,δ2).
Now, we establish D is JX,Y K∗(δ1,δ2) and |D| = |JX |Y K
∗
δ1
.
Let P satisfies the properties of JX,Y K∗(δ1,δ2). Since (X,Y )
a
↔
(δ1, δ2), if (x1, y1)
δ1,δ2
! (x2, y2), then x1
δ1
! x2. Also, the
projection of P on x-axis is a JX |Y K∗δ1 .Thus, for all P ∈ P ,
there exists a S ∈ JX |Y K∗δ1 such that
P
+
x ⊆ S ,
which implies
P ⊆ ∪x∈P+x {(x, y)} ⊆ S .
Thus,
|P| ≤ |JX |Y K∗δ1 |.
Hence, D is a JX,Y K∗(δ1,δ2) and |D| = |JX |Y K
∗
δ1
| by construc-
tion.
H. Proof of Theorem 8
Proof. First, we show that there exists a δ˜ ≤ δ, such that the
set Fδ˜ is not empty, so that the supremum is well defined.
Second, we show that
sup
Y ∈F
δ˜
:δ˜≤δ
Iδ˜(X,Y ) ≤ C
δ
ǫ .
Finally, we show the existence of a δ˜ ≤ δ and a codebook
Y ∈ Fδ˜ , such that Iδ˜(X,Y ) = C
δ
ǫ . If (X,Y )
d
↔ (δ, 0)
or (X,Y )
a
↔ (δ, 1), then clearly Fδ˜ is not empty. Suppose
now that X and Y are neither (δ, 1) associated nor (δ, 0)
disassociated. For all x ∈ X , we have JY |xK = SYǫ (x), and
by (8) we have
A (Y,X)  1, (57)
A (Y,X) ≻ 0. (58)
By Lemma 2, and (57) and (58), it then follows that
δ ∈ [minA (X,Y ),maxA (X,Y )). Letting 0 < δ˜ <
minA (X,Y ) ≤ δ, we have that (X,Y )
d
↔ (δ˜, 0) and it
follows that the set Fδ˜ is not empty. Next, we have
sup
Y ∈F
δ˜
:δ˜≤δ
log(|JX |Y K∗
δ˜
|)
(a)
≤ sup
G
log(|JX |Y K∗
δ˜
|),
(b)
= sup
G
log(|Y |),
(c)
= sup
Y δ
ǫ
log(|Y |) = Cǫδ
(59)
where (a) follows using Lemma 9 below, and having defined
G = {Y ⊆ X : ∀δ˜ ≤ δ and S1,S2 ∈ JX |Y K,
mX (S1 ∩S2)/mX (JXK) ≤ δ˜},
(60)
which is a larger set than the one containing all variables Y
that are (δ˜, 1) associated to X ; (b) follows from the fact that
for all Y ∈ G , (X,Y )
a
↔ (δ˜, 1) and δ < mX (V
X
ǫ ), which
implies |JX |Y K∗
δ˜
| = |Y |; and (c) follows since G = Y δǫ .
Finally, let Y˜ ∗ = supY δ
ǫ
log(|Y |), which by (59) achieves
the capacity Cδǫ . It follows that for all S1,S1 ∈ JX |Y˜
∗K, we
have
mX (S1 ∩S1)/mX (JXK) ≤ δ. (61)
Using Lemma 1, we have that (X, Y˜ ∗)
a
↔ (δ, 1), which
implies Y˜ ∗ ∈ {Fδ˜ : δ˜ ≤ δ} and the proof is complete.
I. Proof of Corollary 8.1
Proof. If (X,Y )
d
↔ (δ, 0) or (X,Y )
a
↔ (δ, 1), then clearly
Y ∈ Fδ . Now, if neither (X,Y )
d
↔ (δ, 0) nor (X,Y )
a
↔
(δ, 1) holds, then by Lemma 2, (57) and (58), it follows
that δ ∈ [minA (X,Y ),maxA (X,Y )). Letting 0 < δ˜ <
minA (X,Y ) ≤ δ, we have that (X,Y )
d
↔ (δ˜, 0) and it
follows that the set Y ∈ Fδ˜ and JX |Y K
∗
δ˜
exists which also
satisfies the properties of JX |Y K∗δ′ for δ˜ ≤ δ
′ ≤ δ. Thus, for
all δ˜ ≤ δ, a δ˜-overlap family exists.
Now, for all (X,Y ) and δ˜ ≤ δ, let JX |Y K∗
δ˜
is the δ˜-overlap
family and |JX |Y K∗
δ˜
| = K . Now, for all Si ∈ JX |Y K
∗
δ˜
, there
exists a yi ∈ Y such that JX |yiK ⊆ Si. Consider a codebook
Y˜ = {y1, . . . yK}. Then, for all y, y
′ ∈ Y¯ , mX (JX |yK ∩
JX |y′K)/mX (JXK) ≤ δ˜. Then, (X, Y˜ )
a
↔ (δ˜, 1), from which
it follows that |JX |Y˜ K∗
δ˜
| = |Y¯ | = K as δ˜ < mX (V
X
ǫ ).
Lemma 9. Given any codebook Y ⊆ X such that (X,Y )
d
↔
(δ, 0) and its δ-isolated partition JX |Y Kδ , then there exists a
codebook Y¯ ⊆ X such that (X, Y¯ )
a
↔ (δ, 1) and |JX |Y Kδ| =
|JX |Y¯ K∗δ |.
Proof. For all Si ∈ JX |Y Kδ , there exists a yi ∈ Y such
that JX |yiK ⊆ Si. Given |JX |Y Kδ| = K , we define Y¯ =
{yi}
K
i=1. Since any two sets S1,S2 ∈ JX |Y Kδ are δ-isolated,
then for all y, y′ ∈ Y¯ , mX (JX |yK∩ JX |y
′K)/mX (JXK) ≤ δ.
Using Lemma 1, we then have (X, Y¯ )
a
↔ (δ, 1), from which
it follows that |JX |Y¯ K∗δ | = |Y¯ | = K .
Lemma 10. Given either (X,Y )
a
↔ (δ, δ2) or (X,Y )
d
↔
(δ, δ2), if x
δ
! x1 and x
δ
! x2, then x1
δ
! x2.
Proof. Let x
δ
! x1, and {JX |y¯iK}
N¯
i=1 is the sequence of
conditional range connecting them. Likewise, x
δ
! x2, and
{JX |y˜iK}
N˜
i=1 is the sequence of conditional range connecting
them. By Definition 4, x ∈ JX |y¯1K and x ∈ JX |y˜1K.
Let (X,Y )
d
↔ (δ, δ2). Then,
mX (JX |y¯1K ∩ JX |y˜1K|
mX (JXK)
∈ A (X,Y ).
Since A (X,Y ) > δ, x1
δ
! x2, and
{JX |y¯N¯K, JX |y¯N¯−1K, . . . JX |y¯1K, JX |y˜1K, . . . JX |y˜N˜K} is
the sequence of conditional ranges connecting them.
