Abstract-This paper presents an electromagnetic (EM) technique for the reconstruction of the physical and geometrical properties (permittivity and thickness) of stratified media. The key points of the approach, belonging to the so-called layer stripping algorithms, are the introduction of an equalization step that takes into account propagation effects, and the design of a procedure devoted to multiple reflections' removal. Furthermore, the proposed main processing block is an energy-based method able to accurately estimate amplitudes and time of delays of backscattered echoes in the time domain. A numerical analysis of the algorithm's potentialities will show that it can be successfully employed under different working conditions and in the presence of noisy data.
I. INTRODUCTION
R ADIOGLACIOLOGY, through-the-wall imaging, geological surveys, and infrastructure monitoring are only a few of the practical applications where nondestructive testing based on EM measurements can be the most appropriate solution [1] - [3] .
The general problem consists in evaluating the physical and geometrical properties-in terms of permittivity and thickness-of a multilayered dielectric by means of its scattering data.
Among the most commonly employed techniques (for a comprehensive review, see [4] ), the layer stripping (LS) approach has been extensively used over the years [5] - [8] . LS is a nonlinear method based on causality, where the multilayered dielectric is recursively reconstructed by determining the properties of one layer at a time and progressively removing the already reconstructed layers from the stack [9] . With respect to other methods, which are, in general, more accurate, the great interest in LS can be explained considering that it can provide high computational efficiency [10] . In particular, the approaches belonging to LS exploit the Schur recursions [11] , a fast algorithm well suited to high-speed data processing, becoming a feasible solution for processing large amount of data in real time [12] .
For this reason, the LS finds a straightforward employment in radar data inversion, where the analysis of EM signals can be carried out directly in the time domain. The generic processing scheme starts with the detection of the echoes reflected at each interface, and then, the amplitude and time of delay (TOD) of such echoes are evaluated and finally used to estimate the permittivity and thickness of the corresponding layers. In [13] , LS has been successfully applied to permittivity measurements in multilayered media, in comparison with an inversion technique based on the minimization of the mean square error between measured and modeled data. In [14] - [16] , it has been shown that LS is particularly suited for the ground penetrating radar (GPR) tracking of road pavements, typically composed of a fixed number of layers with standard dielectric and geometric characteristics. An LS approach has been also applied to the reconstruction of the vertical structure of an ice shelf, which could be modeled as a shallow layer of snow on top, glacial ice, a layer of salt ice, and the seawater [17] .
Although characterized by different processing techniques, LS algorithms are typically based on a set of common assumptions that can be summarized as follows.
1) Propagating signals are assumed to be plane waves.
2) The presence of multiple reflections is neglected.
In addition, echo detection is mostly based on peak seeking or matched filtering techniques, which suffer a poor temporal resolution and therefore might not be able to manage overlapping echoes [18] .
A few recent works have actually tried to explicitly face some of these open issues, but only focusing on the solution of a specific problem. In [19] , a new GPR calibration method is proposed that aims at improving the measurement accuracy for the layer thickness and permittivity of multilayered pavements; in [20] , clutter reduction techniques are applied to EM data acquired within a through-the-wall imaging application in order to suppress undesired reflections; in [21] , the authors compare different superresolution methods able to improve the time resolution of GPR data.
To the best of our knowledge, no LS methodologies can be found in the literature that address the development of a general framework where propagation conditions, multiple reflections, and spatial resolution enhancement are handled.
The aim of this paper is therefore to provide a comprehensive solving approach by supplying the LS technique with additional features that can allow to overcome the aforementioned simplifications, and then evaluate to which extent this can yield improvements.
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1) introduction of an equalization step that takes into account propagation effects and compensates for losses in signal amplitudes; 2) implementation of a procedure to detect and classify multiple reflections in order to remove their effects on the received signals; 3) design of an energy-based method to accurately estimate amplitudes and TODs of backscattered echoes.
This paper is organized as follows. Section II is devoted to the formalization of the problem and the detailed description of the proposed LS algorithm. Section III discusses the influence of multiple reflections on the inversion process and provides a processing chain for the detection and classification of multiples which can be exploited to mitigate their effects. In Section IV, a numerical assessment of the method's potentialities is provided that shows how it can perform in different working conditions and in the presence of noisy data. Section V concludes this paper with comments and final remarks.
II. METHODOLOGY

A. Problem Formalization
Let us consider the scenario shown in Fig. 1(a) , where a transmitting/receiving system is placed over an indefinite background L 1 of permittivity ε 1 at distance d 0 . By feeding the transmitting antenna (TX) with a current/voltage pulse m(t) and assuming a lossless and nondispersive background, we expect that the signal s 1 sensed at the receiver (RX) would have the form
where the term -P 1 models the free-space path loss, which is the signal attenuation related to wave propagation; -R 1 takes into account the effect of the air/background interface (I 1 ), namely, it is bound to the amplitude ratio between the incident wave and the reflected wave generated at that discontinuity; -τ 1 represents the arrival time of the signal, whose delay depends on the distance covered by the wave with respect to its velocity; -u(t) is the received waveform, whose amplitude and shape are, in general, different from those of the excitation signal because of the impulse response of the TX-RX channel.
As can be noticed, P 1 , R 1 , and τ 1 are generic scenariodependent functions (they will be referred to as "descriptors"), which are also related to the operational conditions of the illumination system.
From this viewpoint, the monostatic scheme assumes a particular interest due to its geometrical configuration, which allows to considerably simplify the modeling of wave propagation.
In fact, given that the distance d 0 is suitably chosen in order to place the background within the far-field region of the transmitting antenna, where the amplitude of the transmitted signal is inversely proportional to the distance from the source, we can easily write P 1 = P 1 (d 0 ) = 1/2d 0 . Moreover, in the far-field region, we can study the backscattering of the background interface by employing the well-known theory of plane wave reflection at normal incidence [22] and derive the reflection coefficient at interface
. Finally, the arrival time of the received signal can be evaluated by considering that the EM wave is covering the TX-RX distance with a velocity that depends on the propagation medium. For signal s 1 , we obtain
If we now give the layer L 1 a finite thickness d 1 and place a new lossless nondispersive indefinite background L 2 of permittivity ε 2 [see Fig. 1(b) ], we will collect at the receiver, along with the signal s 1 , a second echo s 2 , which can be written as
where the functions P 2 , R 2 , and τ 2 are analogous to P 1 , R 1 , and τ 1 but depend on d 0 and ε 0 and also on d 1 and ε 1 . It can be seen that, differently from the previous case, the signal model in (2) involves a further term that quantifies the transmission at interface I 1 in both the downward and upward directions. Again, from theory, this contribution can be expressed as
. By iterating the procedure followed for s 1 and s 2 , it is straightforward to generalize the above formulation to the total received waveform S K generated by a stack of K layers [see Fig. 1(c) ]
whereḋ k andε k denote, for each layer k, the thickness and the permittivity of the 1st, 2nd, . . . , k − 1th layer, and
Equation (3) shows two interesting properties of the total received signal: 1) it can be seen as the sum of scaled and time-shifted replicas of a base waveform u(t), and 2) the descriptors of each component s k , except for R k , which depends on the dielectric constant of the layer reflecting the incident wave, are only functions of the upper layers' permittivities and thicknesses.
This suggests that the multilayered medium could be iteratively reconstructed in K steps by determining-starting from the first layer's reflection s 1 -the descriptors for each signal s k and inverting (6)- (8) to derive ε k and d k−1 , respectively. Nevertheless, although the echoes s k that form the received signal have time delays corresponding, by definition, to the descriptor τ k , it is, in general, not possible to directly associate P k , T k , and R k to their amplitudes.
We have already introduced, in fact, that the received waveform u(t) is, in general, unknown, as it depends on how the excitation pulse is modified by the TX-RX channel impulse response, whose characterization is a critical issue due to many undesired effects that should be taken into account, e.g., variations of impedance between the antenna feed point, antenna, and air or ringing and coupling [4] .
To avoid this problem, a preliminary phase is needed during which a reference signalŝ must be acquired. In fact, if a reference layer of known dielectric permittivityε is illuminated from a distanced, according to the previous discussion, the received signal would bê
Asd, ε 0 , andε are given, the termsP,R, andτ in (9) could be all determined (they have the same form as that of P 1 , R 1 , and τ 1 ) so that u(t) could be directly evaluated. In this way, it would be therefore possible to measure the amplitude of each echo s k and derive the descriptors for the corresponding layer. Once all the P k , R k , and τ k have been determined, the properties of the multilayered medium are fully characterized by (4)- (9), and
the problem is therefore reduced to the operational inversion of such equations, which will be discussed hereafter.
B. Algorithm Description
For the inversion of the problem formulated in the previous part of this section, we here propose an energy-based solution that allows to disregard the direct evaluation of the base waveform u(t) and-this will be discussed during the presentation of results-also provides a robust processing of the received signals.
In fact, for each component s k of the total received signal, by defining Γ k as the ratio E k /Ê between the energy of the kth echo and the energy of the reference signalŝ, we have that
where Δ k = τ k+1 − τ k is the time interval between two subsequent echoes and
is an equalization term that takes into account the effects of propagation and transmission at interfaces.
The last term in (10) points out, as said, that the parameter Γ k is totally independent of the u(t) waveform. In addition, it provides the direct expression that allows to compute the reflection coefficient of the layer under test R k (and therefore its permittivity ε k ) fromR and ξ k , which are known quantities because they depend on the reference signal and on the already processed layers.
To get further into the processing details, the inversion algorithm can be itemized as follows. 1) First, the reference signalŝ is acquired, and its descriptorŝ P,R, andτ are determined. 2) Then, the received signal is scanned to detect τ 1 , the arrival time of the first bounce, which can be easily determined by searching for the presence of nonzero values within the signal. Of course, it would be identical toτ if the on-field analysis has the same setup as that of the preliminary phase. 3) Equation (8) must be used to determine d 0 . This step is clearly not necessary for the first layer, but it is a part of the iterative procedure. 4) The values of d 0 and ε 0 shall be substituted in (4)- (5) in order to evaluate P 1 and T 1 . 5) Starting fromτ and τ 1 , the energiesÊ and E 1 must be computed and then compared. Until no variations in the energy shape (with respect to the reference one) are revealed, no subsequent echoes have been received. On the contrary, when the energy values begin increasing, we are then able to detect τ 2 , i.e., the arrival time of the second received echo. 6) At this point, the computation of Γ 1 becomes straightforward, as it is simply the energy ratio Fig. 2 ). 7) To obtain the desired value of ε 1 , (10) should be inverted.
To this end, we can combineP and P 1 with T 1 to derive ξ 1 . It must be noted that (10) gives the square value of R k , i.e., it does not provide any information about its sign. To overcome this drawback, it is sufficient to evaluate whether the current echo and the reference one are concordant so that sgn(
where t s represents any instant within the time duration of the pulse and the symbol ⊕ denotes the XOR operator. 8) The signal values are set to 0 ∀t < τ 2 , and the procedure is repeated from step 3 until the last layer under test has been processed (at each iteration, the above subscripts "1" and "0" must be replaced with the current indexes k and k − 1).
III. MULTIPLE REFLECTIONS
In the previous section, we have shown that the reconstruction of the K permittivities and thicknesses of a stratified medium can be addressed by iteratively studying K independent subscenarios consisting of single layers placed above an indefinite background and illuminated by an EM wave.
Although such formulation allows to correctly evaluate the signals s 1 , s 2 , . . . , s K representing the reflected waves generated at interfaces I 1 , I 2 , . . . , I K by the incident wave during its transmission along the downward direction, it does not provide a complete description of the actual physical phenomenon.
In fact, if we rigorously consider each reflected and transmitted wave originating at discontinuities (irrespective of incidence direction) as a new source that illuminates the layers, we then have to model the infinite chain of signals that it produces. In particular, having assumed all lossless and nondispersive materials, these signals can do the following: 1) remain trapped within internal strata; 2) propagate indefinitely through the background; and 3) surface.
In the latter case, the receiver would acquire a train of undesired replicas of the base signal u(t), which could poten- tially distort the total received signal and hinder the evaluation of S K .
Keeping the notation used in the previous section, the train of multiple reflections that reaches the RX can be written as
where m, n are positive integers and P m,n , T m,n , R m,n , and τ m -which have the same form as that of P k , T k , R k , and τ k -cannot be explicitly defined because of the infinite possible paths that the multiply reflected waves could take.
Differently from (3), where signals s k are uniquely defined, the double summation over m, n in (11) is mandatory since it cannot be a priori excluded that the same electrical distance could be traveled along different paths. In fact, the subscript m is-as above-the progressive number of the echo within the pulse train, while the subscript n is necessary to identify echoes that may have arrived simultaneously.
To more easily understand the proposed notation, a graphical example is provided in Fig. 3 , where three different signals s m,1 , s m,2 , and s m,3 are assumed to reach the RX at a certain instant τ m . As can be seen, the electrical distance covered is the same for all the paths (the wave travels twice in air and four times in both medium1 and medium2).
As said before, the presence of multiple reflections can hamper the reconstruction process proposed in the previous section, which is based on the signal model in (3). In fact, the actual received signal acquired at the receiver would therefore be
To study how S K and S M can combine, it is useful to fix a certain τ k and let τ m vary within the interval [τ k , τ k+1 [.
In this way, at each processing step k, only two possibilities may occur. 1) τ m = τ k At the receiver, we would not distinguish between the signal s k and the signals s k,n because we would collect an equivalent signal s *
This would lead to a wrong evaluation of the relative permittivity of the kth layer.
In this case, the reconstruction of the kth layer would not be affected by errors, yet at time τ m , the energy analysis would reveal a step within the profile. This means that, without a proper identification procedure, the multiple echo(s) s m,n would be misclassified as reflection from the k + 1 layer.
According to these issues, the processing chain proposed in Section II becomes ineffectual in the presence of multiple reflections. Additional steps must be therefore supplied in order to manipulate the actual received signal and convert it to a signal analogous to S K , i.e., composed uniquely of the direct reflections from interfaces.
The solution can be addressed by noting that, if multiple reflections occur before the signal s k , they can only be due to the k − 1 upper interfaces and that the τ m is therefore a linear combination of the Δ k−1 intervals found during the analysis
The evidence of such relation can be immediately found in Fig. 3 , where it is possible to observe that the arrival time τ m of the three depicted signals is given, at step k = 4, by α 1 = 1 and α 2 = α 3 = 2. Moreover, with the signals s 1 , s 2 , . . . , s k being the boundary cases characterized by α 1 = 1, α 2 = 1, . . . , α k−1 = 1, a constraint on the coefficients α i directly comes, i.e., in the presence of multiple reflections at least one of them must be ≥ 2. On this basis, the algorithm can be modified by simply adding a conditional statement at the end of step 3, which calls a subprocedure specifically designed for multiple reflection removal (MRR).
More in detail, at the end of iteration k, when the presence of a new echo is revealed at a certain time τ x , (13) must be solved to find if there exists any set of α i that gives exactly τ x . Case 1) If no combinations of α i can be found that provide τ m , then the current signal s x necessarily corresponds to the reflection s k+1 from interface I k+1 , and it is possible to proceed to point 4. Case 2) If a set of α i exists that satisfies (13), then multiple reflections have occurred. Nevertheless, the presence of the echo from interface I k+1 cannot be directly excluded since suitable values of ε k+1 and d k+1 can be always found that yield a pulse reaching the RX at τ x .
In order to resolve this ambiguity, the processing chain is supplied with a procedure that evaluates all the possible links that connect TX and RX under the constraints given by the calculated coefficients. In fact, only by knowing the exact paths traveled by the waves could we be able to reconstruct the signals s x,n that might have arrived at time τ m = τ x .
To this end, the authors have recently proposed [23] the construction of a binary decision tree, where each node is associated to a vertical level of the scenario (the TX/RX position or an interface) and splits into two children that represent the new levels that can be reached if either the upward reflected wave or the downward transmitted wave is considered. In this way, by selecting the subset of graph links corresponding to the physical paths from TX to RX, the propagation of multiple reflections can be fully characterized, and the signals s x,n can be modeled.
Once the signals s x,n are estimated, they must be subtracted from the original signal s x . 1) If the residual is zero (or below a proper threshold), then no interface echo exists at τ x . The subroutine halts, and the procedure restarts from point 3, in order to find a new incoming signal. 2) Otherwise, the subprocedure ends, and the main routine can now process a signal where all the spurious components have been removed. Steps 4-8 are then executed, and the current iteration is concluded.
IV. RESULTS
In this section, a numerical assessment of the method's potentialities will be provided.
The data set employed for the tests has been created by means of GPRMax [24] , a simulation software based on the finite-difference time-domain (FDTD) numerical method, and consists of a set of signals which simulate the field generated by an EM source illuminating a multilayered medium.
The TX/RX system is placed at a distance d 0 = 35 cm above the scenario. More in detail, the transmitting antenna has been modeled as a current line source fed with a differentiated Gaussian pulse (see Fig. 4(a) , dashed line) of unitary amplitude and duration of 0.8 ns
According to the Fourier pairs in (14) , the feeding signal has a −10-dB bandwidth of about 5 GHz around a central frequency f p = w p /2π = 2 GHz (see Fig. 4 (b), dashed line): This choice permits an acceptable tradeoff between pulse length and signal spectrum, in order to provide a satisfactory combination of penetration depth, spatial resolution, and homogeneity of materials. In fact, the emitted EM wave (see Fig. 4(a) , solid line) is characterized by a duration of 1 ns and-correspondingly-a bandwidth of about 4 GHz with a central frequency 2.45 GHz.
As regards the characterization of the scenarios, it should be noticed that, for our purposes, it is sufficient to analyze multilayered media composed of two uniform nondispersive layers above an indefinite background: the processing of any other deeper layers follows the same rationale and is therefore straightforward. The relative permittivity of the layers and their thicknesses have been chosen within the intervals:
We recall that the processing chain also requires a preliminary step for the acquisition of a reference echo backscattered by a layer of known permittivity. For the sake of simplicity, we opted for a perfect electric conductor (pec), which has well-known and convenient dielectric characteristics. To this end, a single layer scenario has been simulated. Finally, it is worth mentioning that, owing to the particular geometry, the numerical problem can be solved within the 2-D spatial domain, without appreciable losses in terms of accuracy but with a sensible reduction of computational costs [25] .
A. Algorithm's Assessment
This first part of the assessment focuses on the evaluation of the reconstruction capabilities supplied by the method in the presence of separated interface echoes. For clarity, contributions from multiple reflections have been removed so that the signal sensed at the receiver is uniquely composed of interface reflections. In addition, as simulations have been carried out within a 2-D spatial domain, we will assume a cylindrical propagation model, where wave amplitudes decay proportionally to the square root of the distance [25] .
As discussed in Section II-B, the inversion process for the kth echo is based on the evaluation of the reflection coefficient R k , which depends on the energy ratio Γ k , the reflection coefficient R of the reference layer, and the equalization parameter ξ k .
In particular, with the reference layer being made of pec, by definition, we have thatR = −1, and (10) reduces to
To reconstruct the permittivity ε k , we therefore only need to invert (15) by using Γ k , directly computed from the received signal, and ξ k , which is a function of the already reconstructed k − 1 layers. As far as the first layer is concerned, we have that
Although not strictly required by the algorithm, we can choose the same acquisition setup in both preliminary and test phases (d = d 0 ). In this way,P = P 1 , which means that the equalization parameter ξ 1 becomes equal to 1, losing any dependences on propagation conditions. The descriptor R 1 is therefore simply equal to the square root of the parameter Γ 1 . The upper part of Table I (a) reports the absolute and relative errors 2 for the parameter Γ 1 with respect to the theoretical values given by the expected reflection coefficient 1 . As can be seen, the medium percentage error is below 0.5%, and even the maximum error does not exceed 2%. In terms of permittivity reconstruction, this yields the excellent mean relative error of 1% and a maximum error of 2.5%; it is worth mentioning also the maximum absolute error, which is only 0.5.
As already explained, the same processing step for the computation of Γ 1 also provides the delay τ 2 of the new incoming echo. This delay must be employed to derive the thickness of the first layer, according to (8) .
In the bottom part of Table I (a), it can be found that the detection of the second echo is performed very accurately-with a time shift of a few picoseconds-allowing a very precise reconstruction of the medium's thickness: along with a mean 2 The percentage relative error of the output x with respect to the reference inputx has been computed according to the following formula:
relative error of 0.4%, the maximum error remains below the outstanding value of 0.92%, which means that thickness can be provided with a tolerance of ±1.5 mm. When ε 1 , d 1 , and τ 1 have been determined, the second echo can be processed. As in the previous case, we can write
Since the equalization parameter is here =1, we expect a worsening of the overall performances, biased by possible errors in the reconstruction of ε 1 and d 1 at the previous iteration. The quantitative assessment of such effect is proposed in Table I (b), which shows a slight increase of the mean relative error from 1% to 4%. The maximum percentage error is more noticeable, which is 12%, whereas in absolute terms, the maximum mismatch is about 2.
Due to the specific processing technique, which restarts at each step the seeking procedure for incoming signals, the aforementioned drawback is less critical in thickness reconstruction. Table I (b) confirms a mean error increase in delay detection, from 0.4% to 1.4%, but this anyway guarantees a satisfactory tolerance in terms of thickness of a very few millimeters.
A further aspect that should be taken into account to explain the achieved results is that errors can be partly ascribed to an undesired nonphysical effect inherently present in the FDTD algorithm called "numerical dispersion" [26] . Briefly, it causes a shape distortion of the pulses propagating through the FDTD lattice due to the different phase velocities of the signal frequency components, a distortion that clearly hinders the reconstruction process. In case of cubical cells, the error introduced by numerical dispersion is inversely proportional to the points per wavelength [27] , defined as N λ = λ/Δ x ; thus, in order to reduce such effect, the cell size should be chosen much smaller than the pulse wavelengths.
B. Propagation Model
We have just shown that a critical aspect of the inversion algorithm is the correct evaluation of the equalization parameter ξ k . As expressed by (10), this parameter does not depend only on the vertical profile (permittivity and thickness) of the multilayered medium but also on the model chosen to describe wave propagation.
It is evident that the cylindrical model employed in the previous section could not be still valid for the processing of 3-D simulations or on-field data. Analogously, the commonly used simplification that employs plane wave propagation to reduce algorithms' complexity is not properly suited to describe the actual physical phenomenon. It would be therefore interesting to evaluate how the choice of a wrong propagation model can influence the overall performances. To this end, the processing of the entire data set has been replicated substituting the equalization parameter ξ The numerical assessment, presented in Table II , shows that, as far as the first layer is concerned, reconstruction errors are both identical to those obtained for the cylindrical model. This should not surprise since the system has been intentionally arranged to provide an equalization parameter ξ 1 independent of propagation conditions. If we observe the errors returned after the processing of the second layer, instead, we can notice that both spherical and plane wave approximations (let us say "case S" and "case P," respectively) perform worse than the cylindrical model ("case C"). In particular, the mean permittivity error is almost twice in case P, and even four times in case S, whereas the layer's thickness increases to 2.14% in case P and to 4.15% in case S.
The reason for such behavior can be better explained by looking at graphs in Fig. 5 . According to the thickness range chosen for our simulations, the distance covered by the EM signal is theoretically comprised between 0.78 and 1.50 m. As can be seen in Fig. 5(a) , the random generation of scenarios has centered the values mostly within the interval 0.90 ÷ 1.1 m, i.e., where the plane wave approximation is closer to the cylindrical one [see Fig. 5(b) ]. This does not anyway mean that the plane model is, in general, better than the spherical one, but it confirms that the choice of an appropriate propagation model could improve the effectiveness of the method.
C. Overlapping Signals
Another important aspect that should be examined is the method's capability of resolving overlapping echoes.
For the sake of clarity, in the previous examples, we studied received signals featuring separate reflections; nevertheless, this condition holds true only if the delay between two subsequent echoes Δ k = τ k+1 − τ k ≥ Δ p , where Δ p is the time duration of the traveling pulse.
The value of Δ p is very important since it determines the spatial resolution that can be achieved. Therefore, depending on the scenario's characteristics, we must choose a signal wavelet consistent with the minimum dimensions that we need to resolve. This means that, for instance, if we are interested in detecting thin and/or transparent layers, we should employ a wideband signal, whereas in case of greater objects, a signal with a narrower band could be sufficient. If the choice of Δ p is not correct, the received echoes may overlap, and the resulting waveform distortion would avoid a proper evaluation of amplitudes and time delays of the signals, affecting the reconstruction process. This can be immediately seen in Fig. 6 , which depicts the signal backscattered by a single layer with ε 1 = 5 and increasing thickness d 1 = 1, 2, 3, 5, and 10 cm, illuminated by a 1-ns pulse: The thinner the layer, the more unintelligible the echoes, which start overlapping when thickness is less than 5 cm.
To study the effects of the signal bandwidth on the overall performances, we tried to reconstruct the aforementioned scenario with three different signals obtained by setting the central frequency f p in (14) as follows:
The wavelets and their corresponding spectra are shown in Fig. 7 .
As far as the first signal is concerned, Table III(a) shows that the extraction technique seems not to suffer the waveform's distortion. In fact, it can be seen that, with thicknesses greater than 2 cm, the relative error in permittivity reconstruction is lower than 8%, and even in the very critical case of 1 cm, it is 13%, which means, in absolute terms, a difference of only 0.66. This is a noteworthy result if we consider the sensible interference between the first and the second echo (the resulting signal is outlined in "blue").
Such case is particularly interesting because it stresses the potentiality of the technique: typical approaches based on peak seeking, in fact, would associate the signal peak to the response of a material with lower permittivity, leading to a mistaken conclusion.
The algorithm keeps its effectiveness also when searching for arrival times and, therefore, in reconstructing layer thickness. Results are totally in line with previously discussed ones, also for the case of x L = 1 cm. Even though the relative error increases to 8%, the absolute error can be quantified in only a few millimeters, so performances are very satisfactory.
If we look at the analogous results reported in Table III (b) and (c), we can find that, as expected, the 1-cm spatial resolution provided by SG1 cannot be achieved with SG2 and SG3. In particular, by employing SG2, it is possible to accurately reconstruct the permittivity of layers with thicknesses greater than 3 cm; the errors rise up to 17% for a layer of 2 cm, which is the minimum dimension that can be resolved. This threshold is clearly higher for SG3, whose length does not allow to detect layers thinner than 3 cm; it anyway remains a noticeable value. In both cases, the errors on thickness are very low within the entire resolution range.
D. MRR
This part of the numerical section deals with the issue of multiple reflections.
In Fig. 8 , a simple received signal is presented, which has been generated by a multilayered scenario composed of two layers with permittivities ε 1 = 7 and ε 2 = 17 and thicknesses d 1 = 19 cm and d 2 = 17 cm. This example can immediately show how the reconstruction process might be hindered by the presence of multiples. In fact, if we interpreted all the four backscattered echoes as direct reflections from layers' interfaces (the latter being the reflection from the background, which we are not interested in), we would then reconstruct a medium composed of three different slabs, as depicted in Fig. 9(a) . As discussed in Section III, the total received signal can also contain multiples: by applying the MRR procedure, we would find that the third echo of Fig. 8 has not been directly backscattered by interface I 3 but multiply reflected by interfaces I 1 and I 2 . Fig. 8 . Received signal composed of four echoes: without taking into account the presence of multiples, a wrong reconstruction could be carried out (see Fig. 9 ). For this reason, a proper evaluation of the vertical profile of the medium needs to discard the multiple (for the proposed example, it is sufficient to window the signal) and consider the fourth echo as the direct reflection from interface I 3 . The correct reconstruction of the scenario therefore results in a twolayer medium, shown in Fig. 9(b) .
Another condition that can occur and limit the reconstruction process is when a direct reflection and a multiple feature the same arrival time. If we consider, for instance, a signal where the third echo is the sum of the direct reflection from interface I 3 and a multiple (see Fig. 10 ), without identifying the presence of the multiple, we would then evaluate a wrong value of permittivity for the third layer.
Table IV points out that, by employing the MRR subroutine for the processing of the signal in Fig. 10 , it is possible to strongly reduce the relative error for ε 3 from 20% to 9%. A detailed analysis carried out on the entire data set has provided (see Table V ) that the improvements yielded by MRR to the reconstruction of those signals where the backscattering of the third layer is corrupted by multiples can be quantified in a reduction almost by half of the mean relative error from 17% to 8%, corresponding to an absolute error decreasing from 1.9 to 0.9. A noticeable effect is also induced to the maximum error, which drops off from 67% to 16%.
E. Noisy Data
In this paragraph, the processing chain is input with noisy data, in order to provide an assessment of the algorithm's response to experimental data.
The whole data set has been therefore corrupted with additive white Gaussian noise (AWGN) and then reprocessed as in Section IV-A to reconstruct permittivities and thicknesses of the scenario. 
being the simulated signal, we can model the new signal as
with N (·) being the zero-mean Gaussian distribution with variance σ 2 n . Since the energy of each pulse is Results, proposed in Table VI , show that the overall performances can be considered satisfactory even in the presence of corrupted data. As far as permittivity reconstruction is concerned, we can notice that, for almost all SNR levels, the mean error on ε 1 is below 10%, and even in the worst case of 5-dB SNR, which significantly distorts the signal's waveform (see Fig. 11 ), it does not exceed 15%. Nevertheless, the reconstruction of ε 2 , as in the noiseless case, starts suffering error propagation from the upper layer, with error values which are 2-3 times higher and remain acceptable only for SNRs greater than 20 dB. For this reason, in the presence of very noisy signals, only a few layers could be effectively processed.
Differently, the method seems quite insensitive to such problem when reconstructing the layer's thickness. As already said, the procedure for the detection of echoes' arrival time is initialized at each iteration, and it is sufficiently robust to smooth the effect of undesired fluctuations within data. We can, in fact, observe that, for both layers, the average errors are very low (even at 5 dB, where the error is only 5% for d 1 and 10% for d 2 , biased by the error on ε 2 ).
The overall trend of the method's performances versus SNR values has been sketched in Fig. 12 , where the bar graph representing the mean error values illustrates that the higher the SNR, the higher the accuracy, with values at 40 dB comparable to those achieved in the presence of noiseless data. 
F. Conductivity
To further assess the performances of the method, we here propose a quantitative evaluation of how the presence of lossy media may influence the overall results.
We recall that the method is based on the assumption of lossless nondispersive media; thus, the inversion of signals generated by layers featuring nonzero conductivity will provide an intrinsic mismatch between actual and reconstructed values of permittivity and thickness.
In fact, the hypothesis of lossless media allows to consider the permittivity of the layers as a real quantity so that, for each layer k, we can determine ε k and d k by means of the following descriptors:
As the recursive formulation of LS provides at each step k the properties of the already reconstructed layers (ε k ,ḋ k ), the set of descriptors (20)- (24) becomes a system of two equations [(22) and (24)] with two unknowns (ε k and d k ), which is consistent.
For lossy media, instead, permittivity is a complex value whose imaginary part takes into account the loss characteristics of the material [28] so that the five descriptors would depend also on conductivity The set of descriptors (25)- (29) would therefore become a system of three equations [(27) - (29)] with five unknowns (ε k , ε k+1 , σ k , σ k+1 , and d k ), which is inconsistent.
Nevertheless, even though losses are not theoretically supported, in most applications, from geophysical surveys to infrastructure monitoring, test scenarios are characterized by low-loss materials [29] , [30] ; thus, we will show that the method, in such cases, could be suitably applied without limitations.
For this test, a new data set has been therefore simulated where each layer is modeled with an electric conductivity σ L = 0.01, 0.10, 0.30, 0.50, and 1.00 S/m.
In Fig. 13 , we can see from a qualitative point of view how the received signals can significantly vary depending on the values of σ L . In terms of reconstruction errors, reported in Table VII , there is no appreciable worsening of the performances when conductivity remains below 0.01 S/m, with mean relative errors comparable to those obtained for lossless media. When conductivity values are around 0.1 S/m, the accuracy starts reducing, with mean errors that jump to 6% and 25% for ε 1 and ε 2 , respectively. The estimation of these permittivities is then significantly altered when σ L rises to 0.3 S/m. As regards thicknesses d 1 and d 2 , the error trend has a different behavior, with slopes that smoothly increase to error values remaining below the acceptable threshold of 15% (see Fig. 14 For greater values of conductivity (≥ 0.5 S/m), in fact, some of the echoes of interest cannot be even detected, and no information can be provided about the thickness of the second layer. When σ L = 1 S/m, the only echo that can be sensed by the receiver is the first bounce, which means that we would be able to determine only the permittivity of the first layer, whose reconstruction can be carried out with an error of 80%.
To conclude the analysis, it should be anyway pointed out that there is actually a very specific case where the current formulation can be theoretically employed to reconstruct also conductivity, i.e., a lossy slab comprised between two lossless media.
For the sake of simplicity, let us consider a slab characterized by ε 1 , d 1 , and σ 1 and immersed in air (ε 0 = ε 2 = 1 and σ 0 = σ 2 = 0). According to the previous discussion, we then have to use the following descriptors:
As ε 0 , ε 2 , σ 0 , σ 2 , and d 0 are a priori known, the set of descriptors (30) 
G. Feasibility of the Iterative Process
Section IV-A has shown that the reconstruction errors on the second layer are higher than those obtained for the first one. This is an intrinsic drawback of the LS approach due to its recursive formulation. In fact, as the number of layers increases, more iterations are required, so performances experience a general worsening due to the error spreading from one layer to the subsequent one, resulting in a divergent reconstruction [31] .
In this last part of the section, we will therefore want to evaluate if the proposed method is feasible to handle complex scenarios and provide sufficient accuracies also for the deepest slabs.
The simulated test case for this analysis is a five-layer medium, with the following characteristics:
The overall received signals have been scanned to detect and classify the echoes through the MRR procedure, which groups the signals into two categories, direct reflections (D), to be inverted, and multiple reflections (M), to be suppressed. The complete classification output of the MRR routine is reported in Table VIII , where the first column contains the coefficients α i enforcing (13), the second column lists the propagation paths of the echoes (each number corresponds to the interface reached by the wave, so "0" indicates interface I 0 , "1" indicates interface I 1 , etc.), and the third column specifies the class.
The reconstruction process can be qualitatively evaluated in Fig. 15 , showing the actual and reconstructed profile of the multilayered medium. It can be noticed that, for the first three layers, there is a very good matching between the two curves, which then feature a progressive permittivity mismatch for layers L 4 and L 5 . As far as the thickness is concerned, instead, no sensible worsening of the performances can be observed. Getting into numerical details (see Table IX ), we can find that the reconstruction errors for layers L 1 , L 2 , and L 3 are totally in line with those discussed in Sections IV-A and D, with permittivity relative error increasing from 0.05% to 9% and absolute error not exceeding 0.5. Accuracy starts diminishing from layer L 4 , whose permittivity is reconstructed with an error of 1.15, and as expected, the worst performance is obtained for ε 5 , reconstructed with an error of 2.18. The general error trend confirms that, at each step, the reconstruction accuracy is biased by the errors accumulated within the previous iterations, limiting the total number of layers that can be processed. Nevertheless, the overall performances can be still considered acceptable even for the deepest layers.
We can notice a completely different trend within the reconstructed values of thickness, which is provided with very high accuracy for all the layers. The relative error slightly increases from 0.02% to 7%, but the absolute error is always below the noticeable threshold of 0.3 cm, and its behavior is not monotone (e.g., d 1 < d 2 , but d 2 > d 3 ). As previously stressed, this is due to the fact that the computation of echoes' time delays is reinitialized at each iteration, so it does not suffer an error propagation within layers.
The feasibility of the iterative process has been also tested in the presence of noisy data, obtained as in Section IV-E, by adding white Gaussian noise according to different SNR levels (5, 10, 20, 30 , and 40 dB). Results are reported in Table X . Again, permittivity reconstruction strongly depends on signals' amplitudes, so an increase of the errors due to higher levels of noise can be noticed. In addition, the accumulation of the errors from layer to layer hinders the reconstruction of deeper layers, and consequently, the worst performances are obtained for L 5 at 5-dB SNR. Nevertheless, considering the strong distortion of the signals, a relative error of 27.55% (almost 2.5 times the noise-free case) is quite satisfactory.
As regards thickness reconstruction, instead, we have already stressed that it is less sensitive to noise, so results do not experience a noticeable worsening. Even in the 5-dB SNR case, which still remains the most awkward condition, the maximum absolute error is only of 5.4 mm.
V. CONCLUSION
In this paper, an LS approach for the EM reconstruction of stratified media has been presented.
In particular, an equalization step has been introduced, which takes into account the effects of wave propagation, showing that the choice of a proper propagation model can provide higher accuracies. The processing chain has been also supplied with a subroutine for the identification and classification of multiple reflections that has been exploited to filter the received signal and therefore enhance the reconstruction process. Moreover, an energy-based method specifically conceived to detect echoes' amplitudes and TODs has proven its effectiveness and revealed good capabilities in resolving overlapping signals.
On the other hand, the principal drawback suffered by LS methods regards their recursive formulation, which causes the accumulation of reconstruction errors from one layer to the other. A five-layer medium has been therefore studied to test the feasibility of the iterative process, showing that reconstruction accuracy progressively reduces but remains acceptable until the last step. Furthermore, the proposed approach is based on the theoretical assumption of lossless nondispersive media; we have anyway shown that low-loss dielectrics can be still processed with no significant worsening of the performances.
Results remain acceptable also in the presence of low values of SNR.
To improve the overall results, further developments could involve a new formulation able to reduce the effects of noise and to theoretically take into account losses, for instance, by means of a multiview/multisource approach.
