Di erent web search tools often complement each other. So, if we want to have a good coverage of all relevant web items, a reasonable strategy is to use di erent search tools and then merge the resulting lists. How to merge them? In this paper, we describe reasonable axioms for the merging procedure and describe all mergings that satisfy these reasonable axioms.
Introduction
Currently, the World Wide Web contains a great amount of (often poorly organized) information. To get the information about a certain topic, we can use one of the known search tools. Several successful tools are used on the web, and the reason why they all successfully co-exist is that they are based on radically di erent principles and as a result, these tools complement each other. For example, while one tool may be better to nd the most visited pages that contain the search words, other tools may complement these many-hit pages by adding other webpages, which may not be visited that frequently but in which the searched words are truly central.
Usually, if we want a good coverage of all relevant websites, it is reasonable to use several search tools, and then combine (merge) the resulting lists. The question is: What is the best way of combining these lists?
The reason why this question is important is because each of the lists usually comes sorted: rst comes the webpage that is, according to the search tool, the most relevant; then comes the page that is next in relevance, etc., and the last item on the list is (according to this search tool) the least relevant of those found. We would like to merge the lists coming from di erent search tools into a single list that is similarly sorted, so that this list would start with the (possibly) most relevant item, then continue with second most relevant, etc. So, in mathematical terms, the question is: how to combine merge sorted lists?
In this paper, we consider the situation when the merged lists do not overlap (i.e., that lists coming from di erent search tools only complement each other).
This situation happens, e.g., when di erent search tools cover di erent sources. Suppose, for example, that we are interested in news about the Thailand economy. To get the full picture, we go to the websites of di erent periodicals that cover economic news, such as e.g., Financial Times, Economist, Wall Street Journal, etc. Each of these websites has its own search tool, which returns the webpages that contain the corresponding articles. First requirement: the function v(i; N) should preserve the equality between drops in relevance. Our rst requirement is as follows: For each list, the only information that we consider is its order. This order describes the decreasing relevance of the items on the list: the rst item is of the largest relevance to the query, the second item is of smaller relevance, etc. Thus, for example, the \drop in relevance" between the rst and the third elements of the list is larger than the drop in relevance between the rst and second elements, because: the drop in relevance from 1st to 3rd elements occurs in two steps (a drop from 1st to 2nd, and then further drop from 2nd to 3rd), while the drop in relevance from 1st to 2nd elements consists of only one step.
On the other hand, if we compare two drops in relevance that take only one step, e.g.:
the drop in relevance from the 1st to the 2nd element, and the drop in relevance from the 2nd to the 3rd element, then there is no reason to believe that one of these \drops in relevance" is larger than the other one, and therefore, following the same \principle of insu cient reason" as we used before, we can conclude that these two \drops of relevance" are equal.
It is reasonable to require that this equality of drops in relevance should be preserved by the value-assigning function v(i; N) (which de nes the merged list). We introduce the function v(i; N) to describe the ordering in the merged list: rst, we will list the item with the smallest value of v, then the item with the second smallest value of v, etc. Our objective is to describe the items in the merged list in the order of their relevance to the query: the most relevant item should come rst, the second relevant should second, etc. Thus, the value v(i; N j ) describes the relevance of item i from j-th list in the merged list. Hence, the informal notion of \drop in relevance" from item i to item i + 1 can be naturally formalized as the di erence between the corresponding values of the function v (which describe their relevance), i.e., as the di erence v(i + 1; N) ?
Within this formalization, the requirement that the function v should preserve the equality between the drops in relevance means that the above-de ned \drop in relevance" (di erence) from 1st to 2nd items must be the same as the \drop in relevance" di erence from the 2nd to the 3rd items, etc. In other Similarly, the \drop in relevance" from the 1st to the 3rd item must be same as the drop in relevance from the 2nd to the 4th, from the 3rd to the 5th. etc., Since the cut-o that led to each list is, usually, reasonably arbitrary, the function v(i; N) should be de ned for i > N as well. In the above text, we proposed to de ne the values v(i; N j ) for every element i in j-th list. Since j-th list has N j elements, we want to de ne this expression for all values i = 1; : : :; N j . Thus, we need a function v(i; N) to be de ned for all possible pairs of positive integers for which i N.
The restriction i N is indeed reasonable if each of the search tools produces exactly N j items and nothing else. In reality, the situation is more complicated: each search tool produces much more than what it shows us, and then cuts o the resulting long list. In other words:
rst, a search tool produces a long list of possibly relevant items, and then, it cuts o the tail of the original list, keeping only the most relevant items. The cut-o is usually done according to some heuristic (and reasonably arbitrary) criterion, and often, some items that were cut o are not much less relevant than the items that remained in the list.
With the possibility of this too-harsh cut-o in mind, it makes sense to consider the possibility that some items, which were initially cut o from the search tool lists, will be later on added to these lists, and thus, these additional items will be available for merging.
Let us describe the consequences of this possibility in mathematical terms. Originally, we had a list with N j items numbers 1; 2; : : :; N j . To this original list, we add further elements, i.e., elements numbers N j + 1, N j + 2, etc. We now have additional elements to merge, so we need to assign the values v to these additional elements.
From the theoretical viewpoint, the new situation does not require any new de nitions. Namely, since we added elements to j-th list, its length increases, from the original value N j to some new value N { Adding an extra element does not change the relative relevance of all other elements, so, at rst glance, we should preserve the values of old elements, and calculate a single new value: the value of the new element (so that we will be able to nd its proper place in the merged list).
{ However, according to the above procedure, we still need to recalculate all the values.
It is desirable to avoid this waste of computation time, and be able to simply add one number (corresponding to the new element) to the results of previous calculations. In other words, it is desirable to add the value v(N j + 1; N j ) that corresponds to the rst additional element. Similarly, it is reasonable to consider the values v(N j + 2; N j ) , v(N j + 3; N j ), etc., which correspond to second, third, etc. elements. In general, it is, thus, reasonable to consider the values v(i; N) not only for i N, but for i > N as well.
In other words, it makes sense to consider the function v(i; N) for arbitrary positive integers i and N.
Second requirement: the merged order should not change if we simply change the granularity. In order to describe this second requirement, we must elaborate a little bit on a ne point of web search tools. This point is best illustrated by an example.
One of the authors (V.K.) is a co-maintainer of the Interval Computations website (http://cs.utep.edu/interval-comp/main.html). This website consists of the main page, a dozen pages that this page points to, and several dozen pages that these pages, in their turn, point to. Some web search tools, if asked to provide all the information relevant to interval computations, produce only the main page of this website, while other web search tools generate the list of all (or at least many) pages from this website.
This example can be reformulated in more abstract terms: di erent search tools use di erent levels of granularity: where one tool returns a single page, another tool may return several of them. Even for the same web search algorithm, it is usually possible to tune this algorithm in such a way that the resulting tool may exhibit di erent levels of granularity.
A natural requirement is that if we change the level of granularity for all the tools, then the merged order should not change. How can we express this requirement in mathematical terms?
Let us assume that we have tuned all search algorithms so that they now produce several pages where they used to produce a single one. A natural way to describe this \tuning" in quantitative terms is by describing the average increase t in the number of pages, i.e., by the average number of new pages per single old page.
Due to this increase, a list that originally contained N j items would now contain approximately t N j items, and, since each item on the old list corresponds to t items in the new list, the item number i in the old list has, in the new list, number t i.
If each old page correspond to exactly t new pages, then instead of approximate equality, we get an exact equality: item number i (of N j ) on the old j-th list (i.e., on the list obtained by j-th web search tool before tuning) is item number t i (of t N j ) on the new j-th list (i.e., on the list produced by j-th search tool after tuning). In this case, the requirement that the tuning should not change the order of the merged list can be formulated as follows:
If . This motivation justi es only the use of rational numbers i and N. However, most mathematical functions, methods, and formulas use arbitrary real numbers. It is therefore convenient to use arbitrary real values i and N instead of only rational ones. By using real numbers, we do not add anything, because an arbitrary real number can be approximated, within an arbitrary accuracy, by a rational one, so, from any practical purposes, whether we consider only rational numbers or arbitrary real values is rather irrelevant (for example, inside a computer, every real number is represented as a rational number anyway). Since the only reason for our using irrational values is, thus, to approximate rational ones, it is natural to require that for close inputs, the function should have close values, i.e., that this function v(i; N) should be continuous.
Thus, we arrive at the following de nition:
3 De nition and the main result Similarly, multiplying all values v(i; N) by a positive constant does not change the order, so, we can safely assume that c 1 = 1.
After these two simpli cations, we get an expression v(i; N) = N (i+c 2 N) with only two parameters: and c 2 .
In 5, 6], we considered a formula v(i; N) = i + c 2 N which corresponds to = 0, and we showed that already this simpli ed formula enables us, by nding an appropriate value of c 2 , to produce a merger that expert would consider reasonable. We hope that if we are allowed not only this parameter c 2 , but also the additional parameter , then the resulting merged list that would be even closer to how an expert would manually merge the corresponding lists. A similar proof can be repeated for all half-integer values i. Similarly, we can prove that the formula (1) In view of formula (1), to describe the function v(i; N), it is su cient to describe the functions a(N) and b(N). To obtain such description, let us use the second condition from our de nition. Namely, according to this condition, for every i, i 
Thus, the second condition means that for every i, N, N 0 , and t, the right-hand sides of the equations (4) and (5) 
Both sides are linear functions of i. Since the two linear functions are always equal, their coe cients at i should be equal, and their free terms are equal. Hence, we get the following two equalities: 
The equation (7) This equality must be true for all t. Let us pick one value of t, e.g., t = 2 (one can easily check that any other value of t would lead to the same result). Substituting t = 2 into the equality (14), we conclude that Substituting expressions (16) and (10) into the formula (1), we get the desired expression for the merging function. The theorem is proven.
