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Abstract—This paper proposes some bounds on the maximum
of magnitude of a random mask in Fourier domain. The random
mask is used in random sampling scheme. Having a bound on
the maximum value of a random mask in Fourier domain is very
useful for some iterative recovery methods that use thresholding
operator. In this paper, we propose some different bounds and
compare them with the empirical examples.
I. INTRODUCTION
There are different sampling schemes in the field of digital
signal processing. The primary sampling theorem known as
Nyquist-Shannon theorem states that a band-limited signal can
be recovered from its uniform samples under certain condition
[1]–[3]. The uniform sampling was used for some decades.
Later, other sampling methods such as non-uniform sampling
[4], [5], periodic non-uniform sampling [6], [7], and random
sampling [8], [9] were proposed.
In random sampling, the sampler picks up the samples of the
original signal at random. It is like that the original signal is
multiplied by a random mask containing i.i.d Bernoulli random
variables with parameter p. Here, p is the sampling rate. There
is a major difference between random and uniform sampling
in the frequency domain. In uniform sampling scheme, we see
that the spectrum of the original signal is repeated by a period
equal to the sampling frequency while in random sampling
scheme, we see a spectrum similar to the original that does not
have periodicity. Let x[n] be the original signal and xr[n] and
xu[n] be the random sampled and uniform sampled versions
of x[n] with sampling rate 0.5. Fig. 1 shows an example of
discrete signal and its Fourier transform and Fig. 2 shows the
magnitude of Fourier transform of xu[n] and xr[n]. It can be
seen that in random sampling scheme, we have no periodicity.
Moreover, Xr[k] is very similar to X[k] and there are aliasing
components that are produced due to convolving the original
signal by the random mask.
In this paper, we aim to bound the magnitude of Fourier
transform of a random mask. The results are very useful
for some iterative recovery methods such as IMAT (Iterative
Method with Adaptive Thresholding [10], [11]) that use a
thresholding operator. We propose some bounds on the mag-
nitude of Fourier transform of a random mask in Section II.
In Section III, some numerical examples are presented and
Finally Section IV concludes the paper.
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Fig. 1. An example of band-limited signal: a) x[n] in time domain and b)
X[k] in frequency domain.
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Fig. 2. Fourier transform of uniform and random sampled versions of x[n]
that is shown in Fig. 1
II. PROPOSED BOUNDS
Suppose that a is a sequence of N i.i.d Bernoulli random
variables with parameter p. We aim to find an upper bound
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for absolute value of {A}N−1k=0 as the DFT of a:
Ak =
N−1∑
n=1
ane
j2pikn
N for k = 0, 1, ..., N − 1. (1)
A. The Worst Case
We know that the average number of ones in a is Np.
Therefore, on average, Np is an upper bound for A0. Define
the support set P such that ai = 1, ∀i ∈ P . It is clear that
P ⊂ {0, 1, ..., N − 1} and |P| , Np ≈ dNpe. Moreover,
suppose that N is prime. We have:
|Ak| =
∣∣∣∣∣
N−1∑
n=1
ane
j2pikn
N
∣∣∣∣∣ =
∣∣∣∣∣∣
∑
θk,n∈Θk
ejθk,n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
θk,n∈Θk
[cos(θk,n) + j sin(θk,n)]
∣∣∣∣∣∣
=
∣∣∣∣∣∑
n∈P
cos(θk,n) + j
∑
n∈P
sin(θk,n)
∣∣∣∣∣
=
√√√√(∑
n∈P
cos(θk,n)
)2
+
(∑
n∈P
sin(θk,n)
)2
=
√√√√Np + 2. ∑
m,n∈P
m6=n
cos(θk,m − θk,n),
(2)
where Θk =
{
θk,n =
2kpin
N | n ∈ P
}
for all k ∈ K. The
expression in (2) will be maximized if θk,m
2pi
= θk,n. But this
is impossible because:
@ θk,m, θk,n ∈ Θk : θk,m
2pi
6= θk,n. (3)
Hence, the presented expression will be maximized when θk,m
is very close to θk,n. The minimum distance between θk,m and
θk,n is equal to 2pi/N . In other words, maximum value will
be achieved when a contains an all-one vector u = [1, 1, ..., 1]
of length Np.
After some mathematical computations, we can get the
maximum value of {|Ak|}N−1k=1 as follows:
|Ak|max =
√√√√Np + 2.Np−1∑
i=1
(Np − i)cos
(
2pi
N
i
)
. (4)
Table I shows the upper bounds for |Ak|, |Ak|Np , and the
maximum values obtained by simulation for different values
of N and p.
According to Table I, the ratio |Ak|/Np is almost constant.
We can approximate |Ak|/Np as shown in Fig. 3.
The upper bound of AkNp and its approximation are depicted
in Fig. 4. It can be seen that the original curve has been
followed very well by the approximation curve.
Fig. 5 shows the maximum noise ratio |Ak|Np versus k for
different values of p. As expected, when the sampling rate is
high the noise level is low.
B. Gaussian Approximation
In this Subsection, we approximate a Bernoulli distribution
with parameter p by a Gaussian distribution with mean p and
variance p(1−p). We want to be sure that almost all {Ak}N−1k=1
are below than a threshold T , i.e., for an arbitrary positive :
P
(
∃ k 6= 0 : |Ak| > T
)
≤ . (6)
From the union bound we have:
P
(
∃ k 6= 0 : |Ak| > T
)
≤ P
(
N−1⋃
k=1
1 [|Ak| > T ]
)
≤
N−1∑
k=1
P
(
|Ak| > T
)
,
(7)
where 1 [|Ak| > T ] indicates that |Ak| > T with probability
of 1.
It is not to difficult to verify the fact that the real and
imaginary parts of Ak can be approximated by a Gaussian
distribution N (0, p(1− p)N).
Therefore, P
(
|Ak| > T
)
≤  is equivalent to
P
(
(Re{Ak})2 + (Img{Ak})2 > T 2
)
≤  and we have:
P
(
(Re{Ak})2 + (Img{Ak})2 > T 2
)
≤ P
(
(Re{Ak})2 > T
2
2
)
+ P
(
(Re{Ak})2 > T
2
2
)
.
(8)
Hence, we are interested to calculate the following probabil-
ity:
P
(
|Re{Ak}| > T√
2
)
≤ 
2
(9)
Since Re{Ak} ≈ N (o, p(1− p)N), P
(
|Re{Ak}| > T√2
)
=
Q
(
T√
2p(1−p)N
)
. Hence, we can calculate the maximum of
{Ak}N−1k=1 as follows:
Q
(
T√
2p(1− p)N
)
≤ 
2
=⇒ T ≤
√
2p(1− p)NQ−1
( 
2
)
(10)
One of the most common approximations for Q-function is as
follows:
Q(x) ≈ 1
2
e−
x2
2 . (11)
If we use above approximation for Q-function, we can approx-
imate T as below:
T ≤ 2
√
p(p− 1)N log() (12)
Fig. 6 shows the threshold levels for different values of . It
can be seen that as  is small the threshold levels obtained by
the Gaussian approximation is very close to the worst case.
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TABLE I
COMPARISON BETWEEN THE PROPOSED UPPER BOUND AND THE MAXIMUM VALUE ACHIEVED BY SIMULATION.
N p Np |Ak|max (Sim.) |Ak|Np max (Sim.) |Ak|max
|Ak|
Np max
127 0.5 64 11.55 0.182 40.426 0.637
127 0.8 102 12 0.118 23.439 0.231
127 0.1 13 7.705 0.607 12.778 1.006
1543 0.5 772 52.383 0.068 491.152 0.637
127 0.8 1235 617.2 0.033 288.207 0.233
127 0.1 155 38.628 0.25 152.44 0.988
131071 0.5 65535 618.651 0.0094 4.172×104 0.637
131071 0.8 104856 471.001 0.0045 2.452×104 0.234
131071 0.1 13107 344.254 0.026 1.289×104 0.984
Ak
Np
=
1
Np
√√√√Np + 2Np−1∑
i=1
i cos
(
(Np − i) 2pii
N
)
=
1
Np
√√√√√Np + 2
cos(Np 2pi
N
)Np−1∑
i=1
i cos
(
2pii
N
)
+ sin
(
Np
2pi
N
)Np−1∑
i=1
i sin
(
2pii
N
)
=
1
Np
√√√√√Np + 2
Np
2
sin
(
Np−1
N pi
)
cos
(
Np
N pi
)
sin
(
pi
N
) + 1
2
sin
(
Np−1
N pi
)
cos
(
Np
N pi
)
cos
(
pi
N
)
sin
(
Np
N pi
)
sin2
(
pi
N
) − (Np − 1
2
) cos(Np−1N pi) sin(NpN pi)
sin
(
pi
N
)

≈ 1
Np
√
Np+
N2
pi2
sin2 (ppi)−N
[
sin (ppi)− 1
2pi
sin (2ppi)
]
(5)
Fig. 3. The approximation of Ak
Np
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Fig. 4. Upper bound and its approximation.
C. Three and Four Sigma Bounds
From probability and statistical analysis, we know that a
sequence of numbers is within about three or four standard de-
viations from the mean. In Subsection II-B, we approximated
the random mask with a Gaussian distribution. Therefore, 3−σ
and 4 − σ bounds for the magnitude of Fourier transform
of a random mask are 3
√
p(1− p)N and 4√p(1− p)N ,
respectively.
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Fig. 5. Noise Ratio, N = 213 − 1.
III. NUMERICAL EXAMPLES
In this section, we generate random masks with different
sizes and calculate maximum and average of their DFT coef-
ficients. Each experiment is repeated 105 times. The maximum
and average values along with the proposed bounds are shown
in Figs. 7-9. According to the results, the 4−σ bound follows
the maximum value of DFT very well. However, in some
cases, it is placed under the maximum curve. The bound
obtained by the Gaussian approximation is a confident bound
3
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Fig. 6. Threshold levels for (a)  = 10−1, (b)  = 10−6, and (c)  =
10−100.
that we are assured that it is placed on top of the maximum
value curve. We use  = 10−4 for this bound. However,
the worst-case bound is useful only for small N because the
probability of occurrence of the worst-case is very small for
large N . For example, when N = 1000 and the sampling rate
is 0.5, this probability is 2−500.
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Fig. 7. Proposed bounds when the sampling rate is 0.2.
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Fig. 8. Proposed bounds when the sampling rate is 0.5.
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Fig. 9. Proposed bounds when the sampling rate is 0.8.
IV. CONCLUSION
In this paper, we proposed some bounds on the maximum
of magnitude of a random mask in Fourier domain. First, we
showed that when the worst case occurs. Then, we proposed
other bound thanks to approximating the random mask with a
Gaussian distribution. Moreover, based on this approximation,
the 3−σ and 4−σ bounds were also proposed. The numerical
examples showed that the bound proposed based on the
Gaussian approximation is a confident bound. Moreover, the
4−σ bound is also a good bound that on average is very close
to the reality.
ACKNOWLEDGMENT
The author would like to thank Dr. Amin Aminzadeh Gohari
for his valuable comments, helps, and suggestions to improve
the paper.
REFERENCES
[1] C. E. Shannon, “Communication in the presence of noise,” Proc. IRE,
vol. 37, pp. 10–21, January 1949.
[2] H. J. Landau, “Necessary density conditions for sampling and interpo-
lation of certain entire functions,” Acta Mathematica, vol. 117, no. 1,
pp. 37–52, 1967.
[3] F. Marvasti, Nonuniform Sampling: Theory and Practice. Springer,
formerly Kluwer Academic/Plenum Publishers, 2001.
[4] A. J. Jerri, “The shannon sampling theorem: Its various extensions and
applications: A tutorial review,” Proceedings of the IEEE, vol. 65, no. 11,
pp. 1565–1596, Nov 1977.
[5] F. Marvasti, “Spectrum of nonuniform samples,” Electronics Letters,
vol. 20, no. 21, pp. 896–897, October 1984.
[6] J. L. Yen, “On nonuniform sampling of bandwidth-limited signals,” IRE
Transaction on Circuit Theory, vol. CT-3, pp. 251–257, December 1956.
[7] A. Papoulis, Signal Analysis. New York: McGraw-Hill, 1997.
[8] E. Masry, “Random sampling and reconstruction of spectra,” Inf. Contr.,
vol. 19, pp. 275–288, 1971.
[9] F. Marvasti, “Spectral analysis of random sampling and error free
recovery by an iterative method,” IECE Transaction of Inst. Electron.
Commun. Engs. Japan, vol. E 69, no. 2, 1986.
[10] F. Marvasti, A. Amini, F. Haddadi, M. Soltanolkotabi, B. Khalaj,
A. Aldroubi, S. Sanei, and J. Chambers, “A unified approach to sparse
signal processing,” EURASIP Journal on Advances in Signal Processing,
2012.
[11] IMAT algorithm, “Iterative method with adaptive thresholding algorithm
for sparse signal reconstruction,” 2017, [Online]. Available: http://ee.
sharif.ir/$\sim$imat. [Accessed: 07- January-2017].
4
