Viscosity solutions methods are used to pass to the limit in some penalization problems for rst order and second order, degenerate parabolic, Hamilton-Jacobi-Bellman equations. This characterizes the limit of the value functions of singularly perturbed optimal control problems for nonlinear deterministic systems and controlled degenerate di usions, respectively. The results cover also cases where the usual order reduction method does not give the correct limit, and di usion processes with fast state variables depending nonlinearly on the control. Some connections with ergodic control and periodic homogenization are discussed.
Introduction
In this paper we study three penalization problems for fully nonlinear partial di erential equations motivated by the optimal control theory for systems with di erent time scales. In all the problems the limit PDE is of lower dimension, and the limit operator is not obvious to guess. Problems of this kind were rst studied by R. Jensen and P.-L. Lions 28] for classical solutions of quasilinear uniformly elliptic PDEs. Here we study a rst order Hamilton-Jacobi equation and a degenerate parabolic, fully nonlinear, Hamilton-Jacobi-Bellman equation in the framework of viscosity solutions.
The rst problem we consider is the limit as " ! 0+ of ?@ t u " + H(x; y; D x u " ; D y u " " ) = 0 in (0; T) R n Y; (1) for the Hamiltonian H(x; y; p; q) = max 2A f?(p; f(x; y; )) ? (q; g(x; y; )) ? l(x; y; )g; This research was done within the TMR Project \Viscosity solutions and their applications" of the European Community.
y Partially supported by M.U.R.S.T., project \Analisi e controllo di equazioni di evoluzione deterministiche e stocastiche." 
with x t = x, y t = y, where is the control function subject to s 2 A. Singular perturbation problems for deterministic controlled systems were studied by many authors, see e.g. the books by Kokotovi c, Khalil & O'Reilly 31], Bensoussan 12] , and Dontchev & Zolezzi 18] , the recent articles by Artstein and Gaitsgory 22, 4, 3, 5] , Veliov 38 ], Subbotina 37] , the second author and Bagagiolo 6] , and the references therein. We recall that the theory of singular perturbations has many important applications, in particular to the order reduction of large scale systems.
As in 6] (see also 9, 7]) we assume the Hamiltonian H be coercive in the q = D y u variables, which amounts to the complete controllability of the fast variables y of the system, and consider the boundary condition on @Y corresponding to the state-space constraint on the fast variables y s 2 Y for all t s T:
In 6] a separability assumptions on the controls acting on the fast and the slow variables yielded a simple explicit formula for the Hamiltonian H of the limit PDE. Here we show that in general the limit Hamiltonian H = H(x; p) is the unique constant such that the boundary value problem H(x; y; p; D y ) H in Y , H(x; y; p; D y ) H in Y , has a viscosity solution = (y) for xed (x; p). The existence and uniqueness of the e ective Hamiltonian H was proved by Capuzzo-Dolcetta & Lions 16] in connection with ergodic control problems. We prove that the viscosity solution u " (t; x; y) of (1) with constrained boundary conditions on @Y and the terminal condition u " (T; x; y) = h(x; y) converges uniformly as " ! 0+ to the viscosity solution u = u(t; x) of ?@ t u + H(x; Du) = 0 in (0; T) R n and u(T; x) = h(x) := inf y h(x; y) for x 2 R n :
The e ective Hamiltonian H admits a representation as the long time limit of the value function of a control problem in Y R m , see 16, 9] . This formula shows the strong connection between our result and the recent work of Artstein & Gaitsgory 5] , even if they do not consider state constraints, make somewhat di erent assumptions, and use completely di erent methods. We also give a new representation of H as the Bellman Hamiltonian associated to a suitable set of \limiting" relaxed controls. This provides an interpretation of the limit u as the value function of an optimal control problem with n-dimensional state space, which is therefore the appropriate limit of the previous problem for the (n + m)-dimensional system (2) as " ! 0+. One might guess from (2) that in the limit the fast variables satisfy g(x s ; y s ; s ) 0 and the Hamiltonian becomes H 0 (x; p) := sup f( ;y): g(x;y; )=0g f?(p; f(x; y; ) ? l(x; y; )g: This is indeed the case in many classical problems 31, 12] and we give some examples where H = H 0 . In general, however, H 0 (x; p) H(x; p) and the inequality can be strict when the fast variables oscillate very rapidly in the limit. In this case we can pass to the limit because an averaging phenomenon occurs; this was studied for instance in 22, 4, 5, 39] , see also the references therein for the earlier literature on averaging in ordinary di erential equations. Our main new contribution is a PDE approach to the problem, where the theory of viscosity solutions provides many useful tools: the characterization of the e ective Hamiltonian, the perturbed test function method of L. C. Evans 19, 20] , and the relaxed semi-limits of Barles and Perthame 11, 9] that we slightly modify here. The viscosity solutions methods allow to treat in a very similar way our second and third problem. = 1=2, respectively, allow the fast drift to depend linearly on the control whereas both dispersion matrices are uncontrolled. Here we allow all the terms of the fast dynamics to depend nonlinearly on the control. On the other hand we limit ourselves to the case of fast variables constrained on an m-dimensional torus, that is, Y = 0; 1] m , all the data are 1-periodic in the y variable, and periodic boundary conditions are imposed on @Y . In this case the existence, uniqueness, and representation of the e ective (2nd order) Hamiltonian can be taken from a recent paper of Arisawa & Lions 2] , and the simplicity of the boundary conditions reduces the technical di culties of the proof. Moreover we do not try here to represent the solution of the limit problem as a value function, nor to prove the convergence of nearly optimal controls. Among other technical conditions, we suppose that the terminal cost h is independent of y and make some mild restrictions on the slow dynamics. Concerning the assumptions on the fast dynamics, we shall make the one introduced by Arisawa and Lions 2] that guarantee some averaging behavior (ergodicity) in the fast dynamics. In the periodic setting, our results include the following three cases as well as several combinations.
{ The di usions (in the fast and slow variables) are uniformly non degenerate. { The problem is deterministic and the dynamical system in the fast variable is controllable.
{ The system in the fast variable is independent of x and y and satisfy the non-resonance condition of 2] (see Section 2 for a precise statement). The second case is the one covered in Section 1 in the state constraint setting. We remark that we have to make some nontrivial modi cations to the perturbed test function method of Evans 20] in order to avoid the crucial assumption in 20] that the Hamiltonian be uniformly continuous in all variables. For control problems this corresponds to the restrictive condition that the dynamics do not depend on the state variables.
Section 2 is devoted to the classical scaling of (3) corresponding to = 1=2. Section 3 discusses the less usual case = 1. Our motivation to study this scaling is that, in the special case of f = g and = , it is equivalent to the problem of periodic homogenization. Therefore Section 3 extends in various ways previous results on periodic homogenization for uniformly elliptic, nondivergence form, quasilinear equations by Bensoussan, Boccardo, & Murat 13] and Evans 19, 20] , and for rst order Hamilton-Jacobi equations by P.-L. Lions, Papanicolaou, & Varadhan 34] and Evans 20] , see also the additional references on the viscosity solutions approach to homogenization in Section 3.
The main goal of this paper is to illustrate a uni ed PDE approach to singular perturbations for deterministic and stochastic systems and we do not pursue the minimal assumptions. We believe our method works for several other problems such as, for instance, deterministic systems under weaker controllability assumptions or with state constraints on the slow variables x as well, and stochastic systems with fast variables subject to more general state constraints or governed by a di usion re ected on @Y (giving rise to Neumann boundary conditions). We will come back to some of these problems in future papers.
The rst application of viscosity solutions methods to singular perturbation problems in control goes back to P.-L. Lions' book 33] and more references can be found in 6]. To our knowledge the present paper is the rst using these methods for the 2nd order PDEs associated to controlled di usion processes. Remark The last assumption is not a consequence of the previous hypotheses on the data if the the boundary of Y has corners and g(x; y; A) is not convex, as it is easy to see on simple examples. However, it is automatically satis ed if the boundary is smooth, say C 2 , by a result of Soner (see 36] or Section IV.5 of 9]) , based on the \interior eld condition" min a2A g(x; y; a) n(y) < 0 for all y 2 @Y; x 2 R n ; where n(y) is the exterior normal to Y at y, which holds in our case because of the controllability assumption on the fast variables. A more general su cient condition for the continuity of u " that allows for piecewise smooth @Y is the following: Y = fy 2 R m j g i (y) 0 8i = 1; : : : ; pg (5) for some g i 2 C g(x; y; a) Dg i (y) < 0 8y 2 @Y; x 2 R n : (6) This is proved in Thm. A.1 of 6]. Note that (6) is automatically satis ed if g(x; y; A) is convex, in addition to the controllability assumption. In the general case of merely Lipschitz @Y a suitable formulation of the interior eld condition can be found in the paper of Ishii and Koike 26] , where the continuity of the value function is proved for the in nite horizon problem. 
In fact, from the representation (8) 
This gives immediately H(x; p) max y2Y H 1 (x; y; p). For the opposite inequality we x y such that H 1 (x; y; p) = max y H 1 (x; y; p). If there is a control such that g(x; y; ) = 0, we choose y = y in the right hand side of (10) and the sup is attained by = because the average cost is H 1 (x; y; p).
If such a control does not exist, but y 2 Y , we deduce from the controllability assumption on the fast variables that for any " > 0 there is a control such that y 0 = y implies jy s ? yj " for all s > 0. The average cost associated with this control is bounded below by inf B(y;")\Y H 1 (x; y; p).
By taking the limit as " ! 0, the continuity of H 1 gives H(x; p) H 1 (x; y; p). In the remaining case of y 2 @Y we need to assume (5) and (6) . Then the system can move along a direction pointing inward Y : this is not hard to show by the calculations in the proof of Lemma A.2 in 6].
If we do this for a short time and reach e y 2 Y \ B(y; "=2), then we can use the controllability assumption as before and keep the trajectory in B(y; ") forever. Therefore we reach the desired inequality as in the previous case.
In conclusion, the representation (9) of the e ective Hamiltonian is proved under the assumptions (5) and (6) H(x; p), and we conclude by the arbitrariness of (y; ).
2
If the multifunction Z( ) is regular enough, say Lipschitz continuous in the Hausdor metrics, then the value function v(t; x) of the problem with dynamics (12) and cost functional J de ned by (11) is the viscosity solution of ?@ t v + H 0 (x; Dv) = 0 in (0; T) R n and v(T; ) = h on R n ; see, e.g., 15]. Then a comparison theorem gives v u, where u is the solution of the limit problem (HJ).
Next we give three examples where H 0 = H, and therefore v = u. In the rst two we make assumptions on the m-dimensional control problem of maximizing R t 0 F(x; y s ; s ; p) ds for xed (x; p), that is connected to H by the formulas (7) and (8 F(x; y; ; p) = H 0 (x; p); and the equality H = H 0 follows from the preceding Lemma.
Example 3: separated controls. In the case of Subsection 1.3 formula (9) implies H H 0 , and therefore H = H 0 , if for all x and y there exists 2 C such that g(x; y; ) = 0. Note that this condition follows from the controllability assumption on the fast variables if in addition g(x; y; C) is a convex set for all x; y, and this is the case, for instance, if one uses relaxed controls : .
It is obvious that the equality H 0 = H cannot hold at points where Z(x) = ;, but it is known that the equality may also fail at points where Z(x) 6 = ;, see e.g. 4]. We end this subsection with a simple example that exhibits this phenomenon and satis es our assumptions. F r (x; ; p):
1.6 Convergence Theorem 7 As " ! 0+ the functions fu " g converge uniformly on compact subsets of (0; T) R n Y to the unique solution u of (HJ); if h does not depend on y the convergence is uniform on compact subsets of (0; T] R n Y .
Proof We de ne the weak limits in viscosity sense, or relaxed semi-limits u(t; x) := lim inf * "!0 inf y u " (t; x; y) := lim inf "!0; t 0 !t; x 0 !x inf y u " (t 0 ; x 0 ; y) and u = lim sup * sup y u " .
We rede ne u at t = T by setting e u(T; x) := lim sup t 0 !T?; x 0 !x u(t 0 ; x 0 ) and e u(t; x) := u(t; x) for 0 < t < T:
We will show that u is a supersolution of (HJ) and e u is a subsolution of (HJ). By comparison this gives u = u = u in (0; T) R n and implies the convergence of fu " g to u uniformly on compact subsets of (0; T) R n R m .
To prove that e u is a subsolution of the limit H-J equation we consider a strict maximum point (t; x) of u ? ' with 0 < t < T and ' smooth. We want to show that ?@ t '(t; x) + H(x; D'(t; x)) 0;
and suppose by contradiction that ?@ t '(t; x) + > 0; for = H(x; p); p = D'(t; x):
Let be the solution of the cell problem at (x; p) and de ne the perturbed test function ' " (t; x; y) = '(t; x) + " (y):
We claim that for some r > 0 ' " is a viscosity supersolution of ?@ t ' " + H(x; y; D x ' " ; D y ' " " ) 0 in I r B(x; r) Y ; (16) where I r = (t?r; t+r). and this is a contradiction with the fact that (t; x) is a strict maximum point of u ? '. This completes the proof of (15).
Next we show that u is a supersolution of the limit H-J equation. Now (t; x) is a strict minimum point of u ? ' and we assume by contradiction that ?@ t '(t; x) + < 0; where = H(x; D'(t; x)) as before. We also de ne and ' " as before, and now claim that ' " is a viscosity and so u is a supersolution of the limit H-J equation.
Finally we check the terminal condition. The hypotheses on f and l imply easily the estimate u " (t; x; y) ?(T ? t)jjljj 1 + inffh(x 0 ) : jx 0 ? xj jjfjj 1 (T ? t)g;
for all " > 0: Since h is continuous, in the limit we obtain u(T; x) h(x). h(x 0 ; y t 0 T ) h(x) for all t < T.
Without loss of generality we can assume that B(0; r) fg(x; y; ) j 2 Ag:
In fact, if we take relaxed controls or use Cath eodory's theorem (as in Lemma 2. where in the last equality we used the continuity of h. Therefore e u(T; x) h(x) and the proof of the rst statement is complete.
In the case of h = h(x) we have, for 0 (T ? t)jjfjj 1 1, jx ? x 0 j 1, and all y, ju " (t; x 0 ; y) ? h(x)j (T ? t)jjljj 1 + !(jx ? x 0 j + (T ? t)jjfjj 1 );
where ! is the modulus of continuity of h in B(x; 2). Therefore u(T; x) = u(T; x) = e u(T; x) = h(x), and the convergence of u " is uniform on compact subsets up to time t = T. 2
We end this section with the property of sets with Lipschitz boundary that we used in the preceding proof. Then the topology induced by d is equivalent to the usual one, so Y is compact for this topology and therefore it is bounded for the metric d, which gives the desired conclusion.
To prove the claim we rst consider the case z 2 @Y . By Proposition A. Under the assumptions we recall below, it is continuous and bounded on (0; T] R n R m uniformly in ". It is also periodic in the fast variable y.
We shall make throughout the following set of assumptions that are classical in the theory of stochastic control. { The control set A is a compact metric space. { The functions f, g, , and l are bounded continuous functions in R n R m A with values resp. in R n , R m , M n;r (the set of the n r real matrices), M m;r and R. They are Z m -periodic in the fast variable y. { The drift vectors f and g and the dispersion matrices and are Lipschitz continuous in (x; y), uniformly in . { The running cost l is uniformly continuous in (x; y), uniformly in . { The terminal cost h : R n ! R is bounded uniformly continuous.
2.2
The Hamilton-Jacobi-Bellman equation ?(p; f(x; y; )) ? (q; g(x; y; )) ? l(x; y; )g:
It is de ned on R n R m R n R m S n S m M n;m , where S n designates the set of the symmetric n n matrices. Given a function u(t; x; y) de The following theorem records these facts. We refer to the book by Fleming, Soner 21] for a proof and a detailed discussion. The ergodic control problem in the fast variable and the e ective Hamiltonian
We shall make one of the following three assumptions to guarantee some averaging properties of the fast dynamics. The preceding assumptions are of two di erent natures. Part of them demand that some quantities in the fast dynamics are independent of the slow variable. They are needed to ensure enough regularity of the averaged quantities with respect to the slow variables. It is an open question whether they can be dispensed with. The second kind of assumptions is more fundamental. They guarantee the solvability of the ergodic control problem in the fast variable. These assumptions correspond to some of the cases studied by Arisawa, Lions 2] . In our context, their results read as follows. 
Then, as ! 0+, the family f w g converges to a constant ?H(x; p; X) uniformly with respect to y . When one looks at the solution w of the Hamilton-Jacobi-Bellman equation (17) has a continuous solution . However, such a characterization is not available in case (iii), for it may happen that the cell problem has no solution. We refer to Arisawa, Lions 2] for an explicit example. The above assumptions are three of the ve cases studied by Arisawa, Lions 2] . Among the remaining two cases, the one-dimensional one in the fast variable (m = 1) can be handled in a similar way as (ii); we omit it for simplicity. On the other hand, for the viscosity solution techniques to apply, the uniform convergence of f w g is essential. This is why we do not consider the fth case that assumes (roughly) that at least one di usion is uniformly non degenerate (and not all, as in (i)), because the convergence of f w g may not be uniform (but in L p for every 1 p < 1). An example when this happens is given in Arisawa, Lions 2]. 2.4 Examples for the e ective Hamiltonian Example 1: the coercive and separated case. The rst example, as in Section 1, is the case of separated controls. We assume that the fast variable is controlled independently of the slow variable and that there is a controllable deterministic subsystem (case (ii)). The controls are of the form = ( ; ) and f = f(x; y; ), = (x; y; ), g = g(x; y; ) and = (x; y; ). We also assume that l = l(x; y; ). Under these assumptions, the representation formula reads H(x; p; X) = lim !0 sup ( ; ) y; p; X) = sup f? tr(a(x; y; )X) ? (p; f(x; y; )) ? l(x; y; )g:
Arguing as in Section 1, we deduce from the controllability assumption that H(x; p; X) = sup y H 1 (x; y; p; X): 
2.5
Regularity properties of the e ective Hamiltonian Proposition 11 The e ective Hamiltonian H is degenerate elliptic in X and convex in (p; X). are respectively a subsolution and a supersolution of (17) . Therefore, by the comparison principle, we get ? sup y H(x; y; p; 0; X; 0; 0) w ? inf y H(x; y; p; 0; X; 0; 0):
Degenerate ellipticity and convexity can be derived by analytical means as in 1]. They are also simple consequences of the representation formula (18) . Indeed, for every xed and every control s , the function E Z 1 0 e ? s ? ? tr(a(x; y s ; s )X) ? (p; f(x; y s ; s )) ? l(x; y s ; s ) ds is linear in (p; X) and non-increasing in X. Taking the supremum over the controls yields a function that is convex in (p; X) and non-increasing in X. And so is the limit as ! 0.
2
The continuity of the e ective Hamiltonian is a consequence of the following result.
Proposition 12 There are a constant C > 0 and a modulus ! such that jH(x; p 0 ; X 0 ) ? H(x; p; X)j C(jp 0 ? pj + jX 0 ? Xj) for all (x; p; p 0 ; X; X 0 ) (20) and jH(x 0 ; p; X) ? H(x; p; X)j Cjx 0 ? xj(1 + jpj + jXj) + !(jx 0 ? xj) for all (x; x 0 ; p; X): (21) Proof The rst inequality follows at once from the representation formula (18) by taking the
The second inequality is more delicate. When the drift and di usion in the fast variable are independent of x (case (iii)), the inequality follows from the representation formula for the constant C = max We get (21) after exchanging x and x 0 . We now assume (ii). As g may now depend on x (but not b), we have to replace (22) we deduce that the solution of (17) is Lipschitz continuous with the bound kD y w ( ; x; p; X)k L 1 r ?1 ? k w k L 1 + C(1 + jpj + jXj) C(1 + jpj + jXj): (24) We deduce from (23) The inequality for H is deduced as before from the comparison principle. We nally consider case (i). As g and b now depend on x, the inequality for H reads H(x 0 ; y; p; q; X; Y; 0) H(x; y; p; q; X; Y; 0) + Cjx 0 ? xj ? 1 + jpj + jqj + jXj + jY j + !(jx 0 ? xj): (25) We claim that the solution w of (17) is in C 2; for some exponent 0 < with kw ( ; x; p; X) ? w (0; x; p; X)k C 2; (R m ) C(1 + jpj + jXj): (26) Admitting this temporarily, we deduce that w ( ; x; p; X) is a subsolution of w + H(x 0 ; y; p; D y w ; X; D The proof of (26) relies on the regularity theory for uniformly elliptic Hamilton-JacobiBellman equations (see and Safonov 35] ). Our argument is patterned after the one of Arisawa, Lions 2] . We give a sketch of it to exhibit the linear growth in (p; X) of the bound. The rst step is to establish the uniform bound kw ( ; x; p; X) ? w (0; x; p; X)k L 1 (R m ) C(1 + jpj + jXj) for all (x; p; X); 0 < < (27) for some constant C and some > 0. Suppose that (27) is false. Then there is a sequence ( ; x k ; p k ; X k ) with k ! 0 for which the solution w k = w k ( ; x k ; p k ; X k ) of (17) The regularity theory for uniformly elliptic Hamilton-Jacobi-Bellman equations therefore yields the uniform boundedness of e w k in C 2;
for some , depending only on m, the ellipticity constant and . Moreover, for 0 xed, the families fb(x k ; ; 0 )g and fg(x k ; ; 0 )g are equi-bounded and equicontinuous. Therefore, along a subsequence, the functions e w k and their derivatives of order 2, resp. b(x k ; ; 0 ), resp. g(x k ; ; 0 ) converge uniformly to some function e w in C 2; and its derivatives of order 2, resp. to b, resp. to g. The function b is clearly I p , while e w is a periodic function in C 2; such that e w(0) norm growing linearly in p and X, we deduce from the bound (27) and from the regularity theory for uniformly elliptic Hamilton-Jacobi-Bellman equations that there is some 0 < , depending only on m, { The e ective Hamiltonian is uniformly elliptic and satis es (21) . { The e ective Hamiltonian is of rst order and satis es (21) . { The e ective Hamiltonian is degenerate elliptic and satis es the following structure condition 
Condition (28) is the most general but it is an open question whether it is true in general.
We can only prove it when the drift and di usion in the fast variable do not depend on x. This leads us to make one of the following assumptions on the dynamics.
(iv) The di usions in the slow variable are uniformly non degenerate, i.e., there is a constant > 0 such that a(x; y; ) I n ; for all (x; y; ):
(v) The problem in the slow variable is deterministic (a 0).
(vi) The drifts and di usions in the fast variable are independent of x (g g(y; ) and b b(y; )). >From the representation formula (18), it is obvious that H is uniformly elliptic with constant in case (iv) and that it is of rst-order in case (v) . (28) (28)).
We can now invoke the theory of viscosity solutions to obtain the solvability of the limit equation. We refer to the User's guide 17] as well as to Ishii, Lions 27] for the results and proofs. Convergence Theorem 14 Assume either (i) or (ii) or (iii), and either (iv) or (v) or (vi). Then, as " ! 0+, the collection fu " g converges uniformly on the compact subsets of (0; T] R n R m to the unique viscosity solution u of (HJ).
Proof The functions u " are bounded in (0; T] R n R m uniformly in ". We can therefore de ne the half-relaxed limits on (0; T] R n u(t; x) = lim inf "!0; t 0 !t; x 0 !x inf y u " (t 0 ; x 0 ; y); u(t; x) = lim sup "!0; t 0 !t; x 0 !x sup y u " (t 0 ; x 0 ; y):
As in the rst section, we shall prove that u is a supersolution of (HJ) and that u is a subsolution of (HJ). By the comparison principle, we shall get u = u = u in (0; T] R n . This gives classically the uniform convergence on the compact subsets of (0; T] R n R m of fu " g to u.
We only check that u is a subsolution of (HJ), the proof u is a supersolution being analogous. Let w(t; x) be the continuous viscosity solution of the equation ?@ t w + inf y H(x; y; D x w; 0; D It is clearly a viscosity supersolution of (HJ " ). By the comparison principle, we have u " (t; x; y) w(t; x) for all " > 0, 0 < t T, x, y. Taking the semi-limit, we deduce that u(T; ) h on R n . This proves that u is a subsolution at the terminal boundary.
We next prove that u is a subsolution in (0; T) R n . Let (t; x) 2 (0; T) R n be a strict maximum point of u(t; x)?'(t; x) with u(t; x) = '(t; x). We argue by contradiction assuming that We will show that there is a small r 2 (0; t^(T ? t)) so that " is a supersolution of (HJ " ) in Q r = (t ? r; t + r) B(x; r) R m for " small. We suppose this has been proved and reach a contradiction. Since f " g converges uniformly to ' on Q r , we have lim sup "!0; t 0 !t; x 0 !x sup y (u " ? " ) = u(t; x) ? '(t; x): But (t; x) is a strict maximum point of u ? ', so the above relaxed upper limit is < 0 on @Q r . By compactness (recall that u " and " are periodic in y), one can nd > 0 so that u " ? " ? on @Q r for " small, i.e., " u " + on @Q r . Since " is a supersolution of (HJ " ) in Q r , we deduce from the comparison principle that " u " + in Q r for " small. Taking the upper semi-limit, we get ' u + in (t ? r; t + r) B(x; r). This is impossible, for '(t; x) = u(t; x).
We have to show that " is a supersolution of (HJ " ) in Q r for r small, for all " small. (30) where o(1) goes to 0 as (t; x) ! (t; x) uniformly in ". Since "v " converges uniformly to 0 and since ?@ t '(t; x) + H > 0, we can nd r > 0 so that the quantity is 0 in Q r for " small. " ) 0 in Q r : The inequality was derived is a bit formally. Using the smoothness of ', it is an easy exercise to check that the inequality holds in the viscosity sense (see section 1).
The modi cations for the cases (i) and (ii) are analogous to those performed in Proposition 12. We only sketch them. When b is independent of x (case (ii)), the Hamiltonian now satis es (23) where the additional q term appear. In (30) , there is therefore the extra term jx ? xj jD y v " j. By the coercivity of H, we know that jD y v " j is bounded uniformly in y and " by C(1 + jpj + jXj) (see (24) ). So the extra term converges uniformly on " and y to 0 as x ! x. The above argument therefore applies and guarantees the existence of a small r > 0 so that " is a supersolution in Q r for " small. When both g and b may depend on x (case (i)), we must use the inequality (25) for the Hamiltonian. But one now controls D y v " and D 2 yy v " uniformly on " (see (26) 
with starting point x t = x and y t = x=".
When the problem is deterministic ( 0) or when there is no drift (f 0), the value function v " can be expressed in terms of the value function u " of the singular perturbation problem of the preceding section (with g f and ) as follows v " (t; x) = u " (t; x; x " ) and v " (t; x) = u " 2 (t; x; x " ) respectively: The convergence of u " to the solution of the limit equation (which will be uniform in y by periodicity) of course implies the convergence of v " to the same limit. In general, however, the scaling in (31) di ers from the one in (3). We explain brie y how the results can be adapted.
3.2
The associated singular perturbation problem In an attempt to apply the method of the preceding section, we were lead to assume that 0 in case (ii) and g 0 in case (iii). As explained above, the scaling is unchanged under one of these assumptions. The new result therefore concerns case (i) in which drifts and di usions appear. We recall the assumption for convenience.
(i) The di usions in the fast variable are uniformly non degenerate and the running cost l(x; ; ) is H older continuous uniformly on (x; ). Theorem 16 Assume (i) and either (iv) or (v) or (vi). Then, as " ! 0+, the collection fu " g converges uniformly on the compact subsets of (0; T] R n R m to the unique viscosity solution u of (HJ).
Proof We keep the notations of the proof of Theorem 14 and only mention the changes. To prove that u is a subsolution in (0; T) R n , we consider a strict maximum point (t; x) 2 (0; T) R n of u(t; x) ? '(t; x) with u(t; x) = '(t; x) and assume that ?@ t '(t; The term "jD y v " j converges uniformly to 0 as " ! 0 because we have the bound kD y v " k L 1 C under (i) (see (26) ). The remaining two terms correspond to the case g 0; they can be handled as in the proof of Theorem 14. We conclude that the expression is 0 in Q r for some r > 0 and for " small, so that " is a supersolution. This completes the proof.
