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Abstract
The aim of this paper is to select from the large family of possible general linear methods, just a single class which has
considerable potential for ecient implementation. This class has possible applications depending on sti nature of a
problem to be performed. A special class of second derivative multistep method (SDMM) is derived. The stability
analysis of this class which is depending on free parameters is discussed. The stability regions are plotted for certain
choices of parameters. A good comparison between the results of this class and the results due to Gear and Enright is
recommended during some numerical tests. Ó 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
In recent years the problem of deriving ecient algorithms for the numerical integration of sti
systems has received a great deal of attention, and as a result a wide variety of approaches have
been proposed, but despite of this, the algorithm developed by Gear [1] more than a decade ago
remains one of the most ecient general purpose algorithms, see Refs. [2,3]. Three of the most
important factors contributing to the success of Gear’s algorithm, which incorporates BDF of
orders one up to six are:
(1) the relative ease with which order stepsize may be changed,
(2) the possibility of using high order, highly stable schemes,
(3) the relatively small amount of computational eort required per step given that an ecient
sti ODE integrator must be implicit.
It would seem likely that any algorithm which is competitive with Gear’s method over a wide
class of sti IVP’s will also need to satisfy the above mentioned three criteria. As a brief survey of
methods for the numerical integration of the IVP
dy
dx
 f x; y; yx0  y0; 1
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on the interval x0; xN  reveals that at the present time virtually all of them fail to satisfy at least
one of these three criteria. For example we find that the semi-implicit R–K formulas proposed by
Rosenbrock [4], Butcher [5] and Alexander [6] fail to satisfy the criteria (1) and (2) whereas the
fully implicit R–K formulas proposed by Butcher [7], Ehle [8] fail to satisfy both (1) and (3). We
shall derive algorithms based on what we shall call extended BDF which satisfy conditions (1),
(2) and (3) criteria. The algorithms which we shall derive will be seen to require more work per
step, but to have higher orders of accuracy and better stability characteristics than conventional
BDF.
In order to obtain higher order A-stable, A(a)-stable multistep methods, we can use higher
derivatives of the solutions, additional stages and super future points which give the large field of
general linear methods, see Refs. [9,10]. We establish a special class of multiderivative multistep
methods with two free parameters.
2. Multiderivative multistep methods










ni  0; n  0; 1; 2; . . . 2
for solving the IVP: y0  f x; y; y0  y0, where yn is an approximation to yxn, xn  nh, h > 0
and f jm  f jxm; ym such that:
f 0x; y  f x; y;
f jx; y  of
jÿ1x; y
ox
 f x; y of
jÿ1x; y
oy
; j  1; 2; . . . ; lÿ 1:
we shall always assume that a0k 6 0,
Pl
j0 jaj0j > 0 and
Pk
i0 jalij > 0. It is well known that the








hjajiyjx ih  cp1hp1yp1x  ohp2;
cp1 6 0:





i; j  0; 1; . . . ; l: 3
We shall always assume that the polynomials (3) have no common factors, where cp1=q000 is
called the error constant.
The method is convergent if and only if p P1 and q0f is a simple Von Neamann polynomial,
that is, if f is a root of qf, then jfj61, and if jfj  1, then it is a simple root, see Refs. [11,12].
If the multistep method (2) is applied to the test initial value problem
y0  ky; y0  1; x 2 0;1;
k is a complex number, then (2) is a linear recurrence relation with constant coecients and its
corresponding characteristic equation is




vjqjn  0; v  hk: 4
It is well known for a convergent method that there is exactly one root of (4) with limx!0 nx  1
which is called the principle root and is denoted by n1v. For each v, (4) has k roots
niv; i  1; 2; . . . ; k.
3. Second derivative multistep methods









where ai; bi; ci, are parameters to be determined, gni  f 1ni. If either bk or ck is nonzero, the
formula is implicit.












for 06q6 p. The first two of these formulas are identical to that of linear multistep methods, i.e.,
q01  0; q001  q11:
















Enright [13] derives a class of k-step formulas of order k  2 which takes the form
yn1  yn  h
Xk
i0
bifniÿk1  h2ckgn1: 8




















where ryn1  yn1 ÿ yn, which is a class of k-step formulas of order k  1. We are trying to
suggest a special class of SDM formula of step k and order k  1 depending on more than one free
parameter.
4. Special class of second derivative multistep methods (SDMM)
Let us consider the SDMM of the formXk
i0
aiyni  hbkfnk ÿ bfnkÿ1  h2ckgnk ÿ cgnkÿ1; 10
where gx; y  y00  fx  ffy ; ai; bk and ck are parameters to be determined.
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We are going to establish the SDMMs (10) with k-step and other k  1 until order 10 with two
free parameters b and c which take some values to get larger stability regions than the others, see
Ref. [15]. The Coecients of these methods are represented in Table 1a and b.
5. Stability of second derivative multistep methods
We are going to investigate the stability properties of second derivative methods which is done
by linearizing and leads to
y0  ky for which y00  k2y: 11
If this is inserted into Eq. (5), we get the characteristic equationXk
i0
ai ÿ vbi ÿ v2cini  0; v  kh: 12
Eq. (12) is, for n  eih, a quadratic equation which gives rise to two root locus curves which,
together, describe the stability domain.
The Enright methods (8) turn out to be A-stable for k  1; 2 (hence for p  3 and 4) and are
stiy stable for k  3; 4; 5; 6 and 7. The corresponding values a (for Aa-stability), D and the
error constant EC are given in Table 2. Analyzing the stability of SDBDF leads to the parameters
of Table 3. The root locus c _urves are drawn in Fig. 1.
When we apply Eq. (11) into Eq. (10) then Eq. (12) becomesXk
i0
ain
i ÿ vbknkÿ1nÿ b ÿ v2cknkÿ1nÿ c  0: 13
The corresponding a (for Aa-stability), D and the error constants EC are given in Table 4 for
two cases b  ÿ0:2; c  0:2 and b  ÿ0:5; c  0:9 and their corresponding curves are in
Figs. 2 and 3.
Our purpose is to derive stiy stable formulas that satisfy the following three principal re-
quirements: see Ref. [16].
(i) stability at infinity,
(ii) a reasonable stability property in a neighborhood of the origin (the values h in the defi-
nition of sti-stability should not be too small),
(iii) have high orders as possible.
The stability regions of our formulas can be determined by observing that the boundary of it (all
the roots of (13) are contained in the open unit circle, one of the roots will have modulus one). We
can therefore plot the stability regions in the z-plane by plotting the loci of the roots of (13), for
n  e2pia; 06a < 1. This has been done for k  1110. A Table of the best values of D, and h
required by the definition of sti-stability is presented in Table 4. The corresponding values for
Gear’s formulas are also presented for comparison in Table 3 and that of Enright methods in
Table 2.
We note that the second derivative BDF methods have larger error constants than the Enright
methods, but allow stiy stable methods of higher order. Also we can note that by a good choice
of the parameters b; c we obtain smaller error constants, greater a and larger stability region
than Enright and SDBDF methods.
In complete analogy to the behavior to our multiderivative multistep formulas (10) compared
to SDBDF methods, the SDBDF methods have larger error constants than ours. Also our
technique allows stiy stable regions of higher order.
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6. Numerical test
6.1. Test 1
Let us consider the following ODE., see Jeltsch [11].
y0  ÿ200y ÿ F x  F 0x; y0  10;
F x  10ÿ 10 xeÿx; where; yx  F X   10eÿ200x;
the solution of this ODE contains a rapidly decaying component and a slowly decaying com-
ponent. The eigenvalue is ÿ200 and the solution is desired from x  0 to x  15.
Fig. 1. Stability region of SDBDF.
Table 2
Stability analysis of second derivative formula by Enright methods
k 1 2 3 4 5 6 7
p 3 4 5 6 7 7 9
a 90° 90° 87.88° 82.03° 73.1° 59.95° 37.61°
D 0.0 0.0 0.103 0.53 1.34 2.73 5.18
EC 0.0139 0.0049 0.0024 0.0014 0.0009 0.0006 0.0004
Table 3
Stability analysis for SDBDF methods
k 1 2 3 4 5 6 7 8 9
p 2 3 4 5 6 7 8 9 10
a 90° 90° 90° 89.36° 86.35° 80.82° 72.53° 60.71 43.39°
D 0.0 0.0 0.0 0.015 0.128 0.401 0.886 1.646 2.77
EC 0.1667 0.0556 0.0273 0.016 0.0104 0.0073 0.0054 0.0041 0.0032
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Fig. 2. Stability region for b  ÿ0:2; c  0:2.
Fig. 3. Stability region for b  ÿ0:5; c  0:9.
Table 4
Stability analysis for formula (10)
k 1 2 3 4 5
p 2 3 4 5 6
b )0.2 )0.05 )0.2 )0.5 )0.2 )0.5 )0.2 )0.5 )0.2 )0.5
c 0.2 0.9 0.2 0.9 0.2 0.9 0.2 0.9 0.2 0.9
a 90° 90° 90° 90° 90° 90° 89° 89.9° 86° 87.3°
D 0.0 0.0 0.0 0.0 0.0 0.0 0.0116 0.0047 0.1076 0.0581
EC 0.1666 1.5 0.388 0.0264 0.0187 0.01055 0.0111 0.0061 0.0073 0.0041
k 6 7 8 9
p 7 8 9 10
b )0.2 )0.5 )0.2 )0.5 )0.2 )0.5 )0.2 )0.5
c 0.2 0.9 0.2 0.9 0.2 0.9 0.2 0.9
a 81.7° 84.2° 75° 80° 63.5° 71° 47.6° 57.8°
D 0.3452 0.2069 0.772 0.485 1.45 0.954 2.46 1.663
EC 0.0052 0.0029 0.0039 0.0023 0.0029 0.0018 0.0024 0.0014
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Thus, the solution component expÿ200x becomes negligible if it is compared to the
expÿx component, the result of the numerical integration at the end point xe  15 for the two
cases b  c  0 and for b  ÿ0:5; c  0:9 are presented in Table 5 solving with the method
of order four.
6.2. Test 2









ÿ1 0 0 0
0 ÿ10 0 0
0 0 ÿ100 0









with initial conditions yi0  1; i  114, the exact solutions are
y1  eÿx; y2  eÿ10x; y3  eÿ100x; y4  eÿ1000x:
We tabulate the error results for b  c  0 and for various value of b and c at h  0:001 in
Table 6.
6.3. Test 3
The following sti initial value problem arose from a chemistry problem
Table 5
The error results at b  c  0 and b )0.5, c  0.9 for h 0.0001, h 0.001
x Error (y) Error (y)
h 0.0001 h  0.001
b  c  0 b  0.5, c  0.9 b  c  0 b )0.5, c  0.9
5 )2.447836´105 )1.589529´105 )3.479661´106 )2.922887´105
10 )2.394086´105 )4.867372´106 )7.375553´106 )4.514530´106
15 )1.050797´105 )3.832251´106 )9.686668´107 )1.499244´108
Table 6
The error results for b  c  0 and for various value of b and c at h 0.001












5 Er(y1) 9.518117 ´ 107 9.634532 ´ 107 8.223578 ´ 107 )6.249174 ´ 107 )1.3578686 ´ 106 )6.249174 ´ 107
Er(y2) 1.149717 ´ 1025 )1.265585 ´ 1025 1.105541 ´ 1025 )1.109839 ´ 1026 )1.941103 ´ 1025 )1.019839 ´ 1026
Er(y3) )4.203895 ´ 1045 )7.006492 ´ 1045 )5.605194 ´ 1045 )5.605194 ´ 1045 )4.203895 ´ 1045 )5.605194 ´ 1045
Er(y4) 0.0 )1.401298 ´ 1045 0.0 )1.401298 ´ 1045 )6.064613 ´ 102 1.401298 ´ 1045
10 Er(y1) )2.215165 ´ 108 )2.206070 ´ 108 )2.386150 ´ 108 )4.337926 ´ 108 )5.346737 ´ 108 )4.337926 ´ 108
Er(y2) )1.681558 ´ 1044 )2.802597 ´ 1044 )2.522337 ´ 1044 )2.101948 ´ 1044 )1.261169 ´ 1044 )2.101948 ´ 1044
Er(y3) )4.203895 ´ 1045 )7.006492 ´ 1045 )5.60519 ´ 1045 )5.605194 ´ 1045 )4.203895 ´ 1045 )5.605194 ´ 1045
Er(y4) 0.0 )1.401298 ´ 1045 0.0 )1.401298 ´ 1045 )6.068662 ´ 102 )1.401298 ´ 1045
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y01x  ÿ0:013 y2x ÿ 1000 y1xy2x ÿ 2500 y1xy3x;
y02x  ÿ0:013 y2x ÿ 1000 y1xy2x;
y03x  ÿ2500 y1xy3x
with y10  0, y20  1, y30  1. For x  2 the exact solution is
y12  ÿ0:3616933169289 105;
y22  0:9815029948230;
y32  1:018493388244:
These values are correct to 1.5 unit of the last given digit.
We solve this problem when h  0:0001 with dierent values of b and c, we tabulate the
results in Table 7
The above tests solved use the method of order four. We note that the results of Test 1 at b 
ÿ0:5; c  0:9 are better than that at b  c  0 for dierent values of h, the results of Test 2 at
b  ÿ0:5; c  0:9 and b  ÿ0:2; c  0:2 are better than that at b  c  0 for most of the
components (slowly decaying component) and the dierence between the others is very small. For
Test 3 we note that by a good choice of the parameters the results become better.
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