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Лаб о р а т о р н а я  р а б о т а  №  2  
 
УСТАНОВЛЕНИЕ ЗАВИСИМОСТИ МЕЖДУ ДВУМЯ 





На практике часто необходимо исследовать, как изменение 
одной величины (X) влияет на другую величину (Y). Напри-
мер, как количество цемента (X) влияет на прочность бетона 
(Y). Такое влияние иногда может описываться простой функ-
циональной связью Y = F (X) между переменными. Однако для 
многих изучаемых процессов это скорее исключение, чем 
правило. Тем не менее исследователь все-таки отмечает некую 
существенную связь между переменными. Эта так называемая 
корреляционная связь и будет предметом нашего изучения в 
данной лабораторной работе. На основе статистического ана-
лиза полученных экспериментальных данных, которые будут 
представлены, как правило, в виде таблицы чисел (x1, y1), (x2, 
y2), ..., (xn, yn), студент должен научиться следующему: 
– устанавливать наличие или отсутствие связи (корреляци-
онной) между изучаемыми величинами X и Y;  
– предсказывать тип зависимости между переменными X и 
Y, т.е. выдвигать модель исследуемой связи, (как правило, это 
будет полином не слишком высокой степени);  
–оценивать параметры предложенной модели, например 
коэффициенты соответствия полинома;  
– проверять адекватность построенной модели реальному 
процессу, т.е. овладеть процедурой проверки гипотез о значи-







1. Установление наличия корреляционной зависимости ме-
жду случайными величинами X и Y: 
– определение выборочного коэффициента корреляции по 
результатам выборки (эксперимента); 
– установление значимости выборочного коэффициента 
корреляции;  
– выводы о зависимости или независимости случайных 
величин X и Y. 
2. Выбор регрессионной модели и ее статистический анализ: 
– выбор уравнения регрессии;  
– оценка коэффициентов регрессионного уравнения по ме-
тоду наименьших квадратов;  
– проверка точности оценки регрессии и установление аде-
кватности выбранной модели изучаемому процессу. 
 
Порядок проведения работы 
 
Изучить теоретический материал. 
По данным выборки найти выборочный коэффициент кор-
реляции . yxr
Установить значимость отличия от нуля . yxr
Если сделан вывод о том, что между X и Y существует кор-
реляционная связь, выбрать уравнение линии (модель) регрес-
сии Y на X. 
Оценить параметры выбранной модели по результатам вы-
борки. 
Проверить точность оценки регрессии, т.е. найти довери-
тельные интервалы для параметров регрессии. 
Провести расчеты на ПЭВМ. 
Сделать основные выводы. 





Требования к отчету 
 
Отчет по работе должен состоять из следующих разделов: 
Постановка задачи. 
Анализ решения задачи. 
Результаты счета на ПЭВМ. 
Основные выводы и рекомендации. 
 
1. УСТАНОВЛЕНИЕ НАЛИЧИЯ ЗАВИСИМОСТИ 
МЕЖДУ ДВУМЯ СЛУЧАЙНЫМИ ВЕЛИЧИНАМИ  
ПО РЕЗУЛЬТАТАМ ИХ ВЫБОРОК. 
 
В предыдущей лабораторной работе мы изучали одну слу-
чайную величину X, ее вероятностные и статистические ха-
рактеристики, полученные на основе имеющейся выборки 
значений. Большой интерес для широкого класса научных и 
инженерных задач представляет обнаружение взаимных свя-
зей между двумя и более случайными величинами. Например, 
существует ли связь между курением и ожидаемой продолжи-
тельностью жизни или между умственными способностями и 
успеваемостью. Очевидно, что привычной нам строгой функ-
циональной зависимости, когда каждому значению X по опре-
деленному правилу соответствует значение Y т.е., Y = f (X), 
здесь мы установить не можем. Слишком много случайных 
факторов влияют как на величину X, так и на величину Y. Тем 
не менее зачастую невооруженным глазом видно, что какая-то 
зависимость между изучаемыми величинами X и Y существу-
ет. Например, вес и рост человека, естественно, тесно связаны 
между собой, но они не определяют друг друга однозначно. 
Точно так же прочность бетона, очевидно, зависит от количе-
ства цемента, но эта зависимость явно не функциональная.  
Рассмотрим задачу, как сделать надежный вывод о наличии 
или отсутствии зависимости между двумя случайными величи-
нами на основе экспериментальных данных. Слово «надежный» 
означает (как и в лабораторной работе № 1), что вероятность ис-
тинности сделанного вывода должна быть близка к единице. 
Для исследования такой зависимости во второй половине 
XIX века английский ученый Фрэнсис Гальтон (двоюродный 
брат Чарльза Дарвина) и его ученики (например, Карл Пир-
сон) ввели такие важные понятия, как корреляция и регрессия, 
которые стали основными понятиями в теории вероятностей и 
математической статистике, а также в связанных с ними науч-
ных дисциплинах. При этом саму зависимость между случай-
ными величинами назвали корреляционной. 
 
1.1. Коэффициент корреляции 
 
В инженерных приложениях задача о наличии зависимости 
между двумя случайными величинами обычно сводятся к ус-
тановлению связи между некоторыми предполагаемыми воз-











Рассмотрим вначале взаимосвязь между одним фактором x 
и откликом y, т.е. взаимосвязь между двумя случайными ве-
личинами X и Y. В теории вероятностей для установления сте-
пени корреляционной зависимости между двумя случайными 
величинами вводится числовая характеристика, которая назы-
вается коэффициентом корреляции или просто корреляцией. 
Для двух случайных величин X и Y коэффициент корреляции 














xxM σ,  и yy ,M σ математическое ожидание и среднеквад-
ратическое отклонение X и Y соответственно.  
Величину, которая стоит в числителе правой части этой фор-
мулы, называют ковариацией и часто обозначают ),( YXC : 
 
)]()[(),( yx MYMXMYXC −−= . 
 
Легко увидеть, что если X = Y, то 
 
22 ),(,),( yx YYCXXC σ=σ= . 
 
При этом выполняется неравенство 
 
yxYXC σσ≤|),(| . 
 
Это означает, что коэффициент корреляции заключен меж-
ду – 1 и 1: 
 
11 ≤≤− )Y,X(ρ . 
 
=+−−=−− ][)]()[( yxyxyx MMYMXMXYMMYMXM  
 
yxyxxyyx MMXYMMMMMMMXYM −=+−−= )()( , 
 
формулу для коэффициента корреляции (1.1) легко преоб-











Если случайные величины X и Y – независимы, то  
 
)Y(M)X(M)YX(M ⋅=⋅ , 
 
коэффициент корреляции 0=)Y,X(ρ . Обратное утвержде-
ние, вообще говоря, неверно, т.е. некоррелированные случай-
ные величины не обязательно независимы.  
Определенный выше коэффициент корреляции принадле-
жит к числу наиболее трудных для понимания числовых ха-
рактеристик случайных величин. Если такие характеристики, 
как частота, вероятность, математическое ожидание, диспер-
сия, стандартное отклонение, осознаются достаточно легко, то 
термин "коэффициент корреляции" оказывается сложным для 
понимания. Это объясняется в первую очередь сложностью 
математического выражения для этого коэффициента и отсут-
ствием соответствующего понятия в повседневной жизни. По-
этому напомним основные свойства коэффициента корреляции: 
1. Коэффициент корреляции )Y,X(ρ  симметричен отно-
сительно X и Y и может изменяться в пределах от – 1 до 1.  
2. Равенство 1=|)Y,X(| ρ  указывает на наличие точной 





ρ  между рассмат-
риваемыми величинами X и Y, возможные значения которых в 
этом случае расположены на одной прямой.  
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3. При значениях )Y,X(ρ , по модулю близких к единице,, 
точки с координатами X и Y с большой вероятностью распо-
лагаются в окрестностях некоторой прямой, непараллельной 
ни одной из осей координат. По мере уменьшения |)Y,X(| ρ  
эта вероятность падает, и при ) Y,X(ρ , близком к нулю, та-
кая прямая вообще не может быть обнаружена. Однако это не 
 
исключает возможности нелинейной связи между рассматри-
ваемыми величинами. 
Таким образом, коэффициент корреляции является харак-
теристикой степени и направления линейной связи между 
двумя величинами. В заключение отметим, что: 
– при 1=|)Y,X(| ρ  величины X и Y являются полностью 
коррелированными; при |)Y,X(| ρ , близком к единице, – 
сильно коррелированными; при )Y,X(ρ , близком к нулю, – 
слабо коррелированными; при 0=)Y,X(ρ  – некоррелиро-
ванными;  
– при 0>)Y,X(ρ  корреляционная связь между величина-
ми X и Y положительная; при 0<)Y,X(ρ  – отрицательная. 
При этом в первом случае возрастанию X с большой вероят-
ностью соответствует возрастание Y, а во втором – убывание. 
 
1.2. Представление исходных данных. 
 
Приступая к анализу экспериментальных данных, мы не 
имеем сведений о наличии коррелированной связи между 
случайными величинами X и Y. Поэтому первая задача, кото-
рую необходимо решить, – это сделать обоснованный вывод о 
наличии или об отсутствии этой зависимости. Как и в случае 
исследования одной случайной величины, материалом, на ба-
зе которого решаем эту задачу, является выборка значений 
случайной величины X и Y. 
Пусть в результате n экспериментов (проведенных в одних и 
тех же условиях) зафиксированы n пар значений (x1, y1), (x2, y2),..., 
(xn, yn), где - значение, которое приняла случайная величина X в 
i-м эксперименте, а  – значение, которое приняла случайная 
величина Y в этом же эксперименте. Этот набор данных назы-




В случае большого объема выборки (n – достаточно вели-
ко) и частого повторения в выборке некоторых значений  и 






x  2x  … kx   
1y  11m  12m  … km1  1Ym  
2y  21m  22m  … km2  2Ym  
… … …  … … 
ly  1lm  2lm  … lkm  lYm  
 1Xm  2Xm  … kXm   
 
Здесь  – частота появления пары значений  в 
выборке; 
ijm )y,x( ji
kxxx <<< ...21  – различные значения, которые 
приняла случайная величина X, а  – частоты появ-











kyyy <<< ...21  –значения, которые приняла случайная вели-












Если при большом объеме выборки также велико число 
различных значений  и , то вначале таблицу имеет смысл 
представить в виде интервальной корреляционной таблицы 
(аналог группированного статистического ряда, см. лабора-








)x,x[ 10  )x,x[ 21  … )x,x[ kk 1−  
)y,y[ 10  11m  12m  … km1  
)y,y[ 21  21m  22m  … km2  
… … …  … 
)y,y[ ll 1− 1lm  2lm  … lkm  
 
Здесь частота  – количество пар значений  выбор-
ки, для которых значение  попадает в интервал , а 
значение  – в интервал . Количество интервалов, их 
длина, а также начальные значения  определяются так 
же, как и для группированного статистического ряда (см. лабора-
торную работу № 1, с. 22 – 23).  
ijm )y,x( θζ
ζx )x,x[ ii 1−
θy )y,y[ jj 1−
lk y,x,y,x 00
Следует отметить, что часто информация для статистиче-
ского исследования сразу поступает в виде интервальной кор-
реляционной таблицы.  
Для дальнейших вычислений информацию, представленную в 
виде интервальной корреляционной таблицы, надо преобразовать 
в обычную корреляционную таблицу, взяв в качестве значений 





*x2  … 
*
kx  
*y1  11m  12m  … km1  
*y2  21m  22m  … km2  
… … …  … 
*











Разберем сказанное на примере. Пусть получена выборка 
случайных величин X и Y (X – рост студента в см; Y – его мас-
са в кг).  
Данные о росте и массе студентов (X – рост в см; Y – масса 
в кг): 
 
X 178 188 178 165 175 185 183 175 183 193 188 183 173 
Y 63 95 67 66 83 75 70 77 79 70 84 84 75 
 
X 178 180 173 185 165 185 188 163 183 183 170 185 
Y 100 84 82 77 61 79 82 68 77 75 66 77 
 
Объем выборки n = 25. Найдем количество интервалов по 
формуле 12 +≥ ]n[logk  (см. лабораторную работу № 1, с. 33): 
5141252 =+=+≥ ][logk .  
Итак, можно взять k = 5. Так как 163=minx  и 193=maxx , то 









,x 1630 =  
 




6110010061 ,h,y,y ymaxmin =
−
=== . Ок-
руглим  до 8 и возьмем yh 10060 50 == y,y . Построим интер-







[163;169) [169;175) [175;181) [181,187) [187,193) 
[60;68) 2  3   
[68;76) 1 1  3 1 
[76;84)  1 2 5 1 
[84;92)   1 1 1 
[92;100)   1  1 
 




166 172 178 184 190 iXm  
64 2  3   5 
72 1 1  3 1 6 
80  1 2 5 1 9 
88   1 1 1 3 
96   1  1 2 
jYm  3 2 7 9 4 25 















Для большей наглядности исходные данные представляют 
в виде так называемого корреляционного поля. (рис. 1.2). Для 
этого в системе координат XOY строят точки , причем 
их количество соответствует частоте из корреляционной таб-
лицы. При частоте, большей единицы, изображается облако 
близко расположенных друг к другу точек с соответствующи-
ми координатами.  
)y,x( ji
 
1.3. Оценка коэффициента корреляции  
по результатам эксперимента 
 
Пусть имеется выборка значений пары случайных величин 
X и Y, которая представлена в виде набора пар (x1, y1), (x2, 
y2),..., (xn, yn) или в виде корреляционной таблицы.  
По аналогии с оценками математического ожидания и дис-
персии будем утверждать, что достаточно хорошей оценкой 
коэффициента корреляции )Y,X(ρ  будет выборочный коэф-
фициент корреляции, который обозначим  и будем 


























== ρ . 
 
Заметим, что  – случайная величина, которая принимает 
конкретные значения при некоторой реализации совокупности 
(X, Y ): (x
XYr
1, y1), ...,(xn, yn).  
Вычисления выборочного значения  коэффициента кор-




















































































































Как и )Y,X(ρ , выборочный коэффициент корреляции ле-
жит между – 1 и 1 и принимает одно из граничных значений 
только при наличии идеальной линейной связи между наблю-
дениями. Нелинейная связь и/или разброс данных, вызванный 
ошибками измерения или же неполной коррелированностью 
случайных величин, приводит к уменьшению абсолютного 
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значения . Характерные виды корреляционных полей 
для различных значений коэффициента корреляции приведе-























1.4. Проверка значимости выборочного  
коэффициента корреляции 
 
По методике, изложенной в предыдущем разделе, исполь-
зуя выборочные значения совокупности случайных величин 
 16 
 
(X, Y): (x1, y1), ..., (xn, yn) найдем выборочный коэффициент 
корреляции . Так как выборка отобрана случайно, то 
можно утверждать, что  лишь приближенно пред-
ставляет коэффициент корреляции 
)Y,X(r
)Y,X(r
)Y,X(ρ  случайных вели-
чин X и Y. Но в конечном итоге нас интересует именно коэф-
фициент )Y,X(ρ , поэтому хотелось бы знать, насколько 
можно доверять полученной оценке. Другими словами, ста-
вится задача о значимости найденного выборочного коэффи-
циента корреляции. Эту задачу можно сформулировать сле-
дующим образом: необходимо при заданном уровне значимо-
сти α  проверить нулевую гипотезу Н0: 0ρρ =)Y,X(  против 
альтернативной гипотезы Н1: 0ρρ ≠)Y,X( , если известно, 
что выборочный коэффициент корреляции  принял 
значение, неравное нулю. 
)Y,X(r
На практике чаще приходится встречаться с проверкой 
этой гипотезы при 00 =ρ . Эта задача связана с решением во-
проса о зависимости или независимости случайных величин X 
и Y. Действительно, если гипотеза Н0: 0=)Y,X(ρ  отвергает-
ся, то это значит, что выборочный коэффициент корреляции 
значимо отличается от нуля и можно сделать вывод, что ме-
жду X и Y существует статистически значимая корреляцион-
ная связь. Если же нулевая гипотеза будет принята, то выбо-
рочный коэффициент корреляции незначим, а X и Y некорре-
лированы, т.е. не связаны какой-либо зависимостью. 
Итак, решается задача в следующей постановке: проверить 
нулевую гипотезу Н0: 0=)Y,X(ρ  против альтернативной 
гипотезы Н1: 0≠)Y,X(ρ . 
Для проверки этой гипотезы, как и ранее, используется t-
распределение (распределение Стьюдента). 


















aXt  при  и 0=a
21 rS −= ). 
Оказывается, во-первых, что эта случайная величина имеет 
распределение Стьюдента с k = n – 2 степенями свободы. Во-
вторых, легко понять, почему эта случайная величина хорошо 
отражает изменения r: если , то , а если , то 
. Таким образом, можно сказать, что гипотеза Н
0→r 0→t 1→|r|
∞→t 0 будет 
верна с вероятностью α−=1p , если αγ −=< 1)t|t(|P . Графи-
чески наблюдаемое значение должно попасть в область при-











Как и ранее, после несложных преобразований можно по-
казать, что  находится по таблицам распределения Стью-





1 αγγ −==< )t(f)tt(P , 
 
где f(t) – распределение Стьюдента с n – 2 степенями свободы. 
Таким образом, порядок шагов таков: вычисляем по результа-












и сравниваем его с квантилем , найденным по таблицам 
распределения Стьюдента по вероятности 
γt
2
1 αγ −=  и числу 
степеней свободы k = n – 2. Если , то гипотеза Нγt|t| >набл. 0 
отвергается, т.е. считается, что 0≠ρ , а X и Y коррелированы. 
Если γt|.t| < , то нет оснований отвергать гипотезу Н0, т.е. ги-
потезу о некоррелированности случайных величин. 
 
1.5. Пример вычисления коэффициента корреляции 
 
Составим таблицу о росте и массе для n = 25 выбранных 
наугад студентов. Есть ли основание считать, что рост и масса 
студентов коррелированы при уровне значимости α = 0,05? 
 
Данные о росте и массе студентов (X – рост в см Y – масса в кг): 
 
X 178 188 178 165 175 185 183 175 183 193 188 183 173 
Y 63 95 67 66 83 75 70 77 79 70 84 84 75 
 
X 178 180 173 185 165 185 188 163 183 183 170 185 
Y 100 84 82 77 61 79 82 68 77 75 66 77 
 





























































По таблицам t – распределения при уровне значимости α = 
0,05 и числу степеней свободы k = n – 2 = 23 находим кван-














Так как , то гипотеза Hγtt >набл. 0 должна быть отвергнута с 
уровнем значимости 5%. Следовательно, есть основания счи-
тать, что между ростом и массой студентов существует зна-
чимая корреляция. 
 
2. ОСНОВЫ ЛИНЕЙНОГО РЕГРЕССИОННОГО 
АНАЛИЗА. 
 
Корреляционный анализ позволяет установить степень 
взаимосвязи двух случайных величин. В случае, когда коэф-
фициент корреляции 0≠)Y,X(ρ , т.е. между X и Y существу-




этой связи, которая дала бы возможность предсказывать зна-
чения одной случайной величины Y по конкретным значениям 
другой X (или наоборот – X по Y). 
Например, корреляционный анализ данных, приведенный в 
предыдущем разделе, установил значимую линейную связь 
между ростом и массой студентов. Логичен следующий шаг: 
конкретизировать эту связь так, чтобы по данному росту мож-
но было предсказать массу студента. Методы решения подоб-
ных задач изучает регрессионный анализ. 
Коэффициент корреляции описывает зависимость между дву-
мя случайными величинами одним числом, а регрессия выражает 
эту зависимость в виде функционального соотношения, поэтому 
дает более полную информацию. Так, регрессией является сред-
ний вес тела человека как функция от его роста. 
Слово "регрессия" в статистику ввел, как мы уже упомина-
ли Френсис Гальтон, один из создателей математической ста-
тистики. Сопоставляя рост детей и их родителей, он обнару-
жил, что соответствие между ростом отцов и детей слабо вы-
ражено, оно оказалось меньшим, чем он ожидал. Однако 
Гальтон объяснил это явление наследственностью не только 
от родителей, но и от более отдаленных предков: по его пред-
положениям, т.е по его математической модели, рост опреде-
ляется наполовину родителями, на четверть дедом и бабкой, 
на одну восьмую прадедом и прабабкой и т.д. Мы не знаем, 
прав ли Гальтон, но он обратил внимание на движение назад 
по генеалогическому дереву и назвал это явление регрессией, 
заимствовав понятие движения назад, противоположное про-
грессу – движению вперед. Впоследствии слово "регрессия" 
заняло в статистике заметное место, хотя, как это часто быва-
ет в любом языке, в том числе и в языке науки, в него теперь 
вкладывают другой смысл – оно означает функциональную 




2.1. Функции и линии регрессии 
 
Что же понимают под словом "регрессия" или "функцио-
нальной статистической связью" между случайными величи-
нами в теории вероятностей? Пусть при каждом фиксирован-
ном значении случайной величины X = х, случайная величина 
Y имеет определенное распределение вероятностей с услов-
ным математическим ожиданием, которое является функцией 
х: ),,x(f)xX/Y(M θ==  где через θ обозначим совокуп-
ность ),...,,( kθθθ 21  параметров, определяющих функцию f. 
Так, в случае линейной зависимости  
 
bax)b,a,x(f),b,a( +==θ . 
 
Зависимость f (x, θ), где х – независимая переменная, назы-
вается регрессией или функцией регрессии случайной величи-
ны X на случайную величину Y. 
График функции f (x, θ) называется линией регрессии Y на X.  
Точность, с которой линия регрессии передает изменение Y 
в среднем при изменении X, измеряется дисперсией величины 
Y, вычисляемой для каждого значения х:  
 
)x()xX/Y(D 2σ== . 
 
Линии регрессии обладают следующим замечательным 
свойством: среди всех действительных функций f (x) минимум 
математического ожидания  достигается для 
функции регрессии:  
]))x(fY[(M 2−
 
)xX/Y(M),x(f ==θ . 
 
То есть регрессия Y на X дает наилучшее (в указанном 
смысле) представление величины Y. 
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Пусть f (x, θ) – функция регрессии Y на X. Тогда зависи-
мость между исследуемыми признаками (случайными вели-
чинами) Y и X запишем в виде εθ += ),x(fy , где ε –
случайная величина, которую иногда называют ошибкой экс-
перимента, причем .  )x(D( 2)(0,) σεε ==M
В дальнейшем будем рассматривать модели с постоянной 
дисперсией: . const)( 2 == σεD
К сожалению, на практике законы распределения X и Y не-
известны, и функция регрессии определяется приближенно по 
экспериментальным данным методом регрессионного анализа. 
Цель регрессионного анализа состоит в определении общего 
вида уравнения регрессии, построении оценок неизвестных 
параметров, входящих в уравнение регрессии, и в проверке 
статистических гипотез, связанных с регрессией.  
 
2.2. Модель линейного регрессионного анализ 
 
Статистический подход к задаче построения (точнее, вос-
становления) функциональной зависимости Y от X основыва-
ется на предположении, что нам известны некоторые исход-
ные (экспериментальные) данные (xi, yi), i = 1, 2, ..., n, где yi – 
значения Y при заданном значении xi - независимой перемен-
ной X, влияющей на значения Y. Пару значений (xi, yi) часто 
называют результатом одного измерения, а n – числом изме-
рений; Y – откликом, а X – фактором, влияющим на отклик. 
Предположим, что наблюдаемое в опыте значение отклика 
Y можно мысленно разделить на две части: одна закономерно 
зависит от X, т.е. является функцией X, другая часть – случай-
на по отношению к X. Обозначим, как и ранее, первую часть 
через f (x, θ), вторую – через ε и представим отклик в виде: 
εθ += ),x(fY , где ε – случайная величина (ошибка экспери-
мента или измерения). 
Применяя это соотношение к имеющимся у нас исходным 
данным, получим: .n,...,,i,),x(fy iii 21=+= εθ  
 23 
Разделение yi на закономерную и случайную составляю-
щую можно провести только мысленно. Реально ни , ни 
 в отдельности нам не известны, из опыта мы узнаем только 
их сумму – y
)( ixf
iε
i. В связи с этим необходимо сделать определен-
ные уточнения относительно величин iε . В классической мо-
дели регрессионного анализа предполагается, что: 
– все опыты были проведены независимо друг от друга в 
том смысле, что случайности, вызвавшие отклонение отклика 
от закономерности в одном опыте, не оказывали влияния на 
подобные отклонения в других опытах;  
–статистическая природа случайных составляющих остава-
лась неизменной во всех опытах. 
Из этих предположений, очевидно, вытекает, что величины 
iε   характеризуют ошибки, независимые при раз-
личных измерениях и одинаково распределенные с нулевым 
средним и постоянной дисперсией. 
n...,,,i 21=
 
2.3. Общая схема решения регрессионных задач 
 
Самый простой случай регрессионных задач – это исследо-
вание связи между одной независимой переменной Х и одной 
зависимой переменной (откликом) Y. Эта задача носит назва-
ние простой регрессии. Исходными данными являются два 
набора наблюдений: х1, х2, ..., хn – значения Х и y1, y2, ..., yn – 
соответствующие значения Y. Перечислим основные этапы 
при решении задач простой регрессии. 
Первым шагом решения задачи являются предположения о 
возможном виде функциональной связи между Х и Y. Приме-
рами возможных видов функциональных связей могут являть-
ся зависимости: ,bxay +=   
 




и т.д., где a, b, c – неизвестные параметры, которые надо оп-
ределить по исходным данным. 
Для подбора вида зависимости между Х и Y полезно по-
строить и изучить расположение точек с координатами (x1, y1), 
(x2, y2),..., (xn, yn). 
Иногда примерный вид зависимости бывает известен из 
теоретических знаний или предыдущих исследований, анало-
гичным данным. 
Важно выбрать функцию ),...,,x(f kθθ1  так, чтобы она не 
просто хорошо описывала закономерную часть отклика, но и 
имела "физический" смысл, т.е. открывала объективную зако-
номерность. Впрочем, полезны бывают и чисто эмпирические, 
"подгоночные" формулы, поскольку они позволяют в сжатой 
форме приближенно выразить зависимость Y от Х. 
 
3. ОЦЕНКА ПАРАМЕТРОВ МОДЕЛИ 
 
После того как общий вид регрессионной функции выбран – 
, нужно подобрать оценки )θ,...,,,x(f k21 θθ kˆ,...,ˆ,ˆ θθθ 21  соот-
ветствующих параметров таким образом, чтобы величины 
)ˆ,...,ˆ,ˆ,x(fyr kiii θθθ 21−=  в совокупности были близки к нулю. 
Значение ri называются остатками или отклонениями на-
блюдаемых величин yi от предсказанных  
 
)ˆ,...,ˆ,ˆ,x(fŷ kii θθθ 21= . 
Меру близости к нулю совокупности этих величин можно вы-
бирать по-разному (например, максимум моделей, сумма мо-
дулей и др.). Но наиболее простые формулы расчета получа-
ются, если в качестве этой меры выбрать сумму квадратов ос-
татков (отклонений).  











2121 θθθθθθ , 
 
то оценки параметров kˆ,...,ˆ,ˆ θθθ 21  выбираются из условия 
















Этот метод носит название метода наименьших квадратов. 
  
Методом наименьших квадратов называется способ под-
бора параметров регрессионной модели на основе минимиза-
ции суммы квадратов остатков. 
Сам по себе метод наименьших квадратов не связан с ка-
кими-либо предположениями о распределении случайных 
ошибок n,...,, εεε 21 . Он может применяться и тогда, когда мы 
не считаем эти ошибки случайными (например, в задачах 
сглаживания экспериментальных данных). 
Определив оценки параметров θθθ ˆ,...,ˆ,ˆ 21 , мы тем самым 
определяем случайную величину )ˆ,...,ˆ,ˆ,X(fŶ kθθθ 21= , кото-
рая называется среднеквадратической регрессией Y на Х, а со-
ответствующее уравнение )ˆ,...,ˆ,ˆ,x(fy з вается вы-
борочным уравнением функциональной регрессии Y на Х. 
kθθθ 21=  на ы
 
Замечания 1. Уравнение регрессии Y на Х позволяет предсказы-
вать значения Y согласно выборочному уравнению регрессии 
)ˆ,...,ˆ,ˆ,x(fy kθθθ 21= . 
Если в исходных данных какому-либо значению xi соответствует 
несколько значений Y: y1, y2, ..., ym, то  
 
ixxiki




Поэтому выборочное уравнение регрессии Y на Х записывают 
иногда в виде 
 
)ˆ,...,ˆ,ˆ,x(fy kx θθθ 21= . 
 
2. Если в вышеприведенных распределениях случайные величи-
ны Х и Y поменять местами, то аналогичные рассуждения приведут 
к уравнению регрессии Х на Y: 
 
)ˆ,...,ˆ,ˆ,y(gx kθθθ 21= . 
 
3. Широко распространенная в практических задачах ситуация, 
когда функция регрессии ),...,,,x(f kθθθ 21  линейно зависит от па-
раметров k,...,, θθθ 21 , носит название линейного регрессионного 
анализа. Например,  
 
k
kk xa...xaa)a,...,a,a,x(f +++= 1010 . 
 
4. Ситуация, в которой экспериментатор может выбрать значе-
ния факторов xi по своему желанию и таким образом планировать 
будущие эксперименты, называется активным экспериментом. В 
этом случае значения факторов xi обычно рассматриваются как не-
случайные. Более того, сообразуясь с целями эксперимента, экспе-
риментатор может выбрать его план наилучшим образом (планиро-
вание эксперимента).  
В отличие от этой ситуации в пассивном эксперименте значения 
фактора складываются вне воли экспериментатора, под действием 
других обстоятельств. Поэтому значения xi приходится толковать 
как случайные величины, что накладывает особые черты на интер-
претацию результатов. Сама же математическая обработка сово-






3.1. Анализ адекватности модели 
 
После подбора регрессионной модели и нахождения ее па-
раметров желательно выяснить, насколько хорошо выбранная 
модель описывает имеющиеся данные. К сожалению, единого 
правила для этого нет. На практике первое впечатление о пра-
вильности подобранной модели могут дать изучение некото-
рых числовых характеристик, например доверительных ин-
тервалов для оценок параметров модели. Однако эти показа-
тели скорее позволяют отвергнуть совсем неудачную модель, 
чем подтвердить правильность выбора функциональной зави-
симости. 
Более обоснованные решения можно принять, сравнив 
имеющиеся значения yi со значениями , полученными с по-
мощью подобранной функции регрессии 
iŷ
)ˆ,x(fŷ ii θ= , т.е. 
провести анализ остатков n...,,,i,ŷyr iii 21=−= . 
Исследование остатков полезно начинать с изучения их 
графика, который может показать наличие зависимости, не 
учтенной в модели. Скажем, при подборе простой линейной 
зависимости между х и y график остатков может показать не-
обходимость перехода к нелинейной модели (квадратичной, 
полиномиальной, экспоненциальной). Для проверки нормаль-
ности распределения остатков чаще используется график 
плотности нормального распределения или критерии хи-
квадрат Колмогорова и др. 
 
3.2. Простейшая линейная регрессия 
 
Проиллюстрируем изложенные выше идеи обработки рег-
рессионного эксперимента на примере простой линейной рег-
рессии. Допустим, что на первом этапе на основе анализа дан-
ных эксперимента, с учетом физических, экономических и 
других аспектов, а также прошлого опыта мы выбрали в каче-
стве модельного уравнения регрессии прямую линию  
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bxa)b,a,x(f += ,                            (3.1) 
 
т. е. в качестве модели регрессии между исследуемыми вели-
чинами Х и Y берется линейная зависимость ε++= bXaY , 
Тогда для данного xi соответствующее значение yi определяет-
ся равенством n,...,,i,bxay iii 21=++= ε , где x1, x2, ..., xn – 
заданные числа (значения фактора); y1, y2, ..., yn – наблюден-
ные значения отклика; ε, ε2,…, εn – ошибки эксперимента, т.е. 
значения независимых, одинаково распределенных случайных 
величин. 
Рассмотрим классическую модель регрессионного анализа, 
так называемую Гауссовскую модель, в которой предполага-
ется, что величины εi распределены по нормальному закону 
 с некоторой неизвестной дисперсией σ);(N 20 σ 2. 
Отметим, что предложенный вид зависимости и сделанные 
предположения насчет распределения остатков εi – это мо-
дель, которой мы задаемся, но это не значит, что она верна. 
Начав с предположения, что эта модель установлена, на по-
следующих стадиях анализа проверим адекватность модели 
реальному процессу и данным, полученным в результате на-
блюдения. Если факты будут против выбранной модели, то 
мы должны ее отклонить и разработать (выдвинуть) уже с 
учетом имеющейся информации другую модель и провести ее 
проверку. 
На втором этапе анализа по результатам n эксперименталь-
ных данных (наблюдений) пары величин (X,Y): (x1, y1), (x2, 
y2),..., (xn,yn) оценим параметры выдвинутой модели. В случае 
прямолинейной регрессии это a и b. 
Для более наглядной интерпретации результатов и упро-
щения расчетных формул преобразуем модельное уравнение 
регрессии, введя новый, неизвестный параметр XbaA += . 
Формула (3.1) примет вид  
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)Xx(bA)b,A,x(f −+= . 
 
Тогда предполагаемая связь между xi и yi запишется сле-
дующим оброзом:  
 










1 , т.е. фактически, мы ищем уравнения прямой 
регрессии в форме )xx(kyy 00 −=− .  
Таким образом, задача – найти оценки параметров A и b: 
,Â=α  b̂=β , наилучшие в смысле метода наименьших квад-
ратов, поскольку "истинная" линия регрессии, как известно, 
минимизирует математическое ожидание квадрата отклонения  
 
2)],X(fY[ θ− . 
 
Теперь эмпирическое (выборочное) уравнение прямой рег-
рессии Y на Х запишем в виде )Xx(ŷ −+= βα . 
Левая часть равенства, которую мы обозначили , являет-
ся оценкой (приближенным значением) математического 
ожидания M (Y) при заданном значении x. Поэтому выбороч-
ные уравнения прямой регрессии Y на X записывается иногда 
в виде 
ŷ
)Xx(ŷx −+= βα . 
Полученное уравнение можно использовать как предсказы-
вающее: подстановка в него значения x позволяет "предска-
зать" среднее значение Y для этого x. Если данные связаны 
идеальной линейной зависимостью (|rXY| = 1), то предсказан-
ные значения Y будут в точности равняться наблюдаемому 
значению y при данном x. Однако на практике обычно отсут-
ствует идеальная линейная зависимость между данными, и 
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внешние случайные воздействия приводят к разбросу данных. 
Тем не менее если все же предположить существование ли-
нейной связи и наличие неограниченной выборки, то можно 
подобрать такие значения α и β, которые помогут предсказать 
ожидаемое значение Y для любого значения x. Следовательно, 
значение  не обязательно совпадает с наблюдаемым значе-
нием Y, соответствующим данному x, однако оно будет равно 
среднему значению всех таких наблюдаемых значений. 
ŷ
Таким образом, на втором этапе исследования перед нами 
стоит задача: используя метод наименьших квадратов полу-
чить расчетные формулы для оценки параметров А и b прямо-
линейной регрессии. 
Замечание. При изложении регрессионного анализа, как вы ус-
пели заметить, встает проблема в обозначениях: x или X, y или Y и 
др. Как и ранее, когда речь идет о вычислительных процедурах, об-
работке данных, линиях регрессии, изучении функциональной зави-
симости мы, обозначаем переменные через . Например,  ŷ,y,x
 
)xx(ŷ −+= βα . 
 
Если же нужно провести статистический анализ этого соотношения, 
то запишем так )XX(b̂ÂŶ −+= , т.е. как зависимость между 
случайными величинами. При изложении материала мы не оговари-
ваем каждый раз, какие обозначения применяются, но надеемся, что 
из контекста это совершенно ясно.  
 
3.3. Определение параметров прямолинейной регрессии 
методом наименьших квадратов 
 
Суть метода наименьших квадратов состоит в том, что 
оценки Â  и  параметров А и b в предлагаемой линии рег-
рессии 
b̂
)xx(bA)b,A,x(f −+=  подбирают таким образом, 














Данная функция принимает минимальное значение в точке, 


















































































































Данные оценки обладают следующими важными свойствами: 
 
















i )xx()b̂(D,n/)Â(D σσ . 
3. 0=)b,A(C . 
4. Случайные величины Â  и b̂  распределены по нормаль-
ному закону. 
5. Â  и b̂  независимы как случайные величины. 
 
Доказательствам утверждений 1 – 3 могут быть получены 
прямыми вычислениями, причем эти свойства не обязательно 
предполагают нормальный характер ошибок. Свойство 4 вер-
но только в рассматриваемой нами Гауссовской модели. 
Свойство 5 есть естественное следствие нормальности оши-
бок и свойства 3 (если случайные величины, имеющие нуле-
вой коэффициент ковариации, равны нулю, то они независи-
мы). Независимость оценок Â  и b̂  заметно упрощает даль-
нейший анализ. 
Замечания 1. Полученные формулы для оценок Â  и b̂  легко 



















































2. Уравнение регрессии Y на X записывается в виде 
 
).xx(b̂yŷ −+=  
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Если X и Y – случайные величины, то, поменяв в наших выклад-
ках местами X и Y, получим прямую регрессию X на Y: 
 
).yy(b̂xx̂ −+= 1  
 
















Как видно, обе прямые регрессии проходят через точку )y,x( . 
Угловые коэффициенты наклона прямых связаны с выборочным 









= , то можно получить выражение для оценок b̂  













== 1 . 
 
Часто эти оценки называют выборочными коэффициентами рег-
рессии Y на X и X на Y соответственно и обозначают X/Yρ  и 











ρ == 1 . 
 
3. Легко увидеть, что прямые регрессии Y на X и X на Y совпада-
ют только в том случае, если 1=|r| XY , т.е. X и Y связаны линейной 
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зависимостью. Действительно, оба уравнения в этом случае преоб-









3.4. Доверительные интервалы для параметров  
линейной регрессии 
 
Свойства 1 – 4 оценок Â  и b̂  параметров линейной регрес-
сии показывают, что случайные величины Â  и b̂  распределе-




















































2 σσσσ  
 
b)b̂(M,A)Â(M == . 
 
Это дает возможность применить к построению доверитель-
ных интервалов ту же методику, что и для оценок неизвестно-
го математического ожидания. 
Если дисперсия ошибок эксперимента 2σ  – известна (что 
бывает крайне редко, и этот случай представляет собой боль-















которые имеют нормальное распределение N(0;1). Для данно-
го уровня значимости α  получаем: αα −=< − 121 )u|u(|P / . Из 
последнего соотношения находим  – квантиль нор-

















































Пусть теперь  – неизвестная величина, что чаще бывает 
на практике. В таком случае необходимо воспользоваться 
























Можно доказать, что в рассматриваемой нами Гауссовской 






−nχσ , где  – распределение хи-квадрат с n – 2 степеня-
ми свободы. Благодаря этому свойству для  можно постро-








































ление Стьюдента с n – 2 степенями свободы. Тогда для данно-
го уровня значимости α  и по числу степеней свободы n – 2 по 
таблицам квантилей распределения Стьюдента находим кван-
тиль порядка 21 α− , т.е. . 21 /t α−
Доверительные интервалы для Â  и b̂  запишутся в той же 





























Замечание. Полученные выражения для доверительных интер-
валов можно записать в другой форме. Путем несложных преобра-





= , yÂ = , остаточная сумма 
квадратов запишется в виде 
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− .   (3.3) 
 
Последние формулы наиболее удобны для вычислений. 
 
Пример. Определить по данным, приведенным в п. 1.2, 
прямую регрессии, задающую линейный прогноз средней 
массы студента по его росту. Найти 95%-й доверительный ин-
тервал для параметров прямой регрессии. 
Решение. С учетом вычислений, проделанных в п. 1.2 име-










Следовательно, прямая регрессии, оценивающая среднюю 
массу студента по его росту, имеет вид  
 
),x(,,ŷ 41795106476 −⋅+= . 
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148918 222 ,),(yyy =−=−=σ , 
 
576381 22 ,r(S XYnnyyx =−= −σ . 
 
Квантиль распределения Стьюдента с числом степеней 
свободы  
n – 2 = 23, порядка 
2
1 α− ,  равен  069221 ,t / =−α . 
После подстановки в формулы (3.2) и (3.3)получим довери-
тельные интервалы 73,0899 < A < 80,190, 0,0511 < b < 0,9689. 
 
4. МНОЖЕСТВЕННАЯ ЛИНЕЙНАЯ РЕГРЕССИЯ 
 
При решении инженерных задач часто требуется найти за-
висимость между случайной величиной η  и переменными ве-
личинами mξξξ ,...,, 21 , значения которых  зада-
ются заранее при планировании эксперимента. Однако при 




)n,j(x,...,x,x mjjj 121 =  
 
обычно измеряются с некоторыми малыми ошибками (по-
грешности приборов и др.). 
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Так как переменные  не коррелированы с ошибками из-
мерений, то для получения зависимости между и у, где у – 
значение случайной величины 
ix
ix
η , можно использовать обыч-
ный метод наименьших квадратов, как при рассмотрении слу-
чая линейной регрессии двумерного случайного вектора. 
Заметим, что переменная η  является случайной величиной, 
так как при проведении эксперимента невозможно учесть все 
факторы в том числе ошибки измерений, оказывающие влия-
ние на эту переменную,  
При исследовании взаимосвязи между случайной величи-
ной η  и переменными m,...,, ξξξ 21  обычно рассматриваются 
следующие вопросы: 
– выбор модели регрессии; 
– нахождение оценок этих параметров выбранного у и по-
строение доверительных интервалов параметров уравнения по 
заданному уровню значимости α ; 
– проверка согласованности выбранноймодели с эксперимен-
тальными данными и уточнение вида полученного уравнения. 
Выбор модели регрессии производится обычно с учетом 
эмпирических аспектов. Эту задачу подробно рассматривать 
не будем ввиду ее сложности. 
Проанализируем следующие вопросы: 
– построение линейного уравнения регрессии и довери-
тельных интервалов для его параметров; 
– проверка согласованности полученной модели с экспери-
ментальными данными наиболее простыми способами. 
 
4.1 Нахождение оценок параметров линейного 
уравнения регрессии 
 





*** ... ξαξαξααη ++++= 22110 , 
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т.е. найдем наилучшее приближение функции η  с помощью 
функции вида 
 
mmmm xa...xaa)a,...,a,a,x,...,x( +++= 110101ϕ . 
 
Пусть в j-м эксперименте величины m,...,, ξξξ 21  приняли 
значения , а случайная величина mjjj x,...,x,x 21 η  – значения 
)n,j(y j 1= . 
По методу наименьших квадратов в качестве оценок пара-
метров  принимаем значения , при 
которых достигает минимума функция  
*
m















Согласно условиям экстремума функции )a,...,a,a( m10Φ  











Введем следующие обозначения: X  – )m(n 1+× -мерная 
матрица наблюдений контролируемых переменных, в кото-
рую введен дополнительно первый столбец, состоящий из 
единиц; Y – n-мерный вектор-столбец наблюдаемых значений 
случайной величины η ; A – -мерный столбец парамет-
ров 
)m( 1+







































































В матричных обозначениях эта система примет вид 
 
YXA)XX( TT = , 
 
здесь TX  – матрица, транспонированная к матрице X. Ре-
шение этой системы находим по формуле 
 
YX)XX(A TT 1−= , 
 
где  – матрица, обратная матрице . Искомое 
выборочное уравнение регрессии имеет вид 
1−)XX( T )XX( T
 
mm xa...xaay +++= 110 . 
 
При большом числе переменных задача нахождения векто-
ра решается на ЭВМ с помощью стандартных программ. 
 
4.2 Построение доверительных интервалов 
параметров уравнения репрессии 
 
Построение доверительных интервалов параметров  
 
)m...,,,i(ai 10=  
 
легко проводится в случае, если остатки )n,j(yye jjj 1=−=  
распределены по нормальному закону с параметрами  
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20 σ== )e(D,)e(M . 
 
Здесь  – наблюдаемое в j-м эксперименте значение jy η ; jy  – 
значение y, полученное из уравнения регрессии при подста-
новке значений , заданных в j-м эксперименте. При 
малом числе опытов (n < 50) применяют приближенные методы 
проверки нормального распределения остатков. Можно считать, 
что остатки  распределены по нормальному закону, если не 
менее 95% из них лежат в интервале (
mjjj x,...,x,x 21
je














e  – оценка дисперсии. 
Случай, когда остатки  не подчиняются нормальному зако-
ну распределения, рассматривать не будем ввиду его сложности. 
je
Для построения )%( α−⋅ 1100 -х доверительных интервалов 
для  по таблице распределения Стьюдента 
по заданному уровню значимости 
)m...,,,j(*j 10=α
α  и числу степеней свобо-
























++ .  
Здесь  – средние квадратические ошибки коэффициен-
тов ;  – вычисленная выше оценка дисперсии;  – 
ia
S
ia eS )( i,ia 1 11− ++
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диагональный элемент матрицы  размера 1−)XX( T
)m()m( 11 +×+ , соответствующий переменной . ix
 
4.3 Проверка согласованности модели 
с экспериментальными данными 
 
Если в уравнении регрессии какая-то из контролируемых 
переменных  незначительно влияет на переменную у, то эту 
переменную  следует исключить из уравнения регрессии. 
ix
ix
Выявление статистически незначимых переменных  
можно рассматривать как проверку гипотезы  
ix
 
)m,i(: *i 10H0 ==α , 
 
т.е. η  не коррелировано с iξ . 
Если остатки  распределены по нормальному закону, то 








i 1== . Статистика t имеет распределение Стьюдента 
с 1−−= mnν  степенями свободы при условии справедливо-
сти гипотезы  0H .






, где α  – выбранный уровень значимости. 








|| tti , то нулевая гипотеза 
отвергается. Следовательно, проверяемый коэффициент урав-
нения регрессии  существенно отличается от нуля или, что *iα
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то же самое, контролируемая переменная  оказывает зна-
чимое влияние на переменную у. 
ix
Если это неравенство не выполняется, то переменная  влия-
ет незначительно на переменную y. В этом случае уравнение рег-
рессии нужно строить заново, учитывая в нем все переменные, 
кроме . Построение линейной регрессионной модели, у кото-
рой все факторы  существенно влияют на переменную у может 
закончиться не на первом, а на втором, третьем и т. д. этапе. На 
каждом из них заново проводится оценка коэффициентов регрес-




Если несмещенная оценка среднего квадратического от-
клонения , вычисляемого по приведенной выше формуле, 
допустима для данной задачи, то считаем, что модель хорошо 
согласуется с экспериментом. Обычно в практических задачах 
требуют, чтобы  не превышало 10% абсолютной величины 




Если  велико, то модель регрессии нужно уточнить, т.е. 
взять большее число опытов и произвести все вычисления за-
ново. Если и это не поможет, то делаем вывод, что выбранная 
модель плохо согласуется с экспериментом. В этом случае 
нужно выбирать другой вид зависимости. 
eS
Пример. Произведено 10 измерений прочности строитель-
ного материала у при равном содержании в нем некоторых 
компонент 21 ξξ , . Заданные при проведении эксперимента 
значения  компонент jj x,x 21 21 ξξ ,  и полученные значения  
прочности 
iy
),j( 101=η  сведены в таблицу: 
 
1x  0 1 2 3 4 5 6 7 8 9 
2x  17,5 13,7 10,8 8,5 5,2 5 4,95 4,92 4,9 4,89 
y 13,25 15,95 17,63 18,63 19,2 19,37 19,5 19,6 19,67 19,7 
 45 
Предполагая, что зависимость между величиной η  и вели-
чинами 21,ξξ  линейная, найти оценки  параметров 
 уравнения регрессии; 95% доверительные интер-
валов параметров ; и проверить согласованность по-








*** ,, 210 ααα
Решение. 
1. Для нахождения оценок  коэффициентов выбо-
рочного уравнения регрессии 
210 ,, aaa
22110 xaxaay ++=  необходимо 
решить систему алгебраических уравнений. Матрица коэффи-
циентов XX T  этой системы и матрица-столбец свободных 



















































































Решая систему  линейных алгебраических 










































Значит, выборочное уравнение регрессии имеет вид  
 
21 4854004730363422 x,x,,y −−=                    (4.1) 
 
2. Прежде чем найти доверительные интервалы параметров 
 уравнения регрессии, убедимся, что остатки *** ,, 210 ααα
),j(,yye jjj 101=−=  распределены по нормальному закону. 
Так как число опытов мало, применим приближенный метод 
проверки.  
Для удобства вычислений составим таблицу: 
 
jy  13,25 15,95 17,63 18,63 19,2 19,37 19,5 19,6 19,67 19,7 
jy  13,869 15,666 17,027 18,096 19,65 19,7 19,677 19,644 19,607 19,564 
je  -0,619 0,234 0,603 0,534 -0,45 -0,33 -0,177 -0,044 0,063 0,136 
 
Значения jy  вычисляются, исходя из уравнения регрессии 









2 48051 . 
 




48051 ,,Se == . 
 
Так как в интервал ( )S,S ee 22−  попадают все остатки , 
то можно считать, что остатки распределены по нормальному 
закону. В этом случае для нахождения доверительных интер-






























































=== −  
 
По заданному уровню значимости 05095011 ,,p =−=−=α  
и числу степенней свободы 71=−−= mnν  находим критиче-





,tt ,,, ==− να . 
 
Доверительные интервалы параметров  имеют вид: *** ,, 210 ααα
 
9890365236342298903652363422 0 ,,,,,,




* ⋅+−<<⋅−− α , 
 
0684036524854006840365248540 2 ,,,,,,





* <<α ; 
 
19502890 1 ,,
* <<− α ; 
 
3246470 2 −<<−
*, α . 
 
Данные доверительные интервалы накрывают параметры 






9501 ,p =−= α . 
 
3. Так как остатки ),j(,yye jjj 101=−=  распределены по 
нормальному закону, то выявление статистически незначимых 














,t == . 
 
Сравним полученные значения , с критическим зна-
чением 
21 и tt
365279750 ,t ,, = . Как видно, для полученной статистики 
 превосходит критическое значение. Значит, коэффициент 2t
 49 
2a  отличен от нуля с вероятностью 0,95, т.е. переменная  
оказывает влияние на у. Значение  меньше критического. 
Значит, коэффициент  незначительно отличается от нуля. 
Об этом свидетельствует и тот факт, что доверительный ин-
тервал для  накрывает нуль. Следовательно, переменная  







Уравнение регрессии должно иметь вид .  220 ξββη
** +=
Для построения выборочного уравнения регрессии исполь-
зуем табличные значения  и у.  2x
Задача ставится теперь так: 
1) найти выборочный коэффициент корреляции и оценить 
его значимость; 
2) построить уравнение регрессии  и найти 








1. Так же, как и ранее, находим:  
 
,,9810−=ρ  ,,x 542742 =σ  ,,y 12082=σ  150183
2
2 ,x = . 
 














По уровню значимости 0050,=α  и числу степеней свобо-
ды 811101 =−−=−−= mnν  находим критическое значение 
306289750 ,tt ;,; ==νγ , где 97502050121 ,/,/ =−=−= αγ . Как 
 50 
 
видно, tнабл.> . Значит, с вероятностью р = 0,95 можно ут-
верждать, что 
νγ;t
0≠ρ , т.е. случайные величины 2ξ  и η  не 
являются независимыми. 
2. Находим оценки  и  коэффициентов  и  соот-







η  на : 2ξ
 
4580930221 20 ,b,,b
** −== . 
 
Выборочное уравнение регрессии имеет вид:  
 
24580930221 x,,y −= . 
 




























,,,,* 03202031245802 ⋅+−<< β  
 
После преобразований получим: 
 
0252583618 0 ,,
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