ON and OFF cell statistics during the absence and presence of a motion stimulus a) Our population average CV (red dot) is plotted against baseline firing rate, along with the average CV values of individual ON and OFF cells used in this study (dark grey;
We chose to use the values for 8 t   ms, since it respects the conditions of the theory, while giving even tighter estimates. Importantly, this choice does not impact the paper's conclusions.
Supplementary Figure 3 Discontinuous motion shifts the focal point for receding When long pauses are inserted between looming and receding trials (looming, 7 second pause, receding 10 second pause, repeat) the theory (left) predicts a focal point at 1.72 cm for receding motion. This is reflected in the shifted burst fraction measure to the (1.45, 1.65) cm interval (center) and the probability of a neuron in the population transitioning to the burst state as a function of object distance (right). Notice that this probability distribution is highly reminiscent of Fig. 4c how window length impacted our findings, and to determine which window length was most congruent with the theory, BFs were computed as a function of object distance for three fixed spatial intervals ( 1 x  = 1 mm, 2 x  = 1.5 mm and 3 x  = 2 mm). Each entry in the table records the distance interval found just before the BF threshold (0.3) as a ratio of the total number of intervals in which the 6 cm trajectory is subdivided. To avoid underestimating the BF (Fig. 3b) , and to account for some discrepancy between the population subsets used for each stimulus condition, the mean was measured for the first third (2 cm) of the approach, where the stimulus is undetectable, and then adjusted to match the mean population BF for its specific time window,
, determined from all 31 cells used in the study (Methods). Determining where the BF exceeds our threshold for these three different spatial intervals allowed us to compute their intersection and narrow down the predicted location of the F I maxima ( * x ) for each condition, for comparison with the theory. For the cases in which Eq. [2] was applied (1-4 cm/s looming and 2 cm/s receding), we found that the BF value lying just before the hard threshold of 0.3 contains the theoretically identified focal point consistently. The burst fraction intervals produced identical results for the 0.5 cm/s looming stimulus, which is in agreement with strong electromotor response behavior at slow speeds 8 . For the finer resolution (1 and 1.5 mm), the time windows grow shorter and underestimation appears to weaken the fidelity of our BF measure. In particular, the instances marked with a red star were omitted from the intersection operation as they generate the null set and stand at odds with the theory and behavior. 
Supplementary Note 1
ON/OFF cell spiking is memoryless during motion processing ON and OFF pyramidal cell spiking is highly irregular, which can be seen in the raster plots of Fig. 1a . Supplementary Fig. 1a shows 
Procedure
The application of the continuous time rescaling theorem 5 has one major drawback for neural data: it relies on the assumption of truly instantaneous events. Since action potentials actually have a 1-2 ms time course, and since data collection/analysis discretizes time, false rejection of the null hypothesis ( 0 : H ON and OFF cell spiking is not significantly different than realizations of a Poisson point process) is inevitable. When applied to our data, we observed the exact same spurious rejection previously reported 4 (see Fig. 1 within reference). To avoid potentially false conclusions that the neurons could not be described as a Poisson process, we applied the more recently published revised methods for discrete time 4 . The steps taken to obtain the rescaled ISIs are explicitly written out in Haslinger et al. 4 are now exponentially distributed and arise from a homogenous point process with unit rate.
Next, we followed the exact steps outlined in section 2.2 of the original time-rescaling Fig. 1b and Supplementary Fig. 1b) we performed a more stringent two-way KS test between our transformed ISIs and the uniform distribution (99% confidence, α = 0.01). As an illustration of the method and for the sake of comparison, simulated realizations from a Poisson process (three seconds, the same duration as our in vivo recordings for v = 2 cm/s) were included (Fig. 1b, Supplementary Fig. 1b ): in this case, the null hypothesis that spiking was Poisson could not be rejected. This is an important demonstration, since we are analyzing spiking over small intervals of time (on the order of a few seconds) and thus need to ensure that rejection of the null hypothesis obtained for baseline, looming and receding is not related to an under-sampling of the spiking process (previous studies 4, 5 used very long recording samples).
ISI serial correlation and renewal spiking
The rescaled ISIs further permitted us to examine potential intrinsic temporal correlations The following is a well-known result, explained without proof in the classic text of Dayan and Abbott 3 . We provide a proof here since the Poisson case is important for understanding our subsequent extension to non-Poisson spiking neurons.
Assume that the discrete probability density ( f ) of observing n spikes in a given interval of time () t  is conditional on the value of a stimulus feature ( x ) and follows the Poisson distribution: where the rate parameter λ is interpreted as the firing rate. The score of the likelihood, with respect to the stimulus feature x , can be determined as follows: To circumnavigate this experimental difficulty, we average the ISIs obtained in many repeated trials as a function of distance, which is the population averaged instantaneous firing rate. In neural spike train analysis, the hazard function for a neuron becomes its theoretical instantaneous firing rate for infinitesimally small intervals 6 . Note that over very small time windows ( t  ), the change in position of the stimulus is negligible, and the spiking statistics can be considered stationary with respect to stimulus-induced effects. In other words the timescales associated with spike generation far exceed those of our motion stimuli. This approximation of the hazard rate provides us with a simple and direct connection to our in vivo experiments.
After rate-rescaling the ISIs to remove the stimulus-induced correlations, ON and OFF cell spiking can be characterized as a renewal process, that is, the discharge probability depends only on the current stimulus value and the timing of the last spike ( 1 i t  ; Fig. 1c and Supplementary Fig. 1c ). This implies that the aforementioned cumulative likelihood, determined over the entire history 
Supplementary Note 3
A simple threshold for burst fraction demarcates the focal point
Bursts are often referred to as "informative" without precise meaning; here we explore their direct contribution to stimulus estimation. Both looming and receding motion are marked by prominent burst spiking, which is noted to occur in the near vicinity of our theoretically identified F I maximum (Fig. 1a) . Thus, we sought to better pinpoint the onset of bursting relative to the focal point, and further test the idea that a downstream decoder could establish a focal point based on a simple bursting criteria.
According to previous work 8 the baseline burst probabilities for ON and OFF cells have a mean and standard deviation of 0.25 +/-0.014 and 0.22 +/-0.012 respectively. We started by simply picking a threshold (0.3) significantly greater than these asymptotic estimates (see Fig.   3b ) of ON/OFF cell burst fraction (BF). Our reasoning was as follows: first, a BF value of 0.3 infrequently occurs in the ON/OFF cell populations under baseline conditions (Fig. 4c); secondly, extensive bursting across a population of ON or OFF cells could be rapidly detected at this threshold value. With respect to the downstream circuitry, the exact choice of 0.3 is slightly arbitrary but it was inspired by an obvious trend in the data: the burst fraction shoots up after crossing through the focal point region (1.25, 1.45) cm. We looked for a refined BF threshold value that was compatible with our theoretical predictions for 1-4 cm/s (shown in Supplementary   Fig. 2 ), described below.
Burst fraction
In order to determine when bursting became significantly activated, individual spike trains were separated into tonic (ISI > 10 ms) or burst (3 < ISI < 10 ms) spikes 9 . Burst fraction is computed as the number of burst spikes, divided by the total number of combined tonic and burst spikes. In previous work, BF was either determined in the absence of a stimulus or during presentation of stationary signals (e.g. sinusoidal EOD amplitude modulations), and thus the proportion of burst spikes was determined over the entire duration of a recording (on the order of seconds to minutes); for obvious reasons (see Fig. 3b ) we refer to this as the asymptotic BF. The (Fig. 3b) . This results in poor spatial resolution and quickly begins to defeat the purpose of our analysis -precisely determining the location of an FI maxiumum. For Figures 3b, 3c and 4b in the main text, 2 x  mm was chosen as the minimal interval that, when divided by our top speed, gave an acceptable T  while maintaining good spatial resolution. As shown in Supplementary Table 1 , 2 x  mm gave results that were very compatible with Eqs. [1] and [2] , whereas shorter intervals of 1 and 1.5 mm were less reliable. However, when in agreement with the theory, these shorter spatial intervals were useful as they allowed us to compute the intersection of the different x  and obtain improved spatial resolution for the identification of the focal point.
Note that 2 x  mm is a reasonable spatial resolution given the standard deviation for the position of optimal behavioral performance (1.7 mm; Fig. 2b that bursting activity is increasing and is detectable in the 24 th interval, but clearly the majority of the population has not fully transitioned to the burst state (Fig. 4c) . Based on our improved
Fisher information criterion, this is where we find * x , indicating that optimal estimation is achieved if the animal can maintain a distance near the location of a bifurcation to bursting in the population, where approximately half the units have transitioned to bursting (Fig. 4c) .
Our simple burst criterion is used as a means of assessing the relationship between bursting and optimal stimulus estimation, in addition to extending our analysis to stimulus conditions that cause significantly weaker firing rates (slower speeds or smaller spheres), where the theoretical analysis becomes less practical. This BF threshold of 0.3 was chosen based on our particular sample of the ON/OFF cell population under study and the choice of the burst fraction interval. In reality, we expect that downstream synapses in the midbrain are adapted to baseline burst statistics for a given decoding timescale ( t  ) and that, unlike the hard-threshold used in our analysis, a soft dynamic threshold is more likely utilized in freely swimming fish. In addition to BF, encoding BF slope is also likely important. Stimulus intensity could be encoded as relative changes in BF, where the tonic and burst spikes are extracted by facilitating and depressing synaptic dynamics 11, 12 . However, these speculative ideas will require extensive further study and are beyond the scope of this paper.
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