I INTRODUCTION
Mobile Adhoc Network (MANET) is a collection of mobile nodes with dynamic topology. Such networks are of interest because they do not require any prior investment in fixed infrastructure. Instead, the network nodes agree to relay each other's packets and hence act as routers and automatically form their own cooperative infrastructure. The Mobile Adhoc Network is one of the emerging fields of research in the domain of Wireless Networking. The Mobile Adhoc Network, due to its quick and economically less demanding deployment, find applications military, collaborative and distributed computing, emergency operations, wireless mesh networks, wireless sensor networks hybrid wireless network architectures.
There are many issues that affect the design, deployment and performance of such systems in physical layer, medium access control, routing, and transport to provide the required power and bandwidth efficiency, quality of service and real-time environment.
The primary responsibility of a medium access control (MAC) protocol in Adhoc Network is the distributed arbitration for the shared channel for transmission of packets. The performance of Adhoc Network depends upon the sincerity of the MAC protocol. The MAC protocol for this type of network should (1) be distributed with minimum control overhead (2) be able to alleviate the effects of hidden terminals (3) allow the exposed terminals to transmit in a controlled manner without affecting the ongoing data transfer.(4) exhibit fairness in equal share of data transfer or bandwidth among competing nodes. (5) support real time traffic such as audio, video etc. (6) support transmission power control (7) maximize channel utilization with minimum control overhead (8) minimize the access delay (9) be compatible with directional antenna.
II RELATED WORKS
Many researchers have proposed different medium access control protocol for mobile adhoc network .The legacy IEEE 802.11 DCF [1] is distributed, avoid hidden terminal problem but neither consider the Quality of Service (QoS) nor the fairness issues. Sobrino et al. has proposed Black Burst [2] to provide QoS by jamming the channel through energy pulses for the node with time sensitive traffics. Similarly enhancement of QoS through priority based service differentiation has been reported [3] [4] [5] , but these schemes do not address the fairness and multihop issues. The upcoming standard of the IEEE 802.11e mac [6] introduces the enhanced distributed channel access (EDCA) mechanism to enhance Quality of Service. DFS algorithm reported [7] to provide fairness, implements a self clocked fair queuing by calculating the back off interval in proportion to the ratio of packet length and weight of a flow. A different approach has been adopted to provide fairness among competing nodes [8] . This approach describes the maximization of utility function by constructing a resource contention graph and an algorithm of contention resolution graph. Fairness in channel sharing is realized by controlling the contention window size for each station [9] . Though the above algorithm addresses the fairness issues, the QoS and multihop issues remain untouched. More recently Park et al. [10] has proposed a noble FQA algorithm in which both fairness and QoS are addressed. In this scheme, fairness assurance is described by estimating the fair share for each station and dynamically adjusting the service levels of packets. FQA provides quantitative service assurance in terms of queuing delay and packet loss rate. But this mechanism also does not address the multihop issue.
III PROPOSED PROTOCOL
In this section, the detailed description of the protocol is given. This protocol employs the IEEE 802.11 as a subroutine for channel contention. The proposed protocol which is designed for the MAC layer of adhoc network and has the following key features: (1) It supports quality of service (2) It provides flow based fairness. That means it exhibits fairness to different flows but of the same priority class. (3) It also works in a multihop adhoc network. The detailed working of the protocol is given through the flow chart in Figure: 2and 3
In order to provide service differentiation to different types of traffic different priority level is assigned. Hence if the traffic is of higher priority level, it will contend for the channel with a lower CWmin and CWmax. In this work, three types of traffics are involved: voice traffic (constant bit rate), video traffic (variable bit rate) and datagram traffic. The priority level assigned to voice, video and data are 2, 1 & 0 respectively. Hence voice traffic will contend the channel with less contention window size and data traffic with larger window size. Typically, CWmin and CWmax has been taken as (7, 15) , (15, 31) and (31, 1023) for priority class 2,1and 0 respectively. When the MAC protocol is to be applied in a multihop environment, it becomes challenging. Because the intermediate nodes not only have to transmit own generated traffic but also have to forward the packets received from its previous nodes. Let it be illustrated with an example. Figure : Each node maintains three queues q2, q1, q0 to enque the packets of different priority class 2, 1 and 0.After receiving the packet and knowing the type of traffic they are enqued in their respective queues. As per the priority level, the queues are dequed.In our work the queue maintained for voice traffic that is q2 is attended first .then q2 and lastly q1.The operations are explained through flow chart in Figure 2 . Initially set the serv_flow =1 for all flows on seeing the packets of those flow for the first time, where serv_flow is the number of service obtained by the flow in the network. It is simply the number of packets of the particular flow has reached the destination successfully. So when the packets pass to the intermediate node, they also make the record of the serv_flow along with the ID of the flow in the locally maintained table of serv_flow. When the intermediate stations receive the packets of a new flow they set the serv_flow=1 with flow ID locally. When the packet finally reaches to the destination the destination node will reply with a ACK. On receiving the ACK, the intermediate node increment serv_flow of the concerned flow by 1 and forward the ACK to the downstreams node upto source node of the particular flow. Hence on sending the 1 st packet of a particular flow successfully to the destination, all the nodes passed by the flow have set the serv_flow=2. So each node keep record of the services obtained by each flow generated and passing through it.When the packets of two different flows but of same priority has been enqued in IFQ(interface queue) , the packet belonging to the minimum served flow is dequed . From the expression (2) it may be observed that scaling factor will be less than 1, when service obtained by the present flow is less than the other flows. Hence it will contend for the channel with still less contention windows. The working of the proposed protocol is described in flow charts (Figure 2 &3) Figure : 3 explains the details of how the packets are dequed and processing there after.q2 the highest priority queue is checked first and if it found to be non -empty, the packet is dequed.The contention window is set for that prioritized traffic , which is typically taken as 7,15 in this work. Then CWsize is multiplied by the scaling factor. If the number of service obtained by the flow to which the packet belongs to is less compared to the minimum service among other flows then the CWsize will be reduced and the node will contend for the channel with a less window size for the packet belonging to less served flow.If the service obtained by the concerned flow is more than the minimum served flow the contention window size will be set more. The operations are repeated until all the the queues are empty. Illustration with an example: The protocol is explained by taking an example of a simple multihop adhoc network with different flows as shown in the Figure : 4 generates voice packets belonging to the priority level 2 and let it be designated by flow ID f B2 . This node 'B' not only have to transmit from its own f B2, but also forward the packets of f A2 ,f A1 and f A0 .Node 'C' generates data packets which belongs to the priority level '0' and let the flow ID be set as f C0 . The node 'C' forwards the packets of flows f B2 , f A2 ,f A1 and f A0 also transmits the packets from it's own f C0. Initially all the flows f B2 , f A2 ,f A1 , f A0 and f C0 service obtained by the flow (serv_flow) equals to 1.That means , serv_ f B2 = 1, serv_ f A2 = 1, serv_ f A1 = 1 , serv_ f A0 = 1 and serv_ f C0 = 1. Let node 'A' simultaneously have voice , video and data packets to transmit. According to the rule the packets belonging to the priority 2 will be dequed and node 'A' will contend to access the channel with CWmin, CWmax belonging to the priority 2. If the node becomes successful in accessing the channel and send the packets which consequently reach its intended destination 'D' then 'D' increment serv_ f A2 by 1 that is equal to 1. This information is piggybacked in the ACK packet and send to the downstream nodes (towards source).When node 'C' receives the ACK, it set serv_ f A2 =2 ; The node B and hence node A also set their serv_ f A2 =2 on receiving the ACK . Now node 'B' suppose want to transmit its own voice packets belonging to the flow f B2 at the same time node 'A' wants to transmit the packet belonging to f A2 . As serv_f A2 =2 and serv_f B2 = 1 at B, the packets belonging to the less served flow that is f B2 will be dequed. Node 'B' will contend for accessing the channel with contention window size with the scaling factor 0.5 where as node A will contend with the scaling factor 1. That means the node B will contend for the channel with less sized window as compared to node A .Hence node B will be in a better position to access the channel. Hence the packets belonging to a less served flow such as serv_f B2 will be transmitted thereby showing the fairness.
FIGURE :2 FLOW CHART FOR ENQUE OPERATION
A B C D f A2 f f A1 f A0 f A2 f A0 f A1 f B2 f B2 f A2 f A1 f A0 f C0 f B2 f A2 f A1 f A0 f
IV. SIMULATION WORK
The simulation was carried out by using ns2.39 simulator [11] . The following parameters were used in the simulation. The time elapsed between the instant the source transmits the packet & the instant the destination node receives it. B.Saturation Throughput Saturation throughput is the maximum limit of the throughput that the system can carry in stable condition. In several access mechanisms the throughput increases with the offered load .It increases to a maximum value called maximum throughput and then starts decreasing as the offered load increases further. This causes in the practical impossibility to operate the random access scheme at its maximum throughput for a long period time. Hence it is meaningless to take the maximum throughput as the performance figure and hence saturation throughput is taken for performance measurement. The simulation results are described as follows.
Figure: 5: Transmission Delays
The delay experienced by various traffic categories voice, video and data is shown in the above plot (Fig.5) . The high priority traffic which is time sensitive is experiencing fewer delays. Delay increases for low priority traffic. The high priority traffic also experiences much delay when the number of nodes in the network increases. Further it is observed that Delay increases slowly in case of a high priority traffic such as voice where as it increases sharply for low priority traffic such as data.
Figure:6:Saturation throughput
The above plot shows that the throughput for voice and video in worst condition is higher to that of Data.
Figure: 7:Transmission probabilities
The above plot shows the transmission probabilities of different traffics. It may be concluded that the high priority traffic has got the high probability of transmitting the packets.
V. CONCLUSION
In this paper, a medium access control protocol has been proposed for adhoc network. The protocol supports quality of service, exhibits fairness over multihop adhoc network. Throughput and delay experienced by different type of traffics were also analyzed. It was found that the high prioritized traffics have high throughput and experienced less delay as compared to the low prioritized traffics. Hence time sensitive traffics may be assigned high priority and its delay and bandwidth requirement may be served qualitatively. Although, Quality of Service assured protocol has been proposed in this paper, there are some works still to be addressed. In this paper, channel is assumed to be ideal. Hence the working of the protocol under noisy condition may need to be studied. As in Mobile Adhoc Network (MANET), any node may join or leave at any instant of time. Hence the topology of the network changes dynamically. The working of the protocol under such condition still remains to be explored.
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