HTTP streaming, which is currently based on the pull-based HTTP/1.1 protocol, has a tradeoff problem between overhead and adaptivity. We propose an adaptation method for adaptive streaming over the new HTTP/2 protocol, leveraging its server push feature. The method is based on a cost function that takes into account the number of pushed segments and the client buffer level. Experiment results show that the proposed method can improve the balance between the number of requests and buffer stability compared to existing methods.
Introduction
Dynamic and Adaptive Streaming Over HTTP (DASH) standard has emerged as a dominant standard for video streaming over the Internet, especially for mobile devices [1] [2] . For adaptivity to network fluctuations, a video is encoded in different quality versions, each is further divided into short segments. Currently, the target delivery protocol in DASH is HTTP/1.1, so each segment is delivered by a pair of request-response [2] . Usually, video segments have a fixed duration, typically from 2s to 10s [3] . Obviously, using a long segment duration would benefit from fewer requests, and so less overhead for client/server and networks. However, a long segment duration results in buffer instability [3] and large delay [4] . For adaptivity and low delay, one can use short segment durations; yet, this requires more requests. The overheads caused by using many requests are presented in [4] [5] . Specifically, the more frequently the requests are sent, the more the energy is consumed in mobile devices. Moreover, though having a small data size, each request should be processed by network nodes (e.g. proxies and servers) on the content delivery path. So, a huge number of requests will significantly increase the processing complexity of network nodes [5] . The recently ratified HTTP version 2 (HTTP/2) provides a new feature called server push [6] , which is expected to reduce the request-related overheads [4] [5] . This feature, which allows the server to respond a request with multiple consecutive segments of the same version, enables the use of a short segment duration without having to use too many requests. In this trend, the ISO/IEC MPEG group is working on an extension of DASH, where an HTTP/2-based request can specify the number of requested segments [7] . Recently, the server push feature has been employed for low latency streaming [5] and low request-related overheads [6] . However, in the existing studies, the number of pushed segments per request is fixed and the considered network throughput is simply constant. To the best of our knowledge, no previous work has adaptively decided the number of pushed/requested segments for a request. In this study, we propose a novel adaptation method for adaptive streaming over HTTP/2, under time-varying bandwidth. To find the optimal number of pushed segments for a given request, we define a cost function depending on two factors, which are request cost and buffer cost.
Proposed method
In general, a streaming client should 1) estimate the throughput and 2) decide the video bitrate for a request [2] [3] . In this work, we adopt the method presented in [3] to estimate the throughput. For streaming over HTTP/2, our goal is to decide the video bitrate and the number of pushed segments for a given request, so as to have a small number of requests and a good buffer stability. Suppose that, after sending request i-1 (called the last request) asking for N i-1 segments, the client has just received all N i-1 requested segments, each has a duration of τ seconds. The current buffer level is B i-1 . Now, for the next request i, the client will decide the bitrate R ij and the number of pushed segments N i . Here R ij means the bitrate version j (1≤j≤M, where M is the number of versions) decided for request i. Denote T i the estimated throughput for response i, which is obtained by the method of [3] , and C the cost caused by a decision with R ij and N i . Given the estimated throughput T i , the current buffer level B i-1 , and the low buffer constraint B low , the adaptation problem can be formulated as follows.
For the next request i, decide R ij and N i to minimize the cost C which is a function of N i and R ij
In this study, bitrate R ij is decided as the highest bitrate that is lower than T i .
where µ is the safety margin (0<µ<1) [1] [2]. After receiving N i requested segments, the buffer will have additionally τ×N i seconds of media. However, the transport time of those segments takes (τ×N i ×R ij )/T i seconds. So B i can be estimated as follows.
For the above goal, we define the cost function C as a weighted sum of request cost C rq and buffer cost C bf .
where α is a weighting parameter. The request cost C rq is computed as a linearly decreasing function of N i as follows.
The buffer cost C bf is computed based on the following observations. First, a high value of N i would increase the chance that the buffer level reduces significantly when the throughput drops, so C bf should be proportional to N i . Second, a higher buffer level helps the client tolerate throughput drops, and thus reduce C bf . Consequently, C bf is computed by
In our method, the decision based on (5)(6)(7) is applied when B i-1 ≥B low . When B i-1 <B low , the client switches to the so-called conservative mode. In this mode, if the throughput decreases, N i is set to 1; and if the throughput increases, N i is simply increased by 1 every two requests until B i-1 ≥B low . As seen in the next section, our method rarely goes into the conservative mode.
As the problem space of this decision process is small, we apply a full search to find the best decision. Specifically, cost C corresponding to each of the available values of N i is first computed using (5)(6)(7). Then, the one having the minimum value of C and satisfying condition (2) is selected as the number of pushed segments for the next request. In our method, the first request asks for one segment (i.e. N 0 =1) of the lowest bitrate version.
Experiment Results
Our experiment test-bed is based on that of [1] , with protocol updates to support HTTP/2. The client running the proposed method above is implemented in Java. The number of pushed segments is included in the query string of the HTTP/2 request. At the server, a video, consisting of 1000 segments with duration τ=1s, is provided at 15 bitrate versions, from 200kbps to 3000kbps with a step of 200kbps. The network is emulated using a real mobile bandwidth trace (Fig. 1 ) [8] . The maximum number of pushed segments is set to 4, µ to 0.1 and round-trip time to 100ms. The proposed method is compared to push-N method of [4] [5], in which N (1≤N≤4) segments is pushed per request. The client buffer size is set to 16s and B low to 12s. For clarity, an excerpt of adaptation results from t=80s to t=110s is provided in Fig. 2 , showing the resulting video bitrate and buffer level. The bitrate curve of our method with α=0.6, additionally attributed by N i , shows that the optimal value of N i is 2 before t=85s. As the throughput decreases, N i is reduced to 1 at t=91s. After that, N i is increased to 2 and then 3. Also, the decided bitrate closely follows the throughput. Thanks to this adaptivity, our method can help prevent buffer level drops as the throughput continues to decrease. Meanwhile, with the push-N method, only push-1 policy can provide a more stable buffer than our method; however, the number of requests almost doubles that of our method. All the other push policies are less responsive and result in less stable buffers. Our method with α=0.6 results in much fewer requests and a higher buffer level curve compared to the push-2, push-3, and push-4 policies. For overall statistics, Table I shows the number of requests, p(B < B low ) the probability that buffer level B < B low , the minimum buffer level B min , and the average video bitrate. Note that the first two parameters are the lower the better and the last two are the higher the better. It can be seen that push-N method results in a poor tradeoff between requests and buffer stability. When N=1, it is possible to achieve a stable buffer with B min = 12.91s and p(B < B low ) = 0 .
However, the client/server and networks must handle 1000 requests in this case. while the number of requests is just a little higher (348 versus 334). It should be noted that the average bitrate of our method is always comparable to or higher than those of the push-N method.
The above results imply that our method can smartly change the number of pushed segments according to network fluctuations. Also, by adjusting the value of the weight α, the tradeoff between the number of requests and buffer stability can be controlled.
Conclusions
In this study, an adaptation method for adaptive streaming over HTTP/2 has been proposed. This method employed a cost function of both the number of pushed segments and the client buffer level. The experiment results showed that our method improved the tradeoff between the number of requests and buffer stability by smartly changing the number of pushed segments.
