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EVALUACIÓN MEDIANTE INDICADORES CLAVE DE 
RENDIMIENTO DEL DESPACHO ECONÓMICO 







El presente artículo resuelve el problema 
de coordinación hidrotérmica mediante la 
utilización de técnicas heurísticas como 
alternativa a los métodos de optimización 
exactos. Las técnicas utilizadas son el 
método de enjambre de partículas, 
algoritmos genéticos con sus variantes de 
selección por ruleta y torneo y el novedoso 
y reciente algoritmo lobo gris. El objetivo 
del modelo de optimización planteado 
radica en la minimización de la función 
objetivo referente al costo de combustibles 
de las centrales térmicas considerando, 
además, el efecto de punto de válvula que 
le da un toque más realista al problema. La 
metodología de solución propuesta 
incluye penalizaciones en la función 
objetivo relacionadas a las violaciones de 
las restricciones de balances de potencia y 
el balance dinámico de los reservorios.  
El despacho económico se ejecuta para un 
sistema de prueba compuesto por 
múltiples centrales térmicas y varias 
centrales hidroeléctricas con reservorios 
en cascada. Los algoritmos desarrollados 
se implementaron en el software Matlab. 
Adicionalmente, se evalúa 
innovadoramente los resultados logrados 
por cada técnica heurística mediante la 
utilización de diferentes indicadores clave 
de rendimiento. 
 
Palabras Clave: Despacho Económico de 
Generación, Despacho Económico 
Hidrotérmico, Técnicas Heurísticas, 
Indicadores Clave de Rendimiento. 
This paper solves the hydrothermal 
scheduling problem by using heuristic 
techniques as an alternative to exact 
optimization methods. The techniques 
used are the particle swarm method, 
genetic algorithms with its variants of 
selection by roulette and tournament and 
the novel and recent grey wolf algorithm. 
The objective of the proposed 
optimization model lies in the 
minimization of the objective function 
regarding fuel costs of thermal power 
plants, also considering the valve point 
effect that gives a more realistic touch to 
the problem. The proposed solution 
methodology includes penalties in the 
objective function related to the violations 
of constraints of the power balance and 
dynamic balance of reservoirs. 
The economic dispatch is executed for a 
test system composed of multiple thermal 
power plants and several hydroelectric 
power plants with cascaded reservoirs. 
The algorithms developed were 
implemented in the Matlab software. 
Additionally, the results achieved by each 
heuristic technique are innovatively 





Keywords: Generation Economic 
Dispatch, Hydrothermal Economic 
Dispatch, Heuristic Techniques, Key 
Performance Indicators.  
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1 Introducción 
La generación de energía eléctrica a gran 
escala en los sistemas eléctricos de 
potencia (SEP) a través de generación 
centralizada involucra costos de 
producción asociados directamente a cada 
unidad generadora, por ello los estudios 
de planificación y operación económica 
de los sistemas de potencia y 
específicamente, el problema de despacho 
económico (DE) busca determinar la 
programación de generación óptima que 
permita satisfacer la demanda de carga 
requerida por un país, de tal manera que 
los costos totales de producción sean los 
mínimos [1] y además, se logre elevar la 
confiabilidad del sistema para el 
suministro de energía tanto a grandes y 
pequeños consumidores conectados a la 
red eléctrica [2], [3]. 
Los sistemas de potencia modernos 
cada vez buscan una mayor producción de 
energía eléctrica que sea amigable y no 
contaminante para el medio ambiente 
mediante el aprovechamiento de las 
fuentes de energía renovables (ER). Las 
ER se pueden dividir en dos categorías: 
fuentes de energía renovables 
controlables (ERC) conformadas por la 
energía hidroeléctrica, biomasa y 
geotérmica; y las fuentes de energía 
renovables variables (ERV) como la 
eólica y solar [4]. Una de las desventajas 
de las ERV es su comportamiento 
estocástico que provoca que sean un tipo 
de fuentes de energía muy intermitentes 
que afectan en cierta manera a la 
confiabilidad y seguridad del SEP [5]; de 
este modo, la energía hidroeléctrica al ser 
una ERC que aprovecha uno de los 
recursos naturales más abundantes en la 
naturaleza como lo es el agua para la 
producción de electricidad [6], se 
convierte en una de las fuentes de energía 
limpias que proporciona mayor 
estabilidad, confiabilidad y flexibilidad al 
sistema [7], logrando así posicionar a las 
centrales hidroeléctricas como el tipo de 
tecnología de generación renovable con 
mayor porcentaje de capacidad instalada 
en los actuales sistemas de potencia [8].  
En referencia a las centrales 
termoeléctricas, su puesta en marcha y 
operación representan costos muy 
elevados por el uso de combustibles 
fósiles para su funcionamiento; sin 
embargo, una de las ventajas de este tipo 
de centrales es que le brindan mayor 
robustez al SEP, pues se encargan de 
suplir la demanda de energía que no es 
capaz de ser suministrada por las centrales 
de generación renovable [9]. Por 
consiguiente, conociendo que la 
operación económica de la generación 
termoeléctrica es costosa y que la mayoría 
de sistemas de potencia se encuentran 
conformados principalmente por 
centrales hidroeléctricas y térmicas [10], 
el problema de despacho económico 
hidrotérmico (DEHT) se plantea como un 
punto neurálgico para la elaboración de 
un buen programa de generación, ya que 
a través de éste se busca determinar la 
gestión óptima de los reservorios para los 
flujos de descarga de agua por las 
centrales hidroeléctricas durante un 
determinado período de tiempo a medida 
que los costos totales de producción por 
combustibles de las centrales térmicas 
sean mínimos, considerando tanto las 
restricciones operativas de las unidades 
de generación hidráulicas y térmicas, el 
equilibrio entre la generación y demanda 
y las restricciones propias de operación 
del sistema [11].  
Las funciones de costos de 
combustible de las centrales térmicas se 
modelan tradicionalmente como 
funciones cuadráticas convexas [12]–[14] 
que hacen que el despacho económico 
termoeléctrico sea un problema de 
carácter no lineal. Ahora bien, el nivel de 
complejidad se eleva aún más para un 
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sistema de generación compuesto tanto 
por centrales hidroeléctricas y térmicas, 
pues se deben considerar además, las 
limitaciones propias de las plantas 
hidroeléctricas como los límites de 
almacenamiento de los embalses, las tasas 
de descarga de agua para las turbinas y el 
equilibrio dinámico que debe mantenerse 
para la gestión de los embalses cuando se 
dispone de centrales hidroeléctricas 
acopladas en cascada [3]. Los métodos de 
optimización que se han venido utilizando 
para resolver adecuadamente el problema 
de despacho económico hidrotérmico se 
pueden dividir en dos grandes grupos: 
métodos exactos o también denominados 
deterministas y métodos heurísticos [15], 
[16]. 
Los métodos deterministas son 
técnicas basadas ya sea en esquemas 
enumerativos como la programación 
dinámica o con un enfoque derivativo 
donde se aplican operadores como el 
hessiano o gradiente [17] que les permiten 
garantizar resultados óptimos para el 
problema de despacho económico 
hidrotérmico, pero a expensas de un alto 
procesamiento computacional [18]. 
Adicionalmente, cuando se consideran 
sistemas de potencia de mayor tamaño, 
estas técnicas tienden a entregar 
soluciones subóptimas, puesto que se les 
dificulta el manejo de las restricciones de 
las centrales hidroeléctricas y térmicas en 
conjunto debido a que la dimensionalidad 
del problema crece tras el incremento de 
unidades de generación a ser consideradas 
[19], [20].  
En la literatura se encuentran diversos 
trabajos que han abordado el despacho 
hidrotérmico a través de métodos 
deterministas como [21], [22] que 
emplean programación dinámica (DP) 
para un horizonte de planificación de 
corto plazo. En [21] se aplica 
específicamente programación dinámica 
diferencial extendida con la finalidad de 
reducir la complejidad del problema por 
su alta dimensionalidad. El modelo de 
optimización que propone considera el 
impacto de posibles cambios imprevistos 
de los niveles de afluencia naturales en el 
costo total de operación y particularmente 
para el subproblema térmico es 
importante mencionar que emplea 
multiplicadores de Lagrange. 
Con respecto a [22], se evidencia la 
propuesta de un algoritmo híbrido entre el 
método de multiplicadores y 
programación dinámica diferencial. La 
relación recursiva que implementa este 
trabajo a través de DP para relacionar 
cada una de las etapas es hacia atrás, es 
decir, construye una política óptima 
sucesiva basada en etapas 
inmediatamente anteriores a ella. El 
modelo con el que representa la 
conversión de energía hidráulica en 
energía hidroeléctrica se basa en 
funciones lineales. 
La utilización de programación 
dinámica estocástica para un horizonte de 
planificación a largo plazo se encuentra 
en [23], [24] que toman como caso de 
estudio el sistema de potencia brasileño. 
En [23] se modela el recurso hídrico 
mediante cadenas de Markov para el caso 
de una sola planta hidroeléctrica al igual 
que en [24], que utiliza un sistema 
equivalente de reservorios pero propone 
el método de Monte Carlo como 
estrategia de muestreo. 
El método de relajación lagrangiana es 
otra técnica exacta disponible en trabajos 
como [25]–[27]. En [25] se propone una 
mejora a la función lagrangiana para 
incorporar restricciones de reserva 
rodante, pero emplea programación 
dinámica para el subproblema térmico. En 
[26], en cambio se propone el uso de 
relajación lagrangiana aumentada 
considerando restricciones de emisión por 
gases y toma como caso de estudio un 
sistema de prueba compuesto por un 
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conjunto de plantas hidroeléctricas de 
almacenamiento por bombeo. Por otra 
parte, si bien en [27] también se propone 
el uso de relajación lagrangiana, el 
modelo de optimización que considera no 
toma en cuenta la restricción de 
volúmenes de almacenamiento finales 
para la programación de las unidades 
hidroeléctricas, sino que solo fija una 
cantidad máxima de agua que puede ser 
turbinada en todo el horizonte de 
planificación. 
Por último, otro trabajo relevante con 
un enfoque determinista se encuentra en 
[28], el cual emplea el método de Newton 
basando su metodología de solución en el 
cálculo de los factores LU luego de 
permutar las filas de la matriz jacobiana. 
El modelo de generación hidráulico que 
se considera en este trabajo es una 
expresión del tipo lineal que se encuentra 
en función del flujo de descarga y, 
además, el enfoque de despacho 
económico que propone es para sistemas 
equivalentes térmicos. 
Los métodos heurísticos se 
caracterizan por ser algoritmos 
principalmente inspirados en eventos 
propios de la naturaleza o fenómenos 
biológicos [29], [30] que en los últimos 
años han venido siendo considerados 
como alternativas muy llamativas a los 
métodos exactos tradicionales por su 
enorme potencial al ofrecer respuestas de 
alto nivel cuasi óptimas [31], [32] con una 
implementación algorítmica más sencilla 
y tiempos de simulación más cortos o 
incluso también permitiendo llegar a 
conseguir soluciones óptimas 
globalmente factibles para problemas de 
menor o gran envergadura [33].  
Existen varios trabajos disponibles en 
la literatura que han abordado el problema 
de despacho económico hidrotérmico a 
corto plazo mediante el uso de técnicas 
heurísticas como, por ejemplo:  
En [34] se emplea programación 
evolutiva rápida proponiendo el uso de 
técnicas de mutación gaussiana y de 
Cauchy, el sistema de prueba en el que 
ensaya el algoritmo considera múltiples 
reservorios en cascada y un sistema 
equivalente térmico considerando el 
efecto de punto de válvula en la respectiva 
función de costos de la planta 
termoeléctrica. 
El algoritmo de búsqueda Tabú es 
usado en [35], pero se lo complementa 
con el método de descomposición de 
Benders con la finalidad de incluir 
además en el modelo de optimización los 
costos de puesta en marcha de las 
centrales térmicas y resolver 
simultáneamente el problema de 
compromiso de unidad o Unit 
Commitment. El sistema de prueba que 
considera incluye múltiples centrales 
térmicas, pero no considera el efecto de 
punto de válvula. 
En [36] también se emplea el algoritmo 
de búsqueda Tabú y al igual que el trabajo 
anterior se complementa con otra técnica 
de optimización, pero la diferencia es que 
no utiliza un método exacto dado que usa 
la técnica de programación evolutiva. En 
este trabajo también se aborda el 
problema de Unit Commitment y 
considera funciones de costos cuadráticas 
convexas para las plantas termoeléctricas. 
En [37] también se evidencia una 
combinación de técnicas heurísticas, 
siendo estas la de templado simulado y 
algoritmos genéticos. El modelo 
matemático que utiliza para representar la 
tasa de descarga de las plantas 
hidroeléctricas se basa en una ecuación 
lineal que se encuentra en función de su 
potencia de salida. El algoritmo 
presentado en este trabajo permite 
analizar sistemas múltiples de centrales 
térmicas. 
Por otra parte, en [38] se divide en dos 
secciones el problema de despacho 
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hidrotérmico, usando algoritmos 
genéticos (GA) para el subproblema 
hidroeléctrico y para el térmico se emplea 
una técnica exacta conocida como método 
de iteración Lambda considerando las 
pérdidas por transmisión. El sistema de 
prueba que considera se encuentra 
formado por múltiples centrales térmicas 
y sus respectivas funciones de costo de 
combustibles no toman en cuenta el efecto 
de punto de válvula. 
Otro trabajo muy interesante es [39] 
que aborda tanto el problema de 
coordinación hidrotérmica y Unit 
Commitment (UC) con algoritmos 
genéticos, pero para determinar el 
esquema de despacho de las unidades 
térmicas usa el método de multiplicadores 
de Lagrange sin considerar pérdidas por 
transmisión. Además, propone la 
utilización de curvas de costos futuros 
para la generación hidroeléctrica y las 
funciones de costos de las centrales 
térmicas las modela como cuadráticas 
convexas.  
El método de optimización por 
enjambre de partículas también ha 
arrojado excelentes resultados para el 
problema del DEHT evidenciándose en 
trabajos como en [40], [41] que lo utilizan 
con distintos enfoques. En [40] se 
propone abordar el problema 
considerando múltiples reservorios en 
cascada y los tiempos de retardo en el 
transporte de agua. Para el caso de [41] se 
propone una mejora al algoritmo PSO con 
una estrategia dinámica de búsqueda. El 
sistema de prueba que considera también 
toma en cuenta múltiples reservorios en 
cascada y los tiempos de retardo, pero, 
aunque considera el efecto de punto de 
válvula, lo aplica para un sistema 
equivalente térmico. 
En [20], en cambio, se implementa un 
algoritmo basado en la polinización de 
flores (FPA). En este trabajo 
particularmente se considera un sistema 
de prueba compuesto por una planta 
hidroeléctrica y una planta termoeléctrica 
equivalente con su función de costos de 
segundo grado sin incluir el efecto de 
punto de válvula.  
En [42] se utiliza otra técnica 
heurística como lo es el algoritmo de 
búsqueda cuco (Cuckoo Search) que se 
basa en la modalidad de reproducción que 
tienen los pájaros cucos. En este trabajo 
se considera funciones cuadráticas no 
convexas para la representación de los 
costos de producción de las centrales 
térmicas, además, para el modelamiento 
de la potencia de salida de la central 
hidroeléctrica utiliza una ecuación 
cuadrática pero que, únicamente depende 
del caudal turbinado. 
Adicionalmente, otro algoritmo 
heurístico novedoso importante de 
mencionar es [10], el cual propone la 
aplicación del algoritmo de colonia de 
abejas artificiales (ABC). En este trabajo 
se consideran las pérdidas en el sistema de 
transmisión, pero utiliza un modelo de 
planta térmica equivalente sin considerar 
el efecto de punto de válvula en la función 
de costos y, además, representa el caudal 
turbinado por la planta hidroeléctrica a 
través de una función lineal.  
Por otra lado, [43] es otro trabajo que 
aplica un enfoque no determinista a través 
de la aplicación de un algoritmo de 
optimización fundamentado en el 
comportamiento de saltamontes. En este 
trabajo se efectúa un despacho económico 
para un sistema de prueba compuesto por 
múltiples reservorios y considerando la 
influencia del efecto de punto de válvula. 
Además, en el modelo de optimización 
toma en cuenta restricciones de emisión 
de gases contaminantes realizando un 
despacho multiobjetivo. 
La mayoría de trabajos que han 
planteado en sus investigaciones la 
utilización de métodos heurísticos para 
abordar el problema de despacho 
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económico hidrotérmico han probado sus 
algoritmos en sistemas de prueba estándar 
disponibles en la literatura con el 
propósito de comparar sus resultados y 
contrastar la eficacia y calidad óptima que 
ofrecen sus soluciones con respecto a los 
resultados obtenidos por algoritmos ya 
existentes basados en métodos 
deterministas tradicionales o que también 
han utilizado otras técnicas heurísticas; 
sin embargo, las principales métricas con 
las que se han venido comparando dichas 
soluciones se basan en los costos totales 
por combustibles de las centrales térmicas 
y en ocasiones se mencionan los tiempos 
de CPU empleados, a través de los cuales 
no es posible realizar un análisis 
comparativo completo del rendimiento 
mostrado por cada método de 
optimización.  
Con base en el precedente de la falta de 
métricas puntuales que permitan evaluar 
el desempeño de los métodos de 
optimización utilizados en el problema de 
despacho económico, el presente artículo 
propone incorporar el uso de indicadores 
clave de rendimiento (KPIs) en el área de 
operación económica de sistemas de 
potencia y singularmente para la 
problemática de programación de 
sistemas hidrotérmicos con el objetivo 
fundamental de proponer diferentes KPIs 
que puedan ser utilizados como 
parámetros evaluadores del desempeño 
alcanzado por cualquier algoritmo 
heurístico utilizado para resolver el 
problema de despacho económico 
hidrotérmico a corto plazo.  
Este trabajo de investigación plantea el 
uso de tres técnicas de optimización 
heurísticas que resuelvan el DEHT para 
un sistema de potencia de prueba 
compuesto por un conjunto múltiple de 
centrales termoeléctricas y centrales 
hidroeléctricas acopladas en cascada para 
un horizonte de planificación de 24 horas. 
En el modelo de optimización se 
consideran restricciones como el balance 
de potencia, los límites de caudal y límites 
de almacenamiento de los reservorios de 
las centrales hidroeléctricas. Además, 
para el caso de las centrales térmicas se 
considera el efecto de punto de válvula en 
sus funciones de costos y también se 
toman en cuenta los límites de potencia de 
salida mínimos y máximos tanto de las 
plantas generadoras térmicas e 
hidráulicas. 
En adelante el presente artículo se 
encuentra distribuido de la siguiente 
manera: en la Sección 2 se describe 
conceptualmente las directrices del 
despacho económico de generación y se 
realiza una revisión detallada del 
problema de despacho hidrotérmico y una 
breve reseña sobre los métodos de 
solución exactos usados tradicionalmente 
para el DEHT. En la Sección 3, se 
explican las técnicas heurísticas 
consideradas en este documento para 
resolver el problema de despacho 
económico hidrotérmico a corto plazo. En 
la Sección 4 se describe la propuesta de 
aplicación de los indicadores clave de 
rendimiento en el área de despacho 
económico. En la Sección 5 se presentan 
los algoritmos heurísticos propuestos para 
dar solución al problema de despacho 
hidrotérmico considerando el 
acoplamiento hidráulico entre plantas 
hidroeléctricas. En la Sección 6 se realiza 
un análisis de los resultados provistos por 
cada técnica heurística y también se 
procede a realizar la evaluación de estos 
mediante el uso de los KPIs propuestos. 
En la Sección 7 se presenta una discusión 
del trabajo realizado. Finalmente, en la 
Sección 8 se expresan las conclusiones 
obtenidas tras el desarrollo del presente 
artículo y las ideas para futuros trabajos.  
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2 Marco teórico 
2.1 Despacho económico de 
generación 
La etapa de generación en un sistema 
eléctrico de potencia se encarga de 
producir masivamente la energía que es 
demandada por los usuarios finales ya sea 
para su uso en el sector residencial, 
comercial o industrial a través de la puesta 
en marcha de las grandes y pequeñas 
centrales generadoras que se encuentren 
conectadas al sistema.  
Todas las unidades de generación 
independientemente del tipo de 
tecnología que empleen para transformar 
las fuentes primarias en electricidad 
llevan a cabo un proceso que trae consigo 
determinados costos de producción que 
dependen específicamente de las 
características propias de cada central 
eléctrica. Entonces, el costo total final de 
suplir la demanda requerida por los 
usuarios finales en un específico periodo 
de tiempo es igual al sumatorio de los 
costos individuales de las 𝑛-ésimas 
centrales que hayan participado en dicho 
periodo inyectando energía al sistema. 
El factor económico evidentemente se 
encuentra estrechamente inmiscuido en la 
operación del SEP, y es por ello que el 
despacho económico se convierte en la 
estrategia de solución que ayuda a 
disminuir en gran medida los costos 
totales de producción de la energía 
eléctrica a través de una correcta 
planificación de la generación y que a la 
vez cumpla con criterios tanto de 
confiabilidad y seguridad [44]. 
El despacho de la generación es un 
problema de carácter combinatorio que 
conlleva a la existencia de un conjunto 
muy amplio y extenso de posibles formas 
en que se pueda asignar la potencia que 
deba entregar cada central para abastecer 
en conjunto la demanda eléctrica; sin 
embargo, no todos estos esquemas de 
generación asegurarán que los costos de 
producción sean realmente los mínimos. 
De esta manera, el despacho económico 
se formula como un problema de 
optimización encaminado a determinar la 
manera óptima en que se pueda repartir la 
demanda de carga requerida entre todas 
las unidades de generación disponibles al 
menor costo posible sujeto a restricciones 
de igualdad como el balance de potencia 
y también, restricciones de desigualdad 
como los límites de operación mínimos y 
máximos que posean cada una de las 
centrales generadoras [45]–[47]. 
La toma de decisiones respecto a la 
programación de la generación es una 
tarea crucial que generalmente se le 
asigna al operador del sistema 
independiente (ISO) de cada país, siendo 
éste el responsable de realizar la 
planificación del despacho económico 





















De acuerdo a una estructura jerárquica 
temporal basada en los horizontes de 
tiempo utilizados para la programación de 
las unidades de generación tal como se 
presenta en la Figura 1, el despacho 
económico se puede descomponer en tres 
modelos de planificación: largo, mediano 
y corto plazo [11], [48].  
 
2.1.1 Despacho económico a largo 
plazo 
La programación con un enfoque a largo 
plazo implica horizontes de planificación 
de uno a diez años con intervalos de 
análisis mensuales [48] que arrojan como 
resultado: los montos de energía 
estimados a producirse mensualmente o 
trimestralmente, presupuestos de 
combustibles, precios de generación 
referenciales y políticas operativas en 
general para el sistema tomando en cuenta 
varios aspectos como la incertidumbre de 
la demanda, diferentes escenarios 
hidrológicos, planes de expansión del 
sistema y factores de disponibilidad 
asociados a cada unidad de generación. 
 
2.1.2 Despacho económico a mediano 
plazo 
Este modelo toma como punto de partida 
los resultados obtenidos de la 
planificación del despacho a largo plazo y 
lo aplica para un horizonte temporal de 
uno a dos años descomponiéndolo en 
períodos de optimización con etapas 
semanales y/o mensuales [48]. Este 
estudio busca determinar los 
requerimientos de combustible para las 
unidades térmicas y una estrategia 
adecuada de optimización para la gestión 
de medianos y grandes embalses para 
garantizar la disponibilidad de agua en 
ciclos multi semanales durante todo el 
horizonte de programación. Para la 
planificación del despacho económico a 
mediano plazo se debe tomar en cuenta 
tanto los aspectos mencionados 
anteriormente y, además, los programas 
de mantenimiento preventivos para las 
distintas unidades de generación, los 
compromisos de intercambio de energía, 
entre otros. 
 
2.1.3 Despacho económico a corto 
plazo 
Este tipo de programación se caracteriza 
por emplear un horizonte de planificación 
diario o semanal con ventanas de tiempo 
o intervalos horarios. El propósito del 
despacho económico a corto plazo es 
definir el esquema de generación más 
barato que permita abastecer la demanda 
de carga requerida en cada hora del día. 
Normalmente, el horizonte de 
planificación más apropiado para el 
despacho a corto plazo es de 24 horas, en 
virtud de que la demanda va variando 
sustancialmente a lo largo de la mañana, 
tarde y noche. Además, cabe resaltar que 
la programación a corto plazo termina 
siendo una tarea repetitiva que debe ser 
ejecutada diariamente y que para su 
correcta elaboración debe tomar como 
marco referencial los resultados e 
información recolectada por los modelos 
de despacho a largo y mediano plazo [11]. 
2.2 Despacho económico 
hidrotérmico 
El despacho económico orientado a un 
conjunto de centrales hidroeléctricas y 
térmicas tiene como propósito determinar 
el uso adecuado del agua disponible en las 
cuencas fluviales y que se logra 
almacenar en los embalses durante el 
horizonte de planificación, de manera que 
sea posible generar la mayor cantidad de 
energía a través de las plantas 
hidroeléctricas y por tanto, se disminuya 
la contribución de las plantas 
termoeléctricas en el esquema de 
despacho de generación y que 
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simultáneamente, exista una reducción de 
los costos por combustibles de las 
centrales térmicas [11].  
Si se divide en dos subproblemas el 
despacho hidrotérmico, la programación 
hidráulica, por un lado, tiene como 
desafío encontrar el esquema idóneo de 
descargas de agua hacia las turbinas y los 
volúmenes de almacenamiento previstos 
para un determinado intervalo de tiempo, 
que para el caso en específico de un 
horizonte de estudio a corto plazo se 
establece para cada hora del día los 
respectivos niveles de cota de los 
embalses y la cantidad de agua a ser 
turbinada [8]. 
El acoplamiento temporal es uno de los 
principales inconvenientes que presenta el 
subproblema hidroeléctrico [49], el cual 
implica que la decisión de un flujo de 
descarga que se programe en una 
determinada etapa afecte a la capacidad 
de descarga de agua y el nivel de 
almacenamiento del reservorio de la 
siguiente etapa y consecuentemente para 
el resto de intervalos durante todo el 
horizonte de planificación.  
En la Figura 2 se muestra el proceso de 
decisión y posibles consecuencias que se 
pueden presentar al momento de efectuar 
el programa de generación hidráulico 
contemplando escenarios hidrológicos 
normales y de sequía. 
 




















Figura 2. Árbol de decisión para la programación de 
generación hidroeléctrica considerando distintas 
estaciones hidrológicas. 
 
El subproblema térmico a diferencia 
del hidroeléctrico se encuentra 
desacoplado en el tiempo, permitiendo 
que la operación de cada central térmica 
sea independiente de las decisiones 
tomadas en el resto de intervalos de todo 
el horizonte de planificación; además, es 
importante mencionar que la asignación 
de despacho de las unidades térmicas 
puede ser mayor o menor dependiendo de 
la cantidad de agua disponible para ser 
utilizada por las centrales hidroeléctricas 
durante cierta época del año. 
 
2.2.1 Formulación matemática 
Tomando como punto de partida que los 
costos de producción de las centrales 
hidroeléctricas se pueden considerar 
insignificantes [50], debido a que el 
recurso hídrico se aprovecha directamente 
de la naturaleza de forma gratuita; la 
función objetivo para el DEHT se 
encuentra definida exclusivamente por el 
costo de combustible de las centrales 
térmicas, y se modela típicamente como 
una ecuación polinomial de segundo 
grado, tal como se describe a 
continuación, en (1). 
𝐹𝑖𝑚(𝑃𝑖𝑚









𝐹𝑖𝑚 Función de costos de 
combustible de la 𝑖-ésima 
unidad térmica durante el 
intervalo 𝑚 en [$/hora]. 
𝑃𝑖𝑚
𝑆  Potencia generada por la 𝑖-
ésima unidad térmica en el 
intervalo 𝑚 en [MW]. 
𝑎𝑖, 𝑏𝑖, 𝑐𝑖 Coeficientes de costos de 
combustible de la 𝑖-ésima 
unidad térmica. 
 
El modelo de función de costos 
expresado anteriormente puede tomar 
mayor realismo si considera el efecto de 
punto de válvula de las centrales térmicas, 
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el cual representa el efecto de trefilado 
que se presenta cada vez que se empiezan 
a abrir las válvulas de admisión de vapor 
de las unidades térmicas ya sea para 
aumentar o disminuir la capacidad de 
potencia de salida de cada una de ellas y 
que como consecuencia, eleva el consumo 
de combustible [3], [12], [43]. El efecto 
de punto de válvula se representa a través 
de una función sinusoidal y hace que la 
función cuadrática convexa formulada en 
(1) se convierta en una nueva función de 
costos del tipo no uniforme, no convexa y 
no diferenciable [11], [44].  
El costo total de producción de las 
centrales térmicas al considerar el efecto 
de punto de válvula evidentemente varía, 
ya que la nueva función objetivo se define 
como la suma de dos funciones, una 
cuadrática y una sinusoidal tal como se 
detalla en la ecuación (2). 
 
𝐹𝑖𝑚(𝑃𝑖𝑚













De donde 𝑒𝑖 y 𝑓𝑖 son los coeficientes 
del efecto de punto de válvula 
correspondientes a cada central térmica y 
𝑃𝑆𝑖
𝑚𝑖𝑛 representa la potencia mínima de 
generación de cada central.  
 
 
Figura 3. Función de costo de combustible de una 
central térmica con y sin la influencia del efecto de 
punto de válvula. 
Gráficamente la función objetivo 
considerando o no el efecto de punto de 
válvula se ilustra en la Figura 3 para los 
siguientes valores de coeficientes de 
costos de combustible: 𝑎 = 0.00156, 𝑏 = 
1.62, 𝑐 = 425, 𝑒 = 675 y 𝑓 = 0.035. La 
potencia mínima que entrega la central 
térmica es de 100 MW. 
La Figura 3 permite observar la 
variación en el costo de producción de las 
centrales térmicas tras la inclusión de la 
componente sinusoidal asociada al efecto 
de punto de válvula. La nueva función 
objetivo se describe como una curva 
ondulatoria que se coloca encima de la 
función cuadrática debido al valor 
absoluto que refleja el semiciclo negativo 
de la función seno.  
De este modo, ya sea que se considere 
la función objetivo descrita en (1) sin 
considerar el efecto de punto de válvula o 
que si se lo tome en cuenta como se 
expresa en (2), el modelo de optimización 
del despacho económico hidrotérmico se 
define de la siguiente manera: 
 











De donde 𝐹𝑇 es el costo total de 
producción por combustibles para todo el 
horizonte de planificación, 𝑀 
corresponde al número de intervalos 
considerados en el horizonte de 
planificación y 𝑁𝑠 representa el número 
de centrales térmicas que componen el 
sistema de generación analizado.  
El modelo matemático para el 
despacho económico hidrotérmico se 
encuentra delimitado adicionalmente por 
las distintas restricciones de igualdad o 
desigualdad asociadas al equilibrio de la 
generación versus la demanda y también 
con respecto a la componente operativa de 
las centrales hidroeléctricas y térmicas 
que conforman el sistema.  
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El balance de potencia es una de las 
restricciones de igualdad que deben 
respetarse al momento de formular el 
problema de despacho económico. Esta 
restricción se puede definir de dos formas 





























𝑆  y 𝑃𝑗𝑚
𝐻  representan la 
potencia entregada respectivamente por 
las 𝑁𝑠 y 𝑁ℎ centrales térmicas e 
hidroeléctricas durante el intervalo de 
tiempo 𝑚. El parámetro 𝑃𝐷𝑚 representa la 
demanda de la carga y 𝑃𝑙𝑜𝑠𝑠𝑚 representa 
las pérdidas de potencia existentes en el 
sistema de transmisión, ambos 
igualmente para el respectivo intervalo de 
tiempo 𝑚 del horizonte de planificación 
considerado.  
El primer caso para la restricción de 
balance de potencia se describe en la 
ecuación (4), y en éste se desprecian las 
pérdidas del sistema de transmisión o se 
las consideran como una constante que se 
le suma a la demanda.  
El segundo caso, en cambio, se 
muestra en la ecuación (5), y éste si 
considera directamente las pérdidas que 
se producen en las líneas y, por ende, 
implica que toda la potencia generada 
tanto por las plantas hidroeléctricas y 
térmicas abastezcan simultáneamente, la 
demanda de carga y las pérdidas de 
potencia ocasionadas en los conductores 
de las líneas por el efecto Joule.  
La no inclusión de las pérdidas de 
transmisión conduce a un modelo de 
despacho económico simplificado 
aplicado a un sistema de potencia 
uninodal compuesto por 𝑁𝑠 centrales 
térmicas y 𝑁ℎ centrales hidroeléctricas 
que abastecen una demanda 𝑃𝐷 tal como 
















Figura 4. Modelo de un sistema eléctrico de potencia 
uninodal compuesto por 𝑁ℎ centrales hidroeléctricas y 
𝑁𝑠 centrales térmicas que abastecen una demanda 𝑃𝐷. 
 
En cambio, tener presente la influencia 
de las pérdidas del sistema de transmisión 
en la restricción de balance de potencia 
involucra considerar para el modelo de 
despacho económico, un sistema de 
potencia multinodal compuesto por 𝑊 
número de barras.  
Las pérdidas totales en el sistema de 
transmisión se pueden cuantificar a través 
de la ecuación (6). 
 













En donde 𝐵𝑖𝑗 , 𝐵0𝑖 y 𝐵00 son los 
coeficientes de la matriz 𝐵 de pérdidas del 
sistema. 
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Por otra parte, los límites de potencia 
de salida de las centrales hidroeléctricas y 
térmicas son un tipo de restricción de 
desigualdad que ayudan a delimitar el 
espacio de búsqueda que se debe respetar 
para la determinación del esquema de 
despacho que ofrezca el menor costo para 



















Las expresiones (7) y (8) hacen 
referencia a la capacidad de potencia de 
generación mínima y máxima en las que 
deben operar las plantas termoeléctricas e 
hidroeléctricas, respectivamente. 
Las funciones de costos de 
combustible y los límites operativos 
permiten representar adecuadamente a las 
unidades térmicas para la estructuración 
del modelo matemático del problema de 
despacho hidrotérmico; sin embargo, para 
el caso de las centrales hidroeléctricas 
resulta necesario tomar en cuenta otras 
condiciones además de sus límites de 
generación.  
En primera instancia, la potencia 
entregada por una central hidroeléctrica 
se puede formular como una función 
cuadrática [33] que depende de la 
cantidad de agua liberada hacia las 
turbinas y el volumen de su embalse, tal 














Donde 𝑉𝑗𝑚 representa el volumen de 
almacenamiento esperado al final del 
intervalo de tiempo 𝑚. La variable 𝑄𝑗𝑚 
hace referencia a la cantidad de agua 
turbinada, igualmente durante el intervalo 
de tiempo 𝑚 del respectivo horizonte de 
planificación. Por otro lado, los términos 
𝑐1𝑗, 𝑐2𝑗, 𝑐3𝑗, 𝑐4𝑗, 𝑐5𝑗 y 𝑐6𝑗 son los 
coeficientes dados para el modelo de cada 
planta hidroeléctrica. 
La ecuación (9) se caracteriza por ser 
una función cóncava y que para el modelo 
de optimización presentado se convierte 
en una nueva restricción de igualdad del 
tipo no convexa y no uniforme [6]. 
Dado que la potencia de generación 
hidroeléctrica se expresa en función del 
volumen de almacenamiento del embalse 
y el caudal turbinado, resulta necesario 
incorporar en el modelo de optimización 
nuevas restricciones de desigualdad 
asociadas a estas dos variables. 
𝑉𝑗






𝑚𝑖𝑛 ≤ 𝑄𝑗𝑚 ≤ 𝑄𝑗
𝑚𝑎𝑥 (11) 
Las expresiones (10) y (11) determinan 
las limitaciones físicas mínimas y 
máximas que se deben considerar con 
respecto a la capacidad de 
almacenamiento de los reservorios y los 
flujos de descargas de agua que pueden 
atravesar por las turbinas hidráulicas. 
Otras restricciones también 
relacionadas con los volúmenes de 
almacenamiento de los embalses son el 
nivel de cota inicial con el que empieza 
cada central hidroeléctrica el periodo de 
programación y, por otro lado, el nivel de 
cota final que se deberá garantizar para el 
último intervalo del horizonte de 
planificación.  
Específicamente para el problema de 
despacho económico hidrotérmico a corto 
plazo, los niveles de almacenamiento 
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iniciales y finales destinados para cada 
central hidroeléctrica se determinan en el 
















mostrados en las expresiones (12) y (13) 
respectivamente, corresponden al 
volumen de almacenamiento inicial y 
final para el embalse de cada unidad 
hidroeléctrica considerando un horizonte 
de planificación 𝑀 de veinticuatro horas.  
Finalmente, la restricción relacionada 
al balance dinámico del agua de los 
reservorios expresada en (14) completa el 
modelo de generación hidráulico para 
abordar el problema de despacho 
hidrotérmico. 




𝑉𝑗(𝑚−1) Volumen de almacenamiento 
del embalse de la 𝑗-ésima 
unidad hidroeléctrica en el 
intervalo de tiempo 𝑚 − 1. 
𝐼𝑗𝑚 Afluencia neta natural para 
cada central hidroeléctrica en 
el intervalo 𝑚. 
















Figura 5. Grupo de centrales hidroeléctricas acopladas 
hidráulicamente. 
La ecuación (14) puede presentar una 
variación al considerar el acoplamiento 
hidráulico entre centrales hidroeléctricas 
tal como se ilustra en la Figura 5, lo que 
implica que el volumen del embalse de 
una determinada central aguas abajo en un 
intervalo de tiempo 𝑚 considere, además, 
el caudal turbinado y la tasa de derrame 
de las centrales que se encuentren 
inmediatamente aguas arriba de ella. 
Dicha modificación de la ecuación de 
continuidad hidráulica se detalla a 
continuación, en (15). 
 
𝑉𝑗𝑚 = 𝑉𝑗(𝑚−1) + 𝐼𝑗𝑚 − 𝑄𝑗𝑚 − 𝑆𝑗𝑚








De donde 𝑄𝑙𝑚 y 𝑆𝑙𝑚 representan las 
descargas de agua y derrames 
provenientes de las 𝑁𝑢𝑝 centrales 
hidroeléctricas que se encuentren 
directamente encima de la planta 𝑗. 
Si se establece que no se permite el 
derrame o vertimiento del agua 
almacenada [1], los términos 𝑆𝑗𝑚 y 𝑆𝑙𝑚 se 
anulan y por consiguiente, la ecuación 
(15) se reduce a la siguiente expresión: 
 








2.3 Métodos de solución clásicos 
del despacho económico 
hidrotérmico 
Los métodos de optimización clásicos se 
caracterizan principalmente porque se 
sustentan en la aplicación de derivadas 
para la minimización de la función 
objetivo. El enfoque determinista de este 
tipo de técnicas le atribuye la concesión 
de respuestas óptimas tras determinar los 
mínimos globales; sin embargo, la 
aplicación de este tipo de métodos en 
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sistemas de potencia de gran tamaño con 
una considerable cantidad de centrales de 
generación hace que sus respuestas ya no 
sean las óptimas o fluctúen cercanamente 
a ellas [18], debido a que se incrementan 
el número de variables y restricciones en 
el modelo de optimización. 
Dentro del grupo de métodos clásicos 
que han abordado el problema de 
despacho económico hidrotérmico se 
encuentran:  
• Programación dinámica 
• Método de relajación Lagrangiana 
• Método de descomposición de 
Benders 
• Método del punto interior 
 
La relajación Lagrangiana es una de las 
técnicas más representativas que 
mediante el empleo de multiplicadores de 
Lagrange logra incluir las restricciones de 
cada central térmica dentro de la función 
objetivo [11]. El método de iteración 
Lambda-Gamma (𝜆-𝛾) es utilizado 
específicamente en el DEHT como 
estrategia para minimizar la función 
lagrangiana [1], a través del siguiente 
planteamiento y condiciones: 
 





















El problema se define a través la 
expresión (17), donde 𝑛𝑘 representa la 
duración de la 𝑘 etapa correspondiente al 
horizonte de planificación; mientras que, 
las ecuaciones (18) y (19) representan las 
restricciones a las que está sujeto dicho 
problema de optimización.  
Por un lado, la expresión (18) indica 
que la sumatoria de descargas de agua 𝑞𝑘 
establecidas para cada etapa del horizonte 
de planificación debe ser igual a la 
cantidad máxima de agua 𝑞𝑇 establecida 
como condición inicial para la 
programación de las centrales 
hidroeléctricas; mientras que, la 
expresión (19) hace referencia a la 
restricción de balance de potencia 
despreciando las pérdidas en las líneas de 
transmisión.  
Otro aspecto importante que se 
establece para este método en específico 
con la finalidad de reducir la dificultad del 
problema es que el caudal turbinado se 
expresa como una función que 
únicamente depende de la potencia 






Tomando en cuenta las condiciones 
descritas anteriormente, la función de 
Lagrange para el DEHT se termina 







+ 𝜆𝑘(𝑃𝐷𝑘 − 𝑃𝑘
𝐻 − 𝑃𝑘
𝑆)]









Cuando el intervalo 𝑘 coincida con la 
hora 𝑡 para la que se esté realizando la 
programación de despacho, se debe tomar 
en cuenta que para las correspondientes 
derivadas parciales mostradas en (22) y 
(24), los valores para 𝜆𝑡 estarán dados 

































El modelo matemático descrito 
anteriormente se asocia al método de 
iteración 𝜆-𝛾 simplificado que no 
considera las pérdidas en los enlaces de 
transmisión en su formulación. Ahora 
bien, si se incorporan las pérdidas de las 
líneas en la función de Lagrange, la 








+ 𝜆𝑘(𝑃𝐷𝑘 + 𝑃𝑙𝑜𝑠𝑠𝑘 − 𝑃𝑘
𝐻 − 𝑃𝑘
𝑆)]









Dado que la función de Lagrange varía 
tras la inclusión del término 𝑃𝑙𝑜𝑠𝑠𝑘 
asociado a las pérdidas, las ecuaciones 
(23) y (25) para la programación de las 
unidades de generación en la hora 𝑡 
también se deben modificar considerando 
un nuevo término de derivada parcial. Las 
nuevas ecuaciones asociadas a dicho 

























El esquema procedimental del 
algoritmo Lambda-Gamma utilizado para 
resolver el problema de despacho 
hidrotérmico considerando la inclusión de 
pérdidas en la función de Lagrange se 




𝜆𝑡 , 𝛾, 𝑃𝑡
𝑆  
 
Resolver las ecuaciones 
(27) y (28)
k=1
𝑃𝐷𝑘 + 𝑃𝑙𝑜𝑠 𝑠𝑘 − 𝑃𝑘
𝐻 − 𝑃𝑘
𝑆 ≤  
Calcular:
              𝑞𝑘(𝑃𝑘
𝐻) 
Si
𝑘 = 𝑘𝑚𝑎𝑥  















Figura 6. Flujograma del algoritmo 𝜆-𝛾 iterativo 
utilizado para la resolución del problema de despacho 
económico hidrotérmico considerando pérdidas. 
 
El algoritmo mostrado previamente 
permite destacar que la aplicación de 
derivadas resulta ser la base fundamental 
para lograr resolver el problema de DEHT 
a través de este método y en general, para 
el resto de métodos exactos que también 
utilizan derivadas en sus respectivos 
procedimientos de resolución.  
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3 Técnicas heurísticas 
aplicadas a la solución del 
despacho hidrotérmico 
Las técnicas heurísticas se caracterizan 
porque son métodos no deterministas que 
se fundamentan en el desarrollo de 
algoritmos que simulen cierto tipo de 
fenómenos biológicos o eventos que se 
producen en la naturaleza [51]. Los 
métodos heurísticos se basan en la 
creación aleatoria de posibles soluciones 
que integren una población inicial de 
valores dentro de los rangos establecidos 
por las restricciones del problema en 
específico, y que a la medida que el 
algoritmo vaya iterando, dichas 
soluciones se puedan ir perfeccionando y 
actualizando gracias a los operadores 
característicos propios de cada heurística 
que los guían a seguir explorando el 
espacio de búsqueda hasta lograr 
encontrar soluciones que estén 
cercanamente a las óptimas con gran 
celeridad [11].  
Una de las principales ventajas de las 
técnicas heurísticas radica en que ante 
problemas muy robustos, no lineales y no 
convexos si bien obtienen resultados de 
buena calidad cuasi-óptimos, en 
ocasiones si es factible que puedan 
alcanzar respuestas de calidad óptima 
[33], ya que al ser métodos exploratorios 
que no se basan en derivadas permiten 
realizar una búsqueda a nivel global y en 
regiones con características no uniformes 
[15], [17]. 
El uso de técnicas heurísticas permite 
abordar cualquier problema de 
optimización independientemente de la 
linealidad o no linealidad de las funciones 
objetivos y las respectivas restricciones 
que se deban considerar. El despacho 
económico hidrotérmico es el claro 
ejemplo de un problema de optimización 
no lineal que expresamente busca la 
minimización de la función de costos de 
producción por combustibles que se 
asocia a las centrales térmicas. Dado que 
existe una variedad de algoritmos 
heurísticos que pueden ser utilizados para 
dar solución al problema de despacho 
económico hidrotérmico, este trabajo en 
específico propone el uso de las siguientes 
tres técnicas: 
3.1 Algoritmo de optimización por 
enjambre de partículas (PSO) 
Este es un método que pertenece a la 
categoría de algoritmos metaheurísticos 
de inteligencia de enjambre y que fue 
desarrollado por R. Eberhart y J. Kennedy 
en el año de 1995 [15]. La técnica de 
optimización por enjambre de partículas 
(PSO) se caracteriza por basarse en el 
comportamiento dinámico de los 
cardúmenes de peces o grupos de aves que 
se van desplazando para buscar comida 
[52].  
Los peces o aves para este algoritmo en 
específico se comportan como las 
partículas que representan las soluciones 
candidatas para el problema y tienen una 
determinada posición y velocidad [41]. 
Tras cada iteración del algoritmo PSO, se 
determinan dos valores, el primero es 
𝑝𝑏𝑒𝑠𝑡 que se asocia a la mejor posición 
que alcanzó una determinada partícula en 
su propia exploración, mientras que el 
otro valor se representa por 𝑔𝑏𝑒𝑠𝑡 y hace 
referencia a la mejor posición alcanzada a 
nivel global por una partícula de entre 
todas las que conforman el enjambre; 
después de determinar dichos parámetros, 
la velocidad y posición de cada partícula 
se actualizan a través de las ecuaciones 





= 𝑤 ?⃗? 𝑝
𝑘












𝑘+1 = 𝑋 𝑝





De donde ?⃗? 𝑝
𝑘+1 y 𝑋 𝑝
𝑘+1 representan la 
velocidad y posición actualizadas de la 
respectiva partícula 𝑝 que pertenece a un 
enjambre conformado por 𝑁𝑝 número de 
partículas. Los términos 𝛼1 y 𝛼2 son 
constantes de aceleración, 𝑤 corresponde 
al peso de inercia y 𝑟𝑎𝑛𝑑() es un número 
aleatorio comprendido entre 0 y 1. 
El peso de inercia es una variable muy 
importante para el algoritmo PSO, pues 
esta permite garantizar una dinámica 
equilibrada para la exploración de las 
soluciones candidatas a un nivel local y 
global, por ello un valor adecuado de 𝑤 
garantiza que el algoritmo logre 
converger con un menor número de 
iteraciones [40]. El peso de inercia para la 
respectiva iteración 𝑘 se calcula a través 
de la ecuación (31).  
 








Donde 𝑤𝑚𝑎𝑥 y 𝑤𝑚𝑖𝑛 son los pesos de 
inercia mínimos y máximos establecidos 
como constantes en el problema y 𝑘𝑚𝑎𝑥 
es el número de iteraciones máximas 
consideradas. 
Por otra parte, para el caso en 
específico de la aplicación del algoritmo 
PSO al despacho hidrotérmico, de todo el 
conjunto de partículas del enjambre 
inicializado, cierta cantidad de partículas 
representarán las variables asociadas a los 
volúmenes de almacenamiento y 
descargas de agua para el caso de las 
unidades de generación hidroeléctricas; 
mientras que, el resto de partículas estarán 
destinadas a la potencia de despacho de 
cada central térmica.  
Dado que es un proceso iterativo, en 
cada iteración se irán evaluando las 
posibles soluciones ligadas a cada 
partícula en la función objetivo de 
desempeño definida para el DEHT con el 
propósito de determinar las mejores 
partículas y así actualizar tanto la posición 
y velocidad de las partículas del nuevo 
enjambre, de modo que a medida que 
aumenten las iteraciones se logre guiar 
acertadamente su desplazamiento en 
ciertas zonas del espacio de búsqueda 
definido hasta lograr encontrar la 
ubicación que represente el menor costo 
de operación. 
3.2 Algoritmo Grey Wolf (GWO) 
El algoritmo con el nombre de Grey Wolf 
que traducido al español significa “Lobo 
gris”, es una metaheurística que se 
desarrolló en el año 2014 y se basa en la 
imitación del proceso de cacería que 
llevan a cabo los lobos grises con sus 
manadas [53]. Esta técnica realiza una 
jerarquización de los lobos a través de 
cuatro escalafones: alfa (𝛼), beta (𝛽), 
delta (𝛿) y omega (𝜔) con la finalidad de 
representar la capacidad de liderazgo que 
tienen este tipo de animales depredadores 
[53], [54].  
Para el algoritmo GWO los lobos alfas 
se encuentran en la posición más alta de la 
estructura piramidal y son quienes se 
encargan de tomar las decisiones para la 
caza, la selección del lugar donde va a 
dormir la manada, entre otros. Los betas 
son la mano derecha de los lobos alfas y 
en caso de que llegue a morir algún alfa, 
éstos son los llamados a tomar su lugar. 
Los lobos deltas se encargan de vigilar y 
cuidar el perímetro territorial de la 
manada y además deben estar en alerta 
ante cualquier peligro. Los lobos omegas 
son los de menor rango, pero igualmente 
cumplen un rol importante dentro de la 
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manada, ya que se comportan como 
chivos expiatorios y, además, deben 
cumplir todas las órdenes que les 
deleguen los lobos de mayor categoría. 
La técnica de GWO al igual que el 
algoritmo PSO es una técnica del tipo 
inteligencia de enjambre [51] y para la 
imitación del proceso de caza que realizan 
los lobos toma en cuenta tres pasos: la 
búsqueda y selección de la presa, el 
acorralamiento que se le realiza a la presa 
y por último la fase de ataque [55]. 
La representación de la distancia 
existente entre la posición de la presa a ser 
cazada y cualquier lobo que la esté 
rodeando se expresa a través de la 
siguiente ecuación: 
 
?⃗? = |𝐶  𝑋 𝑝






𝑘 representa el vector de 
posición de la presa en la iteración 𝑘 y 𝑋 𝑘 
representa el vector de posición de cada 
lobo de la manada. La posición de los 
lobos para la siguiente iteración se debe 
actualizar utilizando la expresión (33). 
 
𝑋 𝑘+1 = 𝑋 𝑝





Los vectores 𝐴  y 𝐶  utilizados en las 
anteriores ecuaciones se calculan de la 
siguiente manera: 
 









Donde ℎ⃗  es un parámetro que se va 
decrementando a lo largo del proceso 
iterativo de 2 a 0. Los términos 𝑟 1 y 𝑟 2 en 
cambio, son vectores aleatorios 
comprendidos entre 0 y 1.  
Orientando el algoritmo GWO al 
despacho hidrotérmico, la ubicación de la 
presa a ser cazada representaría el costo 
de producción de las centrales térmicas 
que se quiere minimizar y las 
determinadas posiciones de los lobos que 
ayudan a rodear la presa vendrían a ser las 
potencias de despacho para las centrales 
térmicas y también los volúmenes de 
embalse y caudales turbinados que se 
buscan gestionar para la operación de las 
centrales hidroeléctricas. Entonces, para 
lograr encontrar el menor costo, la 
primera, segunda y tercera mejor solución 
de toda la población de lobos se asignan 
respectivamente a los operadores 𝛼, 𝛽 y 
𝛿; mientras que, el resto de soluciones se 
clasifican como omegas (𝜔). El uso de 
dichas mejores soluciones asociadas a los 
lobos alfa, beta y delta permiten tener un 
mejor conocimiento de la ubicación que 
se encuentre más cerca al punto óptimo y 
así realizar el cálculo de mejores 
posiciones candidatas que ayuden a lograr 
un acorralamiento más estrecho de la 
presa. 
?⃗? 𝛼 = |𝐶 1 𝑋 𝛼




?⃗? 𝛽 = |𝐶 2 𝑋 𝛽




?⃗? 𝛿 = |𝐶 3 𝑋 𝛿





Los vectores ?⃗? 𝛼, ?⃗? 𝛽 y ?⃗? 𝛿 representan 
las tres primeras mejores posiciones 
obtenidas en la iteración 𝑘, y se deben 
actualizar a través de las ecuaciones (39), 
(40) y (41), respectivamente.  
𝑋 1 = 𝑋 𝛼




𝑋 2 = 𝑋 𝛽




𝑋 3 = 𝑋 𝛿






En base a las posiciones actualizadas 
𝑋 1, 𝑋 2 y 𝑋 3 se calcula una posición 
promedio que viene dada por (42), y la 
cual sirve para que los omegas y el resto 
de lobos de la manada mejoren su 
ubicación para la siguiente iteración y 










3.3 Algoritmos Genéticos (GA) 
La técnica de algoritmos genéticos es una 
metaheurística que forma parte del grupo 
de algoritmos evolutivos y fue propuesta 
por Holland en el año de 1975 [45], [51]. 
Los algoritmos genéticos se inspiran en el 
proceso de evolución humana y selección 
natural, por ello empiezan creando una 
población aleatoria de soluciones 
candidatas que comúnmente son 
representadas como cadenas binarias con 
ceros y unos o también como cadenas de 
números enteros o reales [11]. Dichas 
posibles soluciones se evalúan en la 
función objetivo para determinar su 
calidad y así poder seleccionar a los 
mejores candidatos de esa generación 
para convertirlos en los padres que 
contienen el material genético que se 
modifica a través de determinados 
operadores de cruce y mutación, para así 
dar origen a una nueva población de 
individuos descendientes que posean 
mejores características que las de sus 
progenitores. 
La fase de selección de los individuos 
aptos para continuar el proceso de 
reproducción puede ser realizado de 
distintas maneras, pero tradicionalmente 
las formas de selección más usadas son: 
por ruleta o torneo [49]. La selección por 
ruleta implica que cada individuo posee 
un determinado número de espacios 
dentro de la ruleta según su calidad y 
aptitud; posteriormente, se genera un 
número aleatorio para escoger el espacio 
ganador y, por ende, al nuevo padre. Por 
otra parte, la selección por torneo se 
fundamenta en la elección aleatoria de un 
conjunto de individuos de los cuales se 
proclama ganador al que posea la mejor 
solución con respecto al resto de 
individuos que formen parte del conjunto 
considerado para competir. 
La fase de cruzamiento implica que se 
mezcla el material genético de los 
individuos que fueron seleccionados 
previamente como los mejores padres, de 
manera que sus hijos hereden parte de la 
información almacenada en sus 
cromosomas, y por ende se conviertan en 
descendientes con mejores cualidades 
[56]. 
Con respecto a la mutación, este 
operador genético se encarga de añadirle 
nueva información a los cromosomas de 
los individuos descendientes mediante la 
alteración de parte de su material 
genético. La finalidad de este operador 
radica en conseguir una nueva población 
de individuos más variada que logre 
realizar una exploración más amplia por 
todo el espacio de búsqueda [11]. 
Dirigiendo la aplicación de los 
algoritmos genéticos en la resolución del 
problema de despacho económico 
hidrotérmico, la población de individuos 
contendrá los posibles valores tanto de la 
potencia que deba entregar cada central 
térmica y los caudales y niveles de 
almacenamiento de los embalses para las 
plantas hidroeléctricas. El conjunto de 
soluciones candidatas para dichas 
variables se deberán ir evaluando en la 
función objetivo de aptitud o desempeño 
establecida para el DEHT y así después, 
elegir los mejores resultados a los cuales 
se debe aplicar los operadores de 
cruzamiento y mutación para que a 
medida que vayan aumentando las 
generaciones, se logre encontrar el 
esquema de despacho que represente el 
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menor costo de operación de las plantas 











Evaluar cada individuo 
en la función fitness
Seleccionar los mejores 
individuos
Aplicar operadores de cruce 
y mutación  




Figura 7. Diagrama de flujo de un Algoritmo Genético. 
 
4 KPIs 
Los indicadores clave de rendimiento 
provenientes de las siglas en inglés KPIs 
(Key Performance Indicators) son 
parámetros utilizados como métricas que 
ayudan a determinar el nivel de 
desempeño y éxito alcanzado por una 
determinada acción, estrategia o proceso 
[57]. Generalmente los KPIs han venido 
siendo canalizados en la gestión operativa 
de empresas y organizaciones con el 
propósito de medir la calidad de sus 
resultados tras haber cumplido 
determinados objetivos fijados con 
antelación.  
Los beneficios de la inclusión de 
indicadores clave de rendimiento en el 
modelo de evaluación de las estrategias y 
decisiones tomadas por una empresa 
permiten definir lineamientos más claros 
y concisos que ayuden a valorar 
puntualmente el rendimiento de cada 
estrategia implementada y, por lo tanto, 
determinar cuál de todas brindó los 
mejores resultados.  
La incursión de los KPIs en el ámbito 
de la ingeniería eléctrica es una iniciativa 
que de a poco viene tomando impulso y 
por ejemplo, en [58] se desarrolla un 
trabajo enfocado en la aplicación de este 
tipo de indicadores en el área de campus 
universitarios y microrredes inteligentes 
con el propósito de desarrollar una 
metodología en base a KPIs que ayude a 
monitorear y supervisar de mejor manera 
este tipo de instalaciones. 
Aprovechando las prestaciones de los 
KPIs resulta atractiva la idea de introducir 
este tipo de indicadores en el área de 
despacho económico de sistemas de 
potencia. El objetivo principal de esta 
idea se fundamenta en que mediante la 
utilización de diferentes KPIs sea posible 
evaluar los resultados conseguidos por los 
diferentes métodos de optimización. 
Dado que este artículo aborda la 
problemática de despacho económico 
hidrotérmico mediante la utilización de 
técnicas heurísticas como herramientas de 
solución, en la Tabla 1 se plantean varios 
indicadores clave de rendimiento que 
sirven como métricas estándar de 
evaluación del desempeño alcanzado por 
cualquier algoritmo heurístico que se 
implemente para la resolución del DEHT.  
 
Tabla 1. Lista de KPIs propuestos para la evaluación 
de Algoritmos Heurísticos usados en el DEHT. 
 
Indicador KPI Unidad 
Factor de Generación 
Hidroeléctrica (FGH) 
% 
Factor de Generación 
Termoeléctrica (FGT) 
% 
Número de penalizaciones de la 
Función Fitness (NPFF) 
# 
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Tiempo medio de evaluación 




Índice de costo por unidad de 




Costo promedio por intervalo 





5 Implementación de los 
métodos de solución 
Las técnicas heurísticas utilizadas en este 
artículo para abordar el problema de 
despacho económico hidrotérmico tal 
como se describieron en la Sección 3 son: 
el algoritmo de optimización por 
enjambre de partículas (PSO), el 
algoritmo Grey Wolf (GWO) y 
algoritmos genéticos (GA).  
Con el antecedente que este tipo de 
métodos evalúan sus soluciones en una 
función de aptitud para posteriormente 
aplicar sus respectivos operadores y crear 
la población de soluciones candidatas 
para la siguiente iteración, la función 
objetivo de desempeño o también 
denominada función fitness que se 
propone y es utilizada en este trabajo 
















𝐹𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑚 Función fitness de aptitud 
para el intervalo de tiempo 
𝑚. 
𝑉𝐼𝑂𝐿𝐵𝑃  Violación de la restricción 
de balance de potencia. 
𝑉𝐼𝑂𝐿𝐵𝑊 Violación de la restricción 
de balance dinámico de los 
reservorios. 
𝜇 Constante de penalización 
para 𝑉𝐼𝑂𝐿𝐵𝑃. 
𝜓 Constante de penalización 
para 𝑉𝐼𝑂𝐿𝐵𝑊. 
 
La expresión (43) básicamente se 
inspira en la función objetivo del DEHT 
asociada al costo de combustible de las 
centrales térmicas; sin embargo, a ésta se 
les añaden dos términos asociados a las 
violaciones presentadas tanto en la 
restricción del balance de potencia y el 
balance dinámico de agua de los 
embalses. La finalidad de sumar estas 
penalizaciones a la función de costos de 
las plantas termoeléctricas radica en 
realizarle un aumento forzoso a su costo 
de operación, de manera que el algoritmo 
siga iterando y perfeccionando sus 
soluciones candidatas hasta cumplir con 
la tolerancia impuesta para dichas 
restricciones y simultáneamente, converja 
a un esquema de despacho que represente 
el menor costo. 
Tras la definición de la función fitness 
que usarán cada una de las técnicas 
heurísticas para evaluar la aptitud 
presentada por sus soluciones candidatas, 
se desarrolló un algoritmo genérico que se 
complementa con otros subprogramas, los 
cuales son rutinas que poseen la 
algoritmia asociada a técnica heurística.  
En la Tabla 2 se indica la nomenclatura 
utilizada en los pseudocódigos para 
explicar la estructura de los algoritmos 
propuestos. 
 




𝑆 ,  
𝑃𝑚𝑎𝑥
𝑆   
Vectores de límites de potencia mínimos y 




𝐻   
Vectores de límites de potencia mínimos y 
máximos de las centrales hidroeléctricas. 
𝑄𝑚𝑖𝑛, 
𝑄𝑚𝑎𝑥  
Vectores de caudales mínimos y máximos 
tolerables por las turbinas hidráulicas. 
𝑉𝑚𝑖𝑛,  
𝑉𝑚𝑎𝑥  
Vectores de volúmenes mínimos y 
máximos de almacenamiento de los 
embalses. 
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𝑉0, 𝑉𝑀  Vector de volúmenes iniciales y finales de 
las centrales hidroeléctricas.  
𝐼 Matriz de flujos de entrada de agua para 
cada planta hidroeléctrica.  
𝑉𝐼𝑂𝐿𝐵𝑊 Violación asociada a la restricción del 
balance de los embalses. 
𝑉𝐼𝑂𝐿𝐵𝑃 Violación asociada a la restricción de 
balance de potencia. 
𝑃𝐷 Vector de Potencia de carga. 
𝑁𝑟 Número de repeticiones a realizar. 
𝐶𝑚
𝑝
 Costo de operación para el periodo 𝑝. 
𝐶𝑇𝑘  Costo de operación para todo el horizonte 
de planificación en la repetición 𝑘. 
𝐶𝑇
𝑏𝑒𝑠𝑡 Mejor costo de operación para todo el 
horizonte de planificación determinado por 
el algoritmo. 
𝜉 Repetición que logra el mejor esquema de 
despacho. 
En la Tabla 3 se presenta el algoritmo 
principal implementado, en el cual 𝑓𝑢𝑛𝐻 
hace referencia a los subprogramas 1,2 y 
3 que se describen más adelante y 
corresponden a los algoritmos PSO, 
GWO y GA que se adaptaron para 
resolver el problema de despacho 
económico hidrotérmico. 
 
Tabla 3. Pseudocódigo del algoritmo principal para 
resolver el DEHT. 
 
Algoritmo 1. Despacho económico Hidrotérmico 
mediante el uso de técnicas heurísticas. 





𝐻 , 𝑄𝑚𝑖𝑛, 𝑄𝑚𝑎𝑥, 
𝑉𝑚𝑖𝑛, 𝑉𝑚𝑎𝑥, 𝑉𝑖 , 𝑉𝑓, 𝐼, 𝑃𝐷, 𝑁𝑟   
Paso 2: Construir vector de restricción de límites 
operativos mínimos y máximos. 
𝑙𝑏 = [𝑉𝑚𝑖𝑛 𝑄𝑚𝑖𝑛  𝑃𝑚𝑖𝑛
𝑇 ]  
𝑢𝑏 = [𝑉𝑚𝑎𝑥 𝑄𝑚𝑎𝑥  𝑃𝑚𝑎𝑥
𝑇 ] 
Paso 3: Procedimiento de resolución del DEHT 
con la función del algoritmo heurístico. 
𝑷𝒂𝒓𝒂 𝑘 = 1 𝑯𝒂𝒔𝒕𝒂 (𝑁𝑟) 𝑯𝒂𝒄𝒆𝒓 
    𝐶𝑇𝑘 = 0 
 𝑷𝒂𝒓𝒂 𝑚 = 1 𝑯𝒂𝒔𝒕𝒂 (24) 𝑯𝒂𝒄𝒆𝒓 





𝑓𝑢𝑛𝐻(𝑙𝑏, 𝑢𝑏, 𝑃𝐷 , 𝐼, 𝑉𝑖 , 𝑉𝑓 ,𝑚, 𝑃𝑚𝑖𝑛
𝐻 , 𝑃𝑚𝑎𝑥
𝐻 ) 
         𝐶𝑇𝑘 = 𝐶𝑇𝑘 + 𝐶𝑚
𝑝
 
      𝑭𝒊𝒏 𝑷𝒂𝒓𝒂 
 𝑭𝒊𝒏 𝑷𝒂𝒓𝒂 
Paso 4: Encontrar el mejor costo de operación 
para todo el horizonte de planificación. 
𝐶𝑇
𝑏𝑒𝑠𝑡 = 𝐶𝑇𝑘=𝜉 
Paso 5: Mostrar resultados del mejor esquema de 
despacho obtenido por la heurística. 
Paso 6: Determinar Indicadores KPIs. 
Paso 7: Análisis de resultados. 
Paso 8: Finalizar. 
 
En adelante se presentan los 
pseudocódigos asociados a cada técnica 
heurística que se comportan como la 
función 𝑓𝑢𝑛𝐻 que es llamada por el 
algoritmo principal. Estas rutinas se 
detallan en la Tabla 4, Tabla 5 y Tabla 6, 
respectivamente. 
 
Tabla 4. Pseudocódigo del algoritmo PSO para el 
despacho de generación hidroeléctrica y térmica. 
 
Subprograma 1. Rutina PSO para el problema de 
DEHT considerando el acople hidráulico de 
centrales hidroeléctricas. 
Paso 1: Leer datos de entrada de la función: 
𝑙𝑏, 𝑢𝑏, 𝑃𝐷, 𝐼, 𝑉𝑖 , 𝑉𝑓, 𝑚, 𝑃𝑚𝑖𝑛
𝐻 , 𝑃𝑚𝑎𝑥
𝐻    
Paso 2: Definir parámetros iniciales del 
algoritmo PSO. 
Paso 3: Inicializar aleatoriamente las posiciones 
y velocidades de las partículas asociadas 
a las variables 𝑉𝑗𝑚, 𝑄𝑗𝑚 y 𝑃𝑖𝑚
𝑆  respetando 
los límites 𝑙𝑏 y 𝑢𝑏. 
Paso 4: Calcular las violaciones 𝑉𝐼𝑂𝐿𝐵𝑊 y 
𝑉𝐼𝑂𝐿𝐵𝑃 mediante el Subprograma 4. 
Paso 5: Evaluar la aptitud de cada vector de 
partículas candidatas en la función 
fitness expresada en (43). 
Paso 6: Seleccionar las mejores posiciones 
locales y globales: 𝑝𝑏𝑒𝑠𝑡 y 𝑔𝑏𝑒𝑠𝑡. 
Paso 7: Actualizar posiciones y velocidades de 
las partículas (?⃗? 𝑝
𝑘+1,  𝑋 𝑝
𝑘+1) con las 
ecuaciones (29) y (30). 
Paso 8: 𝑺𝒊 𝑉𝐼𝑂𝐿𝐵𝑊 ∧ 𝑉𝐼𝑂𝐿𝐵𝑃 ≤ 𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑖𝑎 
   Enviar resultados y Terminar rutina. 
𝑪𝒂𝒔𝒐 𝒄𝒐𝒏𝒕𝒓𝒂𝒓𝒊𝒐         
   Regresar al Paso 4. 
𝑭𝒊𝒏 𝑺𝒊 
 
Tabla 5. Pseudocódigo del algoritmo GWO para el 
despacho de generación hidroeléctrica y térmica. 
 
Subprograma 2. Rutina GWO para el problema de 
DEHT considerando el acople hidráulico de 
centrales hidroeléctricas. 
Paso 1: Leer datos de entrada de la función: 
𝑙𝑏, 𝑢𝑏, 𝑃𝐷, 𝐼, 𝑉𝑖 , 𝑉𝑓, 𝑚, 𝑃𝑚𝑖𝑛
𝐻 , 𝑃𝑚𝑎𝑥
𝐻    
Paso 2: Definir parámetros iniciales del 
algoritmo GWO. 
Paso 3: Inicializar aleatoriamente la población 
de lobos grises (agentes de búsqueda) 
asociados a las variables 𝑉𝑗𝑚, 𝑄𝑗𝑚 y 𝑃𝑖𝑚
𝑆  
respetando los límites 𝑙𝑏 y 𝑢𝑏. 
Paso 4: Calcular las violaciones 𝑉𝐼𝑂𝐿𝐵𝑊 y 
𝑉𝐼𝑂𝐿𝐵𝑃 mediante el Subprograma 4. 
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Paso 5: Evaluar la aptitud de cada vector de 
posiciones de los agentes de búsqueda en 
la función fitness expresada en (43). 
Paso 6: Identificar los 3 mejores agentes de 
búsqueda ubicados: 
𝑋 𝛼 = Primer mejor vector de lobos 
𝑋 𝛽 = Segundo mejor vector de lobos 
𝑋 𝛿 = Tercer mejor vector de lobos 
Paso 7: Actualizar las posiciones de 𝑋 𝛼, 𝑋 𝛽 y 𝑋 𝛿 
aplicando respectivamente las 
ecuaciones (39), (40) y (41). 
Paso 8: Actualizar las posiciones del resto de 
lobos omegas 𝑋 𝜔 de la manada mediante 
la ecuación (42).    
Paso 9: 𝑺𝒊 𝑉𝐼𝑂𝐿𝐵𝑊 ∧ 𝑉𝐼𝑂𝐿𝐵𝑃 ≤ 𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑖𝑎 
   Enviar resultados y Terminar rutina. 
𝑪𝒂𝒔𝒐 𝒄𝒐𝒏𝒕𝒓𝒂𝒓𝒊𝒐         
   Regresar al Paso 4. 
𝑭𝒊𝒏 𝑺𝒊 
 
Tabla 6. Pseudocódigo del algoritmo GA para el 
despacho de generación hidroeléctrica y térmica. 
 
Subprograma 3. Rutina GA para el problema de 
DEHT considerando el acople hidráulico de 
centrales hidroeléctricas. 
Paso 1: Leer datos de entrada de la función: 
𝑙𝑏, 𝑢𝑏, 𝑃𝐷, 𝐼, 𝑉𝑖 , 𝑉𝑓, 𝑚, 𝑃𝑚𝑖𝑛
𝐻 , 𝑃𝑚𝑎𝑥
𝐻    
Paso 2: Definir parámetros iniciales del 
algoritmo GA. 
Paso 3: Crear aleatoriamente la población inicial 
descendiente de individuos asociados a 
las variables 𝑉𝑗𝑚, 𝑄𝑗𝑚 y 𝑃𝑖𝑚
𝑆  respetando 
los límites 𝑙𝑏 y 𝑢𝑏. 
Paso 4: Calcular las violaciones 𝑉𝐼𝑂𝐿𝐵𝑊 y 
𝑉𝐼𝑂𝐿𝐵𝑃 mediante el Subprograma 4. 
Paso 5: Evaluar la aptitud de cada vector de 
individuos en la función fitness 
expresada en (43). 
Paso 6: Seleccionar los 2 mejores vectores de 
individuos de la población para la fase de 
apareamiento. 
Paso 7: Aplicar operador genético aleatorio de 
cruce a los individuos seleccionados 
como padres. 
Paso 8: Aplicar operador genético aleatorio de 
mutación para crear la nueva población 
descendiente.    
Paso 9: 𝑺𝒊 𝑉𝐼𝑂𝐿𝐵𝑊 ∧ 𝑉𝐼𝑂𝐿𝐵𝑃 ≤ 𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑖𝑎 
   Enviar resultados y Terminar rutina. 
𝑪𝒂𝒔𝒐 𝒄𝒐𝒏𝒕𝒓𝒂𝒓𝒊𝒐         
   Regresar al Paso 4. 
𝑭𝒊𝒏 𝑺𝒊 
 
Cada técnica heurística mostrada 
anteriormente utiliza otro subprograma 
para el cálculo de las violaciones tanto de 
la restricción del balance de los 
reservorios y de la restricción del balance 
de potencia, esta nueva función se 
muestra en la Tabla 7. 
 
Tabla 7. Pseudocódigo de la función para el cálculo de 
violaciones de las restricciones. 
 
Subprograma 4. Rutina de cálculo de las 
violaciones 𝑉𝐼𝑂𝐿𝐵𝑊 y 𝑉𝐼𝑂𝐿𝐵𝑃. 
Paso 1: Leer población de soluciones candidatas 
generada por la técnica heurística.   
Paso 2: Calcular el aporte de generación 
hidroeléctrica con la ecuación (9) 
𝑃𝑡𝑜𝑡𝑎𝑙
𝐻 = 0 
𝑷𝒂𝒓𝒂 𝑗 = 1 𝑯𝒂𝒔𝒕𝒂 (𝑁ℎ) 𝑯𝒂𝒄𝒆𝒓 
     𝑺𝒊 𝑚 = 24 
        𝑉𝑗𝑚 = 𝑉𝑀 
     𝑭𝒊𝒏 𝑺𝒊 
    𝑃𝑗𝑚
𝐻 = 𝑓(𝑉𝑗𝑚 , 𝑄𝑗𝑚) 
𝑭𝒊𝒏 𝑷𝒂𝒓𝒂 
Paso 3: Calcular la violación 𝑉𝐼𝑂𝐿𝐵𝑊. 
𝑉𝐼𝑂𝐿𝐵𝑊 = 0 
𝑷𝒂𝒓𝒂 𝑗 = 1 𝑯𝒂𝒔𝒕𝒂 (𝑁ℎ) 𝑯𝒂𝒄𝒆𝒓 
     𝑺𝒊 𝑚 = 1 
        𝐵𝑊 = 𝑉0 + 𝐼𝑗𝑚 − 𝑄𝑗𝑚 +
                       ∑ 𝑄𝑙𝑚
𝑁𝑢𝑝
𝑙=1
− 𝑉𝑗𝑚   
     𝑪𝒂𝒔𝒐 𝒄𝒐𝒏𝒕𝒓𝒂𝒓𝒊𝒐  
         𝐵𝑊 = 𝑉𝑗,𝑚−1 + 𝐼𝑗𝑚 − 𝑄𝑗𝑚 +




     𝑭𝒊𝒏 𝑺𝒊 
     𝑉𝐼𝑂𝐿𝐵𝑊 = 𝑉𝐼𝑂𝐿𝐵𝑊 + |𝐵𝑊| 
𝑭𝒊𝒏 𝑷𝒂𝒓𝒂 
Paso 4: Calcular la violación 𝑉𝐼𝑂𝐿𝐵𝑃 según (4).  
Paso 5: Enviar resultados de violaciones y 
Terminar rutina. 
 
Finalmente, los algoritmos propuestos 
para la solución del despacho económico 
hidrotérmico con las técnicas heurísticas 
PSO, GWO y GA se implementaron en el 
software MATLAB R2020b instalado en 
una computadora con características: 
procesador Intel® Core™ i7-8550U CPU 
@ 1.80 GHz y memoria RAM de 16 GB. 
5.1 Sistema de prueba 
El modelo del sistema de prueba utilizado 
para la resolución del problema de DEHT 
consiste en una modificación del sistema 
de prueba propuesto en [33]. El sistema de 
prueba en el que se ensayaron las técnicas 
heurísticas implementadas corresponde a 
un sistema de potencia uninodal 
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compuesto por un conjunto múltiple de 
centrales generadoras. El sistema de 
generación específicamente se encuentra 
integrado por nueve plantas generadoras, 
de las cuales: cinco son térmicas y las 
otras cuatro restantes son centrales 
hidroeléctricas que se encuentran 
acopladas en cascada tal como se muestra 










Figura 8. Disposición de los embalses de las centrales 
hidroeléctricas que conforman el sistema de prueba. 
 
En la Figura 9 se muestran los flujos de 
entrada de agua naturales previstos para 
cada central hidroeléctrica para cada hora 
del día. 
 
En la sección de Anexos se encuentra 
detallada toda la información referente a 
los coeficientes de las funciones de costos 
de las centrales térmicas y sus límites de 
potencia de generación. Así mismo, para 
las plantas hidroeléctricas se indican los 
coeficientes del modelo de cada planta, 
los límites de potencia, los límites de 
capacidad de descarga de agua, los límites 
de capacidad de almacenamiento de cada 
embalse y las condiciones de volúmenes 




Figura 9. Entradas de agua naturales a los embalses de 
cada planta hidroeléctrica para cada intervalo del 







Figura 10. Escenario de demanda para un horizonte de planificación de 24 horas. 
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El escenario de demanda con el que se 
propone validar los algoritmos propuestos 
se ilustra en la Figura 10, el cual considera 
un horizonte de planificación de 24 horas 
y, por ende, conduce a un modelo de 
despacho que consta de 24 periodos de 
optimización. 
 
6 Análisis de resultados 
Con el precedente de que las técnicas 
heurísticas empiezan su proceso iterativo 
con una población inicial aleatoria de 
soluciones, los resultados que se obtienen 
en cada simulación siempre son distintos 
y es por ello, que para este trabajo se 
repitió la ejecución de cada algoritmo diez 
veces y en función de todo ese conjunto 
de resultados se escogió como ganadora a 
la repetición que obtuvo el menor costo. 
Para el caso del algoritmo de 
optimización por enjambre de partículas 
(PSO) y el algoritmo Grey Wolf (GWO), 
los mejores esquemas de despacho se 
obtuvieron en la segunda repetición. Por 
otra parte, con respecto a la técnica de 
algoritmos genéticos se utilizaron las 
variantes de selección de individuos por 
ruleta (GA-R) y por torneo (GA-T) 
determinándose los mejores costos con 
estas dos versiones de GA en las 
repeticiones tres y diez, respectivamente. 
De la Figura 11 a la Figura 14 se 
muestran los esquemas de descargas de 
agua determinados para cada central 
hidroeléctrica a lo largo de todo el 
horizonte de planificación por las técnicas 
PSO, GWO, GA-R y GA-T. 
 
 
Figura 11. Flujos de descarga determinados por cada 
técnica heurística para la planta hidroeléctrica 1. 
 
 
Figura 12. Flujos de descarga determinados por cada 
técnica heurística para la planta hidroeléctrica 2. 
 
 
Figura 13. Flujos de descarga determinados por cada 




Figura 14. Flujos de descarga determinados por cada 
técnica heurística para la planta hidroeléctrica 4. 
 
 La Figura 15 muestra resumidamente 
los flujos de descarga de agua 
planificados por cada técnica heurística 
para todo el conjunto de centrales 
hidroeléctricas que componen el sistema 
de prueba analizado. De acuerdo con esta 
gráfica se evidencia que la tasa de 
descargas de la planta 2 es la que posee un 
patrón más uniforme con todas las 
técnicas a partir del intervalo 10. Los 
flujos de descarga 𝑄3 y 𝑄4 programados 
por las técnicas PSO y GWO son valores 
prácticamente muy cercanos entre sí en la 
mayoría de los intervalos, a diferencia de 
los determinados con la técnica de 
algoritmos genéticos con sus modos de 
selección por ruleta y torneo que varían 
mucho más. 
Los niveles de cota tanto para los 
embalses 1, 2, 3 y 4 determinados por 
cada algoritmo heurístico para cada hora 
del día del horizonte de planificación 
considerado se indican a partir de la 









Figura 16. Niveles de almacenamiento establecidos por 
cada técnica heurística para el Reservorio 1. 
 
 
Figura 17. Niveles de almacenamiento establecidos por 
cada técnica heurística para el Reservorio 2. 
 
 
Figura 18. Niveles de almacenamiento establecidos por 
cada técnica heurística para el Reservorio 3. 
 
 
Figura 19. Niveles de almacenamiento establecidos por 
cada técnica heurística para el Reservorio 4. 
 
En base a la Figura 18 y Figura 19 
correspondientes a la gestión de los 
reservorios 3 y 4 respectivamente, resulta 
interesante observar la gestión propuesta 
por la técnica de algoritmos genéticos 
tanto con el método de selección por 
ruleta y torneo, pues logran una mayor 
variación de los niveles de 
almacenamiento a lo largo del horizonte 
de planificación, a diferencia de las 
técnicas PSO y GWO que mantienen un 
nivel de cota casi constante para dichos 
reservorios. 
En la Figura 20 se presenta un 
compendio de la gestión de reservorios 
lograda a través de cada técnica heurística 
para el sistema de prueba considerado. A 
partir de ésta se corrobora que cada una de 
las técnicas implementadas aprovecha las 
condiciones físicas del reservorio 3, dado 
que éste es el más grande de todos y, por 
ende, hacen que este embalse sea el que 
almacene mayor cantidad de agua durante 
todo el horizonte de planificación en 
comparación al resto de embalses que 




Figura 20. Gestión de reservorios de las plantas hidroeléctricas propuesta por cada algoritmo heurístico. 
 
Los aportes de generación 
hidroeléctrica obtenidos para las cuatro 
plantas hidráulicas que componen el 
sistema de prueba considerado mediante 
los algoritmos PSO, GWO, GA-Ruleta y 
GA-Torneo se ilustran a continuación, en 
la Figura 21, Figura 22, Figura 23 y 
Figura 24, respectivamente.  
 
 
Figura 21. Despacho de generación hidroeléctrica 
mediante el algoritmo PSO. 
 
 
Figura 22. Despacho de generación hidroeléctrica 
mediante el algoritmo GWO. 
 
 
Figura 23. Despacho de generación hidroeléctrica 
mediante el algoritmo GA-R. 
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Figura 24. Despacho de generación hidroeléctrica 
mediante el algoritmo GA-T. 
 
En la Figura 21 se puede apreciar el 
aporte de generación hidroeléctrica 
obtenido a través de la técnica PSO 
acumulando un total de 10973.35 MW. 
Por otra parte, en la Figura 23 se detalla el 
aporte conseguido con GA-R con un 
acumulado máximo de 11093.14 MW, 
logrando convertirse en la técnica que 
logra extraer el mayor aporte de 
generación hidroeléctrica.  
Los resultados de los esquemas de 
despacho de generación termoeléctrica e 
hidroeléctrica para abastecer el escenario 
de demanda en cada intervalo del 
horizonte de planificación conseguidos 
por cada técnica heurística se exhiben en 
la Figura 25, Figura 26, Figura 27 y 
Figura 28, respectivamente. 
 
 
Figura 25. Programación de generación hidroeléctrica 
y térmica determinada mediante la técnica PSO. 
 
 
Figura 26. Programación de generación hidroeléctrica 
y térmica determinada mediante la técnica GWO. 
 
 
Figura 27. Programación de generación hidroeléctrica 
y térmica determinada mediante la técnica GA-R. 
 
 
Figura 28. Programación de generación hidroeléctrica 
y térmica determinada mediante la técnica GA-T. 
 
De los esquemas de despacho 
determinados tanto por los métodos PSO, 
GWO, GA-R y GA-T se evidencia que, en 
todas éstas la central térmica T2 es la que 
despacha la mayor cantidad de potencia. 
 30 
Para el caso de las técnicas PSO y 
GWO, la unidad térmica que logra el 
segundo mayor aporte de despacho es la 
central T3; mientras que, con la técnica de 
algoritmos genéticos aplicando ya sea la 
selección por ruleta o torneo, la unidad 
térmica que consigue el segundo mayor 
aporte de generación es la central T1.  
La central térmica que se lleva el tercer 
lugar en el aporte de generación es la 
central T1 para el caso de las técnicas 
PSO y GWO. Por el contrario, la técnica 
de GA-R y GA-T le da el tercer mayor 
aporte de despacho a la central T3.  
Con respecto a las unidades de 
generación térmicas T4 y T5, la tendencia 
de despacho resulta ser muy similar para 
todas las técnicas heurísticas que se 
implementaron.  
Por otro lado, en la Figura 29 se 
muestran los costos totales ligados a los 
esquemas de despacho de generación 
determinados a través de cada algoritmo 
heurístico propuesto para abordar el 




Figura 29. Costos totales de operación arrojados por 
cada técnica heurística implementada. 
 
 De la anterior gráfica se puede 
observar que el método de optimización 
por enjambre de partículas (PSO) obtuvo 
el mejor costo de operación para todo el 
horizonte de planificación estudiado. Sin 
embargo, también es importante destacar 
el precio obtenido con el algoritmo Grey 
Wolf (GWO), el cual logró alcanzar un 
costo total de operación muy cercano al 
obtenido con la técnica PSO, superando a 
éste solo por $ 25.25 que corresponde a 
una cantidad que se podría considerar 
insignificante debido a que los montos 
acumulados de producción rondan las 
centenas de miles de dólares. 
En base a los resultados obtenidos con 
cada algoritmo heurístico se procede a 
determinar los valores asociados a cada 
indicador clave de rendimiento que se 
propusieron en la Sección 4. Los valores 
calculados para cada KPI se indican 
subsiguientemente en la Tabla 8. 
En función de los resultados de los 
KPIs determinados individualmente para 
cada método implementado, se tiene que 
la técnica de algoritmos genéticos es la 
que logra un mejor manejo del recurso 
hídrico con un factor de generación 
hidroeléctrica (FGH) del 28.79% con el 
modo de selección por ruleta; mientras 
que, con el modo de selección por torneo 
alcanza un valor de 28.59%. 
Seguidamente se encuentra el algoritmo 
Grey Wolf (GWO) con un FGH del 
28.58%, y en último lugar se ubica el 
algoritmo de optimización por enjambre 
de partículas (PSO) con un FGH del 
28.48%. Los factores de generación 
termoeléctrica (FGTs) por el contrario, 
vienen a ser el complemento de los FGHs 
y permiten conocer el nivel porcentual 
con el que deben contribuir las centrales 
térmicas en conjunto para suplir el resto 
de la demanda. Dado que la técnica PSO 
fue la que logró el FGH más bajo, por 
ende, su FGT es el más alto de todos con 







Tabla 8. Valores de KPIs asociados a cada técnica heurística implementada para la resolución del DEHT. 
 
Indicador KPI Unidad PSO GWO  GA 
Ruleta Torneo 
Factor de Generación Hidroeléctrica 
(FGH) 
% 28.48 28.58 28.79 28.59 
Factor de Generación Termoeléctrica 
(FGT) 
% 71.52 71.42 71.21 71.41 
Número de penalizaciones de la 
Función Fitness (NPFF) 
# 866176 959976 785536 734426 
Índice de costo por penalización (ICP) $
𝑝𝑒𝑛𝑎𝑙𝑖𝑧𝑎𝑐𝑖ó𝑛
 
0.5999 0.5413 0.6635 0.7107 
Tiempo medio de evaluación de la 
Función Fitness (TMEFF) 
𝜇𝑠
𝑒𝑣𝑎𝑙𝑎𝑙𝑢𝑎𝑐𝑖ó𝑛
 23.12 26.46 33.51 35.50 
Índice de costo por unidad de 




103931.18 103936.23 104240.17 104398.18 





21652.33 21653.38 21716.70 21749.62 
 
Con respecto al indicador NPFF 
referente al total de penalizaciones 
presentadas en la función fitness, se 
demuestra que el algoritmo GWO fue el 
que obtiene un mayor número de 
violaciones de las restricciones de balance 
de potencia y balance dinámico de los 
embalses con un total de 959976 
penalizaciones. 
A partir del NPFF es posible calcular 
el índice de costo por penalización (ICP), 
el cual se comporta como un KPI que 
busca medir la máxima distribución del 
costo total que se pudo realizar en función 
de la cantidad de penalizaciones, por lo 
tanto, para interpretar correctamente este 
KPI se debe considerar que un ICP más 
alto implica que hubo una mayor 
eficiencia en el manejo de las 
restricciones del modelo de optimización 
y por el contrario, un ICP más pequeño 
expresa que la técnica induce a una mayor 
cantidad de violaciones y, por 
consiguiente, requiere de un mayor 
número de iteraciones para llegar al punto 
de convergencia. Con este preámbulo 
sobre el indicador ICP, es posible 
observar que la técnica GA-T alcanza el 
ICP más alto con un valor simbólico de 
0.7107 dólares por penalización y a 
continuación le sigue su similar de GA-R 
con 0.6635, demostrando entonces que en 
general la técnica de algoritmos genéticos 
se impone como el método que sobrelleva 
de mejor manera el proceso iterativo y las 
respectivas restricciones fijadas para la 
resolución del problema de DEHT. 
El indicador TMEFF es otro KPI muy 
útil para validar el desempeño alcanzado 
por cualquier algoritmo heurístico, ya que 
éste hace referencia al tiempo medio de 
evaluación requerido para cuantificar la 
aptitud de cada solución candidata en la 
función fitness. La técnica PSO obtuvo un 
tiempo promedio de 23.12 microsegundos 
por evaluación, convirtiéndose entonces 
en el método que presenta mayor rapidez 
en resolver el despacho de cada central; 
mientras que, la técnica de algoritmos 
genéticos es la que se demoró mayor 
tiempo en evaluar sus soluciones 
candidatas en la función fitness, pero es 
importante acotar que, de sus dos 
variantes, la opción de selección de 
individuos por ruleta fue la más veloz.  
Por último, dado que la temática de 
este artículo se orienta al despacho 
económico, los KPIs con mayor peso en 
la evaluación del desempeño alcanzado 
por cualquier técnica de optimización 
heurística son los que se encuentran 
exclusivamente ligados con el costo 
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operacional, por tal motivo los 
indicadores que se proponen utilizar son 
el índice de costo por unidad de 
generación térmica (ICUT) y el costo 
promedio por intervalo de planificación 
(CPI). Los valores más bajos para estos 
KPIs se logran con el método de 
optimización por enjambre de partículas 
(PSO) evidenciando que a pesar de que su 
FGT fue el más alto, logró resolver de 
mejor manera el subproblema térmico 
alcanzando el mejor costo en 
comparación al resto de técnicas, aunque 
también es sobresaliente el rendimiento 
logrado través del algoritmo Grey Wolf 
(GWO), el cual solo supera los valores de 
ICUT y CPI correspondientes a la técnica 
PSO por $ 5.05 y $ 1.05, respectivamente.  
 
7 Discusión 
Basados en los trabajos desarrollados por 
otros autores, se evidencia una 
significativa utilización de 
multiplicadores de Lagrange en conjunto 
con técnicas exactas como la 
programación dinámica y también con 
técnicas heurísticas como algoritmos 
genéticos donde se evidencian trabajos 
puntuales como [38], [39], que si bien 
utilizan algoritmos genéticos, no 
resuelven simultáneamente el 
subproblema térmico e hidroeléctrico con 
esta técnica, sino que solo la aplican en la 
programación de generación 
hidroeléctrica; escenario que no aplica en 
el presente trabajo, en virtud que se 
utilizaron completamente las técnicas 
PSO, GWO y GA para abordar en 
conjunto el subproblema hidroeléctrico y 
térmico. Además, la mayoría de métodos 
deterministas al resolver el DEHT en 
primera instancia no consideraron el 
efecto de punto de válvula en las 
funciones de costos y con respecto a 
varias técnicas heurísticas disponibles en 
la literatura científica, algunas de éstas si 
han considerado dicho efecto, pero se 
limitan al examinarse en sistemas 
equivalentes térmicos. De este modo, una 
de las ventajas de los algoritmos 
propuestos en este artículo basados en las 
respectivas técnicas heurísticas descritas 
anteriormente, radica en que permiten 
analizar sistemas que se encuentren 
formados por múltiples centrales térmicas 
y múltiples centrales hidroeléctricas 
acopladas hidráulicamente. El mérito de 
los algoritmos propuestos para este tipo 
de sistemas de prueba es debido a que se 
trata de forma independiente cada unidad 
térmica y, por ende, no resulta necesario 
desagregar el esquema de despacho 
determinado.  
Por otro lado, considerando otros 
aspectos como el modelo matemático 
considerado para la representación de la 
potencia de salida de las plantas 
hidroeléctricas, en trabajos como [10], 
[22], [28], [37] se utilizan funciones 
lineales, caso que singularmente para este 
artículo no aplica, pues se considera una 
función cuadrática cóncava multivariable 
que depende tanto del caudal turbinado y 
el volumen de almacenamiento de cada 
embalse. Finalmente cabe resaltar que el 
presente trabajo se consideraría pionero 
con la iniciativa de formular varios 
indicadores clave de rendimiento que 
puedan ser utilizados para evaluar la 
calidad de los resultados conseguidos por 
una técnica heurística y además, a partir 
de estos indicadores se pueda dar apertura 
a que éstos puedan ser utilizados como 
métricas estándar para la validación del 
desempeño de otros trabajos que 
consideren métodos heurísticos para 
abordar el problema de despacho 
económico hidrotérmico.  
 
8 Conclusiones 
El problema de optimización formulado 
en este trabajo ha logrado manejar de 
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excelente manera las restricciones 
relacionadas al modelo de optimización 
del despacho económico hidrotérmico 
referente a los límites de generación y la 
modelación de la generación 
termoeléctrica considerando la 
característica no convexa que se presenta 
al incluir el efecto de punto de válvula en 
las funciones de costos de las centrales 
térmicas. Para el caso del modelo de 
generación hidráulico se consideró las 
limitaciones de caudales y reservorios en 
cascada y, además, se utilizó un modelo 
no lineal para la representación de la 
potencia de generación de las plantas 
hidroeléctricas con la finalidad de 
representar la potencia de salida de las 
turbinas hidráulicas de una forma más 
robusta.  
La practicidad es una de las cualidades 
más representativas que poseen en 
general las técnicas heurísticas y 
particularmente se evidencia dicha 
característica en este trabajo, debido a que 
la función fitness propuesta sirvió para 
cada uno de los algoritmos 
implementados, demostrando, además, 
que dicha función puede ser utilizada y 
replicada en otras diferentes técnicas 
heurísticas que se adapten para resolver el 
DEHT.  
Se utilizaron tres diferentes técnicas 
heurísticas para abordar el DEHT, siendo 
estas el método de optimización por 
enjambre de partículas, el algoritmo Grey 
Wolf y la técnica de algoritmos genéticos, 
a la cual particularmente se pudo evaluar 
sus resultados tanto con sus dos variantes 
de selección por ruleta y torneo de forma 
individual y también con los resultados 
provistos por los otros dos métodos 
heurísticos implementados.  
En función de los resultados 
conseguidos se evidencia claramente que 
tanto las técnicas PSO y GWO 
pertenecientes al grupo de 
metaheurísticas de inteligencia de 
enjambre entregan mejores resultados en 
comparación a los alcanzados a través de 
la técnica GA perteneciente a la categoría 
de algoritmos evolutivos; y, además para 
el caso individual de algoritmos 
genéticos, el mejor despacho económico 
se consiguió con su variante de selección 
por ruleta. 
Finalmente, otro de los aportes que 
entrega la presente investigación es la 
propuesta de distintos indicadores clave 
de rendimiento que permitan evaluar de 
una forma más puntual y minuciosa el 
desempeño logrado por un algoritmo 
heurístico; de manera que, además de 
realizar un análisis comparativo en base a 
los costos totales de operación de los 
esquemas de despacho determinados por 
cada técnica heurística, sea posible 
examinar su desempeño a través de 
distintos enfoques, para así lograr 
identificar los pros y contras que tienen al 
abordar el problema de DEHT. Un 
resultado realmente valioso logrado a 
partir de los KPIs planteados, se refiere a 
que la técnica de algoritmos genéticos es 
la que logra un mejor programa de 
generación hidroeléctrica; sin embargo, 
su esquema de asignación de potencia 
entre todas las unidades térmicas es más 
caro, a diferencia de la técnica PSO que 
logra minimizar más notablemente la 
función de costos. 
 
8.1 Trabajos futuros 
A partir de los resultados conseguidos en 
el presente trabajo surge la iniciativa de 
desarrollar nuevas investigaciones 
basadas en las siguientes directrices:  
• Formulación de nuevos 
indicadores clave de rendimiento 
orientados al despacho económico 
hidrotérmico multiobjetivo 
considerando curvas de emisión 
de gases de efecto invernadero. 
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• Evaluación del despacho 
económico hidrotérmico mediante 
la hibridación de diferentes 
técnicas heurísticas. 
• Formulación del despacho 
económico hidrotérmico y Unit 
Commitment mediante la 
aplicación de técnicas heurísticas. 
• Evaluación del despacho 
económico hidrotérmico 
integrando penetración de energía 
eólica mediante la aplicación de 
técnicas heurísticas.  
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Tabla 10. Coeficientes y límites de generación correspondientes a las centrales térmicas del sistema de prueba. 
 
Planta (𝒊) 𝒂𝒊 𝒃𝒊 𝒄𝒊 𝒆𝒊 𝒇𝒊 𝑷𝒎𝒊𝒏 𝑷𝒎𝒂𝒙 
1 0.00043 16.6 900 850 0.087 100 400 
2 0.00073 15.5 800 550 0.097 130 400 
3 0.00059 14.8 700 490 0.067 70 300 
4 0.00075 15.9 470 310 0.063 60 300 
5 0.00079 16.6 200 145 0.042 80 250 
 
Tabla 11. Coeficientes y límites de generación correspondientes a las centrales hidroeléctricas del sistema de prueba. 
 
Planta (𝒋) 𝒄𝟏𝒋 𝒄𝟐𝒋 𝒄𝟑𝒋 𝒄𝟒𝒋 𝒄𝟓𝒋 𝒄𝟔𝒋 𝑷𝒎𝒊𝒏 𝑷𝒎𝒂𝒙 
1 -0.0042 -0.44 0.04 0.80 11 -53 0 500 
2 -0.0043 -0.32 0.013 1.24 9.7 -71 0 500 
3 -0.0015 -0.31 0.012 0.54 5.7 -42 0 500 
4 -0.0032 -0.33 0.025 1.43 14.1 -91 0 500 
 
Tabla 12. Límites de descargas, límites de capacidad de almacenamiento de los reservorios y volúmenes iniciales y 
finales de las centrales hidroeléctricas del sistema de prueba. 
 
𝑸𝒎𝒊𝒏 𝑸𝒎𝒂𝒙 𝑽𝒎𝒊𝒏 𝑽𝒎𝒂𝒙 𝑽𝒊𝒏𝒊 𝑽𝒇𝒊𝒏 
5 15 80 150 100 135 
6 15 60 120 80 115 
10 30 100 240 170 175 
6 20 70 160 120 125 
 
Tabla 13. Entradas de agua naturales a los embalses de las centrales hidroeléctricas del sistema de prueba. 
 
Hora  Reservorios Hora Reservorios Hora Reservorios 
𝑰𝟏 2 3 4 1 2 3 4 1 2 3 4 
1 10 8 8.1 2.8 9 10 8 1 0 17 9 7 2 0 
2 9 8 8.2 2.4 10 11 9 1 0 18 8 6 2 0 
3 8 9 4 1.6 11 12 9 1 0 19 7 7 1 0 
4 7 9 2 0 12 10 8 2 0 20 6 8 1 0 
5 6 8 3 0 13 11 8 4 0 21 7 9 2 0 
6 7 7 4 0 14 12 9 3 0 22 8 9 2 0 
7 8 6 3 0 15 11 9 3 0 23 9 8 1 0 
8 9 7 2 0 16 10 8 2 0 24 10 8 0 0 
 
