Abstract. We give two positive results on the inverse spectral problem for simply connected analytic domains with discrete symmetries. First, we consider domains with one mirror isometry and with an invariant bouncing ball orbit whose orientation is reversed by the symmetry. We prove that such domains are determined by their Dirichlet spectra among other domains in that class. Second, we consider domains with dihedral isometry group D n , and again prove that they are spectrally determined within this class. These results extend in two different ways the inverse result of [Z1, Z2] that simply connected analytic plane domains with two symmetries are spectrally determined within that class. The main tool is our rigorous version [Z5] of the Balian-Bloch approach to the Poisson relation between spectrum and closed billiard orbits [BB1, BB2] .
Introduction
This paper is the second in a series devoted to the inverse spectral problem for analytic drumheads, i.e. for Laplacians on bounded simply connected plane domains with Dirichlet boundary conditions. The motivating problem is whether generic analytic drumheads are determined by their spectra. All known counterexamples to the question, 'can you hear the shape of a drum?', are plane domains with corners [GWW1, GWW2] , so it is possible, according to current knowledge, that analytic drumheads are spectrally determined. We give evidence for the conjecture by proving it for two classes of analytic drumheads: (i) those with an up/down symmetry, and (ii) those with a dihedral symmetry. The same inverse results hold for Neumann boundary conditions as well, with essentially the same proofs. The proof is based on a rigorous version of the Balian-Bloch approach to the Poisson relation between spectrum and closed billiard orbits [BB1, BB2] , which was proved in the first article in this series [Z5] . The proof of Theorem (1.1) is constructive in that we will successively determine all the Taylor coefficients of f ± (x) at x = 0 from wave trace invariants.
Statement of results.
The results pertain to the following two classes of drumheads: (i) the class D 1,L of drumheads with one symmetry σ and a bouncing ball orbit of length L which is reversed by σ; and (ii) the class D m,L (m ≥ 2) of drumheads with the dihedral symmetry group D m and an invariant m-link reflecting ray. Let us define the classes more precisely and state the results.
1.1.1. Domains with one symmetry. The class D 1,L consists of simply connected real-analytic plane domains Ω satisfying:
• (i) There exists an isometric involution σ of Ω; Here, Lsp(Ω) denotes the length spectrum, i.e. the set of lengths of closed trajectories of the billiard flow of Ω (see §2 for backgroun on billiards). By a bouncing ball orbit γ is meant a 2-link periodic trajectory of the billiard flow. It corresponds to an extremal diameter, i.e. a line segment in the interior of Ω which intersects ∂Ω orthogonally at both boundary points (see §2, [KT] [PS] for background and definitions). The orbit γ is a curve in S * Ω which projects to the extremal diameter under the natural projection π : S * Ω → Ω. For simplicity of notation, we often refer to π(γ) itself as a bouncing ball orbit and denote it as well by γ. By rotating and translating Ω we may assume that γ is vertical and that A = (0, − L 2 ). In a strip T ǫ (AB), we may locally express ∂Ω = ∂Ω + ∪ ∂Ω − as the union of two graphs over the x-axis, namely ∂Ω + = {y = f + (x), x ∈ (−ǫ, ǫ)}, ∂Ω − = {y = f − (x), x ∈ (−ǫ, ǫ)}.
Remarks on assumptions (a) In the above notation, the symmetry assumptions (i) -(ii) amount to saying that f + (x) = −f − (x). See Figure ( 2). Hence there is 'only one' analytic function f to determine. It is quite a different problem if σ preserves orientation of σ (i.e. flips the domain left-right rather than up-down), which amounts to saying that f ± are even functions but does not give a simple relation between them. (b) Condition (iii) on the multiplicity of 2L means that just the two orbits γ, γ −1 have length 2L. The linear Poincare map P γ is defined in §2. In the elliptic case, its eigenvalues {e ±iα } are of modulus one and we are requiring that α 2π / ∈ Q. In the hyperbolic case, its eigenvalues Figure 2 . ∂Ω as a pair of local graphs {e ±λ } are real and they are never roots of unity in the non-degenerate case. These are generic conditions in the class of analytic domains. (c) In the proof, another condition will come up: that the endpoints of the bouncing ball orbit are not vertices of ∂Ω, i.e. critical points of the curvature. Equivalently, that f (3)
We do not list this hypothesis because it can be removed by a slight modification of the argument, as will be discussed at the end of the proof.
In Theorem (1.1), we marked the length of a bouncing ball orbit. In the following corollary, it is unnecessary to mark any lengths: Corollary 1.2. Let D be the class of domains with an isometric involution σ satisfying:
• (i) σ reverses the shortest closed billiard trajectory γ;
• (ii) rL γ are of multiplicity one in Lsp(Ω). Then Spec: D → R N + is 1-1. The proof of the corollary from the Theorem is just to observe that any shortest closed trajectory is automatically a bouncing ball orbit. It is not necessary to mark its length because the shortest length is already a spectral invariant of Ω. We note that Theorem (1.1) is more general than Corollary (1.4) since the shortest closed orbit might not satisfy conditions (i) -(iii) of Theorem (1.1) but another one might (there are always at least two geometrically distinct bouncing ball orbits).
Theorem (1.1) and Corollary (1.4) remove the (left/right) symmetry from the conditions on the domains considered in [Z1, Z2] . The situation for analytic plane domains is now quite analogous to that for analytic surfaces of revolution [Z3] , where the rotational symmetry implies that the profile curve is up/down symmetric but not necessarily left/right symmetric.
1.1.2. Dihedrally symmetric domains. The second class of domains is the class D m,L of dihedrally symmetric analytic drumheads Ω, i.e. domains satisfying:
• (ii) D m leaves invariant at least one m-link periodic reflecting ray γ of length 2L;
• (iii) 2L has multiplicity one in Lsp(Ω) We then have: We recall that D m is the group generated by elements {σ, R 2π/m } where R 2π/m is counterclockwise rotation through the angle 2π/m and where σ 2 = 1, with the relations σR 2π/n σ = R −2π/n . Also, by an m-link periodic reflecting ray we mean a periodic billiard trajectory with m points of transversal reflection off ∂Ω. It is easy to see that such a ray exists if Ω is convex. In general, it is a non-trivial additional assumption. With this proviso, Theorem (1.3) is a second kind of generalization of the inverse spectral result of [Z1, Z2] for the class D 2,L of 'bi-axisymmetric domains'. That result obviously covers the cases D 2n,L , but the general case is new. For any prime p, the result for D p,L is independent of any other case where p does not divide n.
1.2. The role of symmetries. The reason for the symmetry assumptions in this paper and in [Z1, Z2] is that we are going to determine Ω from spectral invariants associated to a single closed orbit and its iterates. In Theorem (1.1) it is the bouncing ball orbit, while in (1.3) it is the invariant m-link reflecting ray. The symmetries are used in reducing the number of independent Taylor coefficients of the boundary at the endpoints of the links.
Our use of this symmetry is somewhat reminiscent of the well-known inverse results of Borg, Levinson and Marchenko [M] about Sturm-Liouville eigenvalue operators D 2 + q on an interval [0, L] with Dirichlet (among other) boundary conditions. They proved spectral determination of potentials satisfying the symmetry q(x) = q(L−x). In fact, such a symmetry is necessary to obtain such a rigidity result in one dimension. It is almost surely not necessary in two dimensions. Below, we will mention some work in progress investigating whether the symmetry assumptions can be removed.
1.3. Outline of the proof. We described our plan for proving Theorems (1.1 ) -(1.3) in the introduction to [Z1] , so we will only briefly recapitulate the main points here. As mentioned above, the proof is based on a detailed analysis of a trace formulae for the smoothed and localized resolvent kernels
where R Ω (k + iτ ) is the Dirichlet resolvent and whereρ ∈ C ∞ 0 (R) is a cutoff whose support contains one singularity of the wave trace in its support, namely the length rL γ of an iterate γ r of the distinguished orbit. Following Balian-Bloch, we then use a Neumann series
to express the kernel of R Ω (k+iτ ), the Dirichlet Green's function, in terms of the free Green's function. As proved in [Z5] , for τ sufficiently large, T rR ρ (k + iτ ) is the sum of the traces of the terms of (2). Moreover, T rG M,ρ (k + iτ ) possesses for each M a complete stationary phase expansion for each M and they can be summed to give a stationary phase expansion for the resolvent of the form
whose coefficients (B γ r ,j + B γ −1 ,j ), the wave invariants, depend only on the first 2j + 2 derivatives of ∂Ω at the endpoints of the distinguished orbit. Morever, in [Z5] an algorithm is given for calculating the coefficients as a sum of stationary phase expansions. As with any stationary phase expansions, the coefficients can be expressed as 'Feynman amplitudes' corresponding to Feynman graphs Γ for the integrals T rG M,ρ (k+iτ ). The Euler characteristic of Γ corresponds to the power k −j of k. The key point in this paper is to enumerate the (labelled graphs) of Euler characterstic −j whose amplitudes contain the maximum numbers 2j + 2, 2j − 1 derivatives of ∂Ω, and to determine how these amplitudes behave under the iterates γ r of γ. This analysis will be given for the case of a bouncing ball orbit in §3 and in §4 for the case of a D m -ray. For instance, in the symmetric bouncing ball case there is only one important diagram for the even derivatives f (2j) (0) and two important diagrams for the odd derivatives f (2j−1) (0). Modulo terms involving ≤ 2j − 2 derivatives, the 'Feynman amplitudes' B γ r ,j−1 + B γ −r ,j−1 take the form
Here, h pq are the matrix elements of the inverse of the Hessian of the length function L at γ r . By studing the behaviour of the terms 2r q=1 (h 1q ) 3 as r → ∞ we prove that the even and odd derivatives decouple, and hence we can determine them both. Thus, we determine all Taylor coefficients f (j) + (0) from the wave invariants. We use a similar strategy in the D n -case.
1.4. Prior results. We have already mentioned our prior result that analytic drumheads with up/down and left/right symmetries are spectrally determined in that class [Z1, Z2] . Previously, it was proved by Colin de Verdiere [CV] that such domains are spectrally rigid. To our knowledge, the only other prior result giving a 'large' class of spectrally domains is that of MM2] , in which the class is a spectrally determined twoparameter family of convex plane domains which are determined among generic convex domains by their spectra.
1.5. Further/related results. In a continuation [Z4] of this article, we will strengthen Theorem (1.1) by removing the condition that the top and bottom halves fit together smoothly: It suffices to take domains which are formed by reflecting analytic graphs around the x-axis. More precisely: pick any real analytic function y = f (x) over an interval which we may take to be of the form [−a, a] for some a. Assume that f (a) = f (−a) = 0 and that f has no Let F be the class of real analytic functions with the stated properties, and consider those f for which precisely one critical value of f equals L/2. The vertical line through (x, ±L/2) is then a bouncing ball orbit. Let us impose the further generic conditions on f that 2L is of multiplicity one in Lsp(Ω f ) and that no eigenvalue of the Poincare map of the bouncing ball orbit is a root of unity. We denote the resulting class of real analytic graphs by F L . In [Z5] , we prove:
Similarly, we will allow dihedral domains to have corners along the intersections of a fundamental domain and its rotates.
In another article [Z6] in this series, we extend the inverse result to the exterior problem of determining a Z 2 -symmetric configuration of analytic obstacles from its scattering phase (or resonance poles). Our result may be stated as follows: Let Ω = R 2 − {O ∪ τ x,L O} where O is a convex analytic obstacle, where x ∈ O and where τ x,L is the mirror reflection across the orthgonal line segment of length L from x. Thus, {O ∪ τ x,L (O)} is a Z 2 -symmetric obstacle consisting of two components. Let ∆ Ω denote the Dirichlet Laplacian on Ω. We will prove:
In continuing work, we futher plan to study the wave invariants without any symmetry assumptions, and in particular to explore the possibility of combining information from two bouncing ball orbits (they always exist in a plane domain). Another obvious question is whether one can spectrally determine domains with left/right but not up/down symmetry. This requires a substantially different analysis of the wave invariants, and again we postpone it to the sequel.
1.6. Organization. Since this article is a continuation of [Z5] , we will be assuming familiarity with the results of that paper and will try not to repeat much of it here. In particular, we refer there for the algorithm for computing wave invariants.
Below is a table of contents. Section §2 is a continuation of §2 of [Z5] . 
Billiards and the length functional
We begin by recalling some notation and background results on plane billiards and length functions from [Z5] , and then go on to discuss the Hessian of the length function along bouncing ball orbits and dihedral rays. This material is crucial for the inverse results. Our basic reference for billiards is Kozlov-Trechev [KT] .
We denote by Ω a simply connected analytic plane domain with boundary ∂Ω of length 2π. We denote by T = R\2πZ the unit circle and parametrize the boundary by arc-length starting at some point q 0 ∈ ∂Ω:
By an m-link periodic reflecting ray of Ω we mean a billiard trajectory γ which intersects ∂Ω transversally at m points q(φ 1 ), . . . , q(φ m ), and reflects off ∂Ω at each point according to
Here, ν q(φ) is the inward unit normal to ∂Ω at q(φ). We refer to the segments q(φ j ) − q(φ j−1 ) as the links of the trajectory. An m-link periodic reflecting ray is thus the same as an m-link polygon in which the Snell law holds at each vertex. Since they will come up often, we make:
Definition 2.1. By P (φ 1 ,...,φm) we denote the polygon with consecutive vertices at the points
n . The polygon is called:
φm) is non-singular and if (6) holds for each pair of consecutive links
..,φm) has fewer than n distinct vertices, but each non-singular pair of consecutive links satisfies Snell's law.
We will denote the acute angle between the link q(φ j+1 )−q(φ j ) and the inward unit normal
2.1. Length functional. We first define a length functional on T M by:
It is clear that L is a smooth function away from the 'large diagonals' ∆ j,j+1 := {φ j = φ j+1 }, where it has |x| singularities . We have:
The condition that ∂ ∂φ j L = 0 is thus that the 2-link defined by the triplet (q(φ j−1 , q(φ j ), q i+1 ) is Snell at φ j , i.e. satisfies the law of equal angles at this point. A smooth critical point of L on T M is thus the same as an M-link Snell polygon.
2.2. Poincare map and Hessian of the length functional. Let γ denote a periodic reflecting ray of Ω, i.e. a periodic orbit of the billiard flow Φ t on T * Ω whose projection to Ω has only transversal intersections with ∂Ω. Here, and henceforth, we often do not distinguish notationally between an orbit of Φ t and its projection to Ω. The linear Poincare map P γ of γ is the derivative at γ(0) of the first return map to a transversal to Φ t at γ(0). By a non-degenerate periodic reflecting ray γ we mean one whose linear Poincare map P γ has no eigenvalue equal to one. For the definitions and background, we refer to [PS] [KT] .
There is an important relation between the spectrum of the Poincare map P γ of a periodic n-link reflecting ray and the Hessian H n of the length functional at the corresponding critical point of L : T n → R. For the following, see [KT] (Theorem 3).
Proposition 2.2. We have:
2.2.1. Bouncing ball orbits. Let us now specialize to the case of a bouncing ball orbit γ. We denote by R A , resp. R B , the radius of curvature of Ω at the endpoints R A , R B of the projection AB to Ω. When γ is elliptic, the eigenvalues of P γ are of the form {e ±iα } while in the hyperbolic case they are of the form {e ±λ }. The explicit formulae for them are:
We will be using two parametrizations of the boundary near the ends of the bouncing ball orbit. The first is the arc-length parametrization q(φ) mentioned in the Introduction. These are most useful for general arguments. For concrete calculations, it is better to us Cartesian coordinates adapted to a bouncing ball orbit, defined as follows:
We orient Ω so that AB lies along the y axis, with A = (0, 0), B = (0, L). We then use the usual Euclidean (x, y) coordinates. In a small strip T ǫ (γ) around AB, the boundary consists of two components , one near A and one near B, which are graphs over the x-axis. We write the graphs in the form y = f − (x) near A and y = f + (x) near B.
Some further notation: we often write y = f σ (x) with σ = ± where σ = ± denotes the appropriate sign. When the x variable carries an index, as it will in multiple integrals, we use the notation f σ(j) (x j ) to denote the appropriate sign of the term f ± . Here, σ(2j + 1) = −, σ(2j) = +. Later on, we will look at more general sign assignments.
The length functional in Cartesian coordinates for a given assignment σ of signs is given by
We have:
We will need formulae for the entries of the Hessian in Cartesian coordinates. Let us assume that the (smooth) critical point (x 1 , . . . , x 2r ) corresponds to the rth repetition of a bouncing ball orbit. Thus, x j = 0 for all j. We will assume, with no essential loss of generality, that q(x odd ) = A, q(x ev ) = B. We put:
. The Hessian is given in either angular or Cartesian coordinates by:
. Then H 2r has the form:
Proof. This is proved in [KT] for arc-length coordinates. To see that the same expression holds in rectangular coordinates, we note that
It suffices to observe that f ′′ ± (0) = 1 R ± = κ ± , where κ ± denotes the curvature at (A = −, B = +). There are two terms of L contributing to each diagonal matrix element and one to each off-diagonal element, accounting for the additional factor of 2 in the diagonal terms.
The determinant of det H 2r is a polynomial in cos(h)α/2 of degree 2r.
Proof. Let λ r , λ −1 r be the eigenvalues of P γ r , so that
Since all the coefficients b j are equal to 1/L it follows that
Now, if the eigenvalues of P γ are {e ±iα } (say, in the elliptic case) then those of P γ r are {e ±irα }, hence the left side of (12) equals 2 − 2 cos rα.
Z 2 -symmetric bouncing ball orbits.
Later on, we will need formulae involving matrix elements of the inverse Hessian matrix H
First, the Hessian in x − y coordinates simplifies to:
with s = 2L R and with 2 − s = 2 cos α/2 (by 9). Note that R A = R B in the symmetric case, and
We observe that H 2r is a symmetric circulant matrix (or just circulant) of the form
We recall (see [D] ) that a circulant is a matrix of the form
Circulants are diagonalized by the finite Fourier matrix F of rank n defined by
Here, F * = (F ) T =F is the adjoint of F . By [D] , Theorem 3.2.2, we have C = F * ΛF where
Returning to the case C = H 2r , we find that
We note that p α,r (w k ) = 2 cos α/2 + w k + w −k = 2 cos α/2 + 2 cos kπ r
. Hence,
An important role in the inverse problem is played by sums of powers of elements of columns of H −1 2r . From (20), it follows that H −1 2r = F * (diag (2 cos α/2 + 2, . . . , 2 cos α/2 + 2 cos
, . . . ,
It is easy to calculate the first row [H
. . , h 12r ) (or column) of the inverse:
As a check on the notation and calculations, let us do the simplest column sum in two different ways:
Proposition 2.5. Suppose that γ is a Z 2 -symmetric bouncing ball orbit. Then, for any p,
Proof. (i) Using 22, we get:
(ii) We again use that 
It then follows from (9) and Proposition (2.3) that 2r p=1 h pq ′ = 2 + a = 2 + cos α/2.
D m -rays.
In the dihedral case, we orient Ω so that the center of the dihedral action is (0, 0) and so that one vertex v 0 of γ lies on the y-axis. We again define a small strip T ǫ (γ), which intersects the boundary in n arcs. We label the one through v 0 by α. We then write α as the graph y = f (x) of a function defined on a small interval around (0, 0) on the horizontal axis. Since we are only considering D n -invariant rays, the domain is entirely determined by α and f .
We first need to choose a convenient parametrization of ∂Ω ∩ T ǫ (γ). Either a polar parametrization or a Cartesian parametrization would do. For ease of comparison to the bouncing ball case, we prefer the Cartesian one. Thus, we use the parametrization x ∈ (−ǫ, ǫ) → (x, f (x)) for the α piece. We then use
When considering γ r , we need variables x js (j = 1, . . . , m; s = 1, . . . , r), x js → R j 2π/m (x js , x js ). We have:
We also put (
). We then define the length functional
We will need a formula for its Hessian in the case of a D m -ray. By ( [KT] , Proposition 3), the Hessian H rm in x − y coordinates at the critical point (x 1 , . . . , x rm ) corresponding to γ r is given by the matrix (13) with s = 2L R sin ϑ .
Proof of Theorem (1.1)
We now prove Theorem (1.1). The proof is based on the trace formulae in [Z5] . We begin by briefly recalling some relevant notation and results.
In [Z5] an approach originating in [BB1, BB2] to the Poisson relation for bounded domains Ω ⊂ R 2 was developed, which allows for ready calculation of the wave trace invariants associated to a periodic reflecting ray γ. In this section, γ will denote the Z 2 -symmetric bouncing ball orbit. We letρ ∈ C ∞ 0 (R) denote a smooth cutoff which contains only the length rL γ from Lsp(Ω) (the length spectrum of Ω)) in its support. We then smooth out the resolvent by defining
where R(λ) = −(∆ Ω + λ 2 ) −1 is the Dirichlet resolvent. In [Z5] , it was proved that the smoothed resolvent has a complete asymptotic expansion
whose coefficients B γ r ,j are essentially the wave trace invariants at γ r , and an effective procedure was given for calculating the coefficients. The expansion ws derived by expanding the smoothed resolvent in a Neumann series (27) in terms of the free resolvent R 0,ρ (k + iτ ), and calculating the trace term by term. A rather lengthy regularization procedure is required to define the traces of the terms G M,ρ (k + iτ ). We refer to [Z5] for further details.
The crux of the proof of Theorem (1.1) is a careful analysis of these wave trace coefficients B γ r ,j at a bouncing ball orbit γ = AB. We will determine the dependence of B γ r ,j + B γ −r ,j on the 2j-jet of the defining function of Ω at the endpoints A, B of the orbit and on the number r of iterates of γ, γ −1 . By combining this two parameter family of information, we will obtain the proof.
We begin by finding more explicit the trace formulae and the formulae for the wave invariants at a bouncing ball orbit in terms of the boundary defining function. It is most conveninent for this purpose to localize the traces Tr G M,ρ ((k + iτ )) to AB and then rewrite them in Cartesian coordinates (x 0 , y) adapted to AB as in §2.2.1. By localization, we refer to the conclusion of Lemmas 6.6 and Proposition 7.1 of [Z5] : in calculating Balian-Bloch (alias wave trace) coefficients at γ r , all integrals may be restricted to a small strip T ǫ (γ) around AB modulo a negligeable error. Thus, each integral over ∂Ω may be replaced by an integral by ∂Ω ∩ T ǫ (γ), and the integral over Ω may be replaced by an integral over Ω ∩ T ǫ (γ). As in the Introduction, we will parametrize the two components of ∂Ω ∩ T ǫ (γ) as the graphs of functions over the x-axis, after aligning Ω so that AB is a vertical segment from (0, 0) to (0, L):
3.1. Structure of the coefficients at a bouncing ball orbit. The main result of this section is the following.
Lemma 3.1. Let γ be a 2-link periodic reflecting ray of length rL γ . Then there exist polynomials p 2,r,j (ξ 1 , . . . , ξ 2j ; η 1 , . . . , η 2j ) which are homogeneous of degree −j under the dilation f → λf, which are invariant under the substitutions ξ j ⇐⇒ η j and under f (x) → f (−x), and which have degre j + 1 in the Floquet data e iαr , such that:
• In the wave trace expansion of T rR ρ ((k + iτ )) (see [Z5] , Theorem (1.1)), the data f • This coefficient has the form
where the remainder
In fact, the coefficients h pp with p of constant parity are all equal, so the expression above could be simplified. Since we are mainly interested in the Z 2 -symmetric case here, we just state the final result in that case and postpone further analysis of the general case to [Z4] .
Corollary 3.2. Suppose that γ (as above) is invariant under an isometric involution σ.
Then, modulo the error term R 2r (j 2j−2 f (0)), we have:
Proof. In this Z 2 -symmetric case, all of the coefficients h pp are clearly equal. The sum 2r q=1 h pq is similarly independent of p and is evaluated in Proposition (2.5). This leaves the stated expression.
Remark The cube sum 2r q=1 (h 1q ) 3 will be evaluated in Proposition (3.13). It will play a crucial role in the proof of Theorem (1.1).
Proof of Lemma (3.1)
We break up the proof into a series of steps.
3.2. Symmetries of p 2,r,j . We first prove that the polynomials p 2,r,j have the stated isometries by an abstract argument. Let us temporarily write the Balian-Bloch trace invariants in the form (B γ r ,j + B γ −r ,j )(Ω) to indicate their dependence on the domain Ω. Since these invariants are coefficients of the singularity expansion at t = L γ , it is clear that they depend only on the isometry class of Ω, i.e.
for any isometry τ of R 2 . In particular, consider the orientation-reversing isometries of R 2 given by σ(x, y) = (−x, y), τ (x, y) = (x, L − y). Both isometries carry AB into itself. The first replaces the defining functions of Ω by f ± (x) → f ± (−x), the second interchanges f ± . It follows that the polynomials have the stated symmetries. The second symmetry may also be put as follows:
The weights of the invariants in the dilation parameter λ and the Floquet invariants, is precisely as in the boundaryless case, and we refer to [Z5] for the details.
Remark We have stated the result of Lemma (3.1) in terms of the local parametrizations x → (x, f ± (x)) of the boundary. The result could be stated invariantly as follows:
where κ is the curvature of the plane ∂Ω at the designated points.
3.3. Tr G M,ρ ((k + iτ )) at a bouncing ball orbit. We now begin the calculation of the B γ r ,j . We first specialize the arguments of [Z5] §7 to the bouncing ball case.
Since ∂Ω ∩ T ǫ (γ) consists of two segments, (Ω ∩ T ǫ (γ)) M consists of 2 M components and the integral for T rG M,ρ will have 2 M terms. Each one corresponds to a choice of an element σ of
We therefore put
where x = (x 0 , y) denotes an interior point and where
Note the cancellation of factors of 1 + f ′ σ(j) (x j ) 2 coming from the normalization of the unit normals and from the expression of the arclength measures ds(x j ) in terms of dx j . For details on the change of coordinates to Cartesian coordinates, we refer to the [Z6] .
The attraction of this expression is that it depends only on f, f ′ .
To be more precise, we will say that a function
The notion of A being 'independent of f ' is somewhat imprecise, but in what follows A will be canonically defined, independent of Ω, and we understand independence in that sense.
3.3.1. Cluster decomposition of (31). We now break up (31) under the cluster partition of unity and, by the method described in §6-7 of [Z5] , obtain classical oscillatory integrals in x − y coordinates. The end result depends on the the element σ ∈ {±} M and on the the partition S. The key notion is as follows: Definition 3.3. Let S|Z M , and let σ ∈ {±} M . We say that σ is compatible with S if σ| S j is constant and if σ| S j alternates as j varies.
We note the following:
Proposition 3.4. For each partition S, there exist precisely two σ ∈ {±} rm which are compatible with S. If n S = 2r, then as a function of j, the two σ are given by
Proof. Since σ must alternate with each j, there are only two choices.
We refer to the function σ ± of the index j as the reduced σ. The following Sublemma refines the results of [Z5] §7. We refer to that paper for the notation.
Sublemma 3.5. Let γ denote a bouncing ball orbit. Let S denote a partition of Z M with n S = rm, and let ψA S be the amplitude of T rψχ Σ S G M,ρ ((k + iτ )) as in Lemma (6.6) of [Z5] (together with the cutoff to γ), written in x − y coordinates. Let
be its decomposition as in (31) . Then:
(ii) When σ is compatible with Σ, and when the reduced σ equals σ ± , then
The amplitude A S (k, x 1 , . . . , x 2m ) possesses the symbol expansion
where A S,n depends analytically on the first n + 2 derivatives of f σ .
Proof. (i)
As discussed extensively in [Z5] , §6 -7, we may eliminate the clusters of 'close' variables in each term T rψχ
. We observe that the cutoff χ Σ S vanishes on angles in the term T rψχ Σ S G σ M,ρ ((k + iτ )) unless σ is compatible with S. Indeed, if the signs σ are not constant on the elements S j , then the angles cannot possibly belong to the same cluster. Now suppose that σ fails to change sign as S j → S j+1 . In eliminating clusters, one ends up with an oscillatory integral with consecutive angles belonging to the same component ∂Ω ± . But there cannot be any critical point of the integral in the support of the amplitude, since the critical points must correspond to degenerate Snell polygons which trace out the bouncing ball orbit γ. Distinct clusters must therefore correspond to distinct vertices of the Snell polygon, and hence must alternate components.
(ii) The form of the phase now follows from [Z5] , §6 (see Lemma (6.6)) and §7. Regarding the amplitude, the statement is visibly true when S is the partition of Z M by singletons, the case which occurs in T r(1 − χ ∂Ω (x))χ C G M,ρ ((k + iτ )). In general, the amplitudes A S j are obtained by eliminating cluster variables, which essentially amounts to Taylor expansion of the original amplitude in the u j variables of [Z5] , Lemma (6.3) and Corollary (6.4). Since |φ j+1 − φ j | ≥ c 0 (a constant independent of (k, M)) on the support of the cutoff ψ, the coefficient of k −n is precisely the (n + 1)st Taylor coefficient of the amplitude obtained after eliminating variables, i.e. it is the nth term in the Taylor expansion of the function G(k, u, φ) of [Z5] Lemma (6.3). Since the original amplitude is an analytic function of f, f ′ , it follows that this nth term is an analytic function of f, f ′ , . . . , f (n+2) .
We sum up the discussion with:
, where
with ψA S ∈ S 0 . For each S, ±, the integral I k (A S , L ± ) has precisely one non-degenerate critical manifold given by µ = 1, t = rL γ , x 0 = x 1 = · · · = x 2r = 0.
Proof. Non-degeneracy of the critical point set follows directly from the assumption that γ r is non-degenerate. The rest is clear.
3.4. Stationary phase expansion. We now apply the method of stationary phase to the integrals I k (A S , L ± ), and keep track of the dependence on the number of derivatives of f ± . Our aim is to prove that each coefficient B γ r ,j is given by a polynomial in of the kind described in the statement of Lemma (3.1).
It is convenient to apply the stationary phase expansion in several stages. First, as in [Z5] , §7, we will eliminate the (t, µ) variables; then the x 0 variable. We will recall the details in a form suitable for application here. Then we will calculate the wave invariants from the resulting oscillatory integrals. We assume the reader is familiar with the stationary phase method (see ( [Hö] I, Theorem 7.7.5). Once we begin to calculate wave invariants, we will review the formulae and diagrams for the terms. Only the principal terms in the expansions used to eliminate the (t, µ, x 0 ) variables will be important in the proof of Theorem (1.1), and that is why we can postpone the details until then.
As discussed in [Z5] §7, we may easily eliminate the (t, µ) variables by stationary phase. Indeed, the Hessian in these variables is easily seen to be non-degenerate, and the Hessian operator equals − ∂ 2 ∂t∂µ . Since the amplitude depends on t only in the factorρ(t), which is constant in a neighborhood of the critical point, only the zeroth order term in the Hessian operator survives the method of stationary phase. We may therefore eliminate the dsdµ integrals and replace the amplitude and phase by their evaluations at µ = 1, t = rL γ .
3.4.1. Elimination of the x 0 variable. We now remove the x 0 variable by applying the stationary phase method in this variable alone. Although this is discussed in the general case in [Z5] §7, it is helpful to re-do some of the calculations here in the relevant coordiantes. Let us first verify that the phase is non-degenerate in x 0 . There are two phases to check, namely
plus terms independent of x 0 . Continuing the Hessian calcuations in [Z5] §2, we calculate in the + case that
where α(x 1 , x 2r ) is the angle between (x 1 , −x 2r , f − (x 1 ) − f + (x 2r )) and the vertical axis, and where L 1 (resp. L 2 ) is the length of the segment from (x 0 , y) to (x 1 , f + (x 1 )) (resp. (x 2r , f − (x 2r )). In the − case, we interchange the roles of f ± . From these equations, it follows that the critical point x 0 is a function
of the remaining coordinates. From the second equation we see clearly that it is a nondegenerate critical point. We then apply the stationary phase method in the variable x 0 . This replaces T rχ
2r by:
Also, the new amplitude is given by:
where H L (X 0 (x 1 , x 2r , y) is the second x 0 -derivative of L evaluated at the critical point, where Q j are differential operators of order 2j in the variable x 0 . We will review their form below (see (39) .
We are now reduced to oscillatory integrals with the phases L ± on T 2r . Again, let us sum up the simplifications:
Corollary 3.7. Let γ be a non-degenerate bouncing ball orbit of length L γ , let r ∈ N and let ρ be a smooth cutoff to rL γ . Then,
where a S is given by (43) . For each S, ±, the integral I k (a S , L ± ) has precisely one nondegenerate critical manifold given by x 0 = x 1 = · · · = x 2r = 0.
3.4.2. Stationary phase for I k (a S , L ± ). We know from §2 that x = 0 is a non-degenerate critical manifold, i.e. the normal Hessian Hess ⊥ (L ± ) in the variables (x 1 , . . . , x 2r ) is nonsingular at x = 0. We denote by H ± the normal Hessian operator in the variables (x 1 , . . . , x 2r ) at the critical point
). By the method of stationary phase ( [Hö] I, Theorem 7.7.5, we have:
where L ± (y; x 1 , . . . , x 2r ) = Φ ± (y; 0) + Hess ⊥ (L ± ) 0 (x, x) + R 3 (y; x). It follows from (38) and from Sublemma(3.5) that there exist canonical polynomialsP ± r,j such that
This applies to each term as (M, S) varies, and by Theorem (??), each coefficient B γ r ,j is a finite sum of such terms. It follows that there exists an integer n j and a polynomial P
Here, we use that ± corresponds to the orientation γ ±1 . The coefficient B γ ±r ,n is the sum of terms corresponding to different partitions S as stated in Theorem (1.1) of [Z5] , hence the polynomial is similarly the sum
Here, P 0,± is the polynomial corresponding to the singleton partition. We now analyse the terms in these polynomials and show that the coefficients are the ones stated in Lemma (3.1). It is helpful in understanding the complicated formulae (38)-(39) to take a diagrammatic approach.
3.5. Diagrammatics. Let us therefore recall the diagrammatic approach to the stationary phase expansion; a clear exposition is given in Axelrod [A] (see also [AG] [Bu] ).
We consider a general oscillatory integral
where a ∈ C ∞ 0 (R n ) and where S has a unique critical point in suppa at 0. Let us write H for the Hessian of S at 0 and R 3 for the third order remainder:
The stationary phase expansion is:
We now rewrite
where G (0) ∂x i 1 ...∂x iν , where ν is its valence. Then I ℓ (Γ) is the product of all these factors. To the empty graph one assigns the amplitude 1. In summing over (Γ, ℓ) with a fixed graph Γ, one sums the product of all the factors as the indices run over {1, . . . , n}. It is not usual to include the labelling in the notation, but in our problem only certain ℓ are important.
We note that the power of k in a given term with V vertices and I edges equals k −χ Γ ′ , where χ Γ ′ = V − I equals the Euler characteristic of the graph Γ ′ defined to be Γ minus the open vertex. We thus have;
We note that there are only finitely many graphs for each χ because the valency condition forces I ≥ 3/2V. Thus, V ≤ 2j, I ≤ 3j.
3.5.1. The k −1 term for mL γ . To illustrate the notation, let us work out the graphs in the simplest non-trivial case of the k −1 term. This is also worked out in [AG, Bu] with a slightly different notation. There are five diagrams for the term M = 2m, and one additional diagram coming from the term M = 2m + 1. No other terms contribute at the k −1 level.
• (i) Two loops, one marked vertex of valence four:
• (ii) Two loops, two marked vertices of valence three, plus a connecting edge:
Three edges joining a pair of marked vertices of valence three: 3.6. The singleton partition: I k (a S 0 , L ± ). We now work out explicitly the stationary phase expansion for the term T rχ C G 2r,ρ ((k + iτ )). The corresponding partition is the singleton partition S 0 , i.e. the partition of Z 2r in which each set is a singleton. As stated in Lemma(3.1), and as will be proved below, this term is the only important one for the inverse problem. Hence we begin by determining b γ r ,j , b γ −r ,j as explicitly as possible. We note that the codimension 0 term near the boundary has no critical points and hence does not contribute.
As described above, T rχ C G 2r,ρ ((k + iτ )) is asymptotic to the sum of two terms corresponding to the two orientations of γ ±r . In either case, the only term in the expansion (43 ) which is important in the inverse problem is the principal one:
We will need to know it in detail:
We only need the principal terms in the symbols a 1 , but to simplify notation we omit this step. This amplitude and phase have certain key attributes which will be used extensively below.
In its dependence on f, the amplitude has the form A(x, y, f, f ′ ).
(ii) In its dependence on the variablesx p , the amplitude has the form: a
The phase has the form : L(x 1 , . . . , x 2r ) = 2r−1 p=1
In the last two lines ≡ means equivalence modulo terms with fewer derivatives of f ± . We now use this information to determine where the data f 2j
first appears in the stationary phase expansion for I k (a S 0 , L ± ).
3.6.1. The singleton partition: The data f 2j ± (0). We first claim that f (2j) ± (0) appears first in the k −j+1 term. This is because any labelled graph (Γ, ℓ) for which I ℓ (Γ) contains the factor f 
• G 
It contributes the term 2rL{h
, where again · · · refers to terms with ≤ 2j − 1 derivatives.
Proof. Non-diagrammatically, this says that the data f 2j ± (0) occurs in the term µ = 1, ν = j of (39). To see this, we note that the Hessian operators H ν ± associated to L ± have the form
We can also argue non-diagrammatically that no ν j ≥ 2(j + 1), i.e. the power k −j+1
is the greatest power of k in which f (2j) ± (0) appears. Indeed, it requires 3µ derivatives to remove the zero of R µ 3 . That leaves 2ν − 3µ = 2j − 2 − µ further derivatives to act on one of the terms D 3 R 3 , or 2j − 2 − µ derivatives to act on the amplitude. The only possible solutions of (ν, µ) are (j − 1, 0), (j, 1). Examining (65), we see that the principal symbol of the amplitude depends only on f ± , f ′ ± , so there is no way to differentiate the amplitude 2j − 2 times to produce the datum f (2j) ± (0). Hence, (ν, µ) = (j, 1) and the only possibility of producing f (2j) ± (0) is to throw all 2j derivatives on the phase. Now let us determine I ℓp (Γ) for the labelled graphs (Γ, ℓ) above. We first observe that f (2j) (0) ± appears linearly in the term A S H j ± R 3 . We now show that its coefficient is given by the formula in Lemma (3.1). Due to symmetry, it suffices to consider the + case. As mentioned above, all labels at all endpoints of all edges must be the same index, or otherwise put only the 'diagonal terms' of H (65) shows that the coefficient of f
Exactly the same argument applies in the f (2j) − (0) variable, except that we sum over even indices p. If we change the parity L + → L − then the parities reverse in the indices as well. It follows that the data f (2j) ± (0) appears in the sum b γ r ,j−1 + b γ −r ,j−1 in the form:
where the · · · refer to terms with ≤ (2j − 1) derivatives of f ± . We now claim that the diagonal matrix elements h pp ± are constant when the parity of p is fixed, and we have:
Indeed, let us introduce the cyclic permutation operator on R 2r given by P e j = e j+1 , where {e j } is the standard basis, and where P e 2r = e 1 . It is then easy to check that P H + P −1 = H − , hence that P H −1
In particular, diagonal terms reverse parity. Since the sums over p in (46) also reverse parity under + → −, we conclude that the two sums in front of f (2j) ± (0) are in fact equal. We further note that the matrix H ± is invariant under permutations of the form j → j + 2k (k = 1, . . . , r).
We conclude that
where again · · · refers to terms with ≤ 2j − 1 derivatives. We observe that, as claimed, the result is invariant under + → − and under f ± (x) → f ± (−x).
Singleton Partition:
The data f (2j−1) ± (0). We now consider the trickier data f (2j−1) ± (0), which will require the attributes of the amplitude (65) detailed in (45).
We again claim that the Taylor coefficients f (2j−1) ± (0) appear first in the term of order k −j+1 , and in fact that only two types of terms in the stationary phase expansion produce it. The two corresponding graphs are illustrated in the figures. To see this, we first enumerate the labelled graphs which have a combinatorial structure capable of producing f (2j−1) ± (0) as a factor in I ℓ (Γ) in the terms k −j+1 of the main trace T rχ C G 2r,ρ (k), and we show that this data does not appear in terms of lower order in k −1 . The enumeration is a non-standard problem on Feynman diagrams because our interest is in labelled graphs (Γ, ℓ) with χ(Γ ′ ) = −j + 1 which contain f (2j−1) ± (0) as a factor in I ℓ (Γ). In the following section, we will show that it can only occur to higher order in k −1 in the singular trace terms. 
Proof. Connected labelled graphs (Γ, ℓ) with −χ ′ ≤ j − 1 for which I ℓ (Γ) contains the factor f (2j−1) (0) as a factor must satisfy the following constraints:
must contain a distinguished vertex (either open or closed). If it is closed it must have valency
If it is open, it must have valency 2j − 2. We denote by L the number of loops at this vertex and by r the number of non-loop edges at this vertex.
Every closed vertex has valency ≥ 3; hence 2I ≥ 3V . Thus, we distinguish two overall classes of graphs: those for which the distinguished vertex is open and those for which it is closed. Statement (a) follows from (45): In the first case, 2j − 2 derivatives must fall on the amplitude (i.e. the open vertex) to produce f (2j−1) (0). In the second case, 2j − 1 derivatives must fall on the phase (i.e. the closed vertex).
We first claim that V ≤ 2 under constraints (a) -(c). When the distinguished vertex is open, then V = 0 if −χ ′ = j − 1 (as noted above), and there are no possible graphs with −χ ′ ≤ j − 2. So assume the distinguished vertex is closed. Let us consider the 'distinguished constellation' Γ 0 consisting just of this vertex and of the edges containing it. Denoting the number of loops in Γ 0 by L, we must have 2L + r ≥ 2j − 1 edges in Γ 0 to produce f (2j−1) (0). We then complete Γ 0 to a connected graph Γ with −χ ′ ≤ j − 1. We may add one open vertex, V − 1 closed vertices and N new edges.
Suppose that there is no open vertex. We then have:
The last inequality follows from the facts that each new vertex has valency at least three, and that each of the r edges begins at the distinguished vertex. Solving for V in (ii) and plugging into (iii) we obtain N ≤ 3j − 3L − 2r. Plugging back into (ii) we obtain V ≤ 2j − 2L − r + 1 ≤ 2j + 1 − (2j − 1) = 2, by (i). Thus the claim is proved. Next we consider the case V = 2. As we have just seen, no open vertex occurs. From (i) + (ii) we obtain 2N + r ≤ 3, hence the only solutions are N = 1, r = 1 or N = 0, r = 3.
We tabulate these results as follows:
Graph parameters V L r N O 0 j-1 0 0 1 1 j 0 0 0 1 j-1 1 0 1 2 j-1 1 1 0 2 j-2 3 0 0
We now determine the Feynman amplitudes for each of the associated graphs. As we will see, the amplitudes vanish for the first three lines of the table, and do not vanish for the last two. The non-vanishing diagrams are pictured in the figures.
• ( 
We claim that this expression vanishes. Indeed, this is the case (µ, ν) = (j − 1, 0) of (39), which corresponds to applying all derivatives D (0) will vanish. This is also true in the special case p = 1. Thus, pure amplitude differentiations do not produce the data f 2j−1 ± (0) in terms of order k −j+1 or higher powers.
1,j ⊂ G 1,j , V = 1, I = j: j loops at the closed vertex. To produce f (2j−1) (0), all but one label must be the same (p), the last label different (q = p). Feynman amplitude:
This follows from the form of L in (45): there are only two terms in L containing the variable x p , one containing x p+1 and one containing x p−1 . We see that
L is a sum of two terms of which a typical one as shown in (iv)-(v) of (45). Since the last derivative D xq must be thrown on the coefficient of f (2j−1) ǫp (x p ) and since that coefficient has a critical point at x p = x p+1 = 0, the D xq -derivative vanishes for any q.
• (iii) G 2j−1,1 1,j ⊂ G 1,j , V = 1, I = j: j − 1 loops at the closed vertex, one edge between the open and closed vertex. To produce f (2j−1) (0), all labels at the closed vertex must be the same index p. We claim that again the Feynman amplitude vanishes:
Indeed, exactly one derivative is thrown on the amplitude. To corroborate, we note that this is the case (µ, ν) = (j, 1) of (39) 
ǫq (0). The calculation of the coefficients is similar to that in (iii), except that now we have two factors of the phase. In the terms containing the maximum number of derivatives of f , the coefficients are as in (iv) -(v) of (45).
⊂ G 2,j+1 (−χ = j − 1; V = 2, I = j + 1): Two closed vertices, with j − 2 loops at one closed vertex, and with three edges between the two closed vertices; the open vertex has valency 0. Labels ℓ p,q : All labels at the closed vertex with valency 2j − 1 must be the same index p and all at the closed vertex must the be same index q. Feynman amplitude:
ǫq (0). As noted above, other (mixed) third derivatives of L vanish on the critical set.
Let us now sum up the terms as we run over the possible labels. On the term L + we obtain the term
In the case of L − , the parities are exactly reversed. Using again the fact that h pp ± depends only the parity of p, as do the linear and cubic sums in q, we can simplify (49) ⊂ G 2,j+1 (−χ = j − 1; V = 2, I = j + 1) :
When we switch + → −, the parities also reverse and we end up with precisely the same sum. Thus, we obtain the expression stated in Lemma (3.1).
We include pictures (see figures (6) - (7)) of the contributing diagrams.
3.7. Singular critical points. To complete the proof of Lemma(3.1), it suffices to show singular traces do not contribute the data f (2j)
(0) to the coefficient of the k −j+1 -term (or any higher one). The key point is that each singularity puts in an addition factor of k −1 and thus reduces the absolute Euler characteristic of the graphs.
Proof. By Sublemma (3.5), the principal amplitude of I k (ψA S , Φ) depends analytically on (f, f ′ , f ′′ ). It therefore requires 2j − 3 more derivatives to produce f 2j−1 ± (0) by differentiating the amplitude alone. This is the only case we need to consider, because the data produced by differentiating the phase requires the same number of derivatives as in the case of the singleton partition. Due to the factor k −ν S in the amplitude of I k (ψA S , Φ), phase differentiation would first produce the data f 2j
With the same notation as in the singleton case, we need to minimize ν S + ν − µ subject to the constraint that 2ν − 3µ ≥ 2j − 3. This is ν S plus the constrained minimum of ν − µ. The sole change to the singleton case is that the constraint is 2ν − 3µ ≥ 2j − 3 rather than 2ν − 3µ ≥ 2j − 2. Since the solutions must be non-negative integers, it is easy to check that again ν ≥ j − 1 and that (µ, ν) = (0, j − 1), (1, j) achieve the minimum of ν − µ = j − 1. This is the stated bound.
So far we have only considered the principal amplitude, but the same argument shows that the same bound exists for the lower order terms. Indeed, each gain of one derivative in f ± corresponds to a drop of one unit in the amplitude. With r drops in the symbol order, we need to minimize ν S + r + ν − µ subject to the constraint that 2ν − 3µ ≥ 2j − 3 − r.
This completes the proof of Lemma (3.1).
3.8. Appendix: Non-contributing diagrams. For the sake of completeness, we also include diagrams which do not contribute because the corresponding amplitudes vanish. Figures (8) - (10) 3.9. Inverse Hessian at a Z 2 -symmetric bouncing ball orbit. We now restrict to the case of a Z 2 -symmetric (Ω, γ), in which case Corollary (3.2) gives the expression for B γ r ,j . To obtain control over the coefficient, we need to understand sums of powers of the inverse Hessian matrix elements h pq 2r . There are two distinct approaches to calculating the inverse Hessian H −1 2r (which are dual under the finite Fourier transform). The first, already discussed in §2, comes from the fact that H 2r is a circulant matrix and hence can be diagonalized by the Fourier matrix F . For our purposes it will suffice to know the formulae for the elements h 
We now consider a second approach to inverting H 2r due to [K] via finite difference equations. The two approaches give quite different formulae for the inverse Hessian sums and both are crucial in the inverse results. In several of the calculations in this section, we assume that γ is elliptic; this is because the hyperbolic case is easier and because all formulae analytically continue from the elliptic to the hyperbolic cases.
The finite difference approach expresses the inverse Hessian matrix elements h pq 2r in terms of Chebychev polynomials T n , resp. U n , of the first, resp. second, kind. They are defined by:
T n (cos θ) = cos nθ, U n (cos θ) = sin(n + 1)θ sin θ .
Proposition 3.11. [K] (p. 190) Suppose that H 2r (a) is (13) [U 2r−q+p−1 (−a/2) + U q−p−1 (−a/2)], 1 ≤ p ≤ q ≤ 2r)
We note that h pq = h qp so this formula determines all of the matrix elements. It follows in the elliptic case that
[U 2r−q+p−1 (− cos α/2) + U q−p−1 (− cos α/2)], (1 ≤ p ≤ q ≤ 2r)), 
We note that (51) is the Fourier inversion formula for (53).
3.10. Sums of powers of h pq . The coefficients of the data f 2j (0) and f (2j−1) (0) are sums of powers of the elements h pq . The purpose of this section is to explicitly calculate the relevant sums. The results will be needed in proving that even and odd derivatives decouple under iterations γ r . We have already calculated the sums of first powers, for any bouncing ball orbit, in Proposition (2.5). The result is 'disappointing' in that the sum is constant in r, and hence does not help to decouple even and odd derivatives of f as one lets r → ∞. We now consider sums of cubic powers, and show that they do have interesting dependence on r. Our first calculation is based on the circulant approach. We state the result for the elliptic case; in the hyperbolic case we simply replace cos α/2 by cosh α/2. w (q−1)(k 1 +k 2 +k 3 ) pα,r(w k 1 )pα,r(w k 2 )pα,r(w k 3 ) } = 2r 0≤k i ≤2r−1;k 1 +k 2 +k 3 ≡0 1 pα,r(w k 1 )pα,r(w k 2 )pα,r(w k 3 ) = 2r 0≤k i ≤2r−1;k 1 +k 2 +k 3 ≡0 1 (cos α/2+cos 
We note that the final sum is the value at z = cos α/2 of the meromorphic function on C defined by From our running assumption that α/π / ∈ Q, it follows that cos α/2 is never a pole for any r in the elliptic case. In the hyperbolic case it is obvious that cosh α is never a pole.
We now re-do the calculation in (54) using the Chebychev approach, and obtain a quite different (equivalent) formula for the cubic sum as a ratio of trigonometric polynomials.
We will need to use the following straightforward formulae:
(sin 3x − 3 sin x), (ii) sin 2 α sin β = −4 sin β + 2 sin(2α + β) + 2 sin(−2α + β), 
In this case, the only method of evaluation of which we are aware is to use (53)-(55).
Proposition 3.13. , where the numerator N 3 and denominator D 3 are third degree polynomials in e irα with polynomial coefficients in e iα/4 . Specifically,
• N 3 (α, e irα ) = Proof. These statements follow from (55)(i)-(ii) and (53). The details of the calculations of coefficients are routine and can be found in [Z6] .
3.11. Completion of the proof of Theorem (1.1). We now complete the proof of Theorem (1.1). We continue to assume that γ is a periodic 2-link reflecting ray which is invariant under an isometric involution σ of Ω, i.e. that (Ω, γ) is up-down symmetric. Thus, we have B γ r ,j−1 + B γ −r ,j−1 = r{2(h 11 ) j f (2j) (0) + {2(h 11 ) To decouple the terms we must analyse the behaviour in r of the second term. We use the simple observation:
Lemma 3.14. If F r (cos α/2) = 2r q=1 (h 1q 2r )
3 is non-constant in r = 1, 2, 3, . . . then both terms of (56) can be determined from their sum as r ranges over N. is invertible for some value s. But this says precisely that F 1 (cos α/2) = F s (cos α/2).
Proof. Let A = (h
3.11.1. Behaviour of (54) as r → ∞. We first dispose of the hyperbolic case:
Proposition 3.15. In the hyperbolic case, F r (cosh α/2) is never constant in r.
Proof. We observe that 1 (cosh α/2 + cos 2πx 1 )(cosh α/2 + cos 2πx 2 )(cosh α/2 + cos 2π(x 1 + x 2 )) dx 1 dx 2 .
It follows that F r (cosh α/2) = I α + o(1) cannot be constant in r.
The elliptic case is tricker since the dense set of rational values of α/π are poles of F r (cos α) so the Riemann sums do not obviously tend to a finite limit. We therefore take a different but simple approach. Proof. For each r, s ∈ N, r = s consider the set G r,s = {α ∈ [0, 2π] : F r (cos α/2) = F s (cos α/2}. It is clear that G r,s is closed. Since F r , F s are meromorphic, G r,s cannot contain any limit points except possibly for the common poles of F r , F s (if any common poles exist). Now let G = {α ∈ [0, 2π] : F r (cos α/2) is constant in r = 1, 2, 3, . . . }. Then G = ∩ r,s∈N G r,s . The limit points of G must then be common poles of all the F r . But choosing r to increase along the sequence of primes, we see that there do not exist any common poles. Hence G has no limit points.
With a fair amount of routine calculation we can improve this to:
Proposition 3.17. For any α π / ∈ Q, the sequence {F r (cos α/2), r = 1, 2, 3, . . . } is nonconstant.
Proof. If the sequence were constant, the ratio /D 32 (α) . From the computation in Proposition (3.13), the ratio D 33 (α)/D 32 (α) is a constant C independent of α. This implies N 33 /N 32 is a constant independent of α. However, the values computed in Proposition (3.13) show that this is not the case; in fact, the two coefficients do not even have the same frequencies. 
where C 1 , C 2 are universal constants. We now prove by induction that on j that f 2j (0), f (2j−1) (0) are wave trace invariants.
It is clear for j = 1 since (1 − Lf (2) (0) = cos(h)α/2 and α is a wave trace invariant at γ. In the case j = 2, we obtain the wave invariant
As verified (above), the coefficient 2r q=1 (h pq ) 3 ] is a non-constant function of r. Since the term C 1 (α)f (4) (0) + C 2 (α)(f (3) (0)) 2 is constant in r as r varies over N, while the term [ 2r q=1 (h pq ) 3 ](f (3) (0)) 2 is non-constant, we can easily determine both of C 1 (α)f (4) (0) + C 2 (α)(f (3) (0)) 2 and (f (3) (0)) 2 . By reflecting the domain across the bouncing ball axis, we may assume f (3) (0) > 0, and we have then determined (f (3) (0)) from the spectrum. It follows that we also determine f (4) (0). We now carry forward the argument by induction. As j → j + 1, we may assume that j 2j−2 f (0) is known, and we then need to determine f (2j) (0), f (2j−1) (0) from r{(C 1 (α)f (2j) (0) + C 2 (α)(f (2j−1) (0))f Remark It is also natural to employ polar coordinates in this proof. We align Ω so that one of the reflection axes is the positive x-axis, and express ∂Ω parametrically in the form r = r(ϑ) where ϑ is the angle to the x-axis. Then r(−ϑ) = r(ϑ), r(ϑ + 2πj m ) = r(ϑ). The goal then is to determine r. To do so, we write out that q(ϑ) = (r(ϑ) cos(ϑ), r(ϑ) sin(ϑ) and compute as above. We find that r (2j) (0) arises first in the k −1+j term with the same coefficient as for f (2j) (0) above. The rest of the proof proceeds as with Cartesian coordinates.
4.4. Dihedral domains: Proof of Theorem (1.3). We now complete the proof of Theorem (1.3). At this point, there is little left to do. The proof is by induction on j that f 2j (0) is a wave trace invariant. It is clear for j = 1 since (1 − Lf (2) (0) = cos(h)α/2 and α is a wave trace invariant at γ. In general, the eigenvalues of P γ are wave trace invariants [F] .
Assuming the result for n < j − 1, it follows that p sub r,n−1 is a spectral invariant. It thus suffices to extract f 2j (0) from p 0 r,j−1 , i.e. from { 2r p=1 (h pp ) j }f (2j) (0). Thus, the only missing step is to show that if γ is D m -ray, then the h pp are wave trace invariants of γ r . In other words, that s is a wave trace invariant. If λ, λ −1 denote the eigenvalues of P γ r , then we have λ + λ −1 = 2 + det H mr . Here we use that all b j equal 1. It follows that s is a function of λ, hence that it is a wave trace invariant.
The proof of Theorem (1.3) is complete.
