The CLEF NewsREEL challenge is a campaign-style evaluation lab allowing participants to evaluate and optimize news recommender algorithms. The goal is to create an algorithm that is able to generate news items that users would click, respecting a strict time constraint. The lab challenges participants to compete in either a "living lab" (Task 1) or perform an evaluation that replays recorded streams (Task 2). In this report, we discuss the objectives and challenges of the NewsREEL lab, summarize last year's campaign and outline the main research challenges that can be addressed by participating in NewsREEL 2016.
Introduction
Many online news portals display at the bottom of their articles a small widget box labelled, "You might also be interested in", "Recommended articles", or similarly where users can find a list of recommended news articles. From a technical point of view, this recommendation use case is rather challenging. First of all, recommendations are required in real-time whenever a visitor accesses a news article on one of these portals. Instead of computing recommendations based on a static set of users and items, the challenge here is to provide recommendations for a news article stream characterized by a continuously changing set of users and items. Moreover, news content publishers constantly update their existing news articles, or add new content. The short lifecycle of items and the strict time-constraints for recommending news articles make great demands on the recommender strategies. In a stream-based scenario the recommender algorithms must be able to cope with a large number of newly created articles and should be able to discard old articles, since recommended news articles should be new. Thus, the recommender algorithms must be steadily adapted to meet the special requirements of the news recommendation scenario (e.g., [11] ).
Since 2014, this recommendation scenario is addressed in the News REcommendation Evaluation Lab (NewsREEL) 1 , a campaign-style evaluation lab of CLEF [7] . The lab focuses on support through (personalized) content selection in form of news recommendations. The NewsREEL challenge supports recommender system benchmarking in making a critical step towards wide-spread adoption of online benchmarking (i.e., "living lab evaluation" [14] ). Further, the lab supports offline evaluation of stream recommendation, hence allowing multi-dimensional evaluation of stream-based recommender systems. Testing of stream-based algorithms is important for companies offering recommender systems services, or providing recommendations directly to their customers. However, until now, such testing has occurred in house. Consistent, open evaluation of algorithms across the board was frequently impossible. Because NewsREEL provides a comprehensive data set and enables reproducible evaluation of recommender system algorithms, it has the power to reveal underlying strengths and weaknesses of algorithms across the board. Such evaluation provides valuable insights which help to drive forward the state of the art.
This report outlines the objectives and challenges of NewsREEL, summarizes the 2015 lab and ends with an overview of the 2016 edition of the lab that will be organized as part of CLEF 2016.
CLEF NewsREEL
CLEF NewsREEL comprises two tasks evaluating news recommendation algorithms. Both tasks involve using streams of interactions between news portals and their readers. Task 1 provides access to an operating news recommender systems. Participants receive recommendation requests and can monitor how readers reacted to their suggestions. This scenario can be seen as an example of Evaluation-as-a-Service [10, 20] where participants access an API rather than receiving a data set. Task 2 offered a log file. Participants ought to use it as ground truth for a simulation-based evaluation. Thereby, they issue the same request to different algorithms and compare their performances. In addition, we can measure factors such as time and space complexity.
Task 1: Online Evaluation
In the first sub-task, the idea of living laboratories is implemented, i.e., researchers gain access to the resources of a company to evaluate different recommendation techniques using A/B testing. A/B testing aims to benchmark varieties of a recommender system by a larger group of users (e.g., [15, 23] ). It is increasingly adopted for the evaluation of commercial systems with a large user base as it provides the advantage of observing the efficiency and effectiveness of recommendation algorithms under real conditions [6, 19] . While online evaluation is the de-facto standard evaluation methodology in Industry, university-based researchers often lack access to either infrastructure or user base to perform online evaluation on a larger scale.
NewsREEL is the first living lab where researchers gain access to both infrastructure and user requests to benchmark algorithms for information access systems using A/B testing. The living lab is described in detail in [12] . A similar, somewhat more constrained, IR-centric set-up is implemented in the CLEF Living Labs for Information Retrieval lab [2] .
Within NewsREEL, the infrastructure is provided by plista GmbH 2 , a company that offers recommendation services for online publishers. Whenever a user requests an article from one of their customers' web portals, plista recommends further articles that the user might be interested in. In NewsREEL, plista outsources a subset of this recommendation task to interested researchers via their Open Recommendation Platform (ORP) [3] . Once a user visits a news web page assigned to the NewsREEL challenge, a recommendation request is sent to a randomly selected team who registered with ORP. For each request, the team then has to provide a list of up to six recommendations. Providing recommendations to real users, a time constraint of 100ms is set for completing the recommendation request.
Task 2: Offline Evaluation
The evaluation of recommender algorithms online in a living lab leads to results that are difficult to reproduce since the set of users and items as well as the user preferences change continuously. This hampers the evaluation and optimization of algorithms due to the fact that different algorithms or different parameter settings cannot be tested in an exactly repeatable procedure [13, 24] . Addressing this issue, the second sub-task of NewsREEL focuses on simulating a constant data stream as provided by ORP. In contrast to the first scenario, performing an offline evaluation allows us to issue the same request to different algorithms and subsequently compare them. Additionally, it allows to measure factors such as time and space complexity. The offline task is described in more detail in [18] .
We provide a large data set comprising interactions between users and various news portals in a two-month time span. The data set is described in detail in [16] . Since these news portals publish articles in German, around 80% of all users come from one of the German-speaking countries in Central Europe. Figure 1 highlights the regions from where interactions are usually triggered.
Moreover, we employ the benchmarking framework Idomaar 3 that makes it possible to simulate data streams by "replaying" a recorded stream. The framework is being developed in the CrowdRec project and adopts open-source technologies widely known by the research community to allow handling of large-scale streams of data (e.g., Apache Kafka, Apache Spark, etc.). Idomaar allows us to execute and test the proposed news recommendation algorithms, independently of the execution framework and the language used for the development. Participants in this task had to predict users clicks on recommended news articles in simulated real-time. The proposed algorithms were evaluated with respect to both functional (i.e., recommendation quality) and non-functional (i.e., response time) metrics.
Summary: NewsREEL 2015
Forty-two teams registered for CLEF NewsREEL 2015. Of these teams, 38 teams expressed interest in both tasks. Participating teams distributed across the world including all conti- Figure 1 : First-level and second-level NUTS in Germany, Austria, and Switzerland from were requests for articles were triggered. The scale indicates the number of requests during one month. nents except Australia. In the remainder of this section, we provide a brief overview of the 2015 benchmarking campaign. For a detailed overview, we refer to [17] .
Task 1
Nine teams actively competed in Task 1. Each team could operate several recommendation services. Plista provided five virtual machines to participants who were physically located far from their own infrastructure in Berlin, Germany. Without these machines participants would have faced issues with network latency. The participants could evaluate the performance of their algorithms throughout the whole campaign. However, in order to directly compare their performances, we defined three evaluation time frames (17-23 March, 7-13 April, and 5 May to 2 June 2015) during which we measured the performance based on the click-through-rate (CTR). We provided a baseline algorithm implementing a simple, but powerful recommendation strategy. The strategy recommended users the items most recently requested by other users. The idea behind this strategy is that items currently interesting to users might also be interesting for others. Thereby, the strategy assumes that users are able to determine relevant articles for others.
Task 2
The offline evaluation (based on a data set recorded between July and August 2015) enabled the reproducible evaluation of stream-based recommender algorithms. Having complete knowledge about the data set allowed us to implement new baseline strategies. In addition to the baseline recommender used in Task 1, we implemented the "optimal" recommender. The recommender searches in the data set the items that will be rewarded for the current request by the evaluation component. This strategy used knowledge about the future. Thus, the strategy is not a recommender algorithm; it only implements a data set look-up. Consequently, this strategy cannot be used in the online "live" evaluation. Nevertheless the measured CTR of the optimal recommender algorithm is interesting since the strategy allows us to measure the upper bound for the CTR in the analyzed setting.
Outlook: NewsREEL 2016
The lab has been accepted to run again as part of the next CLEF conference. Similar to 2015, the next round offers the same tasks that have been introduced in Section 2. We argue that these tasks provide a framework to tackle current research challenges that will be of interest for the IR and RecSys communities. In the remainder of this section, we outline some of the major research challenges that can be addressed by NewsREEL 2016.
First, the lab allows to study the relation between offline and online evaluation further. Prior studies (e.g., [8] ) indicate that evaluation results with respect to recommendation precision differ significantly between online and offline evaluation, hence requiring additional research. By comparing results from both tasks, the lab has potential to address the research question in what extend the results obtained in the offline evaluation can be transferred into an online scenario. The offline evaluation guarantees reproducibility and allows us to compare algorithms on identical data. Online evaluation reflects algorithms' actual utility for users as their behavior is monitored. Our experiences from previous editions of NewsREEL indicate that the technical complexity of algorithms (e.g., scalability and response time) is similar in both NewsREEL tasks.
Second, the lab supports further research on algorithms' qualities beyond accuracy, a trending topic in recommender systems research (e.g., [1] ). Besides, due to the time restrictions posed by the recommendation setting, a trade-off between accurate prediction and time-efficient algorithms needs to be found. In order to ensure the exact reproducibility of results and a fair comparison between different teams, standardized virtual machines are provided. This ensures that all teams use both the identical data set and exactly the same "virtual" hardware. This provides the basis for analyzing the technical complexity as well as the scalability of the algorithms. In order to hide the complexity of building the evaluation environment, we employ the Idomaar framework and facilitate getting started with it.
Third, we want to encourage participants to apply content-based approaches. Contentbased techniques are suitable for tackling cold-start problems [22] , a constant challenge within NewsREEL due to the steady changing set of items. As requested by various researchers, we intend to include English-speaking news portals in the NewsREEL challenge, hence allowing the participants to apply established text-processing and clustering algorithms.
Fourth, studies (e.g., [21] ) suggest that the performance of recommender approaches highly depends on the context (e.g., the hour of the day). This means, that there is not the overall best recommender outperforming all other algorithms in all contexts. An open research question is how to combine different recommender algorithms. A strategy is needed that selects the best recommender algorithm based on the user context and news situation. We expect the potential of hybrid approaches to be far from exhausted.
Finally, NewsREEL can serve as a test-bed to further study recommendation techniques for items that are provided in the form of a constant data stream. Streamed data triggers specific challenges for recommender systems (e.g., [4, 5] ) as approaches that center around modeling recommendation as user-specific selection from static collections of items cannot easily be applied.
Conclusion
In this report, we introduced the campaign-style evaluation lab NewsREEL that focuses on benchmarking news recommendations in real-time. As we have shown, the lab addresses a number of open research challenges in the scope of information filtering. This includes in particular finding the trade-off between accuracy and speed of recommendation algorithms, the role and opportunities of context, hybrid, and content-based approaches, and innovative approaches to recommend items from a stream of data.
During the industry track of SIGIR15 in Chile, David Hawking mentioned [9] that we are now observing a significant balance shift between academic and industrial research presented at SIGIR. In fact, he reported an increase from 15% of industrial research papers presented at SIGIR'98 compared to 41% presented at SIGIR'15. He clarifies that the main reason for this tendency is the increasing need to evaluate research methods using large-scale data sets or user studies. By providing both large scale transaction data set and access to a large user base, we argue that NewsREEL can play an important role in closing this gap between academia and industry. A key challenge that we are facing right now is the connection between online and offline evaluation. As explained above, online evaluation, also referred to as A/B testing, is the standard evaluation methodology in industry. As A/B testing comes with its own requirements (e.g., the use of different evaluation metrics, reacting to user dynamics, scalability, to name a few), prior research performed in an offline setting can not easily be applied in an online context. Therefore, online testing still requires significant research efforts. By offering the same recommendation scenario in an online and offline setting, respectively, we argue that NewsREEL can play an important role to address this issue.
Concluding, we would like to explicitly invite interested researchers to take the opportunity to contribute significant knowledge to the field by tackling these challenges. Registration via the CLEF 2016 website 4 opened in November 2015.
