Abstract: Interactive voice browsers offer an alternative paradigm that affords ubiquitous mobile access to the WWW using a wide range of consumer devices. This technology can facilitate a safe, ''hands-free'' browsing environment that is of importance both to car drivers and various mobile and technical professionals. This paper describes the challenges of architecting an interactive voice browser that combines digital audio with the features of a speech synthesizer to make structural elements of the document explicit to the listener. The aesthetics of the audio rendition can simultaneously help reduce the monotony factor and enhance comprehension. The evolution of the voice browser gave rise to a new conceptual model of the HTML document structure and its mapping to a 3D audio space. A number of novel features are discussed for improving both the user's comprehension of the HTML document structure and their orientation within it. These factors, in turn, can improve the effectiveness of the browsing experience.
Introduction
The World Wide Web (WWW) has enjoyed phenomenal growth over recent years, and now accounts for a significant proportion of all Internet traffic. The unmitigated success of the WWW bears testimony to the previously unsatisfied need for a system able to integrate and deliver distributed information. The profile of hypermedia has been raised significantly by the WWW, which has endorsed hypermedia as an appropriate technology for accessing and navigating information spaces. Users can access a wealth of information and associated services over the WWW, ranging from international news to local restaurant menus.
The interest in ubiquitous computing has surged over the past few years. Ubiquitous computing is the attempt to break away from the traditional desktop interaction paradigm by distributing computational power and resources into the environment surrounding the user, hence expediting greater mobility. At Siemens Corporate Research, one facet of our research is to extend the utility of the WWW by providing ubiquitous access to Internet information via interactive voice browsers. Interactive voice browsers offer an alternative paradigm that enables both sighted and visually impaired users to access the WWW. In addition to the desktop PC, voice browsers afford ubiquitous mobile access to the WWW using a wide range of consumer devices (regular or mobile phones, PDAs, etc.). In this paper, we describe the evolution of a voice browsing environment that facilitates a safe, hands-free browsing environment which is of relevance both to car drivers and various mobile and technical professionals.
Motivation
The majority of cars on the road in the western world contain only one occupant the driver. Therefore, a key requirement for us was to design an in-car voice browser that is not only safe, but that must be sufficiently simple and intuitive to be operated by the driver whilst in transit.
The car radio has proved to be an enormously popular device for entertainment and information delivery to the driver and passengers. The main reasons for its success is that the audio delivery medium allows the driver to listen while maintaining his or her eyesight, their primary focus, upon the road. In addition, minimal interaction with the radio control panel is required for operation. These two issues have made the car radio a suitable and, more crucially, safe device for drivers.
For the reasons outlined above, the car radio was selected as the interface metaphor by Wynblatt et al. [1] as the basis of the Webbased Interactive Radio Environment (WIRE) voice browser for providing drivers with access to WWW services. It is valid to question whether audio is a suitably rich medium with which to convey structured, hyperlinked documents, such as those found on the WWW? Although vision is generally accepted as the primary sense for normal sighted people, the auditory sense has some unique qualities [2] : auditory stimuli has the ability to make a longer lasting impression upon an individual than visual stimuli [3] ; humans can react to auditory stimuli faster than to visual stimuli. Many applications have benefited from the inclusion of non-speech sound, which has traditionally been used in the interface to denote warnings or status information. Experimental evidence exists to suggest that audio confirmation reduces errors [4] . The suitability of sound as a primary aid to navigation has also been satisfied [5] , with users demonstrating that up to eight targets on the screen could be located with reasonable accuracy and speed using only auditory clues. Furthermore, cognitive psychologists have conducted many experiments to achieve a deeper understanding of the way in which humans interpret through their ears the cacophony of audio signals encountered. In the natural environment the human audio perception is facilated by the spatialized nature of the sound conducted to the ears.
It is becoming commonplace to witness the use of speech technologies as input/output mechanisms across a variety of applications within concept cars at automotive tradeshows. Acceptance of speech technology has matured to the extent that it can be considered as a commodity. The rate of acceptance will continue to grow commensurate with improvements in speech synthesis quality and speech recognition accuracy. Our interactive voice browsing technology makes extensive use of third party speech synthesis and recognition technology.
The following sections outline a survey of the related work, followed by a justification of the importance of document structure. An explanation of the browsing experience with WIRE is then detailed. A discussion of the second generation of the voice browser, WIRE 3 , illustrates new ways in which the efficacy of the interactive voice browsers can be improved through the judicious application of spatialized or three-dimensional (3D), audio technology. The final section offers some concluding remarks.
Related Work
Much hypermedia research has focused on the seamless integration of media within a unified framework. Due to the application scenarios and the delivery devices targeted, our emphasis is exclusively on the audio medium. In comparison with its visual counterpart, little work has been conducted on interactive audio-only hypermedia systems. The Hyperspeech system [6] was the first to demonstrate such an approach. Arons manually transcribed several recorded interviews, analyzed their structure and generated corresponding audio nodes and links. Unlike our system, HyperSpeech requires that documents be pre-recorded in audio prior to use.
To access computer-mediated information blind people, until recently, largely relied upon Braille output devices and software known as screen readers. A screen reading program applies various techniques to gain access to the textual content of application software and employs speech synthesis technology to speak this information to the user. Although far from perfect, screen readers provided visually impaired people with a tool for hearing the content of the screen until Graphical User Interfaces (GUIs) became commonplace. The advent of the GUI made the task of screen reading more complex, thus inspiring research into GUIs for the blind [7, 8] . Petrie et al. [8] have conducted preliminary evaluations on input and output schemes to identify favorable hypermedia system interfaces for blind users. As screen readers are application software independent they can also be used to read the text displayed within a visual WWW browser. In this case the screen reader extracts only the text, as it is not concerned, or even aware, of the underlying HTML. As a result, the speech output generated communicates the raw content to the listener but fails to impart any information regarding the structure of the document. As alluded to earlier, eliciting the document structure is crucial to the understanding, the orientation and the navigation through the given document.
Several researchers have since attempted to address this shortcoming. Raman [9] has inte- [10] explains how the Netscape browser supplies Home Page Reader data to produce a similar result. Also designed specifically for visually impaired computer users, the pwWebSpeak browser [11] parses HTML documents in order to augment the audio rendering with structural descriptions. These systems are for sedentary computer users, with the exception of pwWebSpeak which has support for single user telephone access.
Web-On-Call [12] offers telephone access to WWW sites rendered using audio, but this solution requires documents to be specially prepared on the server side. Since only a small proportion of sites offer this service this is not a generic solution for telephony WWW browsing. WebGalaxy [13] supports natural language queries and navigation of the WWW. Users can formulate rich and flexible queries, but the domains currently supported are limited to weather, air travel and tourism in Boston. Goose et al. [14] describe a proxy-based interactive service (DICE) into which users can telephone and use touch tones or voice commands to browse dynamically generated audio renditions of both email and WWW documents. The DICE audio renderings are also imbued with rich structural descriptions of the document. Driven by the W3C Voice Browser Working Group and emerging speech markup languages such as VoxML and VoiceXML, Goose et al. [15] report the Vox Portal as the first standards-based (VoxML) carrier class voice browsing system with a generic solution for dynamic HTML<7>VoxML conversion.
Due to its audio nature and the minimum interaction required to operate it, the car radio was selected as the interface metaphor by Wynblatt et al. [1] as the basis of a voice browser (WIRE) for providing drivers with access to email and WWW services. An analogy is drawn between selecting a bookmark and selecting a radio channel. Once selected, the driver listens to the audio rendering of the document as if listening to the radio, but with the option to issue voice commands for features such as following a link. The research presented in this paper builds on the foundation of these projects [1, 14] .
Deriving Structure From HTML Documents
The native document description language of the WWW is called Hypertext Markup Language (HTML). At a quick glance, a sighted user can assimilate the document structure of a richly graphical HTML page as rendered by a visual web browser. This is possible as much of the context is conveyed implicitly through the document structure and layout of the information. A user can then apply their understanding of the HTML document structure to aid orientation, navigation, and ultimately, the location of relevant information. Thus, structure helps enable information to be situated in its proper context.
Given that structure is obviously a key aid to the comprehension of a visual document, it is of paramount importance to the user of a voice browser. It is clear that most of the context would be lost if a document were ''rendered'' by simply sending the raw text of a document to a text-to-speech synthesizer. Our audio browsers apply an analytical algorithm to an HTML document, or frame set, to elicit both the structure and context. Facets of this algorithm can be appreciated from Fig. 1 .
Although intended to represent document structure, HTML has also evolved to include constructs for visual specifications. Consequently, no clear distinction exists between the logical structure of the document and its presentation view. Many authors strive to design aesthetic and intuitive graphical HTML pages. To achieve this goal some authors purposefully select alternative HTML constructs to fashion a custom view of the structure of the page, as opposed to using the HTML constructs originally designated for specifying the logical structure. One typical example of this is the selection of a large font to customize the appearance of a section heading in favor of the standard HTML header construct. While entirely legitimate, the algorithm that analyzes the HTML document structure seeks to identify such behavior to determine the author's actual intent.
Naturally, a voice browser cannot challenge a traditional WWW browser in rendering a rich multimedia presentation. Hence traditional WWW browsers are unlikely to be supplanted by voice browsing technologies. However, voice browsers can provide an appropriate interface for many people in many situations. Voice browsing technologies still face many interesting research challenges. The effectiveness of all voice browsers are compromised when faced with unsympathetically authored HTML documents [9, 11, 16, 17] without explicit logical structure, an abundance of graphics, use of client side scripting and unclear associations between form labels and their corresponding fields.
Once analyzed, an audio rendering is then produced which combines the use of earcons [18, 19] and the features of an underlying text-tospeech synthesizer, such as multiple voices, intonation, announcements and pausing, to make structural elements of the document explicit to the listener. The aesthetics of the audio rendition can simultaneously help reduce the monotony factor and enhance comprehension [20] .
5.The Browsing Experience with WIRE

Voice Browsing HTML
The activity of browsing in an audio-only environment is quite different in comparison with its visual counterpart. The serial nature of audio gives rise to a ''listen and interact'' paradigm. WIRE supports interaction via both physical buttons and a simple vocabulary of speech commands.
Akin to bookmarks, a number of favorites can be set in advance, available on a remote server. Browsing commences by selecting a favorite. As mentioned earlier, the car radio was selected as the interface metaphor for WIRE. Figure 2 illustrates the prototype hardware interface. In an effort to maximize the radio metaphor, the user can rotate the familiar circular ''tuning'' knob to tune to their desired bookmarked pages. When the circular ''tuning'' knob is rotated, WIRE announces the page titles of his/her corresponding HTML bookmarks. Once the appropriate bookmark has been tuned to, the user can depress the ''tuning'' knob to instigate the downloading of the page.
Once downloaded, the document is rendered as described above. Each link encountered is announced and becomes the active link. A link remains traversable until the next link is reached. The minimal pattern of interaction for browsing can thus be reduced to selecting favorite(s) and following the active link(s).
To alleviate the user from listening to a verbose description of both structure and content for each document in its entirety, a selection of browsing modes are supplied. A second mode omits the dense clusters of links, typically provided as indexes to further content, and renders only the textual content. In practice, this mode tends to skip over the familiar left-hand menu columns of web pages, as their purpose is to ease navigation and hence contain many consecutive links. A third mode announces only the sections headings; a convenient mechanism for gaining a rapid overview of well structured documents. A fourth mode skips over the content and renders only the links within the document. As the browsing mode can be changed dynamically, a user can combine these approaches to navigate more efficiently within and across document boundaries. Circumstances arise in which the listener will need to replay part of the document, for example to review the context surrounding a link. In addition to rewind, the system also offers fast forward and pause facilities. A history list of the documents visited is also maintained. The user typically traverses backward or forward through the history listening to the titles being announced, once a selection is made the desired document is revisited.
Although an audio rendering can be produced for the vast majority of documents, some context can be lost if a highly graphical document is encountered. In such a situation the user can ''flag'' this document, which uploads the URL to a designated remote site (such as the driver's office or home machine) for later viewing with a visual browser.
The HTML analysis module utilizes another component that can automatically detect the language(s) present in the text of the document. This allows the voice browser to invoke the appropriate synthesized speech language engine to speak specific parts of the email or HTML page. WIRE thus gains seamless multi-lingual support. 
Internet Radio: Supporting Streaming Media
Over the last few years we have witnessed the rise in popularity of streamed media delivery, to overcome the limitation of downloading temporal media in their entirety. Streaming media technology, such as those on offer from Real Networks, Microsoft and others, also allow live events to be broadcast over the Internet. More radio stations now broadcast over the Internet than broadcast over the airwaves. The advantage of radio stations being broadcast over the Internet is that the listener is no longer geographically constrained to the stations that he or she can select, but instead can ''tune-in'' to an Internet radio station physically located anywhere in the world. WIRE has been augmented to support the rendering of live Internet Radio streams. When in the Internet Radio mode, WIRE allows the listener to rotate the ''tuning'' knob to first select a category of radio station (for example, jazz) and then select a specific station (for example, JazzFM.) The radio station categories and the available stations within each category were constructed manually, but perhaps it would possible to gather the list of available stations in an automated manner from an on-line resource directory. When a station has been selected, WIRE acts as a streaming media client which, once connected and buffered, the listener hears the digital Internet radio station broadcast.
A treatment of the options for wireless connectivity is presented in Section 7 and a discussion of the practical barrier is supplied in Section 8. One major issue in supporting the wireless streaming of media is that of bandwidth. Broadcasters are at liberty to select for their media streams parameters such as the bit rate encoding and whether it is to be mono or stereo. Typical bit rate encodings for Internet radio are around 20Kbps, but it is possible to generate an acceptable voice stream at rates as low as 6-8Kbps.
WIRE 3 : Enhanced Browsing with 3D-Audio
Recent advances in commodity hardware and software has meant that three-dimensional (3D) audio has become a viable alternative. Synthetic sound spatialization is the processing of sound in such a way that when it reaches our ears it reproduces the characteristics of a sound located in a 3D-space external to the listener. Effects such as volume, Interaural Intensity Difference (IID), Interaural Time Difference (IID), muffling and reverberation can be modeled by a HeadRelated Transfer Function (HRTF) [21] . A digitized mono audio stream can be convoluted with an artificial HRTF to create a stereo audio stream that reproduces the timing, frequency and spectral effects of a genuine spatial sound source. 3D audio technology is a suitable candidate for use in the automotive domain as vehicles are equipped with increasingly better audio hardware and, in addition, because the driver remains sedentary hence enabling the 3D ''sweet spot'' to be adjusted and focused for maximum effect.
The aim of Schmandt et al. [22] with AudioStreamer is to enhance the effectiveness of simultaneous listening by exploiting the human ability of separating multiple simultaneous audio streams. An interface allows the audio source of greatest importance to the listener to be made more prominent. Kobayashi et al. [23] describe a system for relating each section of a document to a point on the perimeter of a circle in a spatialized audio interface. This approach allows the human spat ial memory to compensate for the weakness of temporal recall. WIRE 3 , in common with these systems, makes extensive use of spatialized audio, but neither of these systems are concerned with the interactive browsing of HTML documents. The ''cocktail party effect'' [24] , the ability of a person to focus their listening attention primarily upon a single talker while surrounded by others also holding noisy conversations, has been acknowledged for some time. The following sections will describe how this ability is exploited significantly by WIRE 3 .
Auditory Interface Conceptual Model
Prior to design, we conducted experiments to establish the limitations of the technology and whether it was perceptually feasible to utilize the entire 3D audio space. We began by examining each axis in isolation. For each axis we played different types of sounds at both static and moving positions that led to the Stage-Arc solution pictured in Fig. 3 . As can be seen in Fig. 3 , the listener is positioned in the center while the current position through the document corresponds to Once parsed and analyzed, the voice browser commences the sequential acoustic projection of the richly structured hypermedia document onto the Stage-Arc. Three distinct male synthesized voices are designated respectively to speak the headers, content and hypermedia link anchors. These three voices emanate from the static position in the center of the Stage-Arc. At periodic intervals the percentage position through the document is announced by a synthesized female voice located at the relative position along the arc. When a hypermedia link is encountered in the audio rendering an earcon is sounded at the relative position along the Stage-Arc. The mapping of the various structural elements in the HTML document to the StageArc can be viewed in Fig. 3. 
Link Traversal
An essential ingredient of hypermedia documents is the link, and, in the context of the WWW, a link can either point to another place within the same document (intra-document link) or another document entirely (interdocument link). Petrie [8] notes that visually impaired users can become disorientated during navigation without a mechanism for disambiguating these two link types. Moreover, Landow [25] advocates the use of a ''rhetoric of arrival and departure'' when authoring hypermedia documents for mitigating the effects of disorientation during navigation. Solutions to these issues using spatialized audio are described below.
When an intra-document link is traversed, three transitional sounds are seamlessly combined to convey the impression of being catapulted at low altitude to a specific destination location. A take-off sound rises a short distance in the y-axis above the source of the link. A flying sound travels along the Stage-Arc to the link destination position. The effect is completed by a landing sound, which descends the short distance to the original height on the y-axis.
A seamless combination of transitional sounds is also used when an inter-document link is traversed. The effect created by these sounds is that of a spaceship being launched high into orbit and then descending to land on another planet. A ''beaming'' sound that oscillates and rises in pitch proved to be easily associated by listeners with that of a launching sound. In parallel to the rising pitch, the sound rises in the y-axis above the source of the link. The decrease in its volume is attributable to the roll-off factor as the sound source gains altitude. The intra/inter document link effects are visualized in Fig. 4 .
Sighted users can establish their current position in a document by checking the scroll bar offset in the browser. Brewster et al. [26] argue that the use of an auditory scrollbar is of significant benefit, providing useful sonic feedback and alleviating the user from regularly glancing at the scrollbar thumb position.
Although the two link traversal aids described here are not auditory scrollbars, they deliver similar positional information. Brewster et al. employ an ascending or descending musical scale to provide an impression of scrolling. A user with a very good ''musical ear'' is necessary for this technique to be useful in imparting precise positional information. Our approach for conveying the position in the document exploits the listener's ability to accurately identify sound sources along the x-axis. Results offered by Oldfield et al. [27] indicate that humans can identify the location of a sound source along the x-axis to within nine degrees.
Document Sound Survey
A classic and well-recognized problem with hypermedia is that of users becoming disorientated during navigation, or ''lost in hyperspace''. This problem is exacerbated when navigating hypermedia documents using a voice browser, as the user can even become lost within a single document. During the act of browsing, the user is often seeking new avenues of investigation via the links, and link clusters, in addition to assimilating information. Improved support for this activity through the use of spatialized audio is described below.
As audio is a serial medium, it is difficult with audio interfaces, unlike their graphical counterparts, to present persistent information without the risk of being intrusive and annoying. The problem faced by the user is of how to identify rapidly the presence of interesting structural elements in their vicinity of the document. For example, the user may wish to know if any links exist within the next few sentences, or even to recall the positions of links that have recently been heard. Our solution to this problem is to generate a 3D ''sound survey'' of the area surrounding the user's current position in the document. The user can request a sound survey at any time, but, in addition, the voice browser can be configured to initiate automatically a sound survey on completion of a link traversal. After a link traversal the user might well appreciate a brief survey of the surrounding region to aid orientation and provide additional structural context.
The user can configure the audio browser to specify, in units of time, how far in both directions the sound survey should extend. From Fig. 5 it can be seen that when this feature is invoked the immediate vicinity (in this example defined to be ±30 seconds) of the current position is magnified and projected onto the entire Stage-Arc. This allows for a more accurate rendering of the sound survey. The sound survey is performed in faster than real time, for example, allowing a 60 second region to be heard in 15 seconds. Although many of the structural elements in an HTML document are candidates for featuring in the sound survey, currently we identify only the presence of links. Four distinct earcons are employed in the sound survey, thus allowing both position and context information to be conveyed, succinctly and in parallel, without compromising meaning [28] . The four sounds are:
. Time ticker: to signify time moving by, a ''tick'' sound can be heard moving along the StageArc from left to right. Every fifth tick is emphasized to provide a coarser granularity of time with which the listener can identify and synchronize.
. Link indicators: two earcons representing intradocument links and inter-document links are sounded at the appropriate positions along the Stage-Arc.
. Sentence boundary: another sound is used to denote each sentence boundary that is encountered. The listener can use this feature to identify the links and their relative distances as measured in sentences.
If the sound survey was manually selected by the user, as opposed to being triggered as the result of a link traversal, then as the survey sweeps over the first half of the arc this should reaffirm the structural elements recently heard. The second half of the survey introduces what is yet to be heard. As the sound survey sweeps from left to right, the relative volume of the link and sentence earcons is increased and decreased to simulate the relative distance from the current position of the user.
Crease et al. [29] describe an audio progress indicator able to combine four earcons in parallel to denote current status. An ascending musical scale in conjunction with tempo variation provides specific feedback. The sound survey has similarities to the audio progress indicator, but is also able to exploit the ability of the listener to identify accurately the position of sound sources along the x-axis.
Audio Preview of Link Destination Document
The use of thumbnail images and moving icons has become commonplace for providing visual abstracts of graphical documents. The rationale being that a user can gain an appreciation of the content and evaluate whether the original document should be downloaded and browsed. An equivalent abstraction mechanism that uses audio spatialization is described below.
A solution was sought which, when a link was encountered as the document was being rendered, could convey to the listener succinct key information concerning the destination document. An automatically generated document summary would undoubtedly be too verbose and distracting, but some basic meta-information of value to a listener about a destination document might be the title and the time required for listening. A multithreaded component was im- plemented that pre-fetched every link destination document, extracted the title and computed the estimated time required for listening. An additional synthesized voice was introduced to announce the title and the time duration when a link was encountered during the document rendering. As links are often positioned adjacent to one another, a technique was required for delivering this meta-information without creating a cacophony of overlapping and disruptive announcements. A variety of approaches to this problem were evaluated with the most successful illustrated in Fig. 6 .
As each link in turn is encountered, the destination document meta-information is announced at one of the four positions, in rotation, in the 3D audio space as indicated by the large arrows. For a couple of seconds the announcement remains at a constant volume before the position of the voice travels on a trajectory away from the listener in the direction of the arrow. This trajectory causes the relative volume to decrease due to the roll-off factor. Spatial overlap is avoided as the meta-information is announced at the position of one of the four large arrows in rotation, while the ''cocktail party effect'' explains the ability of the listener to switch and selectively attend to the most relevant voice stream.
Wireless Connectivity
For WIRE 3 to connect to the Internet from the car the existence of a wireless communication layer is presupposed. The Global System for Mobile Communications (GSM) is the world leading digital wireless standard for wireless communication, which provides a data rate of 9.6Kbps. Other standards prevalent to varying extents within the USA are CDPD (Cellular Digital Packet Data) which provides a data rate of 19.2Kbps, CDMA (Code Division Multiple Access) and TDMA (Time Division Multiple Access.) Wireless modems products that use these standards are available which are specifically customized to operate under the harsh conditions that in-vehicle communication presents.
The General Packet Radio Services (GPRS) is scheduled to be rolled out over GSM networks beginning in 2001 and can theoretically increase data rates to 64Kbps-100Kbps. Of great consequence for mobile users, GPRS will allow devices to remain permanently connected to the network while being charged only for the time spent actually sending or receiving bursts of data. The successor to GPRS is expected to be the Universal Mobile Telecommunications System (UMTS), which promises to deliver data rates of 144Kbps-2Mbps. For additional information regarding these initiatives consult [30] .
Future Work and Conclusion
Clearly, listening to synthesized speech incurs a higher cognitive load than listening to human speech. Our results indicate that over time users become acquainted with the idiosyncrasies of the speech synthesis engine the comprehension levels improve. Adhering to the recommendations of independent usability studies [20] has consolidated the overall comprehension level of the WIRE audio rendering. In addition, facets of most speech synthesis engines, such as the speaking speed, can also be adjusted to suit personal preferences.
Simple command phrases have proved sufficient to control the WIRE browser. The majority of commercial speech recognition engines support speaker independent command recognition. The recognition rates are adversely affected by factors such as vehicle engine and ambient noise, microphone quality and position. At SCR, we are working to improve the recognition rates by applying new noise reduction and also blind source separation signal processing techniques that benefit from input from two or more microphones [31, 32] .
Although the technique described for delivering the audio previews of link destination documents works well, new approaches able to impart more information than just the title and the time duration would be valuable. Embellishing the sound survey with additional key constructs may also yield benefits. Iterative informal studies were conducted as an integral aspect of this work, but a more comprehensive formal user study would undoubtedly yield valuable insight and improvements.
Practical barriers remain before this technology can be brought to the general marketplace. For economic reasons, efficient embedded operating systems with minimal hardware and software requirements prevail within the automotive industry. Microsoft Windows CE is gaining market share, offering reasonable platform sup- to connect to the Internet from the vehicle. The billing strategies and price-points for digital wireless connectivity are likely to have a significant effect upon the adoption rates of invehicle Internet applications such as WIRE 3 . As part of WIRE 3 , a scheme was implemented that plays one or more audio advertisements during the period when an HTML page is being downloaded. Advertisements offer one potential approach towards mitigating the cost of the wireless connection.
A new conceptual model of the HTML document structure and its mapping to a 3D audio space is reported in this paper. It has been discussed how this auditory infrastructure has been augmented with a number of innovative browsing aids. These aids include: an audio structural survey of the HTML document; accurate positional audio feedback of the source and destination anchors when traversing both inter-and intra-document links; a linguistic progress indicator; the announcement of destination document meta-information as new links are encountered. Our results indicate that these new features can improve both the user's comprehension of the HTML document structure and their orientation within it. We believe that these factors, in turn, will allow us to offer a safer and more effective browsing experience for drivers. 
