Stochastic inverse problems in heat conduction with consideration of uncertainties in measured temperature data, thermal sensor location and material thermal properties are addressed using a Bayesian statistical inference method. Both parameter estimation and thermal history reconstruction problems, including boundary heat flux and heat source reconstruction, are studied. The probabilistic specifications of these unknown variables are deduced from temperature measurements. A joint probability distribution approach is taken to specify the conditional (on data) state space of random unknown quantities by multiplying the likelihood and prior distribution functions. Hierarchical Bayesian models are adopted to relax the prior assumptions on the unknowns. The use of a hierarchical Bayesian method for automatic selection of regularization parameter for function estimation inverse problems is discussed. This methodology explores the multi-scale spatial prior models in estimation of temporalspatially varying thermal quantities. Due to the high dimensionality and implicit form of the posterior distribution, Markov chain Monte Carlo (MCMC) simulation is conducted to explore the posterior state space. The methodologies presented are general and applicable to a number of data-driven engineering inverse problems.
Introduction
Thermal property estimation, boundary heat flux reconstruction, and heat source identification are the most commonly encountered inverse problems in heat conduction. These problems have been studied over several decades due to their significance in a variety of scientific and engineering applications. A number of deterministic optimization theories and algorithms have been developed toward the solution of these inverse problems [1] - [3] . With the rapid explosion of computational power and critical demands on robustness and reliability, optimization under uncertainties has become the center of current engineering identification, design and control research [4, 5] . Very recently, a sequence of methods have been proposed to solve stochastic inverse heat transfer problems, including sensitivity analysis by Norris [6] and Blackwell et al. [7] , extended Maximum Likelihood Estimator (MLE) approach by Emery et al. [8, 9] , spectral stochastic method by Narayanan and Zabaras [10] , and Bayesian inference method by Ferrero et al. [11] , Leoni et al. [12] , and Wang and Zabaras [13, 14] .
The advantages of Bayesian statistical inference method can be illustrated from the following aspects. Firstly, it provides not only point estimates but also conditional distribution of the unknown quantities on all available and missing data. The incorporation of likelihood and prior distribution enables a complete probabilistic specification of the unknowns under all uncertainties [15] . Secondly, it explores the distribution information of errors in the polluted data, which is rather critical since inverse solutions are extremely sensitive to the errors in the data. In addition, unlike other techniques that aim at regularizing the ill-posed inverse problem to achieve a point estimate, the Bayesian method treats the inverse problem as a well-posed problem in an expanded stochastic space and solves for the distribution of random unknowns [16] . Even when seeking only a point estimate, the Bayesian method can provide more flexible regularization to the inverse problem [13, 17] in the sense that the non-trivial problem of selecting the parameter in Tikhonov regularization [18] is resolved here through the hierarchical Bayesian formulation. Furthermore, the Bayesian inference method has no critical requirement on the number of measurements provided that good prior models are available. Another advantage is that under Bayesian framework, the forward problems are solved deterministically and the uncertainties are taken cared by statistical inference solely. Finally, the available sampling strategies are capable to overcome the difficulties encountered when dealing with the optimization of nonlinear problems of high dimensionality.
Despite of the rather long history of Bayesian statistics and development within the past several decades of computational methods such as Markov chain Monte Carlo (MCMC) simulation [19, 20] , applications of Bayesian statistics to engineering inverse problems are a few. Those include Beck et al. [21] to structural models, Kaipio et al. [16] to electrical impedance tomography, Sabin et al. [22] to grain size prediction, Michalak et al. [23] to flow in porous media, Osio [24] to engineering design, and Higdon et al. [25] to petroleum engineering. A Bayesian computation approach has been introduced to solve inverse heat conduction problems (IHCP) with the presence of stochastic errors in thermocouple measurements by Wang and Zabaras [13] , where the conditional distribution of the unknown boundary heat flux on temperature measurements is derived using the Bayes formula and explored using the Gibbs sampler. In a follow up study by Wang and Zabaras [14] , a meta-model approach using reduced-order modeling is proposed to tackle the high computational cost problem encountered when applying the Bayesian method to complex continuum systems. In the current work, the Bayesian computation approach is further explored to address (i) stochastic thermal property estimation, (ii) automatic selection of optimal regularization parameter in thermal history reconstruction problems, (iii) solution to the IHCP with the presence of system uncertainties including errors in thermal property and sensor location besides measurement noise, and finally (iv) multi-scale prior modeling in estimation of temporalspatially varying quantities. The purpose of this study is to establish a complete Bayesian computation framework toward solving data-driven inverse heat conduction problems under various uncertainties.
The organization of this paper is as follows. In section 2, the formulation of posterior probability density function (PPDF) for inverse problems in heat conduction with consideration of system uncertainties and measurement noise is presented. Hierarchical and augmented Bayesian models are then introduced to relax the prior assumptions. The prior distributions of temporal-spatially varying quantities such as heat flux and heat source are modeled as Markov random fields (MRF) [17] . Section 3 is devoted to the MCMC method with emphasis on the single component update scheme [26, 27] . Section 4 discusses the stochastic parameter estimation as a subcase of the formulation in section 2. In section 5, the boundary heat flux reconstruction is studied using the hierarchical model and considering system uncertainties. The formulations are presented for the heat flux reconstruction problem but they are also applicable to heat source identification. A sequence of MCMC samplers are designed in sections 4 and 5 to explore the posterior state space of the current Bayesian formulations. Several numerical examples are presented in section 6 to demonstrate the developed methodologies. Conclusions and some open problems are finally discussed in section 7.
Bayesian formulation of stochastic inverse problems in heat conduction

Inverse heat conduction problems
The classical inverse heat conduction problem (IHCP) refers to the calculation of an unknown heat flux given temperature measurements in the domain of a conducting solid. In general, this inverse heat conduction problem can be defined through the following equations (see Fig. 1 ), Figure 1 . Schematic for inverse problems in heat conduction. The main unknowns considered include the conductivity k, the heat flux q 0 on Γ 0 or the heat source f (x, t) in Ω.
where ρ, C p , k denote the density, heat capacity and thermal conductivity, respectively. Also, f is the heat source, T g , T 0 and q h are the known temperature condition on boundary Γ g , known initial temperature condition and known heat flux condition on boundary Γ h , respectively. In the classical IHCP, the main unknown is the heat flux q 0 on the boundary Γ 0 [2, 13] . The reconstruction of this unknown heat flux becomes feasible with the measurement of the temperature field at distinct points within Ω × [0, t max ]. Let Y denote the measured temperature data, i.e. Y = [Y
1 , Y
2 , ..., Y
T , where
where i = 1, . . . , M , j = 1, . . . , N andt N = t max . M and N are the number of thermocouples and number of measurements at each site, respectively and ω is the random measurement noise. For simplicity of the presentation, we will from now assume that only one sensor is used with its location denoted by the vector d.
Other related inverse heat conduction problems include thermal parameter identification problems (e.g. estimating the thermal conductivity k) [1, 2] and identification of the heat source function f (x, t) [28] - [30] . In all these inverse problems, the missing information can be deduced from the temperature measurements at the thermocouple locations as given in Eq. (6).
Bayesian estimation
To solve these data-driven inverse problems, we propose a Bayesian approach. Different from other data-driven inverse techniques that aim at computing point estimates, the primary objective of Bayesian estimation is to deduce the conditional distribution function of unknown variables on the data, which is also called the posterior probability density function (PPDF), according to the Bayes' formula:
where X and Y denote the unknown random variable (scalar or vector) and related data (vector), respectively. p X|Y (x|y) is the PPDF, p Y |X (y|x) is the likelihood function and the marginal distribution p X (x) is called the prior distribution. Once the PPDF is known, various point estimators can be defined such as the 'Maximum A Posteriori' (MAP) estimator:
and the posterior mean estimator:
However, it is worth emphasizing that it is more meaningful to discuss the probability of an unknown variable to be within a certain range, rather than having a particular value. Therefore, estimation of distributions makes more practical sense than computing point estimates.
As normalizing constant, p Y (y) is not needed in the exploration of the posterior state space in Eq. (7) . Therefore, the PPDF can be evaluated as follows:
In the following discussion, the thermal conductivity k and thermocouple location d are modeled as random variables, and the boundary heat flux q 0 is modeled as a random process. In this discussion of the classical inverse heat conduction problem, the heat source is assumed to be a known quantity. The heat source identification problem can be addressed simply by replacing the heat flux term with the heat source term in all following developments. Examples of heat source identification are presented in Section 6 to emphasize the general applicability of the following methodology.
To introduce the Bayesian formulation for the classical inverse heat conduction problem, the temporal-spatially varying heat flux q 0 (x, t) is first discretized as,
where w i (x, t)'s are prescribed basis functions, m is the number of basis functions, and θ i 's (or in a vector form θ) are the resulting unknown variables to be estimated. It is obvious that the true values of these assumed random quantities are fixed instead of fluctuating. The rationality in modeling them as random variables or stochastic processes is that they are all derived from the noise-polluted data, hence, uncertainties exist in our knowledge of these quantities. For the inverse problems studied here, temperatures are the only measurement data and are considered polluted by random errors.
Based upon all these assumptions, the heat conduction process can be described using the following relationship,
where F is a numerical solver of Eqs. (1) - (5) that computes the temperatures at thermocouple location d with given values of k and θ, and random vector ω contains the measurement errors, which are usually assumed as independent identically distributed (i.i.d.) Gauss random noise with zero mean and variance v T (standard deviation σ T ). It is assumed that the numerical errors induced by F are much less in magnitude than the measurement errors. This assumption may cause some bias in the estimation of statistics of measurement noise, however, the effect on inverse solution is considered minor in the current investigated numerical experiments. Subsequently, the likelihood can be written as,
where n is the total number of measurements.
Markov random fields and the prior distributions
The prior distribution reflects the knowledge, if there is any, of the unknowns, before Y is gathered. In the current study, conjugate priors [15] are used for the random variables k and d, and Markov random fields (MRF) models are adopted for the prior distribution modeling of the heat flux [17] . The general MRF model is as follows:
where γ is a scaling parameter, Φ(·) is an even function that determines the specific form of the MRF, the summation is over all pairs of sites i ∼ j that are defined as neighbors, and W ij are specified non-zero weights. Let Φ(u) = 1 2 u 2 , the MRF used herein has the form of
where m is the dimension of θ. Each component of θ, namely θ i , represents the value of the heat flux on a site (node) of a finite temporal-spatial lattice by choosing the basis functions in Eq. (11) as linear finite element basis functions [13] (see Fig. 2 for the heat flux discretization in 1D and 2D heat conduction). In the one-parameter model of Eq. (15), the entries of the m × m matrix W are determined as, W ij = n i if i=j, W ij = −1 if sites i and j are adjacent (termed as neighbor sites), and as 0 otherwise. n i is the number of neighbors adjacent to site i. λ is the scaling parameter. This MRF model is more appropriate for the cases where the heat flux is a function of only time (as in the 1D IHCP) or only space (e.g. in a time sequential calculation of the heat flux or in a stationary heat source identification problem). The neighborhood is defined by the temporally or spatially adjacent sites in each case, respectively. In more general situations where the heat flux is a function of both space and time, the heat flux at one site has both neighbor sites in time and in space as shown on the right of Fig. 2 . Therefore, the prior model for the heat flux in a general multi-dimensional inverse heat conduction problem should differ from the one introduced above since the length scales and discretization in time and space are inherently different. In this work, we have used a two-scale MRF prior model by formulating a MRF matrix W s by defining neighbors as only spatially adjacent sites, a MRF matrix W t by defining neighbors as only temporally adjacent sites, and finally W as the summation of W s and γW t , where γ is the ratio of non-dimensional time step length to space step length in the discretization of the heat flux. The parameter γ can in general be treated as unknown and updated in a (hierarchical) Bayesian formulation but this approach has not been followed here. When discontinuities are expected in the unknown function (e.g. the boundary heat flux), the above MRF models need to be further adjusted since they turn to over-smooth the inverse solution, i.e., the discontinuities may not be resolved. In such situation, the discontinuity adaptive MRF (DAMRF) model [31] is often used as prior distribution to take the place of the model in Eq. (14) . The fundamental assumption of DAMRF is that the unknown function is piece-wise smooth. The model is built to adaptively diminish the over-smoothing spatial dependence between adjacent sites where the discontinuity is detected to exist. For instance, W ij in Eq. (14) can be defined as inverse proportional to |θ i − θ j | such that the larger the deviation between two adjacent sites, the minor the spatial dependence between them. As a consequence, the nonzero off-diagonal entries in W of Eq. (15) vary in each update of the model instead of being fixed at −1. For a complete summary and comparison of DAMRF models and the required programming techniques, one can consult [32] . In the current study of reconstructing piece-wise continuous functions, we adopt a simple MRF model that mimics the basic line process model of DAMRF [31] , in which the Φ(·) function in Eq. (14) is modified as Φ(u) = 1 2 u 2 , if |u| <σ, and 0 otherwise.σ is a constant that determines the bandwidth of the MRF kernel. This model is applied in Section 6 in the estimation of a discontinuous distributed heat source.
The prior distribution, p(k), of the conductivity is assumed to be of the form,
wherek and v k are the mean and variance, respectively of a normal distribution. This is in fact a renormalized normal distribution to enforce the non-negativity of k. The uncorrelated joint normal distribution with meand and covariance v d I is assigned to d, where I is the identity matrix. Also, the state space of d is confined in Ω.
The posterior distributions
With the above prior distribution models, the PPDF can be evaluated as,
∈ Ω, and 0 otherwise (17) The parameters λ,k, v k ,d and v d are treated as random variables in Bayesian inference often termed as hyper-parameters. A hierarchical Bayesian PPDF is used as follows:
A natural way to select priors for the hyper-parameters is to use the conjugate priors. Hence, local uniform distributions are assigned tok andd. Gamma distribution is chosen for λ, and inverse Gamma distributions are chosen for v k and v d . Equation (18) can then be evaluated as,
, and 0 otherwise (19) where k max is the maximum possible value ofk (which can be an arbitrary large number), r is the dimension of Ω, and α 0 , α 1 , α 2 , β 0 , β 1 and β 2 are the parameters of the Gamma distributions that are of the form,
where Γ(·) is the standard Gamma function. Here v T can also be treated as unknown since it is rather difficult to quantify the magnitude of measurement noise directly from data, especially when the experiment is not repetitive. In this case, the hierarchical and augmented Bayesian PPDF is introduced as follows:
, and 0 otherwise (21) Up to this point, it is necessary to emphasize that although we model k, d and θ as random variables in the same joint distribution, we will not use the inverse problem to estimate all these quantities simultaneously. Solution of such a problem in most occasions will be impractical or infeasible unless substantial number of temperate data or other constrains between the unknowns are available. Therefore, the idea behind the above joint distribution is to investigate the effect of uncertainties in k and d on the distribution of unknown θ provided prior distributions of k and d can strongly constrain the highest density regions of k and d, respectively.
The above PPDFs are implicit due to the presence of numerical solver F , hence can only be evaluated up to the normalizing constants. Numerical sampling strategies are introduced in the next section to explore the posterior state spaces. As the end of discussion of the general formulation, it is necessary to point out that the choices of distributions in the above formulations are based on common practice but are not unique. The selection of distributions for measurement noise and the priors may vary according to the nature of uncertainties in each problem examined.
Numerical exploration
Markov chain Monte Carlo (MCMC) simulation is introduced here to explore the PPDF. The idea of Monte Carlo simulation is to draw an i.i.d. set of samples
from a target distribution p(x) (PPDF in the current study) defined on a high dimensional space R r or having implicit form in order to approximate the target density with the following empirical point-mass function [19] :
where δ x (i) (x) denotes the delta-Dirac mass located at x (i) . Consequently, one can approximate the expectation of any function f of x by the sample mean as follows:
The L samples can also be used to obtain the MAP estimate of x as follows:
Under the strong law of large numbers, the convergence of Monte Carlo principle is guaranteed. However, to obtain the large sample set from an implicit or high dimensional joint distribution is not trivial. Towards this goal, Markov chain Monte Carlo (MCMC) algorithms have been developed to generate samples x (i) while exploring the state space of X using a Markov chain mechanism [19] . The advantage of using MCMC is that one can draw samples even if it is only possible to evaluate p(x) up to the normalizing constant.
The Metropolis-Hastings (MH) algorithm is the most basic form of all MCMC algorithms [20] . For a target distribution p(x), the MH algorithm samples a candidate x ( * ) from a proposal distribution q(x ( * ) |x (i) ) at each iteration, where x (i) is the sample at the previous iteration. The chain moves to the next state (x ( * ) ) with an acceptance probability A defined as A(
}. The pseudo-code is the following:
In the above algorithm, Nmcmc is the total number of samples, u is a random number generated from the standard uniform distribution U (0, 1). By its construction, the MH algorithm guarantees that the chain converges to the target distribution p(θ) for any proposal distribution, however, careful design of the proposal distribution will accelerate the convergence speed. As a special case of the MH algorithm, the symmetric sampler, which assumes a symmetric proposal q(x ( * ) |x
, is used in the current study. The acceptance probability in this case simplifies to A(
}. If the dimension of X is high (large r), it is rather difficult to update the entire random vector in a single MH step since the acceptance probability is usually fairly small. A better approach is to update part of the components of X each time and implement an updating cycle inside each MH step, which is often termed block-update or cycle hybrid MCMC [19] . The extreme case of this strategy is the Gibbs sampler, which updates a single component each time using the full conditional distribution as the proposal distribution. The Gibbs sampler [27] is the most widely used MCMC algorithm. It emphasizes the spatial ingredient of MCMC algorithms in the sense that its specification is the same as the conditional probability specification of Markov random fields [26] . For a r-dimensional random vector X, the full conditional distribution of the i th component X i is defined as p(x i |x −i ), where x −i stands for {x 1 , x 2 , ..., x i−1 , x i+1 , ..., x r }. The Gibbs algorithm is summarized below:
The important feature of this sampler is that the acceptance probability A is always 1. This means that the candidate sample x ( * ) generated in this way will always be accepted. The MCMC samplers designed for the current study are based on the symmetric MH algorithm and the Gibbs algorithm.
Parameter estimation
In most cases, thermal properties of conducting solids are not directly measurable. Therefore, experiments are designed to measure close-related quantities such as temperature. An inverse problem is then solved to obtain the optimal estimate of the unknown property. Bayesian inference is applicable to this type of inverse problem since the temperature is recognized as a sufficient statistic of the thermal properties. Herein, the case of estimation of thermal conductivity is analyzed with the following analysis easily being extendable to other parameter estimation problems as well.
Reconsidering the inverse problems defined in Eqs. (1)- (11) with the modification that q 0 and f are known and k is unknown. We also assume here that d is fixed.
According to Bayes' formula, p(k|Y ) can be evaluated as,
Therefore, as special case of Eqs. (17), (19) and (21), the simple, hierarchical and augmented and hierarchical PPDFs of k conditional on the temperature measurements Y are given as,
when k > 0, and 0 otherwise (26)
and,
respectively. Eq. (26) can be interpreted as a balance between the prior belief regarding the unknown parameter and the information contained in the data (likelihood). More precise prior model or more accurate measurements can both lead to better posterior estimates. Hence, the advantages of the above formulation over likelihood inference are apparent especially (i) when the number of measurements is limited, in which case accurate posterior estimates are still possible through the prior distribution modeling, and (ii) when the prior belief of the parameter is able to correct the effects of biased data.
To explore the PPDF in Eq. (26) using the MH algorithm, a symmetric proposal distribution q(·|k
kq ) is used, where σ kq is specified as 5% of the mean value. This symmetric random walk was proved by the experimental results to be rather optimal as proposal distribution in this case. It ensures a high acceptance ratio as well the capability to visit the entire posterior state space. For Eqs. (27) and (28), the proposal distributions for all random variables have the same structure. However, for the PPDFs in Eqs. (27) and (28), a strategy to update one variable each time is taken to increase the acceptance probability.
T and
the sampler for Eq. (28) is designed as follows:
where σ ξ j q is 5% of the mean.
Heat flux reconstruction under uncertainties
Boundary heat flux reconstruction is possibly the most popular inverse problem in heat transfer processes. A Bayesian approach to this problem has been introduced in [13] . However, along with other inverse methods, the difficulty in selecting optimal regularization parameter for point estimate has not been well addressed. In addition, the effects of errors in thermal property and sensor location on the inverse solution were not examined. Herein, these two issues are addressed separately in the Bayesian computation framework.
Automatic selection of the regularization parameter
Selection of regularization parameter has never been a trivial problem in almost all deterministic methods for inverse problems (e.g. in Tikhonov regularization [18] or the iterative regularization method [2] ). In Bayesian estimation, regularization is still critical since the scaling parameter λ of the MRF prior, which acts as a regularization parameter [13] , affects the posterior distribution, and more explicitly, it affects substantially the point estimates. A hierarchical Bayesian method provides an elegant approach to choosing λ automatically based upon the noise level and prior distribution models.
In this section, we consider the special cases of Bayesian formulations in Eqs. (19) and (21) 
, and 0 otherwise(32)
, and 0 otherwise (33) These two hierarchical Bayesian formulations enable a mechanism to select λ automatically by treating λ as a random variable. In the MCMC exploration of the above PPDFs, λ is updated in each iteration as well and finally an optimal distribution of λ conditional on the measurement data is achieved. When k and d are fixed, Eq. (12) can be simply written as:
where H is the sensitivity matrix determined as follows:
In the above equation, T H denotes the direct simulation solution at sensor location with zero initial condition, zero boundary conditions on Γ g and Γ h , and heat flux w i on Γ 0 . Also, T I denotes the direct solution at sensor location with zero boundary condition on Γ o , known initial condition and boundary conditions on Γ g and Γ h . In this case, it is noticed that the conditional distribution of θ on λ, v T and Y follows a multivariate Gaussian, hence, the full conditional distribution of each component of θ is in standard form, which can be derived as follows:
It was mentioned earlier that the full conditional distribution can be used as proposal distribution in the MCMC sampler. This will lead to a Gibbs sampler that has acceptance probability 1.0. A modified Gibbs sampler is thus used to explore the PPDFs in Eqs. (32) and (33) as follows,
T , where q λ and q v are determined similarly as Eq. (31).
Effect of the sensor location
In the proceeding sections, the focus was given to exploring of statistical information of measurement errors and prior modeling of primary-and hyper-unknowns. However, other factors may also affect the solution of inverse heat conduction problems. Since the inverse problems are driven by sensor data, it is rational to investigate the effect of sensor location on the inverse solutions. It may be straightforward to realize that the closer the sensor to the boundary, the better the point estimate of boundary heat flux is. However, the question of how the location affects the higher order statistics of boundary heat flux, or more specifically, how the reliability regions of inverse solution are affected by the sensor location, can only be answered through Bayesian computation.
The difficulty of analyzing the effect of sensor location arises from the fact that for the majority of inverse problems of interest, there is no closed functional form available to describe the relation between d and the statistics of the inverse solutions or even the point estimates themselves. For instance, in Eq. (35), d affects each component of the sensitivity matrix H, hence it also affects the PPDF in Eq. (33) . However, it is rather difficult to explicitly study the effect of d on the posterior distribution of θ in an analytical manner. An alternate approach is to investigate the effect by Bayesian computation. Given the PPDF of Eq. (33) and same magnitude of the measurement noise, a sequence of numerical experiments can be conducted with different sensor locations d 1 , d 2 , . . ., d s . By comparing the posterior estimates (both point estimates and reliability bounds) from MCMC samples, the effect of d can be revealed. This experimental method provides an approach to guide experiment design in data-driven inverse problems, especially for higher dimensional problems where it is of practical meaning to use minimum number of sensors to achieve desirable inverse solution accuracy and reliability.
IHCP under model uncertainties
In many boundary heat flux reconstruction problems, the knowledge of thermal property and/or sensor location is not exact. For instance, the true values of k and d may exist in a narrow neighborhood of the nominal values instead of being fixed. It is not clear up to now how the uncertainties (small errors) in these system parameters would affect the inverse solutions or the PPDF. Again as mentioned in the discussion of the sensor location effect, it is impossible to conduct the investigation analytically. Therefore, the proposed approach is to explore the hierarchical Bayesian formulation.
In Eq. (21), all hyper-parameters are modeled as random variables. As mentioned earlier, although reasonable from a statistical inference point of view, the exploration of this formulation can only be physically feasible by constraining the prior distributions of k and d. Considering the practical case where k and d are known to be around certain nominal values. Therefore, constraints can be added to Eq. (21) by settingk andd as the nominal values. Following these assumptions, the PPDF to investigate effects of system uncertainties is, 
Example I: Parameter estimation
The first example being studied is the estimation of the thermal conductivity k of a conducting solid. Considering the experiment in Fig. 3 , the solid body has zero initial temperature and is insulated at the right end (x = L). A heat flux q(t) with triangular time profile is applied at the left end (x = 0). Temperatures are recorded at x = d. To simplify the discussion, the numerical study is conducted in a dimensionless manner as,
The simulation data are generated by adding i.i.d. Gauss random noise with mean 0 and variance v T (standard deviation σ T ), to the computed temperatures at d with a true value of k, which is randomly generated from a normal distribution with meank and variance v k (standard deviation σ k ). Algorithm III is used in this example. The parameters α, β, α 1 and β 1 all take values of 1.0e − 3. In this example,k and σ k are taken as 1.0 and 0.15, respectively, and a value of 1.2146 is generated as the true k. In Table 1 , the Bayesian estimates using different formulations and different simulation data are listed.k postmean is the posterior mean estimate and σk is the estimate of standard deviation of the posterior distribution. The posterior densities of k in all listed cases are plotted in Fig. 4 . For each case, 20000 samples (after convergence) generated by MH sampler are used to compute the estimates. It is clear that the posterior mean estimates are overall rather accurate. Note that increasing the number of measurements or decreasing the magnitude of measurement errors can both reduce the standard deviation of the posterior distribution and improve the posterior mean estimate. The posterior mean estimate obtained from the first case is slightly biased than from the other cases since the normal prior (fixed mean 1.0 and standard deviation 0.15) is biased in representing the true value of k while the data contain more accurate information of k. By relaxing the prior assumption on k, the estimates are improved. In addition, case 7 enforces almost no assumption on the uncertainties, however, it still provides rather accurate estimate except that the standard deviation of the posterior distribution is higher than in the previous cases since we assumed no previous knowledge on v T . Meanwhile, the posterior mean estimate of σ T is 0.0093 in case 7. The bias in this estimate is due to both non-repetitive experimental data and existence of numerical errors.
Example II: Boundary heat flux estimation
In this example, we modify the first example by fixing the conductivity as 1.0 and assuming that the boundary heat flux q(t) is unknown. The inverse problem is then transformed to reconstructing q(t) from temperature measurements at location d. To generate the simulation data, a direct heat conduction problem is first solved on a fine grid and small time step with a boundary heat flux of the profile given in Fig. 5 . The purpose of this experimental study is to show that the Bayesian approach can select the optimal regularization automatically. It is stressed here again that the Bayesian method does not orient to a particular point solution, neither a fixed regularization constant. Instead, the effective regularization parameter λ is a random variable and its distribution function is obtained through Bayesian computation. (33) is used to obtain the results in Fig. 8 . For all cases, 50000 MCMC samples are generated and the results are obtained from the last 25000 samples. It is clearly seen that the automatic regularization parameter selection using hierarchical Bayesian model is rather optimal. The posterior estimates in all cases are accurate and stable to the location of the thermocouple and the noise level. By comparing the left figure in Fig. 6 and Fig. 8 , it is also observed that the achieved point estimates and probability bounds are almost identical using hierarchical Bayesian model and hierarchical/augmented Bayesian model, which implies that Bayesian method can detect the magnitude of noise in the data. The result in Fig. 8 is obtained with no knowledge of noise magnitude and regularization parameter. This example indeed demonstrates the advantages of using Bayesian method for inverse problem solution. It is also observed by comparing Figs. 6 and 7 that the distribution (probability bounds) of the heat flux conditional on the temperature measurements is affected significantly by not only the noise level but also the location of the thermocouple. At the same noise level, the closer the sensor to the boundary with unknown heat flux, the narrower the highest density region of the posterior state space is. In the third numerical experiment, the above 1D inverse heat conduction problem is reconsidered but with uncertainties in the thermal conductivity k and sensor location d. It is thus assumed that the true values of k and d are around known nominal values k andd for the given experiment, respectively. It is of interest to study the effect of such system uncertainties on the computed inverse solutions.
In the current cases,k andd are selected as 1.0 and 0.3, respectively (dimensionless quantities). Two random values 0.968376 and 0.328135 are generated to act as the true values of k and d, respectively. 100 simulation measurements are generated using true k and d and the heat flux profile in the right Fig. 3 following the same procedure as in the earlier examples. Also, σ T = 0.005 in this part of the study. Two cases are studied first as shown in Fig. 9 . The results are obtained through exploring the PPDF in Eq. (33) using the sensitivity matrix H computed at nominal valuesk andd (right figure) and at true values k and d (left figure) . The third case is conducted through exploring the PPDF in Eq. (37) in which k and d are treated as random variables (Fig. 10) . It is observed from the three plots in Figs. 9 and 10 that the uncertainties in k and d do not affect significantly the inverse solution (posterior distribution). However, this is based upon the fact that the magnitude of the uncertainties considered is small. In this case, the distribution of the inverse solution is mainly dominated by the measurement noise.
Example IV: 1D heat source identification
A heat source identification problem in 1D heat conduction is examined in this section. The problem has been studied by Yi and Murio [33] using the mollification method [34] . It is defined in a dimensionless manner as:
where f (x, t) is the unknown source function to be estimated from temperature measurements. As in Yi and Murio [33] , we examine two cases:
Case I: when k(x) = 1.5 + sin20x and T (x, t) = e x−t , the heat source is given as f (x, t) = −(2.5 + 20cos20x + sin20x)e x−t .
.75] and k = 1.5 in x ∈ [0.75, 1.0], and T (x, t) = e x−t in x ∈ [0, 1], the exact heat source is given as f (x, t) = −2e
We use the PPDF in Eq. (33) to solve these two problems by replacing the heat flux term with the heat source term. The line process MRF model is used as the prior distribution in the second case since discontinuities are expected in the heat source. However, instead of computing |θ i − θ j | and comparing it withσ in each update, the W matrix is fixed a priori by removing the dependence between finite element sites where discontinuity in thermal conductivity exists. This assumption is based on the fact that the temperature measurements are continuous over the spatial domain. The simulation data are generated by adding i.i.d. Gauss random errors with σ T = 0.005 to the analytical T (x, t). In both cases, the temperature is assumed to be measured at 31 evenly distributed sites within the domain [0, 1] (no sensors on the boundary) at constant sampling time interval of 0.01. A grid with 128 elements is used in the discretization of the heat source. The heat source is reconstructed within the domain [0, 1] from t = 0 to t = 0.5. The true heat sources and posterior mean estimates for cases I and II are plotted in Figs. 11 and 12 , respectively. The results are rather accurate and comparable with the results achieved in [33] under similar conditions except that the number of thermocouples used in the current example is significantly less. To verify the accuracy of the posterior mean estimates, the estimates and 98% probability bounds of the posterior distributions at t=0.24 for both cases are plotted in Fig. 13 . Figure 13 . Posterior mean estimates and 98% probability bounds of the posterior distributions of heat sources at t = 0.24 for cases I and II of Example IV.
Example V: 2D heat source identification
In this example, we consider a heat source identification problem as follows,
where the heat source f (x, y, t) is unknown. The problem is to reconstruct this temporally-spatially varying quantity from temperature measurements at a number of sensor locations. A numerical experiment is conducted by simulating the case where 25 thermocouples are uniformly distributed as shown in Fig. 14 , which is considered a reasonable set up since no information of the heat source distribution is available a priori. At each sensor location, 20 measurements are taken at equal frequency from t = 0 to t = 0.1.
The true heat source used in the simulation data generation is of the form
which is a normally distributed heat source with a peak located at (0.75, 0.725) and decreasing exponentially in time. The data is generated by adding i.i.d. Gauss random errors (0 mean and standard deviation σ T ) to the direct solution with this heat source on a fine finite element grid. Two magnitudes of noise level with σ T = 0.005 and 0.02, respectively, are examined. This example is solved using the Bayesian formulation in Eq. (33) . The twoscale MRF model is used in prior modeling of the heat source. The heat source is reconstructed using a discretization of 32 × 32 grid in space and 11 basis functions in time. The posterior state space is explored using the modified Gibbs sampler (algorithm IV). The true heat source profile at different time points and corresponding reconstructed heat source profiles (posterior mean estimates) in the two cases (σ T = 0.005 and 0.02) are plotted in Figs. 15, 16 and 17, respectively. It is seen that the posterior mean estimates are overall rather accurate. The estimates at t = 0.005 are almost identical with the true heat source. The deviations in estimates at the initial time and the final time points are slightly larger in both cases. This is due to the facts that the noise to signal ratio in the first few time steps is large, and the simulated data contain less information regarding the heat source in the final time period. Considering the uniform distribution of sensors and the fact that no assumptions on noise magnitude and regularization parameter are made in the solution procedure, the estimates are rather satisfactory.
To verify the accuracy of the posterior mean estimate, the reconstructed heat source profiles at y = 0.725 at different time steps are plotted in Fig. 18 . The probability bounds for the posterior distribution at t = 0.05 are also shown in the same figure. It is seen that the estimates are rather accurate except at early times as discussed above.
Conclusions
A Bayesian inference approach using hierarchical Bayesian formulation is presented for the solution of stochastic inverse problems in heat conduction. It is demonstrated through numerical examples that Bayesian computation provides means to quantify various system uncertainties and to deduce accurate probabilistic specifications of the inverse solutions.
In all presented numerical studies, the direct problems were solved on much finer finite element grids and smaller time steps than the discretization used in computing the inverse solutions. Still the discretization used in the inverse solutions was fine enough to diminish the regularization effect introduced by the a priori assumed function specification. The presented approach is applicable to various stochastic optimization problems in the context of estimation, design, control and experiment design. There is still a number of issues that need to be addressed when using Bayesian inference in solving inverse heat conduction problems. They include prior modeling of thermal quantities, applications to non-linear problems, and addressing simultaneous computation of more than one unknowns (e.g. simultaneous estimation of conductivity and heat flux). Finally, a sequential implementation of the Bayesian computation is also a practical and substantial issue to be addressed.
