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Abstract
Carbon capture and storage, that is the collection of carbon dioxide (CO2) from power
plants and its injection underground, is an important technology for reducing CO2 emis-
sions to the atmosphere and hence, mitigating climate change. A key aspect of CO2 storage
is the injection rate into the subsurface, which is limited by the pressure at which forma-
tion starts to fracture. Hence, it is vital to assess all of the relevant processes that may
contribute to the pressure increase in the aquifer during CO2 injection.
The central aim of this study is to analyse the ability of the near-well region of a saline
formation to conduct fluids, using a set of analytical solutions that enable quick and reliable
assessment of CO2 injectivity. In this research, the near-well fluid flow was assumed to be
a function of the non-Darcy flow parameter as defined by the Forchheimer equation. For
the analysis of single-phase flow problems, the analytical solution for the Forchheimer flow
in closed domains was derived and an alternative method for applying analytical solutions
associated with a single well to multiple well systems was proposed. The CO2 injection
process was modelled as a two-phase system where the non-Darcy flow was assumed for
the gas phase only, including a novel representation of the spatially varying fractional flow
function. The solution for immiscible flow was further developed to model compositional
displacements, which enabled analysis of the porosity reduction due to salt precipitation in
a near-well region. Finally, the effects of gas compressibility were examined by integrating
the analytical model with an iterative algorithm for correcting gas properties.
Results showed that in low permeability formations when CO2 is injected at high
rates non-Darcy flow conditions are more favourable for CO2 storage than linear flow
due to better displacement efficiency. This, however, came at the cost of increased well
pressures. More favourable estimations of the pressure buildup were obtained when CO2
compressibility was taken into account because reservoir pressures were reduced due to
the change in the gas phase properties. The non-Darcy flow resulted in a significant
reduction in solid salt saturation values, with a positive effect on CO2 injectivity. In the
examples shown, non-Darcy flow conditions may lead to significantly different pressure and
saturation distributions in the near-well region, with potentially important implications for
CO2 injectivity.
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Chapter 1
Introduction
1.1 Context
Carbon dioxide capture and storage (CCS) is an important potential technology for re-
ducing atmospheric emissions of carbon dioxide (CO2) from human activities, and hence
mitigating climate change (Metz, 2005). It can be applied to large point sources of CO2
such as power plants or large industrial processes. The CCS process involves three steps:
firstly, the collection or capture of CO2 at the source; secondly, the captured CO2 trans-
portation to a chosen storage site, which can be located at any distance from the CO2
source site; finally, CO2 injection into an underground geological storage formation.
The focus of this research is underground geological CO2 storage. As shown in Figure
1.1, geological storage options include depleted oil and gas fields, unminable coal beds and
deep saline formations. These suitable storage formations can be located in both onshore
and offshore aquifers. Whereas the use of oil and gas fields is favourable due to the
availability of site characterisation data, it is estimated that saline aquifers can potentially
store approximately 1,000 gigatonnes (Gt) of CO2, which is by far the largest storage
capacity compared to the other options (Metz, 2005). Depleted oil and gas reservoirs and
unminable coal beds are estimated to have a storage capacity of about 700 Gt and less
then 200 Gt, respectively.
The injection of CO2 in a saline formation is a complex problem. There are four main
reasons for this:
1. Injection of CO2 raises pressure near the well, and the degree of pressure buildup
will depend on the injection rate, permeability and porosity of the formation and the
presence or absence of permeability barriers within or around it (Metz, 2005). How-
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Figure 1.1: Geological storage options (Metz, 2005).
ever, to introduce CO2 into the storage formation, the downhole injection pressure
has to be higher than the reservoir fluid pressure, but lower than the pressure that
may induce fractures in the formation (Mathias et al., 2009b). Therefore, prior to
the start of the injection process, it is necessary to determine the rate at which CO2
can be injected without exceeding the fracture pressure of the top seal. The problem
becomes even more complicated if it is necessary to increase the number of injection
wells in order to achieve the required injection rate. Since each injection well costs
millions of dollars and has an environmental impact on the surface (Metz, 2005), the
problem of optimising multiple well systems has to be addressed.
2. In saline aquifers, the effective permeability and porosity of the near-well region are
likely to decrease with time. This is because the injected CO2 can induce the resident
saline water’s evaporation, resulting in salt deposition. This deposition may have a
negative impact on the gas injectivity (Prévost et al., 2004).
3. CO2 is a compressible gas, whose properties vary significantly with the change of
the reservoir pressure (Spycher et al., 2003). The increase of the gas density and
viscosity, however, should be beneficial for CO2 storage because of the decreased gas
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mobility and pressure reduction within the formation.
4. Solutions to subsurface problems usually assume a first-order (linear) relationship
between the fluid flux and the pressure gradient, as described by Darcy’s law (Darcy,
1856). At high injection rates, however, inertial effects may become significant and
the assumption of flow linearity becomes invalid. This may influence pressure and
saturation distributions in two-phase displacement (Wu, 2001).
The competition between salt precipitation, compressibility and non-Darcy effects, together
with the influence of the formation boundary on the pressure buildup, should therefore de-
termine whether it gets easier or harder to inject CO2 with time. To accurately estimate the
suitability of the aquifer for CO2 injection, it is necessary to quantify the level of influence
of these effects on saturation and pressure distributions within the storage formation.
1.2 Research objectives
The objectives of this thesis are:
1. To examine the possibility of multiple well analysis in single-phase non-Darcy systems
and the potential for implementation in two-phase problems.
2. Considering potentially significant inertial effects (Wu, 2001), to extend the existing
analytical model of the two-phase flow (Buckley and Leverett, 1942) to represent the
non-Darcy behaviour of the gas phase in immiscible radial displacement.
3. To analyse combined effects of non-Darcy flow, miscibility and compressibility by
extending the solution to include interphase mass transfer and change in gas phase
properties as a function of pressure.
To achieve these objectives, solutions to the system of equations describing fluid be-
haviour and pressure distribution will extend the relevant physics for radial flow of single
and multiple phases to include the inertial effects in the near-well area using the Forch-
heimer equation (Forchheimer, 1901). Developed models should also provide useful vali-
dation of more complex numerical solutions.
It should be noted that if CO2 is injected into carbonate aquifers, it will dissolve the
aquifer rock in the near-well region and increase the formation permeability and porosity
(Noh et al., 2007). This is beneficial for CO2 injectivity, but could cause well failure if a
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substantial fraction of the limestone and cement are dissolved at the well. Moreover, in
fractured systems it has been observed experimentally that the dissolution/precipitation
reaction of limestone and CO2 tends to enhance the preferential flow paths (Singurindy and
Berkowitz, 2005), which could cause channeling of CO2 and lead to poor storage efficiency
in the long run. However, the present research, whilst attempting to understand and
quantify effects of salt precipitation in the near-well region, does not attempt to account
for rock dissolution effects.
1.3 Thesis outline
This thesis consists of seven chapters. This chapter introduces the problem and outlines
the research objectives.
In Chapter 2, a literature review gives a brief background of the key concepts associated
with pressure buildup modelling in both single and two-phase systems and fractional flow
theory in immiscible and compositional displacements. It then presents research which
has been carried out to look at these physical processes under non-Darcy flow conditions.
Chapter 2 concludes by proposing a number of research questions to be addressed by this
thesis.
One of the ways to address the research questions is to begin the analysis of non-Darcy
effects by modelling single-phase liquid flow. Therefore, in Chapter 3 the development and
results of the analytical solutions for the pressure buildup in closed single-well are given,
enabling analysis of multiple well systems under non-Darcy flow conditions.
In Chapter 4, Forchheimer flow in immiscible two-phase flow is investigated by assuming
non-Darcy flow of the gas phase. The spatially varying fractional flow function is obtained
by implementing an iterative procedure for the determination of the gas phase velocity. The
solution for saturation, obtained using a modified method of characteristics, and pressure
calculations are applied for the analysis of CO2 injection in saline aquifers. Finally, the
model is verified by comparison to the corresponding numerical solution, and its limitations
are discussed.
In Chapter 5, the analytical solution presented in Chapter 4 is extended to model
compositional behaviour of a gas-liquid system. The aim is to obtain a model that is
a better representation of the full physics of the CO2 injection problem. A solution for
miscible non-Darcy flow is obtained and its performance tested by comparison with the
ECLIPSE 300 reservoir simulator. The results of the analytical solution are used to analyse
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the influence of the Forchheimer flow on salt precipitation distribution in the near-well
region.
Chapter 6 is dedicated to the application of the compressibility correction in the misci-
ble non-Darcy model. An iteration algorithm is implemented to obtain the best reservoir
pressure for the calculation of CO2 properties. The reservoir simulator is again used for
comparison of results, and non-Darcy effects on CO2 injectivity are discussed.
Finally, in Chapter 7, the findings of this study, the contributions to the knowledge
that have been made, suggestions for future work and conclusions are presented.
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Chapter 2
Literature review
2.1 Introduction
An important task in groundwater hydraulics and reservoir simulation is the prediction
of fluid pressure distribution resulting from pumping and/or injecting fluids. Pressure
estimation can be obtained either from numerical models or analytical solutions. Easy
to implement and computationally efficient, analytical solutions are often considered a
practical approach to flow analysis. In addition, they are useful for validation of complex
numerical codes. However, they are only correct under simplifying assumptions needed for
their derivation.
Distribution of the reservoir pressure over space and time is determined by the flow
regime, aquifer properties, fluid properties and the type of the aquifer boundary. Fluid
flow in the subsurface is usually modelled by Darcy’s equation. However, in single-phase
liquid systems, non-Darcy flow has been observed in both granular media and fractured
reservoirs. If gas or supercritical CO2 is injected in a liquid or brine-saturated aquifer, the
system of equations describing these flows becomes increasingly nonlinear. In addition, low-
viscosity gases can have a flow velocity that is more than an order of magnitude greater
than a liquid phase flux for the same pressure change. In such circumstances, equations
describing the flow of a gas phase through a porous formation often should include a
non-Darcy component.
The key factor that influences porosity change during CO2 injection in saline aquifers is
salt precipitation due to residual brine vaporisation into the flowing gas phase. This process
can significantly reduce the formation effective permeability and porosity in the near-well
region. Injected CO2, being a highly compressible gas, has properties that significantly
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vary with a change of pressure. Both these effects can significantly alter the pressure
distribution in an aquifer used for CO2 storage. The first will tend to increase pressure,
possibly reducing injectivity, but it may be mitigated by compressibility effects. Thus it
is necessary to predict their relative impact on pressure distribution within the storage
formation.
For both single and two-phase problems, most relevant solutions have been designed
for single-well systems situated in infinite aquifers. However, if the overall aquifer pressure
needs to be maintained below some limiting value, it may be necessary to consider multiple
well systems. Moreover, some reservoir formations contain low-permeability regions. For
analysis of both scenarios it may be necessary to change the outer boundary condition,
which alters the response of the system once the pressure perturbation has reached the
reservoir boundary.
In this chapter, a summary of current approaches to analytical pressure buildup mod-
elling in single and two-phase systems is provided, with particular attention to previous
work carried out to understand the processes that are significant in the near-well region.
The review identifies important gaps in understanding of the most relevant processes that
control water and CO2 injectivity in liquid formations, which form the key research ques-
tions for this study.
2.2 Water injection under non-Darcy conditions
Groundwater systems can be artificially recharged by re-injection of water back into the
aquifer for later recovery and use. Water may be injected into either confined or unconfined
formations. This process is know as the Aquifer Storage and Recovery (Martin and Dillion,
2002). The usual modelling approach is to assume linear flow, that is the first-order
relationship between the fluid flux and the pressure gradient known as Darcy’s law (Darcy,
1856):
q = −k
µ
dP
dr
(2.1)
where q is fluid flux, k is intrinsic formation permeability, µ is dynamic viscosity, P is fluid
pressure and r is radial distance from the well. These flow problems are well described by
linear sets of equations (Theis, 1935; Mathias and Butler, 2006). However, with increasing
flow velocity, inertial forces become significant and the linear relationship between pressure
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rise and the flow rate becomes invalid. This flow condition is often described using the
Forchheimer equation (Forchheimer, 1901):
µq
k
+ ρbq|q| = −dP
dr
(2.2)
where ρ is fluid mass density and b is known as the Forchheimer coefficient. Compared
to Darcy equation, the additional term on the left-hand-side of equation (2.2) represents
the kinetic energy of the fluid flow at high velocities. This study addresses the problem
of water injection under non-Darcy flow. However, the same approach is appropriate for
either injection or production well systems.
Theoretical aspects of the Forchheimer equation were presented in studies of Irmay
(1958), Ruth and Ma (1992), Whitaker (1996), Giorgi (1997) and Chen et al. (2001). Has-
sanizadeh and Gray (1987) derived the generalised form of the Forchheimer equation based
on the fundamental laws of continuum mechanics, concluding that the non-Darcy flow oc-
curs due to significant viscous effects at high flow velocities. Non-Darcy flow has been
observed in both coarse granular media (Thiruvengadam and Kumar, 1997; Venkataraman
and Rama Mohan Rao, 1998, 2000; Legrand, 2002; Chen et al., 2003; Reddy and Rao,
2006; Sidiropoulou et al., 2007) and fractured formations (Kohl et al., 1997; Lee and Lee,
1999; Qian et al., 2005, 2007). Chen et al. (2003) analysed non-Darcy flow in horizontal
wells and verified numerical results with data monitored on a physical laboratory model.
More recently, Mathias and Todman (2010) demonstrated a formal link between the Forch-
heimer coefficient and the so-called well-loss coefficient, associated with the analysis of a
step drawdown test.
The non-Darcy regime can be identified either with the critical value of Reynolds num-
ber or Forchheimer number (Zimmerman et al., 2004; Zeng and Grigg, 2006). Due to the
clear meaning of variables, the Forchheimer number defined as (Zeng and Grigg, 2006):
F0 =
kbρq
µ
(2.3)
was recommend to define the onset of non-Darcy flow. The critical value of F0 = 0.11
corresponds to 10% non-Darcy effect. Value of the Forchheimer coefficient, b can be found
from many empirical correlations, summarised in the comprehensive review of Li and Engler
(2001). The authors suggested a procedure for choosing the right correlation based on the
formation lithology and the estimation of aquifer properties. Based on comparison between
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non-Darcy coefficients obtained from laboratory and field-scale measurements, Mathias and
Todman (2010) proposed the Geertsma (1974) correlation:
b = 0.005φ−5.5k−0.5 (2.4)
where φ is a formation porosity, as the most adequate for the modelling of single-phase
liquid systems. Inertial effects are most significant in the near-well area, where high-velocity
non-Darcy conditions occur (Mathias et al., 2008; Mathias and Todman, 2010).
2.2.1 Single-well systems
For a short time after some pressure disturbance has been created in the reservoir, or in
the case of an infinite aquifer, the effects of the boundary are not felt and the system is
mathematically infinite (Dake, 1983). Both pressure and its derivative with respect to time
are functions of a radial distance and time.
Under Darcy flow conditions, the transient solution for pressure is given by Theis
(1935):
P − P0 = Qµ
4piHk
E
(
µcr2
4kt
)
(2.5)
where P0 is the initial fluid pressure, Q is the volumetric injection rate, H is the formation
thickness, c is compressibility, t is time since the beginning of injection and E denotes
the exponential integral function. Equation (2.5) corresponds to the link-source solution,
which assumes that the well radius is negligible compared to the size of the aquifer, and
therefore can be treated as a line (Dake, 1983).
Although an exact solution describing transient Forchheimer flow does not currently
exist, some authors have developed approximate solutions (Şen, 1988; Kelkar, 2000; Wu,
2002a). A comprehensive set of analytical and semi-analytical solutions for the problem of
transient Forchheimer flow to a single-well within an aquifer of infinite extent was presented
in Mathias et al. (2008). After the pressure disturbance has reached the boundary, the
pressure distribution in the reservoir will depend on the boundary type.
Open aquifers
In aquifers that have a completely open outer boundary, the fluid injection at the well is
assumed to be balanced by fluid exit across the boundary (Dake, 1983). Pressure at the
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boundary therefore remains constant for all times and the reservoir is said to be under
steady state flow conditions (Figure 2.1).
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Bottom impermeable layer
Top impermeable layer
Figure 2.1: Radial flow under steady state conditions in a groundwater storage system
(modified from Dake (1983)).
For flow governed by Darcy’s law, a steady state solution for pressure was given by
Thiem (1906):
P − P0 = Qµ
2piHk
ln
(re
r
)
(2.6)
where re is the radial extent of the formation unit. Non-Darcy flow in single-well open
systems has been extensively studied in the past. The analytical solution to steady state
radial Forchheimer flow was obtained by Bear (1979):
P − P0 = Qµ
2piHk
ln
(re
r
)
+ bρ
Q|Q|
4pi2H2
(
1
r
− 1
re
)
(2.7)
Numerous other studies addressed the numerical simulation of non-Darcy flow using the
Forchheimer equation. Some of them implemented the finite element approximation (Ewing
et al., 1999; Kolditz, 2001), while others applied the finite difference approach (Holditch
and Morse, 1976; Choi et al., 1997; Wu, 2002b; Belhaj et al., 2003).
Note that most solutions for non-Darcy flow specifically relate to confined aquifers. To
account for non-Darcy flow behaviour during a constant-head well test in an unconfined
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aquifer, Chen and Chang (2003) developed a curve matching method with the skin effect,
which accounts for the change in the pressure drop compered to the one predicted with
Darcy law. Moutsopoulos (2007) implemented the Forchheimer equation to solve one-
dimensional unsteady flow in an unconfined semi-infinite aquifer. More recently, Eck et al.
(2012) developed an analytical solution for the Forchheimer seepage through an inclined
porous layer under constant areal recharge.
Closed aquifers
When an aquifer is limited by a low-permeability region that prevents the flow across the
boundary, the pressure derivative with respect to time is constant (Dake, 1983). Additional
pressure buildup in the reservoir, under so-called semi-steady state flow conditions, is shown
in Figure 2.2.
Water pressure after injection 
in a closed system
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Top impermeable layer
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at the closed 
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Figure 2.2: Radial flow under semi-steady state conditions in a groundwater storage for-
mation (modified from Dake (1983)).
The solution for Darcy flow in closed systems is very similar to solution given by Thiem
(1906), having an additional term to account for the influence of the no-flow boundary
(Dake, 1983):
P − P0 = Qµ
2piHk
ln
(
re
r
− 1
2
)
(2.8)
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Non-Darcy effects, which can occur in both water injection and abstraction, can be
included as an additional skin factor (Dake, 1983). The total skin factor for a well combines
the effects of the mechanical skin, completion pseudoskin and geometrical pseudoskin.
Yildiz (2006) summarised the available methods and software to predict the total skin
factor in fully penetrated vertical wells. However, there has not yet been an attempt to
analytically model non-Darcy flow in closed domains using the Forchheimer equation.
2.2.2 Multiple well systems
If the pressure buildup in a reservoir or aquifer needs to be maintained below some limiting
value, it may be necessary to consider multiple well systems (MWS). A methodology for
estimating the limiting pressure at which the formation starts to fracture can be found in
Mathias et al. (2009b). For linear problems (Stephenson and Radmore, 1990), solutions
for MWS can be obtained by implementing the principle of superposition (Schwartz and
Zhang, 2002). However, when one is interested in non-Darcy flow, linearity no longer
applies (Mathias et al., 2008). For such situations, an alternative method for MWS is
required.
Compared to the vast of literature on the modelling of single-well systems, there is
limited work on modelling MWS. Nordbotten et al. (2004) analysed potential leakage of
injected waste fluids through abandoned wells. Results of the study showed that a sys-
tem of multiple passive wells in the vicinity of an injection well behaves nonlinearly due
to interaction between leaky wells. Consequently, the overall leakage rate per well in the
system was reduced. Pech and Novotny (2005) and Novotny and Pech (2005) derived
relations for a composite drawdown in MWS and wells near hydrological boundaries, re-
spectively. In both studies, the principle of superposition was implemented in an analytical
solution derived to include well skin losses. However, the accuracy of these results was not
demonstrated by comparison with numerical simulation or experimental data. Mijic (2009)
presented the analysis of MWS under steady state non-Darcy flow conditions. The ana-
lytical solution obtained can be used where there is no influence of the flow boundary on
the pressure buildup at the well.
2.3 CO2 injection in saline aquifers
In CO2 storage projects, the issue of pressure buildup is particularly important (Rutqvist
et al., 2008; Mathias et al., 2009b). In order to inject CO2 into a storage formation,
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the downhole pressure has to be higher than the reservoir fluid pressure. However, the
increment in pressure could lead to deformation of the reservoir or the seal rock. This could
induce fractures in the formation and lead to CO2 leakage. Therefore, the critical pressure
that develops at the injection well can significantly limit the aquifer storage capacity and
is one of the most important criteria for screening and selection of potential CO2 storage
sites (Metz, 2005).
The behaviour of the injected gas can be modelled numerically, using either field scale
simulators (Pruess, 1987; Schlumberger, 2002) or problem-specific models (Mathias et al.,
2009a). Many studies analysed the pressure buildup during field-scale CO2 injection.
Rutqvist et al. (2007) used coupled fluid flow and geomechanical fault activation models
to analyse the maximum sustainable injection pressure during CO2 injection. The results
showed that the main advantage of numerical modelling compared to simplified analytical
estimations is in more accurate representation of structural geometry and its effects on
spatial distribution of the fluid pressure. Taking into account the formation heterogene-
ity in a form of a multilayered groundwater system, Birkholzer et al. (2009) showed that
the significant pressure increase can occur at more than 100 km away from the injection
well. The pressure increase in vertical direction, however, showed to be important only in
formations with highly permeable (> 10−18 m2) sealing units. Another interesting aspect
related to pressure increase is the effect of the boundary condition used in simulations
(Cavanagh and Wildgust, 2011). Analysis of formations with low permeability shales at
a regional scale have shown that a boundary permeability of about 10−18 m2 is likely to
enable adequate pressure dissipation and allow for CO2 to be injected at sufficient rates.
Heinemann et al. (2012) analysed the CO2 storage capacity of the offshore UK North Sea
Bunter sandstone formation. The results indicated that neglecting fluid pressure increase
during CO2 injection can result in over-estimation of the gas storage capacity. It is worth
mentioning that even the state-of-the-art numerical simulators cannot always predict ac-
curately the field-scale behaviour of the injected gas. Examples from three demonstration
projects (Sleipner, In Salah and Snøhvit) showed that in highly heterogeneous reservoirs,
the actual CO2 plume development is strongly controlled by geological factors, and there-
fore the monitoring data are necessary for reservoir characterisation and accurate pressure
estimations (Eiken et al., 2011).
Conversely, CO2 injection problems are often analysed using analytical solutions to
multiphase flow. Although a simplified approach limits their application for the analysis
of specific field storage problems, analytical solutions improve the understanding of how
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specific aspects of the physics affect the injection process. Furthermore, they can be used
as a benchmark to verify numerical solutions that take into account the full physics of the
analysed problem and/or they can be used as a part of a numerical scheme to speed up
the calculations (Juanes and Lie, 2007). Finally, analytical solutions are efficient tool for
fast screening and ranking of aquifers suitability for CO2 injection.
Estimations of reservoir pressure and lateral plume extent will vary significantly de-
pending on the underlying assumption of the model applied. The basic modelling approach
is to assume phase immiscibility, that is complete insolubility between CO2 and brine.
These models are a good approximation of water-oil displacement (Buckley and Leverett,
1942; Dake, 1983). However, modelling of gas-liquid systems requires modification of the
approach to account for the partitioning of water and CO2 between phases. This can be
achieved by implementing solutions to miscible two-phase flow (Orr, 2007). Finally, at
reservoir conditions CO2 compressibility can potentially influence pressures and position
of the gas front (Vilarrasa et al., 2010). The remainder of the chapter reviews the existing
modelling approaches to CO2-brine displacement and the mathematical theory behind the
models.
2.3.1 Analytical solutions for pressure buildup
Existing analytical models for the pressure buildup and CO2 plume size estimation in brine
aquifers were developed assuming confined and homogeneous formations under isothermal
conditions. Two main approaches have been developed previously, which are discussed in
more detail below.
Segregated flow approach
In displacement theory, if gravity forces are assumed to be more dominant than viscous
forces, the displacement occurs under the so-called segregated flow condition (Dake, 1983).
The phases are assumed to be separated by a sharp interface, and at any point on the
interface, the pressures in two phases are assumed to be equal. Therefore, there is no
capillary transition zone. Gravity forces determine the distribution of the fluids within the
reservoir, so that the vertical variations in saturations are significant. The displacement is
governed by vertical equilibrium, that is the flow is predominantly horizontal and results
from the Darcy or viscous forces. The mixture of fluid phases is represented as a single
fluid, which has a characteristic mobility that governs the total flux of the mixture. Finally,
the phases are assumed to flow with effective permeability that equals to the product of
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absolute permeability and the end point relative permeability of the phase. Consequently,
the thickness averaged relative permeability in the segregated flow approach is a linear
function of phase saturation.
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Figure 2.3: Typical CO2 profile under segregated flow conditions (Nordbotten et al., 2005).
The segregated flow approach has been used in oil industry since the 1950’s (Dietz,
1953). Nordbotten et al. (2005) were the first to apply this approach to the CO2 seques-
tration problem. The analytical solution for the plume evolution during CO2 injection in
an infinite formation was obtained by minimising the pressure buildup at the well while
imposing the volume constraint. The model assumes negligible capillary pressure, fluid im-
miscibility and incompressibility, constant phase saturations within gas and liquid zones,
and vertically integrated properties applied to the composite fluid. The resulting CO2
profile is shown in Figure 2.3. The similarity solution of Nordbotten et al. (2005) was
extended by Nordbotten and Celia (2006) to include slight miscibility between the two flu-
ids. Dentz and Tartakovsky (2009) developed an approximate analytical solution for the
interface dynamics during CO2 injection that explicitly incorporates effects of buoyancy.
The segregated flow approach was further developed by Mathias et al. (2009a), who
derived a new analytical solution that describes the full temporal and spatial pressure
distribution during CO2 injection. Furthermore, the late time transient approximation of
the solution was extended to account for non-Darcy effects using the Forchheimer equation.
Building on the solution for infinite formations, Mathias et al. (2011b) presented an explicit
approximate solution for estimating pressure buildup due to the injection of CO2 in a closed
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brine aquifer of finite radial extent under Darcy flow conditions. In Mathias et al. (2011a),
the pressure buildup equations of Mathias et al. (2011b) were extended to account for CO2
partial miscibility. Gray et al. (2011) derived the vertical equilibrium model to describe
the mitigation of CO2 injected into an aquifer of variable thickness.
Several authors have analysed the effects of CO2 compressibility on the sharp-interface
solutions. Nordbotten and Celia (2006) suggested the iterative procedure to obtain the
fluid properties that correspond to the pressures obtained at the end of the simulation,
though the results of such procedure have not been shown. Vilarrasa et al. (2010) obtained
expressions for the vertically averaged pressure for the both Nordbotten et al. (2005)
and Dentz and Tartakovsky (2009) solutions. These expressions were used to obtain the
average gas phase density. The compressibility correction was implemented through the
iterative procedure that minimises the error between the mean density used to obtain input
fluid properties and the mean density obtained from reservoir pressures at the end of the
simulation. They have found that the error in the interface position caused by neglecting
CO2 compressibility is significant when gravity forces dominate. Mathias et al. (2011a)
and Mathias et al. (2011b) re-evaluated their approximate solutions to account for CO2
compressibility by recalculating fluid properties based on the well pressure that occurs
when the pressure disturbance reaches the outer reservoir boundary.
Results for both immiscible and miscible models showed good agreement with com-
mercial model simulations, which include results from ECLIPSE (Nordbotten et al., 2005),
CODE BRIGHT (Vilarrasa et al., 2010) and TOUGH2 (Mathias et al., 2011b). However,
segregated flow models have been shown to be inaccurate when estimating the abrupt
interphase position for high CO2 injection rates, and for analysis of near-well effects (Lu
et al., 2009), when flow in no longer gravity dominated.
Diffuse flow approach
Under non-gravity dominated or so-called diffuse flow conditions, fluid saturations at any
point in the displacement path are assumed to be uniformly distributed with respect to
the formation thickness (Dake, 1983). This means that viscous forces dominate the dis-
placement process and that the vertical variation in saturations can be neglected. This as-
sumption permits the displacement to be mathematically represented as a one-dimensional
problem. The diffuse flow conditions are valid when displacement occurs at very high in-
jection rates and the effects of the capillary and gravity forces are negligible.
When applied to the CO2 injection problem, the diffuse flow approach assumes that
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three flow regions will form: 1) pure CO2 region near the well, 2) intermediate two-phase
zone and 3) far-field single-phase brine region. Pressure gradients within each region are
obtained as a function of phase mobilities and the injection rate at any instant in time.
Phase zone boundaries are determined by applying the fractional flow theory. The diffuse
flow model allows for phase miscibility. However, both CO2 and brine are assumed to be
incompressible. The problem formulation is presented in Figure 2.4.
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Figure 2.4: Flow regions during CO2 injection under diffuse flow conditions and resulting
pressure distribution (Burton et al., 2008).
Burton et al. (2008) implemented the fractional flow approach to examine the problem
of time-dependent CO2 injectivity. They assumed a constant pressure drop between the
injection well and the far-field boundary under steady state flow conditions. The linear
pressure distribution within the two-phase zone was a result of the simplified approach
to calculation of the pressure buildup, which assumes phase mobilities obtained from the
average zone saturation. The development of fronts that distinguish flow regions was
determined by implementing the miscible fractional flow model for radial flow (Noh et al.,
2007). Burton et al. (2008) concluded that CO2 injectivity is influenced by the drying-out
process that occurs near the well. In addition, it strongly depends on the mobility of the
flow in the two-phase region. Hence, the characterisation of relative permeability functions
is one of the key factors for the practical implementation of CO2 storage projects.
The approach to pressure buildup modelling presented in Burton et al. (2008) was im-
plemented by Ehlig-Economides and Economides (2010) to examine the feasibility of CO2
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storage in closed underground formations. The influence of the far-field no-flow boundary
was modelled by changing the last term in the expression for pressure buildup given by
Burton et al. (2008). The findings given by Ehlig-Economides and Economides (2010) sug-
gest that CO2 sequestration is not a practical means of providing any significant reduction
in CO2 emissions. Such an extreme conclusion was strongly argued against by Cavanagh
et al. (2010) and Chadwick et al. (2010). Both studies showed that questionable numerical
values, conceptual analogies and boundary condition assumptions led to the misleading
calculations regarding the pressure response during CO2 injection.
The analysis of the compressibility effects in viscous dominated flow have not yet been
presented.
It is worth mentioning that there are a few other approaches in the literature that deal
with the pressure buildup problem in a more simplified manner. Saripalli and McGrail
(2002) suggested a semi-analytical model for immiscible displacement, which defines the
radius of the two-phase zone around the injector based on the average CO2 saturation.
The pressure distribution is modelled as a steady state problem considering the pressure
increase only within the two-phase region. Zhou et al. (2008) developed a method for the
assessment of CO2 storage capacity in semi-closed and closed formations. They assumed
that the storage capacity is a function of the pore and brine compressibilities only. The
study presented an equation that can estimate the domain-average pressure buildup in
closed formations based on the pore volume needed to store the injected CO2.
In the diffuse flow approach, the solution for pressure buildup during CO2 injection
is strongly dependent on the saturation change within the reservoir. Phase saturations
determine relative permeability functions and hence the flow mobility within the two-
phase region. The mathematical theory behind the two-phase modelling is discussed in
more detail below.
2.3.2 Two-phase flow modelling
There are two basic concepts in two-phase displacement modelling. When two fluids cannot
mix and hence separate into two phases with an interface between them, the process is
referred to as an immiscible displacement (Dake, 1983). Typical example of an immiscible
process is the oil recovery resulting from displacement by water. However, when a gas is
injected into a porous formation, components in the gas can dissolve in the resident liquid
phase, and components in the liquid can transfer to the vapour, forming a local chemical
equilibrium. Such miscible displacements are modelled taking into account the resulting
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compositional changes that occur in such processes (Orr, 2007). Both concepts are based
on the assumption of phase incompressibility.
Immiscible displacement
The fundamental principle in the analytical modelling of the two-phase displacement in
porous media is the Buckley and Leverett (1942) formulation. The solution was derived
for immiscible water-oil systems and describes the processes that affect the two-phase
displacement. By introducing the concept of fractional flow, the Buckley and Leverett
(1942) equation states that the rate of advance, that is the characteristic velocity of a
front that has a fixed saturation, is proportional to the change in fractional flow caused by
a small change in saturation of the displacing phase:
∂Sh
∂t
+
Q
Aφ
∂fh
∂x
= 0 (2.9)
where S is the phase saturation, A is the cross-sectional area of the formation unit, x is
linear distance from the injection well and f is the fractional flow function defined as:
fh =
qh
q
(2.10)
Subscript h denotes the water phase. Equation (2.9) is valid in one-dimensional (1D)
homogenous reservoirs, under the assumptions of horizontal and incompressible flow and
negligible capillary pressure. Typical fractional flow curve, and the corresponding charac-
teristic velocity, dfh/dSh, are shown in Figure 2.5.
The Buckley and Leverett (1942) equation is a form of a scalar hyperbolic conservation
law with a non-convex flux function (LeVeque, 1992). If the initial state can be defined
with piecewise constant data that have a single discontinuity, its combination with the
conservation law leads to a Riemann problem (LeFloch, 2002). For the injection of pure
water in an oil reservoir with connate water saturation, the solution for the Buckley-
Leverett problem shown in Figure 2.6a can be constructed by following the characteristics
for each saturation. This is known as the method of characteristics (MOC). The MOC
reduces a partial differential equation to a family of ordinary differential equations, which
can be integrated for a defined set of input data (LeVeque, 1992).
The saturation profile obtained, however, is a physically impossible solution for two
reasons: 1) characteristics associated with the initial discontinuity intersect those from
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Figure 2.5: Fractional flow function for immiscible water-oil displacement (Buckley and
Leverett, 1942) and the Welge (1952) method for the shock saturation.
the initial saturation (Figure 2.6c) and 2) there are two saturations that have the same
characteristic velocity, which indicates that two different phase saturations can exist at
the same location within the reservoir. To find a unique solution, it is necessary that a
saturation discontinuity or a shock front forms.
The shock location can be determined by the so-called equal area rule (LeVeque, 1992;
Whitham, 2011), where the integral of the discontinuous weak solution (solid line in Figure
2.6b) must be the same as the area under the multivalued profile (dashed line in Figure
2.6b). Welge (1952) integrated the Buckley-Leverett saturation profile over the distance
from the injection point to the front and concluded that the shock to the fractional flow
curve from the initial state must have a point of tangency that defines the shock front
saturation. Therefore, the shock front saturation can be obtained easily once the fractional
flow function is known (Figure 2.5).
The characteristics for the problem defined above are shown in Figure 2.6c. The velocity
of the shock can be found by satisfying the conservation of volume across the shock, that
is, the Rankine-Hugoniot or jump condition (LeVeque, 1992). Figure 2.7 shows that the
change in the amount of a phase present in the control volume is proportional to the net
inflow of that phase. Moreover, the unique solution for the non-convex function must
satisfy the Oleinik entropy condition. The entropy condition states that wave velocities
on the upstream side of the shock must be greater or equal to the shock velocity, while
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Figure 2.6: Riemann solution for Buckley and Leverett (1942) equation (LeVeque, 1992): a)
triple-valued saturation profile, b) unique solution with a shock front and c) characteristics
for the discontinuity present initially at the inlet and for the initial saturation.
the shock has to move faster than the saturations downstream of it (Orr, 2007). Both the
Rankine-Hugoniot and Oleinik entropy conditions are implemented through the equal area
rule. Amongst others, implementation of the MOC for the analysis of immiscible oil and
gas recovery processes is given by Bedrikovetsky (1993).
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side of the shock
Saturation on the downstream
side of the shock
Shock front at time t Shock front at time t+t
Figure 2.7: Motion of a shock during diffuse flow displacement (Orr, 2007).
The Buckley and Leverett (1942) solution assumes that the flow in the porous forma-
tion is governed by Darcy’s law. However, the flow conditions in a two-phase system can
also transfer from linear to non-Darcy. Non-Darcy flow conditions in water-oil systems
have been examined by several authors. Numerical solutions were given by Wu (2002b)
and Ahmadi et al. (2010). Wu (2001) presents the analytical solution for the water satura-
tion profile in non-Darcy two-phase flow, assuming that both phases flow under non-Darcy
conditions in a 1D system. The model shows that the Forchheimer displacement is con-
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trolled not only by relative permeability curves, but also by the level of inertial losses and
the flow injection rate. More recently, solutions for radial and 1D flow systems based on
non-Darcy flow models of Forchheimer (1901) and Barree and Conway (2004) were given
by Wu et al. (2010). Barree and Conway (2004) proposed a physically-based model for
non-Darcy flow assuming the variable formation permeability and variable Forchheimer
coefficient. Wu et al. (2011) developed the general analytical and numerical solution with
the Barree and Conway (2004) model. The solutions presented contribute significantly
to the understanding of the two-phase flow under non-Darcy conditions. However, they
assume that the same fractional flow function applies to the whole displacement and hence
non-Darcy parameters dominate the displacement process even when the shock front has
moved further away from the injection well. This models a 1D coreflood, but it is incorrect
for spatially varying radial non-Darcy displacement.
The problem of fractional flow function dependence on parameters other than satura-
tion can be found in the analysis of the water-drive displacement of non-Newtonian oils
(Bedrikovetsky, 1993). In that work, it is assumed that the water phase is a Newtonian
fluid which displaces non-Newtonian oil with an arbitrary nonlinear flow behaviour. The
Buckley and Leverett (1942) solution can be applied, but in this case the fractional flow
curve is a function of the displacement velocity. The application of this approach to im-
proved oil recovery analysis can be found in Rossen et al. (2011). They extended the
fractional flow theory to non-Newtonian fluids where fluid viscosity changes with a radial
position and implemented it to the modelling of foam and polymer displacement processes.
Miscible displacement
Injection of CO2 in saline formations induces several processes, such as multiphase
fluid flow, chemical reactions and precipitation of solid salt. If chemical reactions include
equilibrium partitioning of a water and CO2 components between the liquid and gas phases,
then a generalisation of the problem of two-phase displacement solved by Buckley and
Leverett (1942) is needed. Assuming that the pressure at which the phase equilibrium is
evaluated is taken to be constant and that effects of adsorption and temperature variation
are not included in the flow problem considered, the solution for the two-component gas-oil
displacement using the MOC can be found in Orr (2007). A typical gas phase fractional
flow curve as a function the overall fraction of the gas component is shown in Figure 2.8.
Within the two-component region, the fractional flow function has the shape typical for
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the two-phase displacement. In single-phase regions, the fractional flow is a linear function
of composition, which means that the total flow velocity is equal to the Darcy velocity of
the phase. Hence, the characteristic velocity is constant and equal to 1.
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Figure 2.8: Fractional flow function for miscible gas-oil displacement (Orr, 2007).
The Riemann solution for the miscible displacement consists of two shock fronts and
a rarefaction wave (Figure 2.9). Characteristics of the initial composition determine the
leading shock front, while the trailing shock determines the near-well zone where the com-
position is equal to the injection composition.
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Figure 2.9: Riemann solution for miscible gas-liquid displacement.
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Miscibility of gas with water leads to CO2 partially dissolving in brine, and water
partially vaporising in the gas phase. A physical formulation of the CO2-brine system
can be found in Prévost et al. (2004), Fuller et al. (2006) and Zeidouni et al. (2009).
The problem that is considered is one-dimensional CO2 injection in an infinitely large
saline aquifer through a well located in the centre of the formation. The system is fully
represented by a three-phase (gas, liquid and solid), three-component (CO2, water and salt)
displacement. Although such analysis are implemented in the numerical (Giorgis et al.,
2007; Pruess and Spycher, 2007) and thermodynamic (Fuller et al., 2006) models for salt
precipitation, all analytical solutions presented so far consider the approximation of the
system by a two-phase (gas and liquid), two-component (CO2 and brine) problem. In such
a case three regions will form (see Figure 2.4): 1) gas phase zone between the injection well
and the trailing shock, the so-called dry-out zone, 2) two-phase zone between the trailing
and the leading shock and 3) liquid phase zone ahead of the leading shock (Noh et al.,
2007; Zeidouni et al., 2009; Mathias et al., 2011a). To solve the problem of fluid dynamics
in two-phase flow, it is necessary to determine the fluid properties and phase change effects
in the water-salt-CO2 system.
Thermodynamics of water-salt-CO2 systems
Models for solving viscous-dominated flows are based on the assumption of local chem-
ical equilibrium, which means that the phases that form are determined by the pressure,
temperature and overall composition of the fluid (Orr, 2007). It is therefore necessary
to obtain pressure-temperature-comoposition correlation (that is, equation of state) for
water-salt-CO2 mixtures in the pressure and temperature range of geological CO2 storage.
Based on the published experimental data, Spycher et al. (2003) presented a non-
iterative procedure to calculate the composition of CO2 and liquid phases at equilibrium,
using the Redlich and Kwong (1949) equation of state. CO2-water phase diagram at the
fixed temperature, including locations of the literature data used in the study, is shown
in Figure 2.10. The narrowness of the three-phase region indicted its unimportance for
geological sequestration. Furthermore, the model suggests that water solubility in the gas
phase is only a fraction of percent. To account for effects of chloride salts in liquid phase,
Spycher and Pruess (2005) included the activity coefficient for liquid CO2 in the original
formulation of Spycher et al. (2003). Equations implemented in Spycher et al. (2003) and
Spycher and Pruess (2005) models are discussed in more detail in Section 5.3.1.
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From compositional analysis it can be seen that the implementation of fluid properties
in water-salt-CO2 system usually includes only two phases: a liquid phase and a gas (CO2-
rich) phase, the latter one having a liquid-like density (supercritical CO2) for pressures
and temperatures above the critical point (Tc = 31.04 ◦C and Pc = 7.382 MPa (Vargaftik,
1975)). Liquid phase contains salt component, which may dissolve in brine or precipitate
as a solid component. In a miscible displacement, liquid phase may contain dissolved CO2,
and the brine may vaporise into the gas phase. Correlations that can be used for the
calculation of fluid properties and consequences of implementing simplifying assumptions
regarding the thermodynamic behaviour are discussed in more detail in Sections 4.3.1 and
5.3.2.
Figure 2.10: Pressure-mole fraction CO2-water phase diagram at 25 ◦C. Phases labeled
are: V - vapour phase, L1 - water-rich liquid and L2 - CO2-rich liquid (Spycher et al.,
2003).
Salt precipitation during CO2 injection
Although the amount of brine that may vaporise in the flowing gas phase is in order of
few percentiles (Figure 2.10), continuous injection of dry CO2 into a saline formation may
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lead to complete vaporisation of the resident brine and formation of the dry-out zone in
the vicinity of the injection well. A vaporisation of formation brine may lead to even the
irreducible water saturation to reduce to zero, which may increase the relative permeability
of the liquid phase (Hurter et al., 2007). Two scenarios are possible – in low salinity brine
environments, this process will result in injectivity enhancement, but in formations with
high saline brines, this may cause precipitation of the dissolved salt and serious injectivity
reduction (Giorgis et al., 2007; Pruess and Spycher, 2007; Pruess and Müller, 2009; Zeidouni
et al., 2009).
Numerical simulations showed that the precipitation of solid salt occurs in the grid
block with the highest rate of water vaporisation into flowing gas phase (that is, in the
first grid block where the liquid phase is present), and that there is no precipitation in the
two-phase region (Pruess and Spycher, 2007; Hurter et al., 2007; Pruess and Müller, 2009).
The results showed that salt saturation in the dry-out region is constant and independent
of injection rate. Finally, it was suggested that a brief preflush with fresh water to displace
precipitated salt away from the injection well may be beneficial for CO2 injectivity.
Based on the results from numerical models, analytical solutions for salt precipitation
were developed. Existing analytical models (Burton et al., 2008; Pruess and Müller, 2009;
Pruess, 2009; Zeidouni et al., 2009; Mathias et al., 2011a) are all based on the assumption
that salt precipitation will occur due to the vaporisation of brine across the trailing shock
into the flowing gas phase. The reason is because in the approximation of the problem by a
two-phase two-component system, all the saturations with velocities lower than the trailing
shock velocity will not appear in the solution. Hence, CO2 will dry out the region in the
vicinity of the injection well once the brine saturation approaches the one downstream of
the trailing shock (Zeidouni et al., 2009). In the models, there is no mass transfer between
the saturated liquid phase in the two-phase zone and saturated gas phase ahead of the
trailing shock. Therefore, there is no salinity change in the CO2-brine region. All the solid
salt will precipitate within the dry-out zone and its saturation can be determined as a
function of the liquid phase saturation downstream of the shock.
Having defined the value of solid phase saturation, it is possible to determine the
reduction in the formation permeability due to salt precipitation and analyse its influence
on CO2 injectivity. The authors, however, applied different approaches to determine the gas
and hence the liquid phase shock saturations. Pruess (2009) implemented the Buckley and
Leverett (1942) fractional flow theory for immiscible displacement. As phase immiscibility
implies the existence of the leading shock only, he suggested an iterative procedure for
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obtaining the gas saturation at the dry-out front. Burton et al. (2008) applied the Buckley
and Leverett (1942) formulation modified by Noh et al. (2007), which accounts for partial
CO2-brine solubility. Finally, Zeidouni et al. (2009) and Mathias et al. (2011a) accounted
for CO2 and water partitioning in both phases and the volume change upon mixing by
extending the model for gas-liquid displacement problem given by Orr (2007).
2.4 Conclusions
In this chapter, following introductory sections on the basic concepts of the flow in sin-
gle and two-phase subsurface systems, the summary of work that has been carried out
to analytically model the behaviour of water and CO2 once they are injected into an un-
derground formation has been presented. This shows that the estimation of the critical
pressure buildup at the well is of great importance for the analysis of single-phase systems
(Mathias et al., 2008), as well as for the estimation of the CO2 storage capacity (Metz,
2005).
Analytical models for the pressure buildup in single-phase systems are well known.
However, this is true only for when water is assumed to flow under Darcy flow conditions,
when equations given by Thiem (1906) and Theis (1935) can be implemented. Modelling of
flow under non-Darcy flow conditions, which include viscous effects that occur at high flow
velocities, requires the modification of the governing equations. Existing analytical models
for the non-Darcy flow using the Forchheimer (1901) equation include the steady-state
solution given by Bear (1979) and late transient approximations (Şen, 1988; Kelkar, 2000;
Wu, 2002a; Mathias et al., 2008). These solutions, however, cannot model Forchheimer
flow in closed domains, nor the pressure buildup under non-Darcy conditions in a system
of multiple wells.
Solutions for two-phase flow, which can analytically model CO2 injection into saline
aquifers, can be obtained by applying the segregated flow approach. Although these models
include effects such as miscibility (Nordbotten and Celia, 2006; Mathias et al., 2011a),
buoyancy (Dentz and Tartakovsky, 2009), compressibility (Vilarrasa et al., 2010), no-flow
boundary (Mathias et al., 2011b) and non-Darcy large time approximation (Mathias et al.,
2009a), their application is limited by the assumption of the gravity-dominated flow. These
solutions are thus most useful in the analysis of the long term movement of thin CO2 plumes
(Nordbotten and Celia, 2006; Gasda et al., 2009; Gray et al., 2011).
Analytical solutions based on fractional flow theory and the Buckley and Leverett
(1942) model can be used for analysis of near-well effects, such as salt precipitation (Zei-
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douni et al., 2009) and non-Darcy immiscible flow (Wu et al., 2011). The latter model,
however, assumes one-dimensional, linear displacement, and that non-Darcy flow of both
water and oil phases dominates the displacement process regardless of the position within
the reservoir. The two-phase flow solutions that are based on the diffuse flow approach
cannot model compressible flow.
The literature review presented in this chapter shows that many important aspects
regarding water injection and CO2 storage problems are addressed in the work undertaken
so far. However, the application of analytical models presented is limited by assumptions
made for their derivation (segregated flow solutions), flow geometry (one-dimensional core-
flood solutions) and by covering only one of the aspects that can have a significant impact
on a pressure buildup and flow movement in the subsurface. Therefore, the key research
questions that arise from this literature review are:
• What is the influence of a no-flow boundary on the well pressure under non-Darcy
conditions, and can a single-well solution be implemented in the multiple well system
analyses?
• If non-Darcy flow varies with the distance from the well, how can this be modelled
analytically and what are the implications on saturation and pressure distributions
during CO2 injection?
• How can analytical solutions for CO2 plume extent and pressure buildup estimations
be formulated and combined to model miscible, compressible, non-Darcy flow in
closed and open formations?
• How important are the different near-well effects, and what controls CO2 injectivity?
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Chapter 3
Non-Darcy flow in single-phase
closed and/or multiple well systems
3.1 Introduction
In the previous chapter a review of research on non-Darcy flow in single-phase systems
showed that numerous researchers have developed both analytical and numerical solutions
to explore this issue. However, the Forchheimer (1901) equation has not yet been applied
in the analytical modelling of bounded domains and/or multiple well systems (MWS).
The work that is presented in this chapter seeks to further develop existing analytical
solutions to account for the influence of the no-flow boundary in confined domains under
non-Darcy flow conditions. Starting from the mass balance equation for slightly com-
pressible flow, the analytical solution for Forchheimer flow and finite aquifer formations
is derived. Furthermore, a hypothesis for the implementation of the obtained solution in
the analysis of MWS is proposed. The model is verified with numerical simulations of the
original problem. The numerical model is an extension of the steady state finite difference
solution presented in Mijic (2009). A two-dimensional scheme is modified to simulate tran-
sient flow and account for the effects of the closed boundary. Finally, the applicability of
the approach to unconfined aquifers is discussed.
3.2 Forchheimer flow to a well in a closed domain
Non-Darcy flow conditions can be described using the Forchheimer (1901) equation:
µq
k
+ ρb|q|q = −dP
dr
(3.1)
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where µ is dynamic viscosity, q is fluid flux, k is intrinsic permeability, ρ is fluid mass
density, P is fluid pressure, r is radial distance from the injection well and b the Forchheimer
coefficient. For low fluid fluxes, value of b approaches zero and equation (3.1) reduces to
Darcy’s law.
The governing mass conservation equation for radial single-phase, slightly compressible
flow in a homogenous, isotropic and confined aquifer with the injection well centrally
located can be written as (Dake, 1983):
∂φρ
∂t
+
1
r
∂
∂r
(rρq) = 0 (3.2)
where φ is formation porosity and t is time since the beginning of injection. If cr =
φ−1(dφ/dP ) and c = ρ−1(dρ/dP ) are the compressibility of the rock and fluid, respectively
(Wheater et al., 2010), then equation (3.2) becomes:
D
∂P
∂t
+
1
r
∂
∂r
(rq) = 0 (3.3)
where D = φ(cr + c) is the pressure domain specific storage coefficient. If equation (3.3)
would be expressed in terms of the hydraulic head (h = P/(ρg)), then the pressure domain
specific storage coefficient would revert to the more standard definition of the specific
storage, that is φρg(cr + c). Details of the derivation of equation (3.3) are presented in
Appendix B. The relevant initial and boundary conditions are:
P = P0 r ≥ rw t = 0
q =
Q
2piHrw
r = rw t > 0 (3.4)
q = 0 r = re t > 0
where P0 is the initial fluid pressure, Q is the volumetric injection rate, H is the formation
thickness, rw is the well radius, and re is the radial extent of the reservoir unit.
3.2.1 Analytical solution for a single well
After pressure perturbation has reached the boundary, the change in pressure with time is
relatively uniform (Dake, 1983), so that:
∂P
∂t
=
Q
AHD
(3.5)
49
where A = pi(r2e − r2w) is the plan area of the reservoir unit. Substituting equation (3.5)
into equation (3.3) leads to:
Q
AH
+
1
r
∂
∂r
(rq) = 0 (3.6)
Substituting in equation (3.1), integrating with respect to r and applying the no-flow
boundary at r = re gives:
dP
dr
=
Qµ
2kAH
[
r − r
2
e
r
− Qkρb
2µAH
(
r − r
2
e
r
)2]
(3.7)
Integrating equation (3.7) and setting P = Pw at r = rw leads to:
P − Pw = Qµ
2kAH
{
r2 − r2w
2
− r2e ln
(
r
rw
)
+
Qkρb
2µAH
[
2r2e(r − rw) +
r4e
r
− r
4
e
rw
− r
3 − r3w
3
]}
(3.8)
Equation (3.8) can be expressed in terms of the average reservoir pressure, which can be
obtained from (Dake, 1983):
P =
2pi
A
∫ re
rw
rP dr (3.9)
Substituting equation (3.8) into (3.9), evaluating the integral and rearranging for Pw then
gives:
Pw = P − piQµ
kA2H
[
r4e
8
− r
4
w
8
− r
4
e
2
ln
(
re
rw
)
+
(r2e − r2w)2
4
+
Qkρb
2µAH
(
24r5e
15
− r
6
e
2rw
+
r2er
3
w
2
− 3r
4
erw
2
− r
5
w
10
)]
(3.10)
Once a semi-steady state is reached, the average pressure can be approximated from the
material balance for the closed domain given by equation (3.5) (Dake, 1983):
P =
Qt
AHD
+ P0 (3.11)
Recalling that A = pi(r2e − r2w) and assuming re  rw leads to:
Pw − P0 = Qt
pir2eHD
+
Qµ
2pikH
[
ln
(
re
rw
)
− 3
4
]
+
Q2ρb
(2piH)2rw
(
1− 16rw
5re
)
(3.12)
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Equation (3.12) is the solution for non-Darcy pressure buildup at the well once the semi-
steady state conditions become valid.
The critical time at which the semi-steady state assumption becomes valid, tc can be
found by equating equation (3.12) with equation (3.15) and assuming that 4ktc/µDr2e  1,
which is valid for typical values of formation properties (permeability of order k ≈10−13 m2,
porosity of φ ≈ 0.1 and rock compressibility of order cr ≈ 10−9 Pa−1):
tc =
µDr2e
4k
exp
(
0.5772− 3
2
)
exp
(
4ktc
µDr2e
)
≈ 0.2423µDr
2
e
k
(3.13)
A late time analytical approximation for the Forchheimer flow, when re can be assumed
infinite, was derived by Mathias et al. (2008):
P − P0 = Qµ
4piHk
[
ln
(
4kt
µDr2
)
− 0.5772
]
+
Q2ρb
(2piH)2r
(3.14)
The above expression for the reservoir pressure, P (in Pa) consists of Jacob’s late-time ap-
proximation for transient Darcy flow (Dake, 1983) and the additional term that represents
the contribution of the Forchheimer flow to the pressure buildup. A similar structure of
the solution for non-Darcy flow, formulated as a superposition of the Darcy flow solution
and a non-Darcy term, was also found by Wu (2002a). In this study, the late time solution
for the Forchheimer flow from a well in closed domains, before the pressure perturbation
has reached the boundary, is approximated such that:
Pw − P0 ≈ Qµ
4piHk
[
ln
(
4kt
µDr2w
)
− 0.5772
]
+
Q2ρb
(2piH)2rw
(
1− 16rw
5re
)
(3.15)
The second term on the right-hand side of equation (3.15) is assumed to be the contribution
of the non-Darcy flow to the well pressure increase in closed formations.
Under Darcy flow conditions, the late transient transition time, t0, can be found as a
function of the well radius (Dake, 1983). During this time, the influence of the formation
boundary begins to be felt at the well. Mathias and Todman (2010) showed that when
flow is governed by the Forchheimer equation, the critical time for the initiation of the late
transient approximation is a function of the Forchheimer coefficient, b, and can be found
from:
t0 ≈ µDr
2
w
k
[
1
(7 · 103)
(
2piHrwµ
Qkρb
)2
+
1
(3 · 107)
(
2piHrwµ
Qkρb
)1/2]−1
(3.16)
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It follows that:
Pw − P0 =

Qµ
4piHk
[
ln
(
4kt
µDr2w
)
− 0.5772
]
+
Q2ρb
(2piH)2rw
(
1− 16rw
5re
)
, t0 < t < tc
Qt
pir2eHD
+
Qµ
2pikH
[
ln
(
re
rw
)
− 3
4
]
+
Q2ρb
(2piH)2rw
(
1− 16rw
5re
)
, t ≥ tc
(3.17)
3.2.2 Multiple wells without the principle of superposition
The nonlinearity in q (see equation (3.1)) implies that the principle of superposition is not
valid under non-Darcy flow conditions. To solve this problem, an alternative approach to
pressure buildup estimation has to be applied.
When analysing an equally spaced multiple well system, well interference has the most
significant influence on the pressure buildup at the innermost well in the system (Zakrisson
et al., 2008). Moreover, the aquifer hydraulic properties have to be uniform, which implies
formation homogeneity. For such a system, the solution for the centrally located (critical)
well could provide a limiting value of the pressure buildup, which determines the number
and location of wells for the given injection rate. Figure 3.1 shows a possible layout in an
array of equally spaced wells. Due to the interaction between the wells, the central well
can be equivalently represented as a single well in a closed square domain of length equal
to the well spacing interval L.
No-ﬂow boundary
Critical well
L
L
Figure 3.1: Schematic diagram of a multiple well system.
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To account for different geometrical configurations, Dake (1983) presented the general
form of inflow equation by introducing so-called Dietz shape factors (Dietz, 1965). This so-
lution is valid only for times when the well is producing under semi-steady state conditions.
In this study, it is hypothesised that the centrally located well is adequately represented
by a single well situated in a closed circular region of equivalent plan area. Equation (3.17)
can therefore be used to model this situation if it is assumed that the equivalent radius of
the confined aquifer is related to the well spacing, L through:
re =
L
pi2
(3.18)
Mathias et al. (2011b) invoked the same assumption for analysing the pressure buildup
during CO2 injection.
3.2.3 Numerical model
To assess the accuracy of the above solution, the response of equation (3.17) was compared
to a finite difference solution in a square domain. Due to the loss of axial symmetry
the problem becomes two-dimensional (2D). Hence, the number of grid-points required in
the numerical solution is the square of those used in the numerical simulations previously
presented by Mathias et al. (2008).
The continuity equation written for 2D flow takes the form (Wang and Anderson, 1995):
∂qx
∂x
+
∂qy
∂y
= δi,j
Q
∆x∆yH
−D∂P
∂t
(3.19)
where x and y are distances along orthogonal axis in the horizontal plane and δ is a dummy
variable that is equal to 1 for a sink or a source term and 0 otherwise. In the scheme,
the injection well with a flow rate Q is assumed to be centrally located at the origin node
(i = j = 1), within the infinitesimal volume ∆x∆yH (first term on the right-hand-side of
equation (3.19)). The corresponding dummy variable equals to δ1,1 = 1. The Forchheimer
equation that is used to substitute for qx and qy in equation (3.19) is written as:
qx = − 1µ
k + ρb|~q|
∂P
∂x
qy = − 1µ
k + ρb|~q|
∂P
∂y
(3.20)
where |~q| is a magnitude of a flux vector in radial direction defined as:
|~q| =
√
q2x + q
2
y (3.21)
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Mathias et al. (2008) were able to take advantage of the advanced adaptive time-
grid solvers for one-dimensional solutions available in MATLAB. The need to solve a 2D
problem, however, means that an alternative and more robust algorithm is required. In this
study, the above equations are discretised using forward finite difference approximation. To
ensure adequate resolution is obtained close to the well, the orthogonal spatial axes were
discretised into N logarithmically spaced nodes. The finer grid resolution in the near-
well region is necessary to capture significant pressure gradients that are expected under
non-Darcy flow conditions. For the simulation of domains of infinite extent, Mathias et al.
(2008) found it necessary to discretise the radial dimension into 2000 points. To accurately
represent the finite domains studied here, grid refinement studies showed that 500 points
were sufficient (therefore the total number of nodes that was used in each model was
250,000). The time scale was logarithmically discretised as well, to allow for the rapid
pressure changes that occur during early times.
The no-flow boundaries were implemented using image nodes. The numerical scheme
is able to represent both circular and square domains with a closed far-field boundary. In
the circular model, image nodes are set at the radial distance from the well equal to re.
The far-field boundary condition for a square reservoir unit is set at the constant length of
L/2 in both x and y directions. A schematic diagram of the numerical grid is presented in
Figure 3.2. The image node representstion includes extending the finite difference domain
by one additional set of nodes with the pressures equal to ones at the other side of the
domain boundary (Wang and Anderson, 1995), which translates into no-flow condition
∂P/∂x = ∂P/∂y = 0 at x = y = L/2 for square domains or ∂P/∂r = 0 at r = re for
circular domains.
The resulting set of ordinary differential equations is solved using the first-order implicit
time-stepping method (Wang and Anderson, 1995). Part of this procedure requires that
equations (3.20) are linearised. This is achieved by calculating values |~q| using fluxes from
the previous time step, n. For each time step, estimates of |~q| are improved using Picard
iteration until a convergence criterion is satisfied (Stephenson and Radmore, 1990). More
details about the linearisation method used are given by Mijic (2009).
Substituting equation (3.20) into equation (3.19) and discretising it in space and time
leads to an implicit finite difference approximation for transient 2D Forchheimer flow:
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Figure 3.2: Schematic diagram of the finite difference model.
ai,jP
n+1
i,j−1 + bi,jP
n+1
i−1,j + ci,jP
n+1
i,j + di,jP
n+1
i+1,j + ei,jP
n+1
i,j+1
= δi,j
Q
4xi,Byj,BH
+D
Pni,j
tn+1 − tn (3.22)
where xi,B and yj,B are coordinates of grid block boundaries in x and y directions, respec-
tively. Details of derivation explaining the structure of matrices [a] − [e] are presented in
Appendix A. Equation (3.22) can be represented in a matrix form as:
[Mn][Pn+1] = [fn] (3.23)
where elements of matrix [M ] (coefficient matrices [a]− [e], equation (3.22)) are defined to
account for the influence of the boundary condition and [P ] is a pressure vector for (n+1)st
time step (Figure 3.3). Compared to the steady state model of Mijic (2009), the source
vector [f ] in equation (3.22) is extended to account for transient changes in the reservoir
pressure.
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Figure 3.3: Implicit numerical scheme in a matrix form (modified from Mijic (2009)).
3.3 Comparison of solutions
In this study, the level of flow nonlinearity was determined by the dimensionless Forch-
heimer coefficient group Qkρb/2piHµrw. The pressure behaviour was investigated when
the group had values of 0, 1.59 and 3.18, which are representative of typical single-phase
liquid systems (Mathias and Todman, 2010). The corresponding values of the Forchheimer
coefficient, b, can be obtained from one of the many approximations available in the lit-
erature. Mathias and Todman (2010) presented a comparison between laboratory and
field-scale Forchheimer coefficients and concluded that in single-phase liquid systems, the
approximation of Geertsma (1974):
b = 0.005φ−5.5k−0.5 (3.24)
where k is intrinsic permeability (in m2) and φ is porosity, gives an accurate estimation
of b (in m−1). This type of correlation is used mostly for formations where flow direction
is parallel to the dominant direction of pore channels (Li and Engler, 2001). Figure 3.4
shows values of the Forchheimer coefficient calculated using the relation (3.24).
The numerical scheme was controlled by the maximum number of iterations and the
error tolerance. In all the simulations presented, an error tolerance of 0.001 was used with
the maximum number of iterations set to 1000.
As a first verification, the numerical model was modified to have a circular no-flow
boundary by applying image nodes to all nodes at x2 + y2 = r2e . Figure 3.5 shows dimen-
sionless pressure against dimensionless time at r = rw, for a range of re/rw ratios. Results
for circular domains are obtained from equation (3.17) and compared to finite difference
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Figure 3.4: Forchheimer coefficient, b obtained from Geertsma (1974) correlation.
simulations. When b = 0, it is clear that there is an excellent correspondence between the
two models, thereby verifying the numerical solution for Darcy flow in a closed circular
unit. There is also an excellent agreement between both solutions for Forchheimer flow,
providing times are greater than the minimum of t0 and tc.
The proposed model was then tested by simulating the original problem of a closed
square domain. For the same scenarios as shown in Figure 3.5, analytical results were
obtained using the effective re calculated from equation (3.18). In square domains, the
increased rate of pressure buildup, which occurs when the pressure perturbation reaches
the boundary (i.e. when t = tc), will occur slightly later than in a corresponding circular
unit (Figure 3.6 and Table 3.1). Again the agreement between two solutions is excellent,
confirming the original hypothesis that square domains are well approximated by circular
domains of an equivalent area.
The goodness of fit between analytical and numerical solutions was quantified by calcu-
lating the normalised root mean square error (NRMSE) of obtained pressure estimations:
NRMSEp =
1
Pn,max − Pn,min
√√√√√ n∑i=1(Pa,i − Pn,i)2
n
(3.25)
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Figure 3.5: Dimensionless well pressure in a circular domain for various values of re/rw
and different levels of flow nonlinearity. The analytical solution is that given in equation
(3.17), shown only within the time range of validity.
where Pn and Pa are pressures obtained from numerical and analytical models, respectively,
and Pn,max and Pn,min define the range of numerical model values. The results presented
in Table 3.1 confirm the excellent agreement between the solutions for both single and
multiple well models and all considered levels of flow nonlinearity, having the maximum
NRMSEp equal to 0.18%. Note that in both Figures 3.5 and 3.6, most analytical model
results are presented for times t ≥ tc. The reason is because when t0 ≥ tc, which is the case
for the parameter combinations highlighted in Table 3.1, the closed boundary affects the
well pressure before the late transient solution becomes valid. The combined effect of the
boundary condition and the Forchheimer flow therefore limits the application of equation
(3.17) to the semi-steady state model that is valid when t ≥ tc.
3.4 Conclusions
The application of the Forchheimer (1901) equation for the modelling of a single-phase
liquid flow so far has been limited to infinite aquifers and single-well systems. In this
chapter, the analytical solution for Forchheimer flow to a well in a homogeneous and
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Table 3.1: Dimensionless transition times and error estimates for MWS models comparison.
Circular domain Square domain
re/rw L/rw
Qkρb/2piHµrw (−) (−)
(−) 5 50 500 10 100 1000
kt0/µDr
2
w 1.59 1.7723* 1.7723 1.7723 1.7723 1.7723 1.7723
(·104) 3.18 7.0831 7.0831 7.0831 7.0831 7.0831 7.0831
ktc/µDr
2
w 1.59 0.0006 0.0606 6.0575 0.0008 0.0771 7.7126
(·104) 3.18 0.0006 0.0606 6.0575 0.0008 0.0771 7.7126
NRMSEp 1.59 9.1 9.8 18.2 0.03 0.002 18.9
( ·10−2 %) 3.18 10.8 10.8 13.5 0.02 0.002 4.2
*highlighted values correspond to the combination of parameters when t0 ≥ tc
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confined aquifer was derived (equation (3.17)) and it was shown that the application of
the analytical solution is constrained by the time at which the solution becomes valid.
For linear problems, multiple well systems can be analysed using the principle of su-
perposition. Unfortunately, such an approach is not appropriate when a system is under
non-Darcy flow conditions. In this chapter, it was hypothesised that a miltiple well sys-
tem can be analysed by finding the pressure buildup at the critical well. That well was
treated as a single well in a closed circular formation, with an area equivalent to the zone
of influence of the central well in a system of equally spaced multiple wells (Figure 3.1 and
equation (3.18)). Comparison with numerical simulations of the full problem, shown in
Figure 3.6, verified the accuracy of the approximate solution for all analysed levels of the
flow nonlinearity.
The application of the proposed solution is limited to confined aquifers. The problem
concerning an unconfined aquifer could potentially be modelled using the confined flow
equations if: a) changes in a water table due to injecting are small relative to the fully
saturated thickness of the aquifer (10% or less (Reilly et al., 1984) or b) they are embed-
ded with a delayed yield term (Yeh and Chang, 2012). However, modelling of closed well
systems completed in unconfined aquifers requires further research. Moreover, the method
was derived for the equally spaced wells. Potentially, this could be corrected by implement-
ing analysis similar to ones for derivation of Dietz shape factors (Dietz, 1953). Finally, the
method is limited to homogeneous formations. More accurate estimations of non-Darcy
effects in heterogeneous aquifers, taking into account spatial variations of permeability and
porosity, could be implemented within the 2D finite difference solution.
The work presented in this chapter sets up a framework for the implementation of the
Forchhiemer equation in transient analytical and numerical models for single and multiple
well systems in closed, confined aquifers. While the numerical model requires significant
computational effort, both in terms of grid and iterative convergence, the analytical solu-
tion can be applied easily for the determination of the well pressure buildup and multiple
well systems analysis. Furthermore, it sets the basis for the analysis of well systems in the
presence of hydrological boundaries and points to the possibility of obtaining approximate
solutions for alternative non-Darcy problems concerning closed domains and multiple well
systems in the same way.
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Chapter 4
Immiscible non-Darcy displacement
4.1 Introduction
The fractional flow method was derived for water-oil systems and therefore has been widely
applied for analysing oil-recovery processes (Pope, 1980; Orr, 2007). However, if it is
applied to gas-liquid systems, such as CO2 injection in saline aquifers, the problem of
non-Darcy effects arises. Low-viscosity gases often have a flow velocity that satisfies the
criteria for the initiation of the non-Darcy flow (Dake, 1983). In radial flow, the non-
Darcy component is most significant in the region of large pressure gradients close to the
well (Mathias et al., 2009a). An analysis of the effects of non-Darcy flow on CO2 storage
will therefore contribute to a better understanding of the processes that can limit CO2
injectivity.
In radial flow, as the saturation front advances into the reservoir, the influence of the
inertial effects lessens and the problem reverts to simulation under Darcy flow conditions.
In this case, the fractional flow function should vary with position from the well. In existing
solutions, non-Darcy flow conditions are assumed for both flowing phases. However, in a
gas-liquid displacement, the injection phase non-Darcy flow is the dominant behaviour,
and it can be assumed that the liquid phase flows under Darcy conditions. In this chapter,
the non-Darcy flow of the gas phase is modelled by replacing the Darcy’s model with
a two-phase extension of the Forchheimer equation (Liu et al., 1995; Evans and Evans,
1988). The fractional flow curve is a function of both saturation and the radial distance
from the well. The saturation profile is obtained by implementing the generalised method
of characteristic (MOC) solution, where the characteristic equation is solved by numerical
integration (Lighthill and Whitham, 1955; Greenberg, 1978). In contrast to the Buckley
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and Leverett (1942) approach, the characteristic equation is solved with values of fluxes
fixed along the curves. The location of the shock front is determined by the equal area
rule. The proposed solution is applied to the modelling of CO2 injection in saline aquifers,
with a comparison to the corresponding numerical solution. Furthermore, limitations of
the proposed approach with the respect to the full physics of the problem are discussed.
4.2 Spatially varying two-phase flow
In a confined radial two-phase flow system, when effects of hydrodynamic dispersion are
neglected, the conservation of mass of the gas phase over the control volume shown in
Figure 4.1 has to satisfy the following:
[
(r + ∆r)2 − r2]piHφ∆(S1ρ1)︸ ︷︷ ︸
Change in storage
= 2rpiH∆tρ1q1︸ ︷︷ ︸
Mass in
− 2(r + ∆r)piH∆t [ρ1q1 + ∆(ρ1q1)]︸ ︷︷ ︸
Mass out
(4.1)
where S is the phase saturation, r is radial distance from the well, H is aquifer thickness,
φ is formation porosity, ρ is fluid density, q is fluid flux and t is time since the beginning
of injection. Subscripts define the phases considered. The subscript 1 denotes injected gas
and subscript 2 will be used for the resident liquid. Equation (4.1) assumes that there is
no segregation due to gravity, that is a flux is constant along the entire saturated thickness
of the aquifer.
2r
H
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2rHt( q )
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2(r+r)Ht[ q +( q )]
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r
r
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1
q +q
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Figure 4.1: Control volume in a radial two-phase flow system.
Rearranging equation (4.1) and assuming infinitesimal ∆r and ∆t gives:
φ
∂(S1ρ1)
∂t
= −ρ1q1
r
− ∂(ρ1q1)
∂r
(4.2)
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If the gas is assumed to be incompressible (ρ1=const.), the conservation equation for the
gas phase becomes:
∂S1
∂t
+
1
φ
[
q1
r
+
∂q1
∂r
]
= 0 (4.3)
The same conservation equation can be written for the liquid phase:
∂S2
∂t
+
1
φ
[
q2
r
+
∂q2
∂r
]
= 0 (4.4)
Adding equations (4.3) and (4.4) gives:
∂(S1 + S2)
∂t
+
1
φ
[
1
r
(q1 + q2) +
∂(q1 + q2)
∂r
]
= 0 (4.5)
The sum of phase saturations has to be 1 and is therefore constant. Consequently, the
time derivative in equation (4.5) is equal to zero. In addition, the total fluid flux can be
defined as a sum of phase velocities, q = q1 + q2. Therefore, the change of the total flow
velocity in radial direction is:
∂q
∂r
= −q
r
(4.6)
Using the concept of the fractional flow, where f1 = q1/q, equation (4.3) can be written
as:
∂S1
∂t
+
1
φ
[
f1q
r
+
∂
∂r
(f1q)
]
= 0 (4.7)
Substituting equation (4.6) into equation (4.7) and applying the product rule for the deriva-
tive of a product of functions f1 = f1(r) and q = q(r) gives:
∂S1
∂t
+
q
φ
∂f1
∂r
= 0 (4.8)
The total fluid flux in equation (4.8) can be expressed as a function of volumetric injection
flow rate as q = Q/A, where the cross-sectional area is A = 2rpiH. Finally, the radial
conservation equation for the gas phase in a two-phase incompressible system is obtained
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as:
∂S1
∂t
+
Q
piHφ
∂f1
∂(r2)
= 0 (4.9)
Equation (4.9) is analogous to the Buckley and Leverett (1942) formulation for linear
flow:
∂S1
∂t
+
Q
Aφ
∂f1
∂x
= 0 (4.10)
with two differences: 1) equation (4.9) is developed for a radial flow geometry, whereas
equation (4.10) assumes a linear one-dimensional reservoir, and 2) in equation (4.10), the
fractional flow is uniform, that is the fluid flux does not change along the flow direction; in
equation (4.9) fractional flow can vary with the radial distance from the well. The latter
difference permits the application of equation (4.9) in analysis of the two-phase flow under
spatially varying conditions.
To solve equation (4.9), it is necessary to define the functional dependance of the gas
fractional flow, that is the relation f1 = f1(S1, r). In this study, it is assumed that the gas
phase flows under non-Darcy conditions and the two-phase extension of the Forchheimer
equation (Liu et al., 1995; Evans and Evans, 1988) is valid:
−dP
dr
=
µ1
kkr1
q1 + b1ρ1q1|q1| (4.11)
where kr is the relative permeability. The liquid phase flows under Darcy conditions and
the two-phase extension of the Darcy’s law can be applied (Dake, 1983):
q2 = −kkr2
µ2
dP
dr
(4.12)
The linear behaviour of the liquid phase enables direct calculation of the flux q2 and its
implementation into the fractional flow function. However, the governing partial differential
equation for the gas phase is nonlinear with respect to q1. To obtain the value of the gas
phase flux, some form of linearisation of equation (4.11) with respect to the non-Darcy
term is needed.
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4.2.1 Non-Darcy gas phase velocity
In this study, equation (4.11) is linearised by rearranging it such that:
q1 = −kkr1
µ1
dP
dr
(
1 +
b1ρ1kkr1
µ1
|q1|
)−1
(4.13)
The following terms are defined:
B1 =
b1ρ1kkr1
µ1
(4.14)
and
q01 = −
kkr1
µ1
dP
dr
(4.15)
Equation (4.14) defines a Forchheimer flow parameter, B1. As the gas is assumed to be
incompressible and the phase density does not depend on the pressure, the parameter B1
is a function of gas saturation only (B1 = B1(S1)). This assumption may have a significant
impact on pressure changes in the near-well region, which will be discussed in more detail
in Chapter 6. Values of B1 are determined by the level of non-Darcy effects defined by the
Forchheimer coefficient for the gas phase, b1. Correlations used in this study to estimate
values of b1 are discussed in more detail below. Equation (4.15) defines the Darcy fraction
of the gas flux, q01. Finally, equation (4.13) transforms into:
q1 =
q01
1 +B1|q1| (4.16)
which leads to the specification of the Forchheimer factor, β defined as:
β = 1 +B1|q1| (4.17)
Forchheimer factor is treated as a coefficient and it is assumed to be a scalar function of
the magnitude of the gas phase velocity at any point. Since the value of the gas flux exists
on both sides of equation (4.16), the solution for q1 must be obtained iteratively.
Iterative algorithm for non-Darcy gas flux
In this study, the following algorithm for the calculation of the non-Darcy gas flux is
suggested (Figure 4.2):
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1. Initial pressure gradients in the two-phase region, (dP/dr)i are obtained from the
mass conservation equation (Wu, 2001):
Q = (q1 + q2)2rpiH (4.18)
assuming Darcy flow conditions for both flowing phases (i.e. B1 = 0). The rear-
rangement of equation (4.18) and substitution of expressions for flow fluxes (4.12)
and (4.16) leads to:
(
dP
dr
)i
= − Q
2rpiHk
(
kr1
µ1
+
kr2
µ2
)−1
(4.19)
2. Values of (dP/dr)i are substituted into equation (4.15), to obtain the Darcy fraction
of the gas phase velocity:
q01 = −
kkr1
µ1
(
dP
dr
)i
(4.20)
3. Equation (4.16) is rearranged into the form of a quadratic equation B1q21+q1−q01 = 0,
whose positive solution is the gas flux under non-Darcy flow conditions:
q1 =
−1 +
√
1 + 4B1q01
2B1
(4.21)
4. Using the gas flux q1 from the previous step, the value of factor β is obtained from
equation (4.17).
5. The pressure gradients in the next iteration, (dP/dr)i+1 are calculated under the
assumption of non-Darcy flow conditions that correspond to the level of inertial
effects defined with the value of β, such that:
(
dP
dr
)i+1
= − Q
2rpiHk
(
1
β
kr1
µ1
+
kr2
µ2
)−1
(4.22)
6. Values of (dP/dr)i+1 and (dP/dr)i are compared. If the difference is larger than the
defined tolerance error, the procedure is repeated with pressure gradients updated
from the previous iteration, until the convergence criterion is satisfied.
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The procedure is referred to as the Picard iterative method (Stephenson and Radmore,
1990). Among many other applications, the method was successfully implemented by Mijic
(2009) for the linearisation of the governing continuity equation in a numerical solution for
two-dimensional non-Darcy single-phase flow.
i
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Figure 4.2: Iterative procedure for the calculation of the non-Darcy gas flux.
4.2.2 Non-Darcy fractional flow function
In equation (4.9), the fractional flow function is defined as:
f1 =
q1
q
=
q1
q1 + q2
(4.23)
After the gas phase velocity has been obtained, and hence the value of the factor β, the
fractional flow function can be determined under non-Darcy flow conditions. Substitution
of equations (4.12), (4.16) and (4.17) into equation (4.23) leads to:
f1 =
(
1 +
kr2µ1
kr1µ2
β
)−1
(4.24)
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Equation (4.24) is the final expression for the spatially varying fractional flow function.
The advantage of this approach is that when inertial effects are insignificant, the value
of B1 tends to zero and hence the factor β converges to 1. Consequently, the problem
simplifies to Darcy flow conditions and equation (4.24) reverts to the well-known Buckley
and Leverett (1942) fractional flow approximation.
4.2.3 Solution for saturation by the MOC
In order to reduce the number of variables, the following dimensionless transformations in
space and time, respectively, can be applied (Rossen et al., 2011):
rD =
r2
r2e
(4.25)
tD =
Qt
pir2eHφ
(4.26)
Substitution of equations (4.25) and (4.26) simplifies the governing differential equation
(4.9) to:
∂S1
∂tD
+
∂f1
∂rD
= 0 (4.27)
Introduction of the fractional flow dependency on both saturation and radial distance
from the well leads to the nonclassical form of a hyperbolic problem. If f1 depends on both
S1 and rD then the governing differential equation (4.27) becomes (Rossen et al., 2011):
∂S1
∂tD
+
(
∂f1
∂S1
)
rD
∂S1
∂rD
= −
(
∂f1
∂rD
)
S1
(4.28)
Because S1 is a function of rD and tD, the expression for the total derivative of S1 can be
written as (Orr, 2007):
dS1
dη
=
∂S1
∂tD
dtD
dη
+
∂S1
∂rD
drD
dη
(4.29)
where η is a differential parameter. Term by term comparison of equation (4.28) with
equation (4.29) gives:
dS1
dη
= −
(
∂f1
∂rD
)
S1
(4.30)
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dtD
dη
= 1 (4.31)
drD
dη
=
(
∂f1
∂S1
)
rD
(4.32)
Equations (4.30)–(4.32) are known as the characteristic equations and tD(η) and rD(η) are
characteristic curves along which the derivative of S1 is dS1/dη.
Under Darcy flow conditions, when f1 = f1(S1), the derivative of S1 with respect to η
is zero, and hence characteristic curves are straight lines along which S1 is constant (Orr,
2007). Moreover, the velocity at which the saturation propagates along a characteristic
is constant for a given value of S1. Equation (4.30) indicates that under non-Darcy flow
conditions, S1 varies along a characteristic. Parameter η can be eliminated from equations
(4.31) and (4.32), which gives:
v =
drD
dtD
=
(
∂f1
∂S1
)
rD
(4.33)
Equation (4.33) shows that the saturation wave in non-Darcy displacement has a nonuni-
form wave velocity, v that changes along the flow direction. Hence, the characteristic
curves are no longer straight.
Combining equations (4.27) and (4.33) gives:
∂f1
∂tD
+ v
∂f1
∂rD
= 0 (4.34)
This means that f1 is constant on waves travelling past the point with velocity v (Lighthill
and Whitham, 1955). Mathematically, equation (4.34) has a new system of characteristics,
given by equation (4.33), along which the fractional flow f1 is constant. The wave velocity
is therefore the slope of the flow-saturation curve for a fixed rD. If v is expressed as a
function of f1 and rD, and the initial condition is defined as:
rD(f1, 0) = rwD (4.35)
then the path of the wave carrying a given fractional flow f1 can be obtained as:
rD =
∫ tD
0
v(f1, rD) dtD + rwD =
∫ tD
0
(
∂f1
∂S1
)
rD
dtD + rwD (4.36)
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The resulting solution is a multivalued saturation profile at a fixed time. In order to
remove the multivalued parts, the discontinuity or the leading shock has to be inserted.
The general approach to determining the discontinuity in the saturation profile is by im-
plementing the equal area rule, which ensures that the total mass of the shock solution
matches that of the triple-valued solution, as required by the physical conservation law.
For linear flow problems, the equal area rule simplifies to the application of the Welge
(1952) method, where the leading shock is a tangent to the fractional flow curve. The
shock front advances with a constant speed, which is determined by the Rankine-Hugoniot
condition.
Under non-Darcy flow conditions, however, this approach is not applicable. In non-
Darcy two-phase flow systems, the characteristic wave velocity varies with distance from
the well. Consequently, both the shock front saturation and speed will change in the radial
direction. However, the location of the leading shock, rLD at a fixed time can be obtained
by integrating the saturation profile using the equal area rule. Equating areas A1 and A2,
shown in Figure 4.3, gives:
rLD =
1
S1L
∫ S1L
S1c
rD dS1 (4.37)
where S1L is a leading shock front saturation under non-Darcy flow conditions and S1c
is a critical gas saturation, below which the gas phase becomes immobile. Details of the
implementation of the equal area rule for determining the shock front position in non-Darcy
displacement are given in Appendix C. LeVeque (1992) proved that the Rankine-Hugoniot
condition holds even when the discontinuity propagates with a variable speed, as is the
case in the two-phase non-Darcy flow. The instantaneous shock velocity at time t can be
calculated with values of saturations at both sides of the shock evaluated at the same time.
4.2.4 Solving for pressure
Once the saturation profile is known, the solution for pressure can be obtained from the
expression for pressure gradients under non-Darcy flow conditions given in equation (4.22),
which after implementing the dimensionless transformation (4.25) becomes:
dP
drD
= − Q
4rDpiHk
(
1
β
kr1
µ1
+
kr2
µ2
)−1
(4.38)
Given the knowledge of the shock front location, rLD and assuming that the end point
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Figure 4.3: Equal area rule for immiscible non-Darcy displacement.
relative permeabity of the liquid phase is equal to 1, equation (4.38) can be modified into:
dP
drD
= − Q
4piHk

1
rD
(
1
β
kr1
µ1
+
kr2
µ2
)−1
, rwD ≤ rD ≤ rLD
µ2
rD
, rD > rLD
(4.39)
and integrated with respect to rD, which gives:
P − P0 = Q
4piHk

µ1Gp(rD) + µ2Gb(rD), rwD ≤ rD ≤ rLD
µ2Gb(rD), rD > rLD
(4.40)
where P0 is the initial reservoir pressure and Gp and Gb are pressure integrals for two-phase
and brine regions, respectively.
The pressure integral for the two-phase region:
Gp(rD) = − 1
µ1
∫ rLD
rD
1
rD
(
1
β
kr1
µ1
+
kr2
µ2
)−1
drD (4.41)
can be solved explicitly if relative permeability functions are linear (Mathias et al., 2009a).
In this study, it is assumed that the relative permeability varies nonlinearly with saturation
and the integral in equation (4.41) is evaluated by the numerical integration. Note that
values of pressure for the non-Darcy flow are influenced by the value of β.
Solution for the brine domain depends on the boundary condition and time since the
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beginning of injection. Before the pressure perturbation has reached the boundary (i.e.
when tD < tcD, where tcD is the critical time that shall be defined below), the transient
solution for the single-phase liquid flow under Darcy conditions is given by Theis (1935):
P − P0 = Qµ
4piHk
E
(
µcr2
4kt
)
(4.42)
where E denotes the exponential integral function. When tD ≥ tcD, the pressure is deter-
mined by the influence of the boundary. The pressure integral for the brine region, Gb(rD)
therefore has to be determined based on the outer boundary condition.
Pressure integral for open aquifers
In open aquifers, the constant pressure far-field boundary condition is implemented through
the Thiem (1906) equation:
P − P0 = Qµ
2piHk
ln
(re
r
)
(4.43)
By applying dimensionless transformations (4.25) and (4.26), equations (4.42) and (4.43)
can be simplified and substituted into system (4.40). The pressure integral for open for-
mations becomes:
Gb(rD) =

E(αrD), tD < tcD
ln
(
1
rD
)
, tD ≥ tcD
(4.44)
where
α =
Qµ2c2
4piHktD
(4.45)
The transition time, tcD can be obtained by equating solutions before and after the pressure
is influenced by the boundary conditions, which gives:
tcD =
Qµ2c2
4piHk
exp(0.5772) (4.46)
where c2 is brine compressibility.
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Pressure integral for closed aquifers
The solution for pressure at the well in closed formations can be obtained from equation
(3.12), assuming that brine flows under Darcy conditions (i.e. b = 0). To incorporate this
expression within the two-phase solution it is necessary to set rw as the outside edge of the
two-phase region defined by the leading shock front position, rL (Mathias et al., 2011b):
PL − P0 = Qt
pir2eHφc2
+
Qµ2
2pikH
[
ln
(
re
rL
)
− 3
4
]
(4.47)
The pressure distribution in the brine region can be obtained from equation (3.8), which
after setting Pw = PL and neglecting non-Darcy flow becomes:
P − PL = Qµ2
2pikHr2e
[
r2 − r2L
2
− r2e ln
(
r
rL
)]
(4.48)
Combining equations (4.47) and (4.48) gives the final expression for the pressure distribu-
tion within brine region in two-phase displacement:
P − P0 = Qt
pir2eHφc2
+
Qµ2
2pikH
[
ln
(re
r
)
− 3
4
+
r2 − r2L
2r2e
]
(4.49)
This modification was unnecessary when deriving the pressure integral for open aquifers
because the solution is not influenced by the formation boundary.
After dimensionless transformations using equations (4.25) and (4.26), the expression
for the pressure integral in closed formations takes the form:
Gb(rD) =

E(αrD), tD < tcD
1
α
+ ln
(
1
rD
)
− 3
2
+
rD − rLD
2
, tD ≥ tcD
(4.50)
where the critical time is defined as:
tcD =
Qµ2c2
4piHk
exp(0.5772− 3
2
) ≈ 0.2423Qµ2c2
piHk
(4.51)
Note that the expression for tcD in closed formations coincides with the solution given in
equation (3.13).
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4.3 Model development
The proposed algorithm for modelling of two-phase non-Darcy flow, together with the
corresponding modules for the solution under Darcy flow conditions, is shown in Figure
4.4. The new model described here has been implemented for the analysis of CO2 injection
in saline aquifers. The model application requires estimates of CO2 and brine properties,
relative permeabilities and the Forchheimer flow coefficient for the gas phase. These are
discussed in more detail below.
4.3.1 Estimation of fluid properties
Estimates of density and viscosity for both CO2 (subscript 1 ) and brine (subscript 2 ) can
be obtained using empirical correlations with temperature, pressure and salinity. The CO2
density was obtained from the approximation given by Spycher et al. (2003), using the
Redlich and Kwong (1949) equation formulated as:
P =
(
RT
V − dc
)
−
(
ac
T 0.5V (V + dc)
)
(4.52)
where ac and dc are parameters accounting for intermolecular attraction and repulsion,
respectively, V is the molar volume of gas at a given pressure P (in bar) and temperature
T (in Kelvins). The universal gas constant is equal to R = 88.1447 bar cm3 mol−1 K−1.
The value of intermolecular attraction in equation (4.52) can be obtained from:
ac = 7.54 · 107 − 4.13 · 104T (4.53)
where T is temperature in Kelvins. Intermolecular repulsion is a constant and equal to
dc=27.8 cm3 mol−1.
To compute the molar volume of the compressed gas phase Spycher et al. (2003) sug-
gested rearrangement of equation (4.52) in a general cubic equation in terms of V and then
solving it using the method of Nickalls (1993). In the present study, however, the molar
volume for a given pressure was found in three steps:
1. Pressures for the chosen temperature and possible range of molar volumes (in this
study, V is assumed to be between 30 – 103 cm3 mol−1) were calculated using equa-
tion (4.52).
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Figure 4.4: Solution algorithm for the two-phase Darcy and non-Darcy immiscible dis-
placements. Modules that implement novel approaches to the solution of the non-Darcy
problem are highlighted in grey.
75
2. A curve was fitted to the pressure data within the range corresponding to the molar
volumes used in the pervious step (P ≈ 0.5− 1000 MPa). In this study, a MATLAB
piecewise cubic Hermite polynomial was used for interpolation within vectors P and
V (solid line in Figure 4.5).
3. The molar volume corresponding to a particular pressure and temperature was found
from the obtained P − V − T function. Circular markers in Figure 4.5 show that
fitted values within a range of pressures considered in this study (P = 10 – 60 MPa)
are in excellent agreement with the values obtained directly from the Redlich and
Kwong (1949) correlation.
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Figure 4.5: P − V − T relationship calculated using the Redlich and Kwong (1949) equa-
tion of state (4.52) (solid line) and Hermite polynomial interpolation algorithm (circular
markers).
Once the molar volume was calculated, CO2 density, ρ1 (in kg m−3) was obtained from:
ρ1 =
1000Mc
V
(4.54)
where Mc=44.01 g mol−1 is the molar mass of CO2.
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The CO2 viscosity was calculated using the Mathias et al. (2009b) approximation of
the Fenghour et al. (1998) relationship:
µ1 = 16.485 + (0.009487ρ1)
2 − (0.0025939ρ1)4 + (0.0019815ρ1)6 (4.55)
where µ is in µPa s and ρ is in kg m−3. Mathias et al. (2009b) showed that equation
(4.55) gives a good approximation over the temperature range 10 ◦C ≤ T ≤ 100 ◦C. Both
CO2 density and viscosity vary significantly within the range of pressures chosen for the
investigation (Figure 4.6), especially as the conditions are approaching critical point of
CO2, challenging the assumption of the fluid incompressibility made earlier in section 4.2.
The correction of the analytical solution to account for the CO2 compressibility will be
discussed in more detail in Chapter 6.
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Figure 4.6: CO2 properties: a) density and b) viscosity as a function of pressure and
temperature. Both properties vary significantly within the chosen range of pressures.
In this study, brine density was obtained from the correlation given by Batzle and
Wang (1992). This algorithm has been shown to be the most accurate for analysis of CO2
injection problems in sedimentary basins for pressures up to 100MPa, temperatures below
350 ◦C and brine salinity less then 0.32 g cm−3 (Adams and Bachu, 2002). The Batzle and
Wang (1992) correlation for brine density, ρ2 (in g cm−3) as a function of water density, ρ
(in g cm−3) is:
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ρ2 = ρ+Ks{0.668 + 0.44Ks + 10−6[300P − 2400PKs + T (80
+ 3T − 3300Ks − 13P + 47PKs)]} (4.56)
where:
ρ = 1 + 10−6(−80T − 3.3T 2 + 0.00175T 3 + 489P − 2TP
+ 0.016T 2P − 1.3 · 10−5T 3P − 0.333P 2 − 0.002TP 2) (4.57)
and T is temperature (in ◦C), P is pressure (in MPa) and Ks is salt concentration (in
kg dm−3).
The Kestin et al. (1981) relationship, as approximated by Batzle and Wang (1992) for
temperatures below 250 ◦C, was used for calculation of brine viscosity (in mPa s):
µ2 = 0.1 + 0.333Ks + (1.65 + 91.3Ks
3) exp {−[0.42(Ks0.8 − 0.17)2 + 0.045]T 0.8} (4.58)
Brine compressibility, c2 was obtained by differentiating equations (4.56) and (4.57)
with respect to P , giving (Mathias et al., 2009b):
dρ2
dP
=
dρ
dP
+Ks10
−6[300− 2400Ks + T (−13 + 47Ks)] (4.59)
dρ
dP
= 10−6(489− 2T + 0.016T 2 − 1.3 · 10−5T 3 − 0.666P − 0.004TP ) (4.60)
and then substituting the result into the expression given by Bear (1979):
c2 =
1
ρ2
dρ2
dP
(4.61)
Figure 4.7 summarises the variation of brine properties with temperature, pressure and
salinity, for conditions representative of the sedimentary basins. The conditions investi-
gated here cover temperatures between 10 and 100 ◦C, pressures up to 60MPa and brine
salinity up to 0.3 g cm−3 (Bachu and Adams, 2003). Brine density is almost independent
of pressure and temperature, but increases with salinity. The viscosity and compressibility
of brine are strongly dependent on both temperature and salinity.
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Figure 4.7: Variation of brine properties: a), c) and e) with pressure for Ks=0.15 g cm−3
and b), d) and f) with salinity for P=30 MPa. Brine density increases with salinity, while
viscosity and compressibility of brine are both dependent on pressure and salt concentra-
tion.
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4.3.2 Relative permeability functions
Assuming that the gas phase relative permeability is a nonlinear function of saturation, its
value can be obtained from the model presented by Corey (1954):
kr1 = (1− Sˆ)n[1− (Sˆ)n] (4.62)
where
Sˆ =
S2 − S2r
1− S2r − S1c (4.63)
In the original work of Corey (1954), the paremeter n was chosen to be 2 and subscripts
r and c represent the residual saturation of the liquid phase and the critical saturation of
the gas phase, respectively.
The relative permeability of the liquid phase can be found using the parametric model
for predicting the hydraulic conductivity of two-phase flow given by Luckner et al. (1989).
The model is an extension of the approach suggested by van Genuchten (1980) for the
estimation of the hydraulic conductivity of single-phase flow systems. If the scaled variable
is defined as:
S¯ =
S2 − S2r
1− S2r (4.64)
then the relative permeability of the liquid phase is:
kr2 = (S¯)
l
{[
1− (1− S¯)1/g
]g}2
(4.65)
where l is a pore connectivity for the liquid phase and g is the van Genuchten model
parameter. While the value of l is fixed (l = 0.5), the value of the van Genuchten parameter
can vary within the range 0 ≤ g ≤ 1.
In addition to Corey (1954) and van Genuchten (1980) relations, two-phase relative
permeability can be calculated as a function of the end-point relative permeability. In
such a case, models (4.62) and (4.65) are rearranged to take the form of power-laws:
kr1 = kr10
(
S1 − S1c
1− S2r − S1c
)n
(4.66)
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kr2 = kr20
(
1− S1 − S2r
1− S2r − S1c
)g
(4.67)
where kr10 and kr20 are the end-point relative permeabilities of the gas and liquid phase,
respectively. Finally, CO2-brine system relative permeability can be estimated using the
Brooks-Corey model (Krevor et al., 2012):
kr1 = kr10(1− S¯)2[1− (S¯)n] (4.68)
kr2 = kr20(S¯)
g (4.69)
To test the applicability of the aforementioned correlations to CO2-brine systems, model
results were compared with experimental data. Bennion and Bachu (2005) presented de-
tailed water-CO2 relative permeability data set for a variety of potential sequestration
formations in Western Canada. They suggested that a low end-point saturation and rela-
tive permeability are intrinsic to the CO2-brine system and controlled by interfacial tension.
In their experiments, however, Krevor et al. (2012) showed that the maximum observed
saturations are controlled by the maximum capillary pressure possible in a given experi-
mental setup. Hence, low end-point CO2 saturation and permeability should not be taken
as end-point values of the S1 − kr function, unless capillary pressures achieved during the
experiment are representative of the aquifer and storage scheme being analysed.
The predictions of the various models for Berea sandstone are compared with the ex-
perimental data in Figure 4.8. Allowing for the variation of both n and g parameter values
and taking into account the influence of the end-point relative permeability of both phases,
power-law models show excellent agreement with the experimental data. A summary of
experimental data, together with optimised values of parameters in equations (4.66) and
(4.67) are given in Table 4.1 and shown in Figure 4.9.
4.3.3 Forchheimer coefficient for the mobile gas phase
In the literature, there are very limited data available for quantifying the effect of the
mobile liquid saturation on the non-Darcy factor in gas-liquid systems. Results of experi-
ments carried out so far, however, show that the gas phase non-Darcy coefficient increases
significantly with increasing liquid saturation.
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Figure 4.8: Relative permeability experimental data for Berea sandstone (Krevor et al.,
2012) and correlation model estimations.
Table 4.1: Summary of experimental data (kr10, kr20, S1c and S2r) from Krevor et al.
(2012) and optimised values of the modified Corey and van Genuchten model parameters
n and g (equations (4.66) and (4.67), respectively).
Fomation Type kr10 kr20 S1c S2r n g
(−) (−) (−) (−) (−) (−)
Berea Sandstone 0.95 1.00 0.00 0.20 2.5 5.4
Paaratte Sandstone 0.95 1.00 0.00 0.05 2.5 8.5
Mt. Simon Sandstone 0.95 1.00 0.00 0.22 1.8 8.7
Tuscaloosa Sandstone 0.95 1.00 0.00 0.05 2.6 16.9
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Figure 4.9: Relative permeability experimental data for the four sandstone samples (Krevor
et al., 2012) and modified Corey and van Genuchten models (equations (4.66) and (4.67),
respectively) with best fit parameters given in Table 4.1.
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The first set of experimental data that can be used for the estimation of the Forchheimer
coefficient for the mobile gas phase, b1 was given by Wong (1970). In that study, results
of Gewers and Nichol (1969), who measured the gas non-Darcy factor in low-permeability
carbonates with up to 30% immobile liquid saturation, were extended to include the effects
of a mobile liquid saturation in nitrogen-water systems. The experiments showed that an
increase in liquid saturation from 40 to 70% could result in eight-fold increase in the non-
Darcy factor. Evans and Evans (1988) obtained similar results in their nitrogen-brine
experiments using Ottawa sand pack samples. For a small mobile liquid saturation, the
non-Darcy flow coefficient was increased by up to three times over that for an immobile
liquid saturation. The experimental data are summarised in Table 4.2.
Table 4.2: Mobile liquid saturation literature data for car-
bonates (Wong, 1970) and Ottawa sands (Evans and Evans,
1988).
Formation Sample Effective permeability Experimental b1 Porosity
type ( 10−12 m2) ( 107 m−1) (−)
Carbonate 16A 0.00126 98425 0.11
16A 0.00224 39370 0.11
16A 0.00322 24606 0.11
24E 0.00370 36089 0.13
24E 0.00530 22966 0.13
24E 0.00790 11155 0.13
24F 0.00790 21982 0.10
24F 0.01060 10171 0.10
24F 0.01330 5906 0.10
Ottawa sand 20/40 29 0.01123 0.36
20/40 31 0.01201 0.36
20/40 32 0.01186 0.36
20/40 33 0.01121 0.36
20/40 33 0.01109 0.36
20/40 36 0.01088 0.36
20/40 36 0.01134 0.36
20/40 44 0.00991 0.36
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Table 4.2: (continued)
Formation Sample Effective permeability Experimental b1 Porosity
type ( 10−12 m2) ( 107 m−1) (−)
20/40 53 0.01229 0.36
20/40 57 0.00972 0.36
20/40 88 0.00600 0.36
20/40 120 0.00189 0.36
10/20 142 0.00399 0.36
10/20 143 0.00395 0.36
10/20 154 0.00397 0.36
10/20 159 0.00419 0.36
10/20 169 0.00419 0.36
10/20 181 0.00369 0.36
10/20 196 0.00398 0.36
10/20 197 0.00401 0.36
10/20 245 0.00388 0.36
10/20 283 0.00285 0.36
10/20 350 0.00042 0.36
10/20 353 0.00448 0.36
The Forchheimer coefficient for the gas phase in multiphase systems can be estimated
using various empirical correlations. They are extensions of relations proposed for the
estimation of the non-Darcy coefficient in single-phase systems. The absolute permeability
is replaced by the effective permeability, kkr, while the porosity is substituted by the
fraction of pore space occupied by gas, that is φ(1 − S2r) (Li and Engler, 2001). In this
study, the following correlations were tested against the experimental data listed in Table
4.2:
• The correlation of Janicek and Katz (1955):
b1 =
W
(kkr1)1.25[φ(1− S2r)]0.75 (4.70)
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• The correlation of Geertsma (1974):
b1 =
W
(kkr1)0.5[φ(1− S2r)]5.5 (4.71)
• The correlation of Kutasov (1993):
b1 =
W
(kkr1)0.5[φ(1− S2r)]1.5 (4.72)
• The correlation of Frederick and Graves (1994):
b1 =
W
(kkr1)1.55[φ(1− S2r)] (4.73)
where W is the Forchheimer flow constant. The constant is an optimisation parameter
whose value is adjusted to obtain the best match with experimental data. Table 4.3 shows
the values of W adjusted by the aforementioned authors, along with the corresponding
units for b1 and kkr.
Table 4.3: Values of the Forchheimer flow constant, W in the original correlations (4.70)–
(4.73) and the corresponding units for b and kkr.
Correlation W b1 in kkr in
Janicek and Katz (1955) 1.82 · 108 1/cm∗ mD
Geertsma (1974) 0.005 1/ft mD
Kutasov (1993) 1432.6 1/cm D
Frederick and Graves (1994) 2.11 · 1010 1/ft mD
*centimetres (cm); milidarcy (mD); feet (ft); darcy (D)
In this study, the value of W in correlations (4.70)–(4.73) was optimised to obtain the
best fit with the experimental data from Table 4.2. The value of residual water saturation
used in calculations was S2r = 0. Values of kkr were in m2, giving the Forchheimer
coefficient in m−1. A first attempt was to optimise correlations to the Wong (1970) and
Evans and Evans (1988) data sets simultaneously. Figure 4.10 shows that none of the
equations could accurately represent all of the experimental data with a single value of
W . The reason could be that non-Darcy coefficient correlations are sensitive to variations
of in sample porosity (Li and Engler, 2001). While low-porosity carbonate data are well
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Figure 4.10: Mobile liquid phase non-Darcy coefficient experimental data and empirical
correlations (4.70)–(4.73) optimised to the two data sets simultaneously. Correlation is
greatly influenced by the lack of experimental data in the middle of the effective perme-
ability range. Forchheimer coefficient for the gas phase is greatly overestimated for Ottawa
sands.
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Figure 4.11: Mobile liquid phase non-Darcy coefficient experimental data and separately
optimised theoretical correlations for a) Carbonate and b) Ottawa sand.
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approximated, b1 is greatly overestimated for Ottawa sands. The Frederick and Graves
(1994) correlation gives the best approximation, with a value of W = 3.2 · 10−11 m2.1.
To see the possible range of values of W , the Janicek and Katz (1955) and Frederick
and Graves (1994) models were fitted to carbonate and Ottawa sand experimental data
sets independently (Figure 4.11). Based on the results shown in Figure 4.10, these two
models were selected as the most applicable for the mobile liquid systems modelling. Fitted
values of W are shown in Table 4.4, together with the normalised root mean square errors
(NRMSE) for each model obtained as:
NRMSEb =
1
b1e,max − b1e,min
√√√√√ n∑i=1(b1m,i − b1e,i)2
n
(4.74)
where b1e are the non-Darcy experimental data from Table 4.2 and b1m are the values
calculated from the correlations. Overall, the Janicek and Katz (1955) equation gives
a better match to the experimental data, as seen by the lower values of NRMSEb for
both carbonate and Ottawa sand samples. However, the Forchheimer flow constants are
two orders of magnitude different. This could indicate the range of inertial effects in the
non-Darcy flow of gas, that may occur in two-phase systems with a mobile liquid phase.
Table 4.4: Values of Forchheimer flow constant, W obtained by optimising the empirical
correlations to the experimental data sets independently.
Janicek and Katz (1955) Frederick and Graves (1994)
Formation W NRMSEb W NRMSEb
type (m1.5) (%) (m2.1) (%)
Carbonate 7.7 ·10−7 6.3 3.2 ·10−11 8.2
Ottawa sand 4.6 ·10−9 20.2 2.5 ·10−12 24.5
The above correlations assume that all the available pore space is occupied by gas,
except for the volume taken by the residual liquid saturation. However, in the two-phase
region, the pore space is potentially occupied by mobile liquid, which could alter the value
of the Forchheimer flow coefficient. To account for the effect of the variable gas saturation,
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Wu (2001) modified the Janicek and Katz (1955) formulation to:
b1 =
W
(kkr1)1.25[φ(S1 − S1c)]0.75 (4.75)
Assuming that the saturation dependance of the gas phase relative permeability is described
by the Corey (1954) model, the values of b1 obtained from equation (4.75) were fitted to
the experimental data of Evans and Evans (1988) (Figure 4.12). Data from the Wong
(1970) study could not be used due to the lack of intrinsic permeability data. The best
model fit was obtained with W=3.2 ·10−9 m1.5, which was the value of the Forchheimer
flow constant used in the simulations carried out by Wu (2001).
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Figure 4.12: Mobile liquid phase non-Darcy coefficient experimental data for Ottawa sand
fitted using the saturation dependent correlation (4.75).
In the present study, the Forchheimer coefficient for the gas phase was obtained from
equation (4.75), with the values of the Forchheimer flow constant in the range of 3.2 ·10−9
≤W ≤ 3.2 ·10−7 m1.5. The value for the upper limit of W was chosen based on the value
obtained by fitting to the data of (Wong, 1970).
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4.4 Model results
The example presented here shows the performance of the non-Darcy analytical solution
using the initial and boundary conditions and formation characteristics detailed in Table
4.5. Gas and liquid phase relative permeability functions are shown in Figure 4.13. They
were calculated using equations (4.66) and (4.67), respectively, with the model parameters
given in Table 4.5. Injection rates were selected based on the range that is of practical
interest for commercial CO2 sequestration projects (Oldenburg et al., 2004; Zhou et al.,
2008). Fluid properties were estimated at the initial reservoir pressure as described in
section 4.3.1. It should be noted that the assumption of constant reservoir properties
calculated at the initial pressure is not physically realistic, as both density and viscosity of
CO2 and brine will change with the pressure change in the aquifer, which will be addressed
in Chapter 6.
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Figure 4.13: CO2-brine system relative permeability functions. Input data are shown in
Table 4.5.
Equation (4.75) was used to determine the dependence of the Forchheimer coefficient
for the gas phase, b1 on the phase saturation. By analysing equation (4.75), it can be
concluded that as the gas phase becomes less mobile, that is as its saturation approaches
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Table 4.5: Parameters used for the analytical model simulations and values of fluid prop-
erties at the initial reservoir pressure.
Parameter Value
Well radius, rw (m) 0.2
Radial extent of the reservoir, re (m) 5000
Porosity, φ (−) 0.2
Initial pressure, P0 (MPa) 12
Temperature, T ( ◦C) 45
Salt concentration, Ks ( g cm−3) 0.15
Critical CO2 saturation, S1c (−) 0
Residual brine saturation, S2r (−) 0.2
End-point relative permeability for CO2, kr10 (−) 0.95
End-point relative permeability for brine, kr20 (−) 1.0
Corey model parameter, n (−) 2.5
van Genuchten model parameter, g (−) 8.5
Injection rate, Qm ( kg s−1) 30 or 100 or 120
Forchheimer flow constant, W (m1.5) 3.2 ·10−9 or 3.2 ·10−8 or 3.2 ·10−7
Formation thickness, H (m) 50 or 200
Permeability, k (m2) 10−13 or 10−12
Gas phase density, ρ1 ( kg m−3) 640
Gas phase viscosity, µ1 (Pa s) 4.99 ·10−5
Liquid phase viscosity, µ2 (Pa s) 8.91 ·10−4
Liquid phase compressibility, c2 (Pa−1) 5 ·10−10
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the critical value, the influence of the non-Darcy effect becomes more significant. However,
if the influence of the gas phase flow velocity is included through equation (4.17), the
overall inertial effects can be analysed through the behaviour of the factor β. Figure 4.14
shows that the non-Darcy effect is most significant in a very narrow area around the well.
At radial distances larger than about 1 meter, β becomes nearly constant and approaches
its limiting value of 1 in Darcy flow conditions. The significant increase of b1 values for low
gas saturations does not necessarily imply a large pressure increase at the injection well
in equation (4.11). However, the pressure buildup in the near-well region will be greater
than under Darcy flow conditions.
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Figure 4.14: Inertial effects as a function of the gas phase saturation for Qm=100 kg s−1
and W=3.2 ·10−7 m1.5.
4.4.1 Non-Darcy fractional flow curves
Once the influence of inertial effects is defined as described in section 4.2.1, it is possible
to determine the non-Darcy fractional flow curve for any radial distance from the well. In
all the simulation results presented, the error tolerance was set to 10−5 and the number
of iterations was limited to 100. The volumetric injection rate, Q was obtained based on
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the mass injection rate Qm:
Q =
Qm
ρ1
(4.76)
Fractional flow curves for several distances from the well for a set injection rate and non-
Darcy flow constant are shown in Figure 4.15. The non-Darcy effect is most significant
near the well, where, for a given saturation value, the inertial effects significantly slow
down the gas phase flow. As the gas front advances into the reservoir, the non-Darcy flow
fraction becomes less significant and the flow conditions approach those of Darcy law (solid
grey line in Figure 4.15). The extent of the non-Darcy effect depends upon the reservoir
characteristics, the injection rate and the assumed level of inertial effects that is defined
by the constant W . Once gas is flowing under linear conditions, the Darcy fractional flow
curve applies for all the distances r ≥ rd (Figure 4.16).
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Figure 4.15: Non-Darcy fractional flow curves as a function of the gas phase saturation
and radial distance from the well for Qm=100 kg s−1 and W=3.2 ·10−7 m1.5.
While the Buckley and Leverett (1942) solution suggests that the phase fractional flow
is independent of the formation characteristics, under non-Darcy conditions that is not
the case. Figure 4.17 shows the sensitivity of the non-Darcy fractional flow function to
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Figure 4.16: Schematic representation of the influence of the non-Darcy effect in a radial
CO2-brine displacement. For r > rd, the non-Darcy effect is insignificant.
the variations of the formation thickness and permeability. The non-Darcy effect is most
significant in low-permeable formations where the pore space available for two-phase flow
is limited (Figure 4.17a). Inertial effects significantly reduce gas phase velocity in the
near-well region. Moreover, in these circumstances non-Darcy effects are felt more than
100m from the well. Selecting aquifers with increased permeability and/or larger formation
thickness leads to the reduction of non-Darcy effects and a narrowing of the region of non-
Darcy flow. In high-permeability, thick formations, the non-Darcy effects are limited to
distances of only tens of metres from the well (Figure 4.17d).
The impact of the convergence of the Picard iterative scheme for determining the
non-Darcy gas phase velocity was tested by examining the number of iterations required
to meet the error tolerance criterion. Two parameters were varied: 1) Forchheimer flow
constant, W and 2) radial distance from the well, r. Results in Table 4.6 show that a
good initial assumption for the pressure distribution enables the iterative procedure to be
computationally very efficient. For all analysed cases, the scheme converged in less than 30
iterations. However, the method is sensitive to variations of W and r. As the divergence
from the linear flow conditions increases, that is at the locations closer to the well and with
higher non-Darcy flow constant, more iterations are needed in order to obtain the correct
solution.
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Figure 4.17: Comparison of non-Darcy fractional flow curves with respect to the formation
thickness and permeability. Figure 4.17a corresponds to Figure 4.15.
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Table 4.6: Performance of the Picard scheme: Number of iterations as a function of the
Forchheimer flow constant and radial distance from the well for Qm=100 kg s−1, H=50m
and k= 10−13 m2.
r (m) W (m1.5)
3.2 ·10−9 3.2 ·10−8 3.2 ·10−7
0.2 16 23 26
1 11 21 24
10 5 18 21
100 3 11 18
4.4.2 Saturation profiles
Saturation profiles and shock fronts for any combination of parameters can be calculated
using equations (4.36) and (4.37), respectively. One interesting aspect of the non-Darcy
displacement is its influence on the displacement characteristics (Figure 4.18). As the wave
velocity is a function of both saturation and the non-Darcy flow constant, the shock front
will travel much more slowly in the case of non-Darcy flow. The explanation is that inertial
effects slow down the gas phase flow compared to the case under Darcy flow conditions
(W=0). Consequently, the displacement efficiency, that is the fraction of brine that is
displaced from a unit volume of the aquifer, will be higher. This is favourable for CO2
injection processes as higher gas saturations imply a larger storage capacity. Neglecting
the non-Darcy behaviour can also lead to the overestimation of the lateral extent of the
gas plume.
Under Darcy flow conditions, the shock saturation is not dependent on the injection
rate. However, this is not the case when there is non-Darcy flow. The influence of the
variable injection rate can be analysed by injecting a fixed mass of CO2. Computationally
that was achieved by fixing the Qmt term in the expression for dimensionless time tD (see
equation (4.26)). Figure 4.19 shows that the shock front moves more slowly for the faster,
more turbulent injection, which is due to the larger flow resistance to the gas phase when
the injection rate is increased. As expected, higher injection rates will enhance the non-
Darcy effect, resulting in higher gas saturations and hence better displacement efficiency.
If the maximal allowable injection pressure is not reached, increasing injection rate allows
larger volumes of CO2 to be injected into a given reservoir volume.
Another interesting feature of the non-Darcy flow is the temporal change in saturation
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Figure 4.18: Saturation profiles of Darcy and non-Darcy displacements 12 hours after the
beginning of the injection at the rate Qm=100 kg s−1. The formation thickness is H=50
m and permeability is k= 10−13 m2.
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Figure 4.19: Saturation profiles of non-Darcy displacements for various mass injection
rates, after a fixed mass of CO2 has been injected for W=3.2 ·10−7 m1.5, H=50 m and
k= 10−13 m2.
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distribution. Figure 4.20 shows the results for formation thicknesses of 50 and 200 metres.
Non-Darcy effects are most significant immediately after the injection begins, when the
saturation front is close to the well. At this time, the leading front saturation is significantly
higher than the one under Darcy conditions. As the front advances into the reservoir, non-
Darcy flow effects decrease and leading shock saturations start to converge to the Darcy
value. After this, the shock front will continue to advance with a constant velocity and
saturation given by the Buckley and Leverett (1942) solution. A smmary of simulations
results is given in Table 4.7.
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Figure 4.20: Comparison of CO2 saturation distributions for cases a) and b) shown in
Figure 4.17. Time is set to 0.5, 5 and 50 days after the beginning of the injection. The
injection rate is Qm=100 kg s−1 and the Forchheimer flow constant for non-Darcy flow is
W=3.2 ·10−7 m1.5.
4.4.3 Pressure buildup
Once the saturation profile has been determined, pressure can be calculated for any radial
distance from the well. To emphasise the near-well area, results for pressure are presented
with the x-axis set logarithmically. Results for an open aquifer and case a from Figure
4.20 before the pressure perturbation has reached the boundary (t ≤ tc = 115 days) are
presented in Figure 4.21. The rapid pressure increase under non-Darcy conditions close
to the well is expected, due to the significant influence of inertial effects in that zone.
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Table 4.7: Simulation results for Darcy and non-Darcy flow for two cases shown in Figure
4.20: a) H=50 m and k= 10−13 m2 and b) H=200 m and k= 10−13 m2. The injection rate
is Q=100 kg s−1 and the initial pressure is P0= 12 MPa. Subscript L denotes the value of
the parameter at the leading shock front.
Case a Case b
time (days)/W (m1.5) 0 3.2 ·10−8 3.2 ·10−7 0 3.2 ·10−7 m1.5
S1L (−) 0.5 0.1845 0.2024 0.2577 0.1845 0.2363
rL (m) 0.5 30.6 29.4 26.2 15.3 13.7
Pw (MPa) 0.5 34.2 41.9 94.2 18.2 23.7
S1L (−) 5 0.1845 0.1914 0.2242 0.1845 0.2095
rL (m) 5 96.7 95.4 88.6 48.4 45.8
Pw (MPa) 5 34.8 40.2 80.4 18.4 22.2
S1L (−) 50 0.1845 0.1870 0.2024 0.1845 0.1948
rL (m) 50 306 305 294 153 150
Pw (MPa) 50 35.4 39.4 71.4 18.5 21.4
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Furthermore, as the inertial effects increase, the non-Darcy influence spreads further into
the reservoir. Another interesting feature of the plot is the large increase in the near-well
pressure as W changes by an order of magnitude from 10−8 to 10−7 m1.5 (for numerical
values see Table 4.7). This suggests that there may be a threshold value of the non-Darcy
flow for a given formation and injection rate, above which the pressure buildup could induce
the fracturing of the reservoir rock.
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Figure 4.21: Pressure distribution along the reservoir for Darcy and non-Darcy flow 12
hours after the beginning of the injection. Open flow boundary is set at r=5000 m. Re-
maining parameters are Qm=100 kg s−1, H=50 m and k= 10−13 m2.
Figure 4.22 shows the change of the open reservoir pressure in time for two different
formation thicknesses. The thinner formation has a much higher pressure increase, both
under Darcy and non-Darcy flow conditions. Interestingly, while the well pressure under
linear flow conditions increases slightly in time, which is expected since the pressure per-
turbation is not yet influenced by the formation boundary, the non-Darcy well pressure
decreases with respect to time after the beginning of the injection. The reason for such
behaviour is related to the saturation dependence of the non-Darcy effect. At early times,
the saturation front is close to the well and the whole profile is affected significantly by
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inertial effects. A the saturation front advances into the reservoir, the far-field component
of the saturation profile approaches Darcy flow conditions, while the gas saturation near
the well approaches 1− S2r.
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Figure 4.22: Comparison of pressure distributions for cases a) and b) shown in Figure
4.17. Time is set to 0.5, 5 and 50 days after the beginning of the injection, before the
boundary impacts the pressure. The injection rate is Qm=100 kg s−1 and the Forchheimer
flow constant for non-Darcy flow isW=3.2 ·10−7 m1.5. Open flow boundary is set at r=5000
m.
The pressure distribution within the formation depends on the far-field boundary con-
ditions. The response of both closed and open systems, after the influence of the boundary
is felt at the well, is shown in Figure 4.23. In open formations, the constant pressure at the
outer boundary determines the reservoir pressure distribution. As the two-phase mobility
begins to dominate the displacement process in the reservoir, both Darcy and non-Darcy
well pressures will decrease in time due to the relative permeability effects. In non-Darcy
flow, the critical pressure buildup will occur immediately after the beginning of the gas
injection process.
Conversely, in closed aquifers the accumulation of the fluids within the formation results
in an additional pressure rise under both linear and non-Darcy flow conditions, as can be
seen in the right side of Figure 4.23. This significant pressure buildup limits the injectivity
of such formations. Due to well interference, the same problem can occur in systems
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containing multiple wells. Therefore, multiple well systems should be carefully monitored
to ensure the pressure does not increase above the formation fracture limit.
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Figure 4.23: Comparison of pressure distributions for: a) open and b) closed formations.
Time is set to 200, 500 and 1000 days after the beginning of the injection. The pressure
effect has reached the boundary at t=115 and 62 days in open and closed formations, respec-
tively. The parameters are Qm=100 kg s−1, W=3.2 ·10−7 m1.5, H=50 m and k= 10−13 m2
The far-field boundary condition is set at r=5000 m.
4.4.4 Comparison with a finite difference solution
In order to verify the method approach presented here, equation (4.27) was solved numeri-
cally using a forward in space finite difference approximation with an implicit scheme. For
every time step, the following numerical representation of the problem:
∆S1
∆tD
= −
(
f1,i+1 − f1,i
∆rD
)
(4.77)
was solved using MATLAB code with ordinary differential equation solver ode15s. The
subscripts i and i + 1 denote current and forward space nodes in the radial direction,
respectively. The values of f1 = f1(S1, rD) were calculated by implementing the same
iterative scheme as used in the analytical solution.
Simulation results are presented in Figure 4.24. The numerical grid has intervals equal
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to ∆rD = 0.001. The same resolution is used in the analytical simulation used for compar-
ison. The plots show excellent agreement between numerical and analytical solutions for
both Darcy (lower saturation profiles) and non-Darcy flow, verifying the numerical model
and the proposed approach to the non-Darcy modelling of the gas-liquid systems. The
numerical model is prone to numerical diffusion, leading to inaccurate prediction of the
leading front characteristics, especially under non-Darcy flow conditions. To overcome this
problem, grid resolution can be increased, but at the cost of computational efficiency.
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Figure 4.24: Comparison between analytical and numerical solutions for Darcy (lower
saturations) and non-Darcy (higher saturations) flow 5 days after the beginning of the
injection. The injection rate is Qm=100 kg s−1 and the Forchheimer flow constant is
W=3.2 ·10−7 m1.5.
4.4.5 Limitations of the proposed solution
The application of the proposed solution to the analysis of full physics problems is lim-
ited by the underlying assumptions of phase incompressibility and immiscibility. Under
Darcy flow conditions, the effects of CO2 compressibility on storage in saline aquifers were
analysed in Vilarrasa et al. (2010). They concluded that the influence on the interface po-
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sition is not significant when viscous effects dominate. However, the pressure increase was
overestimated when gas compressibility was neglected. Mathias et al. (2011a) examined
the role of partial miscibility on pressure buildup. The well pressure declined due to the
development of the dry-out zone and a corresponding increase in CO2 relative permeability
in the near-well region. In addition, the leading front saturation in compositional displace-
ment will be higher than when the phase behaviour is neglected. Therefore, when Darcy
flow conditions are valid, both phase behaviour and compressibility may lower reservoir
pressures and increase the leading shock front saturation.
Under non-Darcy flow conditions, it can be assumed that the effects of compressibility
and miscibility will become even more significant. Under the assumption of gas incompress-
ibility, the parameter B1 (see equation (4.14)), which defines the level of inertial effects,
is a function of saturation only. In pressure dependent flow conditions however, its value
will additionally vary due to the influence of the gas density. As non-Darcy effects are the
most significant in the vicinity of the well, it is expected that gas compressibility will have
a positive effect on injectivity by reducing the pressure peak that occurs at the well. The
non-Darcy flow in compositional displacement is expected to reduce the rate of evaporation
in the near-well region, and therefore contribute to the reduction of solid salt precipitation.
Furthermore, combined with the compositional displacement, a reduction in pressure due
to CO2 compressibility will additionally affect evaporation of water and dissolution of CO2
in aqueous phase. Hence, the non-Darcy solution proposed in this chapter is likely to over-
estimate well pressure and underestimate saturation at the displacement front. Therefore,
it is the worst-case solution for a given set of input data.
Further limitation of the proposed model is related to the temperature change in the
near-well region. Injected gas is cooler than the ambient formation temperature, and
thermal effects such as Joule-Thomson cooling may occur. This effect represents a drop
in temperature that occurs when a gas such as CO2 expands from high pressure to low
pressure at constant enthalpy. This could potentially have a significant impact on the loss
of injectivity due to freezing of the resident brine (Oldenburg, 2007; Mathias et al., 2010).
Finally, the near-well region is likely to be highly heterogenous. Although the analytical
solution in this study accounts for potential rapid changes in pressure under non-Darcy flow
by refining the grid spacing close to the well, it cannot represent the changes in formation
properties. Chandra et al. (2011) developed a high-resolution numerical scheme, which
allowed representation of geological heterogeneity in the near-well region and improved
fundamental understanding of interactions between the aquifer and the well. Results from
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the present study could be an indicator if further grid refinement in numerical simulators
is needed to account for non-Darcy effects.
4.5 Conclusions
Analytical solutions to two-phase flow systems are a useful tool for the preliminary analysis
of complex problems such as CO2 injection in saline aquifers. Though the well-established
Buckley and Leverett (1942) formulation has been implemented successfully in a variety of
oil recovery analyses, gas-liquid problems may require the extension of the model in order
to account for the non-Darcy behaviour of the gas phase in the near-well region. This
chapter presented the development of an analytical model for radial, non-Darcy two-phase
flow, in which fractional flow is a function of both saturation and the distance from the
well. Using the iterative procedure presented, equation (4.24) can be used to calculate the
non-Darcy fractional flow function. Furthermore, the solution for the saturation profiles
and shock front can be obtained by using equations (4.36) and (4.37), respectively.
The analysis of correlations for estimating fluid properties has shown that within the
range of conditions representative of sedimentary basins, CO2 properties are strongly pres-
sure dependent, while brine properties vary with changes in temperature and salinity. By
comparison with experimental data, power-law correlations were shown to most accurately
represent the CO2-brine system relative permeability curves. However, more experimental
data in the middle of the effective permeability range ( 10−13 ≤ kkr1 ≤ 10−11 ), and data
for CO2-brine systems are necessary to support the selection of the correlation for the
Forchheimer coefficient for the gas phase, b1.
The results of the model application have shown that:
• Inertial effects are most significant in the area close to the well (Figure 4.15). As the
distance from the well increases, the non-Darcy flow conditions become less signifi-
cant, and the classical Buckley and Leverett (1942) solution can be used.
• The non-Darcy effects are most significant in low-permeability formations when gas
is injected at high rates because of the largest resistance to phase flow within the
limited pore space.
• In non-Darcy systems, the phase saturation at the shock front is controlled not only
by the relative permeability functions, but also by the injection rate and the mag-
nitude of the inertial effects, defined by the Forchheimer flow constant, W (Figures
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4.18 and 4.19). In addition, the shock front velocity and saturation change in time
as the displacement progresses into the reservoir (Figure 4.20 and Table 4.7). As
the shock front moves further from the well, its saturation decreases but the shock
accelerates until the Darcy flow limit is reached.
• There could be a limiting value of the Forchheimer flow constant, below which pres-
sure increases are negligible compared to Darcy flows (Figure 4.21). Above that
value, there is a significant additional pressure buildup that could limit the rate of
gas injection due to the risk of fracturing.
• Before the pressure change reaches the boundary, the Darcy critical pressure at the
well increases insignificantly, while non-Darcy systems follow the opposite pattern.
For systems with closed formations, an additional pressure increase due to the influ-
ence of the far-field boundary condition was seen (Figure 4.23).
The verification of the proposed solution was confirmed by comparison with the cor-
responding numerical model (Figure 4.24). By neglecting the effects of compressibility
and miscibility, the proposed solution is likely to estimate the upper limit values of well
pressure and lower limit values of shock saturation for a given set of input data.
The preliminary analysis of CO2 sequestration scenarios requires a reliable tool which
takes into account as many characteristics of two-phase system behaviour as possible.
The selection of the injection rate for CO2 sequestration is a trade-off between the larger
storage capacity over a short period of time and the larger pressure buildup. In examples
presented in this chapter it was shown that non-Darcy conditions are more favourable for
CO2 storage than Darcy flow due to better displacement efficiency. The gas front will
advance more slowly and will occupy more pore volume near the well over the same period
of time. However, this comes at the cost of higher injection pressure at the well. Additional
work has to be undertaken in order to examine the level of non-Darcy effects likely to
occur in reservoirs suitable for CO2 injection at reasonable injection rates, to confirm the
values of Forchheimer flow constants used in the model presented here. Furthermore,
the extension of the solution to include compressibility and partial miscibility and its
comparison to commercial simulators would contribute significantly to the model usefulness
for real storage analysis.
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Chapter 5
Effects of partial miscibility
5.1 Introduction
When CO2 is injected into an aquifer for storage, partial miscibility of CO2 with water
causes a three-region system to form in the reservoir. The three regions that form are: 1)
a dry-out zone that develops immediately around the well, 2) an intermediate two-phase
zone and 3) a brine zone ahead of the leading shock (Figure 5.1).
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Figure 5.1: Approximation of the compositional model of CO2 injection into a saline
formation (Zeidouni et al., 2009).
The dry-out zone, which contains only gas, as all the water is either evaporated or
displaced, did not appear in the displacement in the preceding chapter. Compared to
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the immiscible case, the compositional displacement forms an additional shock front (the
trailing shock), which determines the near-well zone with a constant CO2 composition.
The dry-out zone increases the pore space available for gas flow as compared with the
examples in Chapter 4. However, that pore space may be reduced due to precipitation of
salt that previously resided in the brine. This may decrease the near-well permeability and
lead to a loss of the gas injectivity as compared with pure-water systems. To explore these
effects, it is necessary to determine the amount of salt that will precipitate in the near-well
region. Existing solutions (Burton et al., 2008; Pruess and Müller, 2009; Pruess, 2009;
Zeidouni et al., 2009; Mathias et al., 2011a) imply that salt saturation can be obtained as
a function of saturation at the trailing shock front, which is explained in more detail in
section 2.3.2.
Saturation profiles can be obtained from fractional flow theory and strongly depend
on the component flow velocities that form the convective part of the mass balance equa-
tion (Orr, 2007). In the previous chapter it was shown that the near-well flow can be
significantly altered by non-Darcy effects. However, the solution presented in Chapter 4
was developed for immiscible displacement, and it cannot be used to model changes in
the effective permeability due to processes that occur during gas injection into saline for-
mations. This chapter presents the extension of the immiscible non-Darcy solution in the
previous chapter. The improved model is used to explore the effects of partial miscibility
on saturation and pressure profiles, as well as salt precipitation in the near-well region.
The performance of the model is tested by comparison of analytical results with those ob-
tained using ECLIPSE 300 simulations. Finally, this chapter discusses the influence of the
Forchheimer flow parameter on the development of the dry-out zone and the implications
for CO2 injectivity.
5.2 Compositional non-Darcy two-phase displacement
If effects of miscibility are taken into account, then the mass continuity equation (4.9) can
be extended to model incompressible, two-phase, two-component radial flow (Orr, 2007;
Mathias et al., 2011a):
∂
∂t
(w1cρcSc + w1bρbSb) +
Q
piHφ
∂
∂(r2)
(w1cρcfc + w1bρbfb) = 0 (5.1)
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∂∂t
(w2cρcSc + w2bρbSb +
Q
piHφ
∂
∂(r2)
(w2cρcfc + w2bρbfb) = 0 (5.2)
where w1c, w2c, w1b and w2b are the mass fraction of CO2 (subscript c) and brine (subscript
b) components in the gas (subscript 1 ) and liquid (subscript 2 ) phases, respectively, and ρ
is the phase mass density with a dissolved component. Other notations correspond to those
defined in Chapter 4. If the volume of each component does not change when components
transfer from one phase to the other, then the local flow velocity is constant and equal to
the injection velocity (Orr, 2007). For the two-component problem, equations (5.1) and
(5.2) reduce to a single quasilinear equation, which after the dimensionless transformations
given in equations (4.25) and (4.26) becomes:
∂
∂tD
(w1cρcSc + w1bρbSb) +
∂
∂rD
(w1cρcfc + w1bρbfb) = 0 (5.3)
Defining functions C1 and F1 as:
C1 = s1cSc + s1b(1− Sc) (5.4)
F1 = s1cfc + s1b(1− fc) (5.5)
where volume fractions of CO2 and brine in the gas phase, respectively are:
s1c =
w1cρc
ρ1
(5.6)
s1b =
w1bρb
ρ1
(5.7)
and ρ1 is the gas phase mass density without vaporised water, leads to the dimensionless
form of the conservation equation for pure convection with no volume change on mixing:
∂C1
∂tD
+
∂F1
∂rD
= 0 (5.8)
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5.2.1 Non-Darcy overall fractional flow function
Assuming that the CO2 fractional flow is a function of saturation and distance from the
well, values of fc can be obtained following the procedure described in Chapter 4, section
4.2. When substituted into equation (5.5), these values determine the overall fractional flow
of the gas phase within the two phase region (part 2 of the displacement in the schematic
in Figure 5.1):
F1 = s1cfc + s1b(1− fc) (5.9)
Two phase flow will occur when CO2 compositions are within the range of s1b ≤ C1 ≤ s1c.
Under Darcy flow conditions, for any mixture that forms a single phase, the overall
fractional flow is equal to the composition of the phase (Orr, 2007):
F1 = C1 (5.10)
This models the flow within the brine region (C1 < s1b), as the liquid phase does not
experience the Forchheimer flow. However, if the gas phase is flowing under non-Darcy
conditions, a correction of the wave velocity within the CO2 zone (C1 > s1c) is needed.
Non-Darcy single-phase gas flow
Single-phase gas flux can be obtained from the mass conservation equation (4.18) with q2
set to zero, which gives:
q1 =
Q
2rpiH
(5.11)
Under linear conditions, this flux would be equal to the Darcy velocity, q01 with kr1 = 1
(see equation (4.15)). When non-Darcy flow occurs, however, mobility of the gas will be
reduced due to inertial effects. The extent of the reduction can be defined by the ratio of
two fluxes (see equations (4.16) and (4.17)), such that:
β =
q01
q1
= 1 +B1|q1| (5.12)
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For the single-phase gas flow, expression for B1 (see equation (4.14)) takes the form:
B1 =
b1ρ1k
µ1
(5.13)
with the Forchheimer coefficient b1 defined from the Janicek and Katz (1955) formulation
for a single-phase flow:
b1 =
W
k1.25φ0.75
(5.14)
Having defined the Forchheimer factor, β in the single-phase gas region, it is now
possible to define the overall fraction flow function when s1c < C1 < 1 (Figure 5.2):
F1 =
1
β
(C1 − s1c) + s1c (5.15)
In the case of Darcy flow (β = 1), equation (5.15) reduces to the model of fractional flow
within the brine region. Note that for non-Darcy flow (β > 1), the Forchheimer factor
changes with the radial distance from the well. Therefore, overall fractional flow function
within the gas region is spatially dependent.
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Figure 5.2: Overall fractional flow function within the single-phase gas region for spatially
varying Forchheimer flow. Inertial effects increase with the proximity to the well (rw <
r1 < r2).
In summary, the overall fractional flow of the gas phase at any radial distance from the
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well can be obtained from:
F1 =

C1, 0 < C1 < s1b
Sc = 0
s1cfc + s1b(1− fc), s1b < C1 < s1c
0 < Sc < 1
1
β
(C1 − s1c) + s1c, s1c < C1 < 1
Sc = 1
(5.16)
Note that in single-phase flow systems, fluid flux can be determined directly from the mass
conservation equation (5.11), and hence the iterative procedure is not required.
5.2.2 Solution for composition by the MOC
The governing differential equation (5.8) has the same form as equation (4.27) derived for
the non-Darcy immiscible displacement. In order to implement the solution by the MOC
presented in Chapter 4 for the analysis of the miscible displacement, it is necessary to
define the derivative ∂F1/∂C1.
Differentiation of equation (5.5) shows that (Orr, 2007):
∂F1
∂C1
=
∂F1
∂f1
∂f1
∂C1
= (s1c − s1b) ∂f1
∂C1
(5.17)
where ∂f1/∂C1 can be obtained from equation (5.4):
∂f1
∂C1
=
∂f1
∂S1
∂S1
∂C1
=
1
(s1c − s1b)
∂f1
∂S1
(5.18)
Combining equations (5.17) and (5.18) gives that ∂F1/∂C1 = ∂f1/∂S1. Thus, the gas
compositions in the two-phase region can be obtained by implementing the initial condition
(4.35) together with the revised form of equation (4.36), such that:
rD =
∫ tD
0
v(F1, rD) dtD + rwD =
∫ tD
0
(
∂F1
∂C1
)
rD
dtD + rwD (5.19)
where dimensionless radial distance, rD and time, tD are defined in equations (4.25) and
(4.26), respectively. The solution within the two-phase region is a multivalued composition
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profile at a fixed time, just as it is in the immiscible displacement problem. Hence, the
transition into the single-phase liquid zone is defined by the leading shock front.
The existence of the upstream single-phase gas zone requires one more steep change
in composition that is defined by the trailing shock. Equation (5.16) can be differentiated
easily to obtain expressions for the wave velocity:
(
∂F1
∂C1
)
rD
=

1, 0 < C1 < s1b
Sc = 0(
∂fc
∂Sc
)
rD
, s1b < C1 < s1c
0 < Sc < 1(
1
β
)
rD
, s1c < C1 < 1
Sc = 1
(5.20)
where the gas phase saturation, Sc, and composition, C1, are correlated by equation (5.4).
Spatially varying values of ∂F1/∂C1 define the resulting composition profile, shown in
Figure 5.3 for both Darcy and non-Darcy displacements. Note that in non-Darcy miscible
displacement, the wave velocity varies with the distance from the well in both gas and
two-phase regions. The composition profile within these two regions has to be obtained
from the numerical integration of equation (5.19).
Shock fronts at a fixed time can again be determined by implementing the equal area
rule. Equating area A1 with area A2 gives an expression for the leading shock front, rLD:
rLD =
1
C1L
[
rbDs1b +
∫ C1L
C1c
rD dC1
]
(5.21)
while equating area A3 with area A4 defines the trailing shock front, rTD under non-Darcy
conditions:
rTD =
1
1− C1T
[
rcD(1− s1c) +
∫ 1−C2r
C1T
rD dC1
]
(5.22)
where C1T and C1L are the trailing and leading shock front compositions, respectively,
C1c and C2r are compositions corresponding to values of critical gas and residual brine
saturations, respectively and rbD and rcD are single-phase radial extents of brine and CO2,
respectively, obtained from equation (5.19). Derivation of expressions for shock fronts is
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Figure 5.3: Equal area rule for miscible non-Darcy displacement.
explained in more detail in Appendix C. Numerical solutions of equations (5.21) and (5.22)
define values of both front compositions and lateral extents of CO2 and two-phase regions.
5.2.3 Solving for pressure
The solution for pressure in a miscible non-Darcy displacement can be obtained from the
general expression for the pressure gradient defined by equation (4.38), which is modified
to account for the contribution of the single-phase gas zone around the well and change of
viscosities in the two-phase region due to phase miscibility:
dP
drD
= − Q
4piHk

1
rD
(
1
β
krs
µ1
)−1
, rwD ≤ rD < rTD
1
rD
(
1
β
kr1
µc
+
kr2
µb
)−1
, rTD ≤ rD ≤ rLD
µ2
rD
, rD > rLD
(5.23)
where krs is the permeability reduction factor due to salt precipitation, which will be
discussed in more detail below, and µc and µb are viscosity of CO2 and brine components,
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respectively. Integration of equation (5.23) with respect to rD gives:
P − P0 = Q
4piHk

µ1Gc(rD) + µcGp(rD) + µ2Gb(rD), rwD ≤ rD < rTD
µcGp(rD) + µ2Gb(rD), rTD ≤ rD ≤ rLD
µ2Gb(rD), rD > rLD
(5.24)
where
Gc(rD) = −
∫ rTD
rD
1
rD
β
krs
drD (5.25)
Two-phase integral function, Gp(rD) can be calculated using equation (4.41), with values
of viscosity substituted to account for the phase mixing:
Gp(rD) = − 1
µc
∫ rLD
rD
1
rD
(
1
β
kr1
µc
+
kr2
µb
)−1
drD (5.26)
Values of Gb(rD) can be obtained directly from expressions defined in Chapter 4 (see
equations (4.44) and (4.50)). For open aquifers, the brine pressure integral takes the form:
Gb(rD) =

E
(
Qµ2c2rD
4piHktD
)
, tD < tcD
ln
(
1
rD
)
, tD ≥ tcD
(5.27)
while in closed systems it becomes:
Gb(rD) =

E
(
Qµ2c2rD
4piHktD
)
, tD < tcD
4piHktD
Qµ2c2
+ ln
(
1
rD
)
− 3
2
+
rD − rLD
2
, tD ≥ tcD
(5.28)
Note that in miscible non-Darcy displacement, inertial effects will influence the pressure
distribution within both gas and CO2-brine regions.
5.2.4 Permeability reduction due to salt precipitation
Salt precipitation in the CO2-brine system can be modelled by implementing the analytical
solution presented in Zeidouni et al. (2009) and explained in more detail in Section 2.3.2.
The model assumes that the salt precipitation occurs upstream of the trailing shock and
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can be calculated as a function of the trailing shock saturation of the gas phase, ScT :
Ss =
ρ2w2s(1− ScT )
ρs
(5.29)
where Ss is volumetric saturation of precipitated salt, w2s is the mass fraction of salt in
liquid phase and ρs is salt mass density. Note that mass fractions in the liquid phase of
the components considered are interrelated by w2c +w2b +w2s = 1. Moreover, saturations
are related, such that Sc + Sb + Ss = 1.
Having defined salt saturation, the change in the near-well permeability can be de-
scribed by the permeability reduction factor defined by the Kozeny-Carman grain model
(Bolton et al., 1999). The model estimates permeability reduction due to salt precipita-
tion, krs based on the ratio of permeability, ks to initial permeability, k given by (Zeidouni
et al., 2009):
krs =
ks
k
=
(
φs
φ
)3( 1− φ
1− φs
)2
(5.30)
where φ is the initial formation porosity and φs is the porosity decreased due to salt
precipitation defined as:
φs = φ(1− Ss) (5.31)
High values of Ss, which imply significant precipitation of the solid salt and reduction of
the pore space available for the phase flow, will result in low values of the permeability
reduction factor. Therefore, the higher the value of krs, the less pore space is affected by
salt precipitation and the formation is more suitable for CO2 injection. If permeability
reduction due to salt precipitation is ignored, the value of krs converges to 1.
Although the model presented here is a simplified representation of the physical process,
Pruess and Spycher (2007) showed that in the problem of radial miscible displacement with
no volume change upon mixing, development of a spatially significant three-phase zone is
not possible. The inner boundary of a potential brine-salt-gas region advances into the
reservoir much faster than the precipitation front at the end of the zone that occurs when
water evaporates across the trailing shock, making the thee-phase zone self-sharpening and
preventing it from developing further.
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5.3 Model development
The improved non-Darcy solution, which can model two-phase miscible displacement and
solid salt precipitation, was implemented to examine these effects on the aforementioned
problem of CO2 injection into a saline aquifer. The solution algorithm is shown in Figure
5.4. To obtain fractional flow curves, the miscible model requires two additional compo-
nents compared to the immiscible solution: 1) calculation of mutual solubilities of water
(H2O) and CO2 and 2) correction of fluid properties to account for phase mixing. This is
discussed in more detail below.
5.3.1 Phase behaviour of CO2-brine systems
In analyses of miscible CO2-brine displacement, the partitioning of water and CO2 between
liquid and gas phases can be modelled as a function of temperature, pressure and salinity
using the correlations given by Spycher et al. (2003) and Spycher and Pruess (2005). The
first step in the process of calculating mutual solubilities of water and CO2 is to obtain
the activity coefficient, γ. In this study, the model of Rumpf et al. (1994) was used:
γ = exp
[
2ms
(
0.254− 76.82
T
− 10656
T 2
+
6312 · 103
T 3
)
− 0.0084m2s
]
(5.32)
In equation (5.32) molality of salt, ms is defined as:
ms =
1
1− w2s
1000w2s
Ms
(5.33)
where Ms=58.448 g mol−1 is the molar mass of sodium chloride salt (NaCl). The mass
fraction of salt in the liquid phase, w2s is equal to the brine salinity, Ks in g cm−3. Note
that in equation (5.32), temperature T is in Kelvins.
Fugacity coefficients, Φ, for CO2 and water, can be obtained using the following ex-
pression (Spycher et al., 2003):
Φc = exp
{
ln
(
V
V − dc
)
+
(
dc
V − dc
)
−
(
2ac
RT 1.5dc
)
ln
(
V + dc
V
)
+
(
acdc
RT 1.5d2c
)[
ln
(
V + dc
V
)
−
(
dc
V + dc
)]
− ln
(
PV
RT
)}
(5.34)
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Figure 5.4: Solution algorithm for the two-phase Darcy and non-Darcy miscible displace-
ments. Modules that implement novel approaches to the non-Darcy problem solution are
additionally highlighted in grey. Model components added to the immiscible solution al-
gorithm to account for the phase behaviour are highlighted with a thick black border.
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Φh = exp
{
ln
(
V
V − dc
)
+
(
dh
V − dc
)
−
(
2ahc
RT 1.5dc
)
ln
(
V + dc
V
)
+
(
acdh
RT 1.5d2c
)[
ln
(
V + dc
V
)
−
(
dc
V + dc
)]
− ln
(
PV
RT
)}
(5.35)
where intermolecular attraction for CO2, ac is defined as in Chapter 4 (see equation (4.53)).
Intermolecular repulsion for CO2, dc is a constant and equal to dc = 27.8 cm3 mol−1. The
procedure for calculating molar volume, V is detailed in section 4.3. In equation (5.35),
the additional parameters are:
ahc = 7.89 · 107 bar cm6 K0.5 mol−2 (5.36)
dh = 18.8 cm
3 mol−1 (5.37)
and the pressure P is in bars. Finally, equilibrium constants for components that form the
two-phase mixture, Θ can be defined as a function of temperature T (in ◦C), such that:
log(Θc) = 1.189 + 1.304 · 10−2T − 5.446 · 10−5T 2 (5.38)
log(Θh) = −2.209 + 3.097 · 10−2T − 1.098 · 10−4T 2 + 2.048 · 10−7T 3 (5.39)
Having defined all the elements of a mutual solubility model for a CO2-brine system,
the water mole fraction in the gas phase, λ1h can be obtained from (Spycher and Pruess,
2005):
λ1h =
(1− Γc)55.508
(1/Γh − Γc) (νms + 55.508) + νms (5.40)
where ν is the stoichiometric number of ions contained in the dissolved salt (equal to 2 for
NaCl). Solubility parameters, Γ, for water and CO2 respectively are:
Γh =
Θh
ΦhP
exp
[
(P − Patm)V h
RT
]
(5.41)
Γc =
ΦcP
55.508γΘc
exp
[
−(P − Patm)V c
RT
]
(5.42)
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where Patm=1.01325bar is atmospheric pressure. Average volumes per mole of water and
CO2 are equal to V h=32.6 cm3 mol−1 and V c=18.1 cm3 mol−1, respectively (Table 2,
Spycher and Pruess (2005)). Finally, the CO2 mole fraction in the liquid phase, λ2c is
obtained from:
λ2c = Γc(1− λ1h) (5.43)
Once the mole fractions are determined using the solubility model, mass fractions can
be calculated from (Pruess, 2005):
w2c =
mcMc
1000 +msMs +mcMc
(5.44)
w2b = 1− w2c − w2s (5.45)
w1b =
λ1hMc
λ1hMh + (1− λ1h)Mc (5.46)
w1c = 1− w1b (5.47)
where Mc=44.01 g mol−1 and Mh=18.02 g mol−1 are the molar mass of CO2 and water,
respectively. The molality of the gas component, mc can be obtained from:
mc =
λ2c(2ms + 1000/Mh)
1− λ2c (5.48)
Table 5.1 shows mutual solubilities of water and CO2 for a range of reservoir pressures
considered in the present study. The difference between solubilities at limiting pressures,
that is 10 and 60 MPa, is 0.1% for gas phase and 0.4% for liquid phase, indicating that
compositional changes within the reservoir are insignificant.
5.3.2 Estimation of fluid properties for mixtures
For modest reservoir temperatures (i.e. T ≤ 100 ◦C), the amount of water that is present
in the gas phase is relatively insignificant (Pruess and Spycher, 2007). In this study,
the properties of the gas phase within the two-phase region are therefore estimated using
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Table 5.1: Mutual solubilities of CO2 and water as a function of pressure at T = 40 ◦C
and brine salinity of 15 g cm−3.
Pressure Mass fraction of
CO2 in gas phase water in gas phase CO2 in liquid phase water in liquid phase
(MPa) (−) (−) (−) (−)
10 0.9984 0.0016 0.8395 0.0105
20 0.9977 0.0023 0.8382 0.0118
40 0.9974 0.0026 0.8365 0.0135
60 0.9974 0.0026 0.8352 0.0148
density and viscosity correlations presented in Chapter 4 (see equations (4.54) and (4.55))
for pure CO2 without water present, that is ρc = ρ1 and µc = µ1.
Pruess and Spycher (2007) showed that dissolution of CO2 in the liquid phase causes
an increase in brine density. They suggested a correlation for the liquid phase density
assuming the additivity of the volumes of brine and dissolved CO2, such that:
ρb =
(
1− w2c
ρ2
+
w2c
ρp
)−1
(5.49)
where ρ2 is brine density without dissolved CO2 defined in equation (4.56) and ρp is the
partial density of dissolved CO2 obtained from (Pruess, 2005):
ρp =
1000Mc
37.51− 9.585 · 10−2T + 8.74 · 10−4T 2 − 5.044 · 10−7T 3 (5.50)
where T is in ◦C. In this study, effects of dissolved CO2 on brine viscosity are neglected,
that is µb = µ2, where liquid phase viscosity is given by equation (4.58).
5.4 Model results
The example of miscible CO2 injection in saline aquifers presented here is based on the
same initial and boundary conditions described in Table 4.5. Formation characteristics
were set to a thickness of H=200m and a permeability of k=10−13 m2. The gas was
injected at a constant mass rate of Qm=100 kg s−1. Two possible cases were analysed:
1) a reference case with brine salinity of 0.15 g cm−3 and 2) a higher salinity case with
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Ks=0.30 g cm−3. The reduction of permeability due to salt precipitation was ignored, that
is krs=1. Effects of phase mixing on CO2 and brine viscosity were neglected (i.e. µc = µ1
and µb = µ2). The results of compositional calculations and fluid property estimations are
presented in Table 5.2. A low percentage of brine evaporated into the flowing gas phase
(less then 0.2% in both cases) justifies the assumption of water vapour having a negligible
influence on the CO2 phase density. Relative permeability values for the two-phase region
correspond to those shown in Figure 4.13.
Table 5.2: Fluid properties and phase behaviour of CO2-brine system with initial conditions
defined in Table 4.5.
Parameter Reference case Higher salinity
value case value
Salt concentration, Ks ( g cm−3) 0.15 0.30
Gas phase density, ρ1 = ρc ( kg m−3) 640 640
Pure brine density, ρ2 ( kg m−3) 1103 1223
Brine density with dissolved CO2, ρb ( kg m−3) 1107 1224
Salt density, ρs ( kg m−3) 2170 2170
Gas phase viscosity, µ1 = µc (Pa s) 4.99 ·10−5 4.99 ·10−5
Liquid phase viscosity, µ2 = µb (Pa s) 8.91 ·10−4 13 ·10−4
Liquid phase compressibility, c2 (Pa−1) 5 ·10−10 4 ·10−10
Mass fractions of
CO2 in gas phase, w1c (−) 0.9981 0.9983
brine in gas phase, w1b (−) 0.0019 0.0017
CO2 in liquid phase, w2c (−) 0.0284 0.0160
brine in liquid phase, w2b (−) 0.8216 0.6840
salt in liquid phase, w2s (−) 0.1500 0.3000
5.4.1 Overall fractional flow function
Having determined the phase behaviour of the miscible CO2-brine system, it is possible
to calculate the fractional flow functional dependance on CO2 concentration for any ra-
dial distance from the well (Figure 5.5). Multiple fractional flow curves, characteristic for
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the immiscible displacement, are replicated here, representing the behaviour of the system
within the two-phase region. The brine region corresponds to the zone of low CO2 con-
centrations, with the linear change of fractional flow with respect to CO2 composition and
constant characteristic velocity.
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Figure 5.5: Non-Darcy overall fractional flow curves as a function of gas phase com-
position and radial distance from the well for Qm=100 kg s−1, W=3.2 ·10−7 m1.5 and
Ks=0.15 g cm−3.
The overall fractional flow function that represents the near-well region containing pure
CO2 is shown in Figure 5.6. In contrast to the brine region, the gas phase characteristic
velocity is influenced by inertial effects, represented by the slope of the overall fractional
flow function, that is by the value of β (see equation 5.15). Compared to the fluid flux
approaching Darcy flow conditions at 100 m from the well (β =1.1), the influence of non-
Darcy effects at the well (r = rw = 0.2 m) could be as high as 90% reduction of gas flux
compared to Darcy flow (β =61.7). Although constant with respect to CO2 composition,
gas phase flow in the CO2 region is spatially varying, following the same pattern as in the
two-phase zone. Consequently, saturation and pressure profiles will be altered, compared
to those obtained with the Darcy model.
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Figure 5.6: Spatially varying non-Darcy overall fractional flow in near-well CO2 re-
gion as a function of gas phase composition for Qm=100 kg s−1, W=3.2 ·10−7 m1.5 and
Ks=0.15 g cm−3.
Model with constant Forchheimer coefficient
Results presented in the previous section account for the change of the Forchheimer coeffi-
cient, b1 with respect to phase saturation. However, the model can be simplified to calculate
the Forchheimer coefficient independently of phase saturations and relative permeability,
that is to use equation (5.14) for both CO2 and two-phase regions:
b1 =
W
k1.25φ0.75
(5.51)
This modification in the analytical model enables comparison of results with reservoir
simulator estimations, which will be discussed in more detail below. Furthermore, it allows
evaluation of effects of variable non-Darcy displacement on saturation and pressure profiles
and the formation of the dry-out region during CO2 injection. Figure 5.7 shows overall
fractional flow curves for the model with the constant value of b1 = 1.903· 1010 m−1. Non-
Darcy effects are reduced significantly compared to the case with the variable Forchheimer
coefficient (see Figure 5.5). The Forchheimer flow is limited to a very narrow area around
the well (r ≤ 1 m, approximately).
124
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
CO2 composition (−)
CO
2 
o
ve
ra
ll 
fra
ct
io
na
l f
lo
w 
(−)
 
 
0.2 m
1 m
10 m
100 m
Darcy
Figure 5.7: Non-Darcy overall fractional flow curves as a function of gas phase composition
and radial distance from the well in the model with constant Forchheimer coefficient, b1.
Parameters are set to Qm=100 kg s−1, W=3.2 ·10−7 m1.5 and Ks=0.15 g cm−3.
5.4.2 Saturation and pressure distributions
Compared to the immiscible displacement results, the saturation profiles show the same
behaviour within the two-phase and brine regions (Figure 5.8a). In the case of the miscible
displacement, a dry-out zone around the well is formed. The location of the trailing
evaporation shock varies insignificatly with respect to flow conditions considered (Table
5.3). There is, however, a significant difference between saturation distributions under
constant and variable non-Darcy flow conditions. Assuming a constant value of b1 can lead
to an underestimation of the displacement efficiency of non-Darcy CO2-brine systems.
Figure 5.8b shows the decline in reservoir pressures within the CO2 region (for numerical
values see Table 5.3). In non-Darcy displacement with variable b1, pressure at the well was
reduced by 10% compared to the immsicible case. This is due to the increase of the CO2
relative permeability that occurs once all the brine is evaporated into the flowing gas phase.
Again there is evident discrepancy between the two non-Darcy solutions. The more efficient
displacement with variable b1 comes at a cost of a significant pressure buildup within the
two-phase region.
The results in Table 5.3 show that salinity increase does not affect significantly the
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Table 5.3: Simulation results for miscible Darcy (W=0) and non-Darcy (W=3.2 ·10−7 m1.5)
flow and reference and higher salinity cases five days since the beginning of injection.
Subscripts L and T denote values of the parameter at the leading and trailing shock fronts,
respectively. Results for immiscible displacement from Table 4.7, case b are repeated for
comparison.
Parameter Ks=0.15 g cm−3 Ks=0.30 g cm−3
Darcy Non-Darcy Darcy Non-Darcy
imm.* misc. imm.var.b1 misc.con.b1 misc.var.b1 con.b1 var.b1
S1T (−) – 0.4673 – 0.4924 0.5361 0.4604 0.4891 0.5282
rT ( m) – 1.48 – 1.46 1.44 1.37 1.35 1.33
S1L(−) 0.1845 0.1845 0.2095 0.1940 0.2191 0.1691 0.1778 0.2008
rL( m) 48.4 48.4 45.8 48.2 42.3 50.2 49.9 42.8
Pw( MPa) 18.4 18.1 22.2 19.0 20.2 19.9 20.9 22.2
Ss(−) – 0.0406 – 0.0387 0.0354 0.0912 0.0864 0.0798
krs(−) – 0.866 – 0.872 0.882 0.718 0.730 0.748
*imm. = immisicible, misc. = miscible, con. = constant, var. = variable
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Figure 5.8: Effects of the Forchheimer coefficient variability on: a) CO2 saturation and
b) pressure distributions five days after the beginning of injection for Qm=100 kg s−1,
W=3.2 ·10−7 m1.5 and Ks=0.15 g cm−3.
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saturation distribution. However, the corresponding well pressures differ considerably.
This is confirmed by results for Darcy displacement showed in Figure 5.9. The reason is
that higher salt concentration increases brine density and viscosity (see Table 5.2). Hence,
flow resistance is higher in higher salinity brines. The main cause of the increased well
pressure in higher salinity case is additional pressure buildup within the single-phase liquid
zone. The Forchheimer flow will follow the same pattern as this effect is due to the change
in brine properties only.
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Figure 5.9: Effects of brine salinity in Darcy displacement on: a) CO2 saturation and
b) pressure distributions five days after the beginning of injection for Qm=100 kg s−1.
Reference salinity case is for Ks=0.15 g cm−3 and higher salinity for Ks=0.30 g cm−3.
5.4.3 Permeability reduction
Effects of the non-Darcy flow on near-well permeability were analysed for two of the brine
salinity cases selected. The results are shown in Figure 5.10. During the initial injection
stage (t ≤ 50 days), the decrease in the wave velocity within the single-phase gas region due
to inertial effects showed to be insignificant, which may indicate the negligible influence of
non-Darcy effects on the single-phase flow mobility. Hence, the development of the dry-out
front is not affected by the Forchheimer flow in the examples presented here (subfigures
5.10a and 5.10d).
The non-Darcy effects within the two-phase region, however, are more significant be-
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Figure 5.10: Effects of the Forchheimer coefficient variability on permeability reduction
parameters for: a)–c) reference case with Ks=0.15 g cm−3 and d)-f) higher salinity case
with Ks=0.30 g cm−3. The injection rate is Qm=100 kg s−1 and the Forchheimer flow
constant is W=3.2 ·10−7 m1.5.
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cause of reduced gas permeability due to the liquid phase flow. This increases the shock
saturation at the trailing front compared to Darcy flow conditions, and delays the time
to the breakthrough. Salt saturation, and consequently near-well permeability, are sig-
nificantly altered. Up to 25% less salt may precipitate in non-Darcy flow. Compared to
constant salt precipitation under Darcy conditions, which is related to the constant value
of the trailing front saturation, the non-Darcy model predicts low initial solid saturations
(subfigures 5.10b and 5.10e). This implies less permeability reduction under non-Darcy
conditions (subfigures 5.10c and 5.10f). Higher formation permeability under non-Darcy
flow conditions during early injection times is particularly important because of the sub-
stantial initial pressure buildup at the well. Non-Darcy flow is even more favourable for
the CO2 injection processes if b1 varies with respect to saturation. Note that values of kr
indicate the percentage of pore space that is not affected by salt precipitation.
An increase in brine salinity was shown to have a negligible effect on development of
the dry-out zone compared to the reference case. Values of salt saturation, however, are
increased in proportion to the increment of brine salinity (Table 5.3). Consequently, per-
meability reduction increases as well. Compared to approximately 12% of initial porosity
being reduced due to salt precipitation in the reference salinity case, this value for the
higher salinity brine can be as high as 28%. This is likely to cause additional pressure
buildup at the well, which is not addressed in pressure calculations in this study due to
ignoring the effects of salt precipitation on the change of permeability within the dry-out
zone. This issue, however, would need to be explored further.
5.4.4 Comparison with reservoir simulator
The analytical solution for the miscible non-Darcy displacement is valid under the as-
sumptions made for its derivation, which include vertical pressure equilibrium, negligible
capillary pressure, incompressible fluids and Forchheimer flow of the gas phase. To test the
validity of the non-Darcy compositional model proposed here, its results were compared
to those from the reservoir simulator ECLIPSE 300 (Schlumberger, 2002).
The simulation model was set up for a fully penetrating well, located in the centre of
a circular domain with a radial grid. The CO2STORE option was used for the modelling
of CO2 injection in saline aquifers, which uses the same equation of state implemented in
this study. To ensure the accuracy of the model in the near-well region, the radial extent
of 5 km was divided into sub-domains (Mathias et al., 2011b). The near-well zone was set
at 10m from the well and discretised into 1000 equally spaced nodes. Three intermediate
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zone boundaries were located at 50, 500 and 2000 metres from the well, each containing
500 nodes. Finally, the outer zone of 3000m was divided into 250 nodes. Mathias et al.
(2011b) showed that for the conditions relevant to CO2 storage, gravity has a negligible
influence on vertically averaged pressures. The numerical simulations were performed with
just one vertical layer that is equal to the thickness of the aquifer. The top of the layer was
assumed to be located at 1000m below the ground surface. The mean initial pressure of
12MPa was invoked by setting the hydrostatic equilibrium datum in the centre of vertical
domain, at a depth of 1100m.
When the aquifer is assumed to be infinite in extent, the boundary condition at the
outer boundary of the model should represent the initial pressure distribution. In the
simulation model, the constant pressure condition was implemented by modifying the grid
so that the outermost grid block pore volume was multiplied by a factor of 1010. The CO2
injection boundary condition was controlled using a constant surface volumetric injection
rate, which corresponds to the mass injection rate used in the analytical model simulations.
A three-component (CO2, H2O and NaCl) system was analysed, with the SOLID option
activated to allow for salt to be present in both liquid and solid phases. The Rumpf et al.
(1994) model was selected for the calculation of activity coefficients. The same relative
permeability functions were used as in the analytical solution (see Figure 4.13). The
capillary pressure, PC was calculated using the van Genuchten (1980) relationship:
PC = PC0
[(
S¯
)− 1
p − 1
]1−p
(5.52)
where PC0 is a reference capillary pressure and p is the van Genuchten capillary model
parameter. The effective brine saturation, S¯ is defined in equation (4.64). The capillary
pressure–saturation relationship obtained is shown in Figure 5.11, and values of PC0 and
p are given in Table 5.4.
In the reservoir simulator, non-Darcy flow can be modelled using the Forchheimer equa-
tion with a constant value of the coefficient b1. It is only possible to include porosity and
saturation dependency of b1 by modelling velocity dependent relative permeability. In that
case, however, the near-well effects are taken into account through the rate-dependent skin
factor. The results cannot be compared directly to those of the Forchheimer analytical
solution, because skin effect is defined only in the computational cell where the well is
located. This approach is not adequate for modelling gas phase flow, as the non-Darcy
behaviour is likely to appear in an extended region around the well. To enable a compar-
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Figure 5.11: The simulation model capillary pressure function obtained using the van
Genuchten (1980) model. Input parameters are given in Table 5.4.
ison of solutions, the analytical model results were obtained using equation (5.51) for the
constant Forchheimer coefficient in both CO2 and two-phase regions. The values of the
parameters used in the reservoir simulator are given in Table 5.4. Note that the value of
b1 set in the simulation model corresponds to a value of the Forchheimer flow constant of
3.2 ·10−7 m1.5, which was used in analytical model calculations.
Table 5.4: Model parameters used in the reservoir simulator. Corresponding initial and
boundary conditions are given in Table 4.5.
Parameter Value
Surface injection rate, Q (m3 day−1) 4.6 ·106
Rock compressibility, cr (Pa−1) 4.5 ·10−10
Reference capillary pressure, PC0 (Pa) 19600
van Genuchten capillary model parameter, p (−) 0.46
Forchheimer parameter for the gas phase, b1 ( cm−1) 1.9 ·108
131
Figure 5.12 compares the gas saturation and pressure profiles obtained from the reser-
voir simulator and the non-Darcy analytical solution with the constant Forchheimer coef-
ficient. The analytical model accurately predicts the CO2 saturation distribution in the
vicinity of the well and the location of the dry-out front. Moreover, the change in the phase
saturation within the two-phase zone is estimated correctly. However, due to the assump-
tion of constant CO2 properties based on the initial pressure, as well as incompressible and
viscous-dominated displacement, the analytical solution does not account for the change
in the gas phase mobility that occurs in the compressible displacement. Therefore, the
location of the leading shock front is somewhat overestimated, especially for later times.
The analytical solution pressures capture accurately the distribution obtained from the
simulator results (Figure 5.12b). However, the reservoir pressure is consistently overesti-
mated in the analytical solution. This is again due to an assumption of the incompressible
displacement. Using a constant CO2 density based on the initial pressure does not account
for the reduction of the gas volumetric injection rate once the pressures within the reservoir
increase after the beginning of the injection.
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Figure 5.12: Comparison of: a) CO2 saturation and b) pressure distributions for the
reference case (i.e. Ks=0.15 g cm−3) during the early injection period (t= 0.5, 5 and
50 days). The injection rate is Qm=100 kg s−1 and the Forchheimer flow constant for
non-Darcy flow is W=3.2 ·10−7 m1.5. The Forchheimer coefficient, b1 is assumed to be
independent of the gas phase saturation for the purpose of benchmarking.
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Although reservoir pressures cannot be estimated accurately, Figure 5.13 shows that the
incompressible analytical solution performs well against the reservoir simulator within the
near-well region, and gives a safety margin for pressure estimations. The radial extent of the
dry-out zone, which defines the region of reduced permeability, shows excellent agreement
with the numerical data during early injection times (t ≤ 10 days, Figure 5.13a). The
analytical model, however, overestimates slightly the extent of the dry-out front during
later times. This may be due to effects of compressibility on reducing the gas mobility
that were not captured by the analytical model. The analytical model also overestimates
the solid salt saturation (Figure 5.13b), with the deviation from the Ss values produced
by the reservoir simulator up to 10%. Note that the salt precipitation model cannot
capture the initial increase of the salt saturation due to the water imbibition in the close
proximity of the well. Nevertheless, the incompressible compositional analytical solution
can be applied for the preliminary analysis of the near-well permeability reduction under
non-Darcy conditions.
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Figure 5.13: Comparison of: a) development of the dry-out front and b) salt saturation for
the eference case (i.e. Ks=0.15 g cm−3) during early injection period (t ≤ 50 days). The
injection rate is Qm=100 kg s−1 and the Forchheimer flow constant for non-Darcy flow is
W=3.2 ·10−7 m1.5. The Forchheimer coefficient, b1 is assumed to be independent of the
gas phase saturation for the purpose of benchmarking.
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5.5 Conclusions
In order to adequately estimate the CO2 storage capacity, it is necessary to determine all
the factors that may influence the injection process. One of the most important is the
salt precipitation in the near-well region, which may decrease the injectivity and give rise
to an additional pressure buildup by decreasing the aquifer permeability. Conversely, the
evaporation of brine gives lower pressure buildup in the gas phase region because loss of
the residual water allows for higher CO2 permeability. This chapter has investigated the
effects of non-Darcy flow on the development of the dry-out zone, which in turn directly
influences the salt precipitation pattern. Solid salt saturation was assumed to be a function
of the liquid phase saturation immediately downstream of the trailing shock front.
The analysis of the influence of non-Darcy flow on miscible displacement showed that
the trailing shock, which defines the boundary between the dry-out and two-phase zones,
had a lower water saturation downstream than the corresponding Darcy and constant
Forchheimer shock fronts (Figure 5.8a). Reduced amount of evaporated brine led to a
lower salt saturation under variable non-Darcy conditions (Figure 5.10). Consequently,
the permeability reduction in the near-well regain was reduced, especially during early
times when the most significant pressure buildup under non-Darcy conditions occurs.
An increase in brine salinity was shown to have a negligible effect on development of
the dry-out front. However, in the case of high-salinity brine, additional pressure increase
within the single-phase liquid zone has had an influence on the whole pressure profile (Fig-
ure 5.9). Furthermore, the process of salt precipitation was shown to reduce significantly
the near-well permeability. This could have important implications for pressure buildup
at the well, which needs to be explored further.
Validation of the compositional non-Darcy model was preformed by comparing the
simulation results to those from the reservoir simulator ECLIPSE 300. To enable the
direct comparison of results, the analytical solution was modified to simulate the non-
Darcy two-phase flow with a constant value of the Forchheimer coefficient, b1. Analysis
of saturation and pressure profiles (Figure 5.12) showed that the incompressible model
failed to predict accurately the radial extent of the leading shock front. Moreover, it
significantly overestimated the reservoir pressures. Both of these may be addressed by
adding compressibility into the analytical solutions, which will be done in the next chapter.
The analytical solution, however, performed well in the near-well region, where it accurately
modelled the development of the dry-out front, especially during initial stages of injection
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(Figure 5.13a). The analytical solution applied for modelling salt saturation also gave
accurate predictions. The estimations diverged from the reservoir simulator results no
more than 10%.
Compositional analyses of CO2 injection problems are necessary to take into account
the process of salt precipitation, which may significantly change the pressure distribution
within the aquifer. In this chapter it was shown that under non-Darcy flow, these effects
are even more significant and favourable to the CO2 injection process with respect to the
smaller loss of permeability due to salt precipitation. The incompressible analytical non-
Darcy model gave accurate predictions of the location of the permeability-reduced zone
and slightly higher estimations of salt saturation. However, results can be applied for the
preliminary analysis of the potential CO2 storage sites.
Although the solution presented in this chapter improved the immiscible solution from
Chapter 4, its application is still limited by the assumptions of a homogeneous formation
and incompressible flow. Furthermore, it is assumed that the viscous forces dominate the
displacement process and that capillary pressure is negligible. A better applicability of the
non-Darcy model can be achieved if the effects of compressibility are included. In addition,
the analytical solution can be improved to model the decrease in mobility as a function of
salt saturation, which would enable more accurate analyses of the influence of permeability
reduction on the pressure distribution.
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Chapter 6
Effects of CO2 compressibility
6.1 Introduction
In Chapter 4 it was shown that CO2 properties vary significantly as the pressure in the
reservoir increases, making the assumption of gas incompressibility physically unrealis-
tic. Furthermore, comparison of results between the compositional analytical solution and
reservoir simulator in Chapter 5 showed that by neglecting the compressibility of CO2, gas
plume lateral extent and near-well reservoir pressures can be overestimated significantly.
The change in CO2 properties affects both saturation and pressure solutions. Under
Darcy flow conditions, variable gas viscosity will change CO2 mobility, while the density
of the compressed gas will influence the volumetric flow in the reservoir. In non-Darcy
two-phase flow, however, the system becomes more complex:
• Pressure buildup during CO2 injection increases CO2 viscosity and therefore directly
affects the mobility of the gas phase (see equation (4.24)). Under non-Darcy flow,
increased gas viscosity also reduces the value of the Forchheimer flow parameter, B1
(see equation (4.14)).
• Increasing the CO2 density decreases the gas phase volume and hence decreases the
volumetric injection rate (see equation (4.76)). In Darcy displacements, fractional
flow function is independent of the injection rate and therefore the influence of the
compressibility is limited only to the aforementioned viscosity-induced changes. Non-
Darcy fractional flow will, however, change with the reduction in the volumetric in-
jection rate due to its influence on the pressure distribution, which in turn determines
the spatially variable gas phase velocity (see iterative procedure for determination of
the non-Darcy gas phase velocity presented in section 4.2). In addition, higher gas
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density will affect the value of the parameter B1 in both CO2 and two-phase regions.
This chapter extends the compositional non-Darcy model, presented in Chapter 5,
to explore effects of CO2 compressibility on non-Darcy two-phase flow. A correction to
account for CO2 compressibility by varying the gas density and viscosity is applied by
modifying the approach presented by Vilarrasa et al. (2010). The new model includes
the change of the fluid flux with respect to gas compressibility. The reservoir simulator
ECLIPSE 300 (Schlumberger, 2002) was used as a benchmark for verifying the analytical
model with non-variable inertial effects, that is when the Forchheimer coefficient is assumed
to be independent of the gas phase saturation. Finally, the importance of considering CO2
compressibility and non-Darcy effects in analysis of CO2 injection problems was discussed.
6.2 Compressible two-phase flow
The mass conservation equations that describe incompressible, immiscible and radial two-
phase flow in a homogeneous, confined aquifer were derived in Chapter 4 (see equations
(4.3) and (4.4)). Assuming the gas compressibility (c1 = − 1V dVdP ), the system of governing
equations becomes:
∂(S1ρ1)
∂t
+
1
φ
[
ρ1q1
r
+
∂(ρ1q1)
∂r
]
= 0 (6.1)
∂S2
∂t
+
1
φ
[
q2
r
+
∂q2
∂r
]
= 0 (6.2)
These two-phase flow governing equations can be transformed by applying the self-similar
function (Bedrikovetsky, 1993) :
q =
U(ξ)√
2t
(6.3)
ξ =
r√
2t
(6.4)
where U is scaled fluid flux and ξ is the self-similar transformation function. By applying
the fractional flow theory and the self-similar transformations (6.3) and (6.4), the system
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(6.1)-(6.2) reduces to the system of ordinary differential equations:
−ξ d(S1ρ1)
dξ
+
1
φ
[
ρ1f1U
ξ
+
d
dξ
(ρ1f1U)
]
= 0 (6.5)
ξ
dS1
dξ
+
1
φ
[
(1− f1)U
ξ
+
d
dξ
[(1− f1)U ]
]
= 0 (6.6)
Substitution of the total derivative dS1/dξ from equation (6.6) into the equation (6.5) gives
the expression for the change of the fluid flux in a compressible displacement:
dU
dξ
=
φ
ρ1
dρ1
dξ
(
ξS1 − f1U
φ
)
− U
ξ
(6.7)
The two-phase compressible displacement can therefore be described by the system of
equations (6.6) and (6.7), which after reverting into the original notation become:
∂S1
∂t
+
q
φ
∂f1
∂r
− 1
φ
[
(1− f1)q
r
+ (1− f1)∂q
r
]
= 0 (6.8)
dq
dr
= φ
1
ρ1
dρ1
dP
dP
dr
(
rS1
2t
− f1q
φ
)
− q
r
(6.9)
The details of the derivation of governing equations for a compressible two-phase displace-
ment are given in Appendix D. Note that if the gas phase is assumed to be incompressible,
that is dρ1/dP = 0, equation (6.9) reverts to equation (4.6), and the governing mass con-
servation equation (6.8) corresponds to the one derived for immiscible and incompressible
flow (see equation (4.8)).
The system (6.8)-(6.9) cannot be solved analytically. However, if the problem is treated
as an incompressible displacement where effects of compressibility are taken into account
by correcting the reference pressure used to determine the fluid properties and volumetric
injection rate, the solution can be found by implementing an iterative procedure (Vilarrasa
et al., 2010).
6.2.1 Compressibility correction
The compressible flow problem is highly nonlinear, because fluid properties and reservoir
pressures are mutually correlated. One possible solution to the problem is an iterative
procedure, as proposed by Vilarrasa et al. (2010). In that study, it was assumed that a
138
compressible two-phase displacement can be approximated with an incompressible solution
in which CO2 properties are calculated at some reference pressure. If the CO2 density that
corresponds to the reference pressure is ρP , then the fluid flux can be defined as:
q =
Qm
ρP 2rpiH
(6.10)
The problem can be simplified further by applying the dimensionless transformation
defined in Chapter 4:
rD =
r2
r2e
(6.11)
tD =
Qmt
ρPpir2eHφ
(6.12)
Substitution of equations (6.10)-(6.12) into equation (6.8) gives the same dimensionless
form of a governing partial differential equation as in the incompressible displacement:
∂S1
∂tD
+
∂f1
∂rD
= 0 (6.13)
and therefore, all the theory presented previously for the modelling of immiscible and
compositional non-Darcy flow can be applied. To solve the problem, however, it is necessary
to define convergence criterion in order to determine the reference CO2 density.
In the Vilarrasa et al. (2010) iteration algorithm, the reference density corresponds to
the average CO2 density within the two-phase region. The initial estimate of the mean
CO2 density was taken from the literature (Bachu, 2003), and the convergence criterion
was suggested to be either 1) changes in the interface position, or 2) changes in the mean
CO2 density. When applied to the model developed in this study, however, the conver-
gence criterion proposed by Vilarrasa et al. (2010) proved to be inaccurate. The solution
calculated at the converged reference pressure consistently underestimated pressures com-
pared to those obtained by the reservoir simulator. A possible reason could be that the
analytical solutions presented in this study use nonlinear relative permeability functions,
which results in the solution being more sensitive to pressure changes than the one for the
gravity-dominated flow analysed in Vilarrasa et al. (2010). Furthermore, the change of the
fluid flux in the radial direction is influenced by the gas compressibility. Therefore, in this
study, a velocity convergence criterion is suggested to determine the reference CO2 density.
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Velocity convergence algorithm
In a compressible two-phase displacement, the change of the fluid flux is defined by equation
(6.9). If gas compressibility, c1 is defined as (Bear, 1979):
c1 =
1
ρ1
dρ1
dP
(6.14)
and pressure change is a function of total fluid flux
dP
dr
= − q
k
(
kr1
µ1
+
kr2
µ2
)−1
(6.15)
then equation (6.9) becomes
dq
dr
=
qφc1
k
(
f1q
φ
− rS1
2t
)(
kr1
µ1
+
kr2
µ2
)−1
− q
r
(6.16)
Equation (6.16) is nonlinear with respect to q. However, it can be rearranged such that:
q = −rdq
dr
[
1 +
φc1r
2S1
2kt
(
kr1
µ1
+
kr2
µ2
)−1
− c1rf1
k
(
kr1
µ1
+
kr2
µ2
)−1
q
]−1
(6.17)
The following terms are defined:
q0 = −rdq
dr
(6.18)
Z1 =
c1rf1
k
(
kr1
µ1
+
kr2
µ2
)−1
(6.19)
Z2 =
φc1r
2S1
2kt
(
kr1
µ1
+
kr2
µ2
)−1
(6.20)
where q0 is the fluid flux in the incompressible displacement (see equation (4.6)) and Z1
and Z2 are compressible flow parameters. These terms transform equation (6.17) into:
q =
q0
1 + Z2 − Z1q (6.21)
Having defined fluid flux as a function of gas compressibility, the following algorithm
for modelling the compressible two-phase flow is suggested (Figure 6.1):
140
1. Initial estimations of the reference CO2 density, (ρP )i and corresponding viscosity are
obtained from the initial reservoir pressure, as described in Chapter 4. Corrections
to account for phase miscibility are not needed because it is assumed that partial
solubility has a negligible influence on the gas phase properties.
2. Saturation and pressure profiles are calculated using the analytical models presented
in Chapters 4 and 5, with a fluid flux q = q0 calculated from equation (6.10)
q =
Qm
2rpiH(ρP )i
(6.22)
3. After the pressure profile is obtained, the CO2 density distribution and gas com-
pressibility are determined based on the density function ρ1 = ρ1(P ). The density
models will be discussed in more detail below.
4. Equation (6.21) is rearranged into the form of a quadratic form Z1q2−(1+Z2)q+q0 =
0, whose solution is the fluid flux assuming compressible displacement:
q =
(1 + Z2) +
√
(1 + Z2)2 − 4Z1q0
2Z1
(6.23)
The solution assumes that the correct solution is the positive root of the quadratic
equation. Expressions for Z1 and Z2 are given in equations (6.19) and (6.20), respec-
tively.
5. Using values of the fluid flux from equation (6.23), the mean flux is obtained from:
q =
1
rL − rw
∫ rL
rw
q dr (6.24)
The value of the velocity integral in equation (6.24) was obtained numerically, using
the trapezoidal rule.
6. Steps 2-5 are repeated until the solution converges to within some defined tolerance.
The convergence criterion chosen was the change in the mean velocity, that is the
error between (q)i and (q)i+1 is compared with set tolerance criterion. If the solution
has not converged, the value of the reference CO2 density is updated based on the
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value of the fluid flux at the well, qw = q(r = rw):
(ρP )
i+1 =
Qm
2rwpiHqw
(6.25)
The CO2 viscosity is assumed to be a function of CO2 density (see equation (4.55))
and its value is updated based on the value of (ρP )i+1.
Note that the same approach can be applied for the modelling of non-Darcy immiscible
displacement, if the saturation and pressure profiles are determined following the procedure
given in Chapter 4.
6.3 Model development
To determine the change of CO2 density and compressibility in the reservoir, it is necessary
to define the ρ1 = ρ1(P ) function. This is discussed in more detail below.
6.3.1 Density functions
Gas compressibility, c1 is defined by (Bear, 1979):
c1 =
1
ρ1
dρ1
dP
= − 1
V
dV
dP
(6.26)
In the model developed in this study, three functional dependences for ρ1 = ρ1(P ) were
implemented:
1. CO2 density is assumed to be a function of the gas molar volume, V defined using the
Redlich and Kwong (1949) equation of state and calculated as presented in section
4.3.1. CO2 compressibility can then be obtained by differentiating equation (4.52)
with respect to V , which gives:
c1 =
1
V
[
RT
(V − dc)2 +
ac(2V + dc)
T 0.5V 2(V + dc)2
]−1
(6.27)
2. Equation (6.26) can be differentiated by fixing the value of gas compressibility at
some reference pressure, which gives:
ρ1 = ρ10 exp [cP (P − P0)] (6.28)
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Figure 6.1: Algorithm to account for CO2 compressibility in Darcy and non-Darcy solu-
tions. Additional modules, compared with those developed in chapters 4 and 5, are shown
with a thick black line.
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where ρ10 is CO2 density at the initial reservoir pressure, P0, and cP is CO2 com-
pressibility at a reference pressure. Since dρ1/dP = ρ1cP , CO2 compressibility is
constant and equal to the reference compressibility c1 = cP .
3. Without loosing significant accuracy, equation (6.28) can be approximated by the
first two terms of the Taylor series as:
ρ1 = ρ10[1 + cP (P − P0)] (6.29)
which gives the following formulation for CO2 compressibility
c1 =
cP
1 + cP (P − P0) (6.30)
To calculate CO2 density using equations (6.28) and (6.29), it is necessary to determine
the value of cP . In this study, the reference compressibility was assumed to be determined
by the aquifer temperature. Its value was obtained by fitting the linear relationship within
the range of pressures from P0 to Pmax=60 MPa. Values of ρ1 at these end points were
determined using the Redlich and Kwong (1949) equation of state. Results for T = 40 ◦C
and P0=12 MPa are presented in Figure 6.2. The optimised value of the reference com-
pressibility is equal to cP = 1.04 ·10−8 Pa−1. Neither the linear nor exponential correlation
could reproduce accurately the highly nonlinear CO2 density change over the injection
pressure range obtained from the Redlich and Kwong (1949) approximation.
Figure 6.3 shows a summary plot of CO2 compressibility for the different density func-
tions. The Redlich and Kwong (1949) equation of state predicts a highly nonlinear com-
pressibility of the system. In particular, CO2 compressibility significantly decreases as
pressures approach the upper limit of Pmax. The linear ρ1 = ρ1(P ) correlation relaxes
the compressibility dependance on the reservoir pressure, while the exponential function
compressibility is pressure independent and significantly diverges from the nonlinear ones,
especially at high reservoir temperatures. Various density functions, however, could be
used for testing the performance of numerical schemes.
6.4 Model results
The compressible non-Darcy model was implemented for the reference case CO2 injection
problem presented in Chapter 5 (i.e. Ks = 0.15 g cm−3). Initial and boundary conditions
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Figure 6.3: CO2 compressibility as a function of reservoir temperature and pressure calcu-
lated from: a) Redlich and Kwong (1949) approximation (equation (6.27)), b) linear density
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and fluid properties are given in Tables 4.5 and 5.2. The relative permeability values for the
two-phase region are shown in Figure 4.13. The iterative scheme used an error tolerance
of 0.001 and the maximum number of iterations set to 100. In all simulations, the Redlich
and Kwong (1949) density model was used.
6.4.1 Saturation and pressure profiles
The analytical solutions presented in this study enabled comparison of different modelling
scenarios of the CO2 injection problem. The summary of the results for a fixed time
(t = 5 days) is shown in Figure 6.4. In both Darcy and non-Darcy displacements, incom-
pressible solutions overpredicted the gas plume extent and pressure buildup (subfigures
6.4a and 6.4c). While the extension of the Darcy solution with the constant Forchheimer
coefficient does not influence the saturation distribution, the results of the near-well pres-
sure are significantly altered. Finally, a fully non-Darcy compressible displacement with
saturation-dependent Forchheimer flow significantly influences both saturation and pres-
sure distributions (subfigures 6.4b and 6.4d). The compressible solution gives higher gas
saturations along the two-phase region and at the shock fronts. This would be advanta-
geous in terms of both displacement efficiency and salt precipitation in the near-well region.
Gas compressibility reduces the pressures within the reservoir, which again is favourable
for the CO2 injection process.
The effects of non-Darcy flow in compressible displacement can be seen in the results
given in Table 6.1. As in the incompressible displacement, there is no significant difference
between leading front location values for Darcy and constant non-Darcy flow, while the
well pressure is sensitive to any change in the non-Darcy flow modelling. Moreover, the
pressure at the well in variable non-Darcy displacement decreases with time because the
inertial effects become less significant as the gas plume advances further into the reservoir.
6.4.2 Effects on CO2 injectivity
To quantify the effects of non-Darcy flow on the key parameters for CO2 injection in saline
aquifers, the following relative error functions are defined:
L =
rLf − rLd
rLf
(6.31)
P =
Pwf − Pwd
Pwf
(6.32)
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Table 6.1: Simulation results for compressible Darcy (W=0) and non-Darcy
(W=3.2 ·10−7 m1.5) flow with constant and variable Forchheimer coefficient b1.
time Darcy Non-Darcy
(days) constant b1 variable b1
ρP ( kg m
−3) 0.5 788 796 829
rL( m) 0.5 13.3 13.2 11.4
Pw( MPa) 0.5 17.5 18.2 20.7
ρP ( kg m
−3) 5 789 798 808
rL( m) 5 42.1 41.9 38.1
Pw( MPa) 5 17.6 18.3 19.2
ρP ( kg m
−3) 50 790 799 801
rL( m) 50 133 132 124
Pw( MPa) 50 17.7 18.4 18.6
where L and P are the relative errors in leading front location and well pressure esti-
mations, respectively, assuming that variable non-Darcy flow conditions are representative
for the injection formation. Subscripts f and d represent Forchheimer and Darcy flow,
respectively. Results for the possible range of mass injection rates (3 ≤ Qm ≤ 120 kg m−3)
and variable formation permeabilities are shown in Figure 6.5. The errors associated with
neglecting the non-Darcy effects increase significantly with increasing injection rate, that
is when viscous effects dominate the displacement process. The error is more significant in
the less permeable formations, where the fluid flow is restricted by the narrow flow paths.
Errors in predicting the location of the leading front are within the range of 6-10%, with
the Darcy model consistently overpredicting the plume extent (Figure 6.5a). The effect
of formation permeability is particularly evident in the well pressure estimations (Figure
6.5b). If the formation permeability is reduced by an order of magnitude, well pressures
at high injection rates may be underestimated by more than 10%.
The compressible non-Darcy model enables the analysis of the non-Darcy effects on the
CO2 injectivity. If CO2 injectivity is defined as (Metz, 2005):
I =
Qm
∆P
=
Qm
Pw − P0 (6.33)
where P0=12MPa is the initial reservoir pressure, the results shown in Figure 6.6 demon-
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Figure 6.5: Relative error in a) leading front location and b) well pressure estimations
associated with neglecting the non-Darcy effects in compressible displacement. Formation
thickness isH = 200 m and Forchheimer coefficient for non-Darcy flow isW=3.2 ·10−7 m1.5.
strate clearly the difference in the response of the Darcy and non-Darcy systems. Under
Darcy flow conditions, the increase in the injection rate implies almost linear increase in
the CO2 injectivity with pressure. This is because the basic assumption of Darcy flow is a
linear relationship between the fluid flux and pressure gradient. Under non-Darcy condi-
tions, however, that is not the case. In non-Darcy displacements, the pressure within the
reservoir increases inertial effects with respect to the injection rate. At high flow velocities,
the influence of the pressure buildup at the well starts to suppress the positive effect of
the increasing injection rate, and the injectivity starts to decline. Therefore, if non-Darcy
flow conditions are assumed to be valid, the optimal injection rate should be selected as
the maximum of the injectiviity function. Results also show that in non-Darcy displace-
ments, the maximum of the injectivity function depends on the formation permeability.
Low permeability formations (Figure 6.6b) are highly sensitive to non-Darcy effects and
could experience a significant loss of CO2 injectivity at high injection rates.
6.4.3 Comparison with reservoir simulator
The performance of the compressible solution was tested by comparing its results to the
output from the reservoir simulator ECLIPSE 300 presented in Chapter 5. Since the sim-
ulator cannot model directly the Forchheimer coefficient dependance on phase saturations,
the analytical solution was set to model the non-Darcy flow with a constant value of b1.
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Reservoir simulator parameters are given in Table 5.4.
Figure 6.7 shows CO2 saturation and pressure distributions before the influence of the
boundary is felt at the well, as modelled by the incompressible and compressible non-
Darcy models and the reservoir simulator. Both saturation and pressure profiles show
excellent agreement between simulator and compressible model results. The results also
show the possible errors in leading front location and reservoir pressures estimations if
effects of compressibility are neglected. Incompressible model predictions overestimate
both pressure and frontal advance, and would therefore indicate a less favourable outcome
for CO2 storage.
In all analytical model simulations of compressible flow, the solution converged in five or
less iterations, making the model computationally very efficient. Results in Table 6.1 show
the values of the reference CO2 density, ρP , which is time-dependent and proportional to
the value of Pw. While values of ρP for Darcy and constant non-Darcy displacements do not
vary significantly with respect to time, compressible solutions for variable non-Darcy flow
require high gas densities to accurately match the full compressible displacement modelled
by the reservoir simulator.
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Figure 6.7: Comparison of a) CO2 saturation and b) pressure distributions during early
injection period (t ≤ 50 days). The injection rate is Qm=100 kg s−1 and the Forchheimer
flow constant for non-Darcy flow is W=3.2 ·10−7 m1.5. The Forchheimer coefficient, b1 is
assumed to be independent of the gas phase saturation for the purpose of benchmarking.
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6.5 Conclusions
To obtain the most accurate estimations of key parameters that define the behaviour of
the injected CO2, it is necessary to account for the compressibility of the gas phase. In
this chapter, the compositional non-Darcy model presented in Chapter 5 was extended to
include a compressibility correction of gas phase properties. The iterative algorithm given
by Vilarrasa et al. (2010) was modified so that:
1. The initial estimation of fluid properties was based on the initial reservoir pressure.
2. Three density functions (linear, exponential and Redlich and Kwong (1949)) were
selected for the modelling of the ρ1 = ρ1(P ) relationship. Systems with highly
nonlinear compressibility should be modelled using the Redlich and Kwong (1949)
approximation (Figure 6.3). Linear and exponential correlations could be used to
verify numerical schemes during their development stage, when simpler models enable
easier tracking of possible errors in the code.
3. The velocity convergence criterion was derived based on the change of the mean fluid
flux under compressible flow conditions.
The comparison of possible modelling scenarios of CO2 injection problems showed the
significance of including the full physics of the displacement for analysis of both Darcy
and non-Darcy flow. If the effects of gas compressibility are neglected, both pressure and
shock front estimations will be overpredicted (Figure 6.4). The analysis of non-Darcy
effects on shock front location and pressure prediction in compressible displacement has
shown that by neglecting non-Darcy flow, relative errors up to 10% in leading shock front
location and well pressure estimation may be obtained (Figure 6.5). Estimation errors were
highly sensitive to the change in the injection rate and formation permeability, significantly
increasing for highly non-Darcy flow through low permeability formations.
While CO2 injectivity under Darcy conditions can be increased by increasing the injec-
tion rate, non-Darcy injectivity has been shown to have a limiting value determined by the
substantial pressure increase at high injection rates (Figure 6.6). The maximum injectivity
was further constrained by the low formation permeability.
The application of the non-Darcy model with a constant Forchheimer coefficient and
its comparison with the corresponding simulation results showed excellent agreement of
both saturation and pressure distributions (Figure 6.7). This verified the compressible
non-Darcy solution for analyses of CO2 injection problems.
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Although still limited to constant formation properties and not taking into account
the effects of capillary forces and salt precipitation on pressure distribution, and effects of
formation dissolution due to chemical reactions on permeability increase, the compressible
non-Darcy model presented in this chapter therefore improves significantly the predictions
of the CO2 behaviour during injection into saline formations. This computationally efficient
solution, which includes various density functions, can be used for reliable estimations
of key parameters that define the suitability of an aquifer for CO2 storage, as well as
for analysis of injection scenarios. Furthermore, it can be used as a benchmark for any
numerical model of the corresponding problem.
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Chapter 7
Summary and Conclusions
The most important research questions regarding CO2 injectivity are how much, how fast
and for how long can CO2 be injected into a formation. To answer these questions, it
is necessary to determine all the effects that control CO2 injectivity and their relative
influence under conditions representative of sedimentary formations. This thesis aimed
to develop analytical equations to describe non-Darcy two-phase displacement in saline
formations and hence:
• Improve the understanding of the non-Darcy flow and how it controls the movement
of water and gas through the subsurface formation, and in particular through the
near-well region.
• Provide solutions that can be used to verify the numerical solutions that are used to
perform predictions of complex flows and/or they can be used as a part of a numerical
scheme to speed up the calculations.
7.1 Summary of thesis
7.1.1 Single-phase system pressure buildup
The first step in analysing the non-Darcy effects on fluid movement through a confined
aquifer was to develop an analytical solution for the pressure buildup at the well during
water injection into a closed formation. The model assumes that before the influence of the
formation boundary is felt at the well, a modified form of the solution given by Mathias
et al. (2008) can be implemented. During semi-steady state flow conditions, when the
boundary begins to affect the well pressure, the analytical solution derived in this study
becomes valid. By comparing the results of the Forchheimer analytical solution and the
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corresponding finite difference scheme for a closed circular formation, it was shown in
Chapter 3 that there is a high level of agreement between the solutions for all levels of in-
ertial effects. The solution showed that non-Darcy well pressures were increased compared
to linear flow.
The analytical solution was then modified to address the problem of multiple well
systems with non-Darcy liquid flow. The problem was approached from the perspective of
determining the pressure at the critical well, which was located in the centre of an array of
equally spaced wells. It was proposed that a single well situated in a circular region of the
equivalent plan area adequately represents such a system. The performance of the multiple
well solution was verified by comparison of results with the numerical model simulations
of the original square domain problem. Results showed that if the equivalent radius of a
confined aquifer is expressed as a function of the well spacing, transformed to account for
the plan area difference, then the critical well pressure can be determined using the same
solution given for a circular domain.
Although limited to confined aquifers, the analytical model presented in Chapter 3
enables analysis of the Forchheimer liquid flow, both in closed formations and multiple
well systems. Furthermore, the presented methodology potentially can be implemented for
multiple well system analysis of non-Darcy two-phase flow problems.
7.1.2 Two-phase system saturation distribution and salt precipitation
The quantity of CO2 that can be injected in a saline formation is influenced by the process
of salt precipitation, which occurs due to the vaporisation of a resident brine into the
flowing gas phase and can significantly decrease the effective aquifer porosity in a near-
well region. In this study, the analytical model formulated by Zeidouni et al. (2009) for
estimating solid salt saturation was implemented. The solution is based on the assumption
that salt saturation is a function of the liquid phase saturation immediately downstream of
the trailing shock. The first step, therefore, was to determine the saturation distribution
during the CO2 injection process. Furthermore, the location of the leading edge of the gas
plume determines how far CO2 will spread.
Immiscible displacement
The analysis of experimental data from the literature in Chapter 4 has shown that the gas
phase may exhibit non-Darcy behaviour. Furthermore, in radial displacements, the fluid
flux changes with the distance from the well. These were the reasons for extending the
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Buckley and Leverett (1942) solution to include:
• The non-Darcy flow of the gas phase using the two-phase extension of the Forchheimer
equation (Forchheimer, 1901; Wu et al., 2011).
• An iterative procedure for the calculation of the non-Darcy gas phase velocity.
• A spatially varying fractional flow function.
• Modification of the method of characteristics for determining the saturation profile
to account for the non-Darcy change of gas flux with the distance from the well.
The results presented in Chapter 4 showed excellent agreement with the corresponding
numerical solution, emphasising two main differences in the response of the CO2-brine
system to non-Darcy flow conditions compared to the corresponding Darcy flow:
1. The fractional flow function varies with the distance from the well, representing the
influence of inertial effects in slowing down the gas phase flow closer to the well. This
results in better displacement efficiency by the injected gas.
2. The displacement is controlled additionally by the injection rate and level of inertial
effects, which could play a significant role in the assessment of the aquifer suitability
for CO2 injection. Highly non-Darcy flow conditions will result in the gas plume
advancing more slowly into the reservoir, with higher saturation values along the
two-phase region and across the leading shock front. Neglecting non-Darcy effects
could therefore lead to an overestimation of the lateral extent of the CO2 plume.
Compositional displacement
The extension of the immiscible model to the compositional non-Darcy solution presented
in Chapter 5 enabled analysis of near-well effects and salt precipitation modelling. In this
model:
• The single-phase CO2 region was added, to account for the loss of pore space due to
salt precipitation.
• Within the gas region, non-Darcy effects were modelled by modifying the represen-
tation of the gas phase wave velocity to account for spatially varying flow.
The resulting compositional non-Darcy solution was verified by comparing results with
the simulations from the reservoir simulator ECLIPSE 300. Results showed that:
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1. The saturation distribution within the single-phase gas and two-phase regions was
well reproduced by the non-Darcy model.
2. The analytical model managed to mimic accurately the near-well behaviour of the
gas phase and showed that non-Darcy conditions will result in a reduction in salt
precipitation compared to the situation during Darcy flow, especially during the
initial stages of injection.
3. Salt saturation and permeability reduction values were increased in proportion to the
increment of brine salinity.
4. There was a significant disagreement in the leading shock front predictions, and slight
disagreement in estimations of the dry-out front extent, which was found to be due
to neglecting the effects of gas compressibility.
Compressible displacement
The final improvement of the non-Darcy solution was achieved in Chapter 6 by including
the effects of CO2 compressibility. This involved modifying the Vilarrasa et al. (2010)
iteration algorithm so that:
• The initial fluid properties were chosen to be calculated at the initial reservoir pres-
sure.
• The convergence criterion was based on the change of the mean fluid flux under
compressible flow conditions.
The compressible solution could use any of three different density functions (linear, expo-
nential and Redlich and Kwong (1949)). The Redlich and Kwong (1949) model is most
suitable for systems where compressibility changes nonlinearly with reservoir pressure.
The compressible model showed excellent agreement with results obtained from the
reservoir simulator. Furthermore, analysis of non-Darcy flow using a saturation-dependent
Forchheimer parameter showed that:
1. Compressible flow results in higher gas saturations within the two-phase region and
decreased mobility of the gas phase, which has positive effects on CO2 injectivity.
2. The relative error associated with neglecting the non-Darcy effects was increasing
with the mass injection rate, indicating the significance of non-Darcy effects in
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viscous-dominated flows. The Darcy model was overestimating the lateral plume
extent over the whole range of analysed injection scenarios.
7.1.3 Two-phase system pressure buildup
The rate at which CO2 can be injected in a confined saline formation determines the in-
crease of the pressure within the reservoir formation near the well. In this study, the
pressure distribution in a two-phase non-Darcy displacement was obtained by adding to-
gether the pressure gradients, starting from the far-field formation boundary:
• Within the single-phase brine region, solutions for pressure were obtained using tran-
sient (Theis, 1935) and semi-steady state analytical solutions, depending on the
boundary condition, and the time at which the influence of the far-field boundary is
felt at the well.
• The pressure distribution within two-phase and CO2 regions was found by numerical
integration of the mass conservation equation solved for the non-Darcy flow of the gas
phase. Integration parameters, that is the relative permeability and the Forchheimer
factor, were obtained from the gas phase saturation profile using S1 − kr and S1 − β
correlations determined from the modelling of two-phase displacement.
The duration of CO2 injection is defined by the formation boundary or distance between
the injection wells. If the aquifer is infinite in extent or bounded by a constant pressure
boundary, then for a constant injection rate, CO2 injectivity will increase with time. In a
low permeability formation, however, there will be a significant increase in pressure once
the influence of the boundary is felt at the well. To explore these effects, the non-Darcy
pressure solution was designed to include two modules for the brine region, which account
for the influence of the formation boundary:
• A pressure integral for open aquifers, where the solution is found by implementing
the Thiem (1906) analytical solution.
• A pressure integral for closed aquifers, where the solution was found by setting the
value of the well radius as the outside edge of the two-phase region (Mathias et al.,
2011b).
The transition between transient and boundary-dependent solutions was determined ana-
lytically based on the transition times.
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Pressure distribution
The results presented in Chapter 4 showed that the most important change in the displace-
ment in the non-Darcy flow is the significant increase of the pressure in the two-phase region
compared to Darcy flow conditions. The non-Darcy pressure solution had the following
properties:
1. The solution was shown to be highly sensitive to the level of inertial effects defined
by the value of the Forchheimer flow constant. This could indicate the threshold
value of non-Darcy flow for a given formation, which would determine its suitability
for CO2 injection processes.
2. Before the perturbation has reached the formation boundary, estimations of the well
pressure decreased with respect to time since the beginning of the injection. The
reason is that during initial stages of injection, the saturation front is close to the
well and the whole profile is under the significant influence of the non-Darcy effects.
This indicated that the critical period for CO2 storage under non-Darcy conditions,
when the fracturing of the formation may occur, is immediately after the beginning
of the injection process.
Analysis of the effects of the formation boundary yielded the expected pressure re-
sponse. The pressure increase in closed formations proved to be significant in both Darcy
and non-Darcy displacements. This indicated that significant pressure buildup may also
occur in systems of multiple wells due to the well interference. Therefore, the careful plan-
ning and monitoring of these systems is necessary in order to prevent a pressure increase
above the formation fracture limit.
Effects of miscibility and compressibility
After extending the model to encompass compositional and compressible analysis, the
significant pressure increase obtained from the immiscible simulations was shown to have
been slightly overestimated. The results indicated:
1. A reduction of the reservoir pressure in the compositional displacement within the
newly formed CO2 region, which was due to the increase of the gas relative perme-
ability once all of the brine had evaporated into the flowing gas phase.
2. A further pressure decrease in two-phase and dry-out zones, due to the effects of CO2
compressibility, hence reducing the adverse effects of non-Darcy flow.
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3. The sensitivity of pressure estimations to changes in brine salinity. In the higher
salinity case, the pressure increase within the single-phase liquid zone resulted in the
additional pressure buildup at the well .
Finally, analysis of the influence of non-Darcy flow on CO2 injectivity showed that
the optimum injection rate is given by the maximum of the injectivity function, which is
constrained by the increase of the well pressure at high injection rates and low formation
permeability.
7.2 Summary of contributions to knowledge
The main contribution of this thesis is the development of a set of analytical solutions
that can model a spatially varying non-Darcy flow in a radial two-phase system, taking
into account effects of phase miscibility and gas compressibility. These were applied to the
modelling of CO2 injection into saline aquifers. The models permit analysis of the near-
well effects during the injection process for various reservoir properties, which is crucial in
determining the suitability of a formation for CO2 storage and quick ranking of the storage
sites. They can be also used to validate numerical simulations before they are used to drive
important decisions regarding the efficiency and design of CO2 storage projects.
Another important contribution is the insight that these models give into the non-Darcy
two-phase displacement process occurring during CO2 injection. The application examples
analysed in this study indicated that Darcy flow models may be inadequate for the analysis
of CO2 injection processes in low permeability formations when gas is injected at high rates.
In these cases, supercritical CO2 is likely to experience non-Darcy behaviour, which may
potentially slow down the gas phase flow. This could have the following implications for
CO2 storage into saline aquifers:
• The additional pressure increase in the near-well region, which is highly sensitive to
the level of inertial effects. For the highest level of non-Darcy flow analysed, the
pressure at the well increased up to 190% compared to the case of Darcy flow.
• Better displacement efficiency of the injected gas. The radial extent of the CO2
plume was reduced by a maximum of 15% compared to the Darcy flow.
• Reduction in the solid salt saturation. Up to 25% less solid salt may precipitate
during early injection times compared to the Darcy flow.
160
The most significant pressure buildup in non-Darcy flow will occur immediately after the
beginning of the injection process and will decrease with time, until it becomes influenced
by the formation boundary. Furthermore, non-Darcy CO2 injectivity was shown to be
limited by increase of the pressure at the well at high injection rates. It was also found to
be highly sensitive to the formation permeability, which alters the selection criterion for
the optimal injection strategy.
Finally, another advance arising from this thesis concerns non-Darcy liquid flow in
closed formations. It was shown that by implementing the area transformation factor,
the analytical solution for a closed circular domain can be used to calculate the critical
pressure at a well located in an array of equally spaced wells.
7.3 Recommendations for further work
The models presented in this study provide a comprehensive description of two-phase non-
Darcy displacements. However, there are a couple of aspects that need to be explored
further, which are discussed in more detail below.
7.3.1 Estimation of Forchheimer coefficient
In this study, the non-Darcy models were applied to data obtained from the literature and
all parameters may not be consistent for a single formation. In particular, the values of the
Forchheimer flow constant for the gas phase, W were derived from the scarce experimental
data, which cover a very narrow range of formation permeabilities. More data are needed
that can be used to predict the Forchheimer coefficient for a wider range of conditions
and to validate the values of parameters used in simulations. Ideally, these values should
be representative of realistic porous formations. One approach could be to predict the
values of the Forchheimer coefficient using Lattice-Boltzmann simulations of two-phase
flow (Pan et al., 2004) in CT-images of a real porous media (Dong, 2007). This approach
was successfully applied by Chukwudozie et al. (2012) to obtain values of the non-Darcy
factor for single-phase flow in Castlegate sandstones.
7.3.2 Correction of pressure estimation due to salt precipitation
In Chapter 5 it was shown that salt precipitation contributes significantly to the perme-
ability reduction in the near-well area. Up to 15% of the initial pore space could become
unavailable for the fluid flow due to this process, which could have a significant influence
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on the additional pressure buildup. However, in the pressure simulations performed in
this study, the influence of the reduced permeability due to salt precipitation was ignored.
Commercial simulators, such as ECLIPSE 300, have the option to update the permeability
as a result of salt precipitation over time (see option SOLIDMMS in CO2STORE module).
In analytical two-phase flow modelling, however, such transient analysis is not easy to im-
plement. A possible solution could be to assume that the pressure distribution at a fixed
time is a function of the permeability reduction at that time. If so, the ratio of the per-
meability reduction could be obtained from equations (5.30) and (5.31) and implemented
into the expression for the gas phase pressure integral function (5.25). This, however, does
not take into account the decrease in gas mobility as a function of salt precipitation within
the dry-out zone.
7.3.3 Modelling the effects of rock dissolution
In addition to salt precipitation during CO2 injection, the dissolution of primary min-
erals can change formation porosity and permeability and consequently affect fluid flow
patterns. Noh et al. (2007) formulated a mathematical model based on mineral precipita-
tion/dissolution rates. They coupled the model with fractional flow theory to investigate
the influence of geochemistry on the CO2 injection process. This study could be the start-
ing point for the extension of the non-Darcy two-phase model to include the effects of rock
dissolution during CO2 injection and determine which of the two competing geochemical
processes (precipitation or dissolution) will dominate the non-Darcy displacement.
7.3.4 Multiple well analysis in two-phase displacement
To achieve the desired CO2 reduction targets, it is likely that the storage process will
include multi-well injection. This is even more likely to happen if the non-Darcy flow is
included in the analysis, because of the additional pressure increase at the well. Therefore,
the behaviour of the two-phase system with multiple wells needs to be assessed. One
approach that could be tested is the application of the area transformation factor defined
by equation (3.18) in the governing equation for the two-phase flow. Pressure calculations
should be performed using the distance between adjacent wells as the value for the closed
outer boundary. The performance of the model could be tested against the numerical
solution of the original problem (for example, a two-dimensional scheme in a reservoir
simulator with an array of equally spaced wells).
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7.3.5 Reservoir simulator with saturation-dependent Forchheimer flow
The results presented in Chapters 5 and 6 highlighted an important issue with the ECLIPSE
module in that it cannot model a saturation-dependent Forchheimer flow. Consequently,
the reservoir simulator may be substantially underestimating the impact of non-Darcy flow
in CO2 injection displacements. Better Forchheimer models in reservoir simulators could
provide a reliable tool for making decisions related to design and implementation of carbon
capture and storage.
7.3.6 Extending the validity of analytical models
The thorough quantification of non-Darcy effects in CO2 storage in saline aquifers could
be obtained using the solutions developed in this study to cover a wide range of aquifer
properties and injection scenarios. This could provide a strong argument for including
the non-Darcy analysis in CO2 storage design projects. Furthermore, the comparison of
the analytical model with a reservoir simulator that can take into account the near-well
heterogeneity, for example using the scheme given by Chandra et al. (2011), could give
valuable information on effects of variable formation properties on near-well pressures and
potential necessity to combine the numerical near-well model with non-Darcy flow module
for more reliable estimations of pressure increase during CO2 injection.
7.4 Implications and conclusions
The potential for non-Darcy behaviour of subsurface flow has been known since the be-
ginning of the last century, when the study by Forchheimer (1901) was published. An
analytical solution that models the late time pressure distribution during immiscible CO2
displacement has been presented by Mathias et al. (2009a), but otherwise the non-Darcy
behaviour of the gas phase in CO2 storage models has been overlooked. It is known that
Forchheimer flow increases the pressure at the well. However, until this study, it was not
known how significant the non-Darcy effects were likely to be in compositional and/or
compressible displacements and what were the implications for CO2 injectivity. Despite
the uncertainties in estimations of the Forchhimer flow parameter that need to be explored
further, the preliminary results clearly indicate that the pressure buildup and saturation
profiles in low permeability formations when CO2 is injected at high rates are influenced
significantly by inertial effects. Depending on the aquifer properties, the salt precipitation
calculations might significantly differ from those obtained for Darcy flow, and consequently
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parameter values for permeability reduction may be impacted. The injectivity of CO2 will
have particularly important consequences for the number and location of injection wells,
potentially requiring more wells than would have been estimated assuming Darcy flow
conditions.
In conclusion, this thesis presents a novel approach to describe the spatially varying
non-Darcy flow in deep saline aquifers. This includes modules for immiscible, composi-
tional and compressible displacements. The models are analytical in a sense that they
implement the modification of the method of characteristics for solving the governing non-
linear partial differential equation. The simulation is driven by the mass injection rate and
aquifer properties, and predicts saturation and pressure spatial distributions at different
times. The results from the application of the model to the CO2 injection process showed
that the saturation and pressure changes obtained from numerical simulators were repro-
duced accurately by the model. For the range of aquifer properties analysed in this study,
pressures in the near-well region and shock front saturations were significantly increased
under non-Darcy flow conditions, and the extent of the gas plume was reduced. This im-
plied that the CO2-brine displacement process may be strongly influenced by non-Darcy
effects in the examples shown. There is strong evidence that the CO2 injectivity exhibits
a different pattern under non-Darcy flow conditions, which may have important implica-
tions for the selection of optimal injection scenarios. It was also shown that the non-Darcy
two-phase flow is highly sensitive to the injection rate, level of inertial effects and for-
mation permeability. Hence, relatively modest changes in any of those parameters might
lead to significantly different saturation and pressure distribution patterns in two-phase
displacement.
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Appendix A
Derivation of two-dimensional finite
difference approximation for
single-phase liquid non-Darcy flow
The continuity equation for two-dimensional (2D) flow can be written as:
∂qx
∂x
+
∂qy
∂y
= δi,j
Q
∆x∆yH
−D∂P
∂t
(A.1)
where
qx = − 1µ
k + ρb|~q|
∂P
∂x
qy = − 1µ
k + ρb|~q|
∂P
∂y
(A.2)
and
|~q| =
√
q2x + q
2
y (A.3)
If the factor F is defined as:
F =
µ
k
+ ρb|~q| (A.4)
then introducing equations (A.2) and (A.4) into equation (A.1) gives the second-order
linear partial differential equation:
− 1
Fi
∂2P
∂x2
−− 1
Fj
∂2P
∂y2
= δi,j
Q
∆x∆yH
−D∂P
∂t
(A.5)
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Equation (A.5) can be written as a forward finite difference approximation, which gives:
ai,jP
n+1
i,j−1 + bi,jP
n+1
i−1,j + ci,jP
n+1
i,j + di,jP
n+1
i+1,j + ei,jP
n+1
i,j+1
= δi,j
Q
4xi,Byj,BH
+D
Pni,j
tn+1 − tn (A.6)
where
ai,j = − 1
Fnj−1(yj − yj−1)(yB,j+1 − yB,j)
(A.7)
bi,j = − 1
Fni−1(xi − xi−1)(xB,i+1 − xB,i)
(A.8)
di,j = − 1
Fni+1(xi+1 − xi)(xB,i+1 − xB,i)
(A.9)
ei,j = − 1
Fnj+1(yj+1 − yj)(yB,j+1 − yB,j)
(A.10)
ci,j = −ai,j − bi,j − di,j − ei,j + ρc 1
tn+1 − tn (A.11)
Set of equations (A.6)-(A.11) can be written in a matrix form:
[Mn][Pn+1] = [fn] (A.12)
where [Mn] is a five-diagonal matrix of coefficients defined by equations (A.7)-(A.11) at
the current time step, [Pn+1] is the pressure vector in the next time step and [fn] is a sink
term vector defined as:
fn =

δi,j
Q
4xi,Byj,BH
+D
Pni,j
tn+1 − tn , i = j = 1
D
Pni,j
tn+1 − tn , i = 2 : N, j = 2 : N
(A.13)
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Appendix B
Derivation of the radial differential
equation for single-phase flow
Under the assumptions of homogenous and isotropic formation, in which the injection well
is completed across the entire saturated thickness, the application of the principle of mass
conservation gives:
[
(r + ∆r)2 − r2]piH∆(φρ)︸ ︷︷ ︸
Change in storage
= 2rpiH∆tρq︸ ︷︷ ︸
Mass in
− 2(r + ∆r)piH∆t [ρq + ∆(ρq)]︸ ︷︷ ︸
Mass out
(B.1)
which, after rearranging and assuming infinitesimal ∆r and ∆t gives:
∂(φρ)
∂t
= −ρq
r
− ∂(ρq)
∂r
(B.2)
Equation (B.2) can be further simplified by applying the product rule to the terms on the
right-hand side:
∂(φρ)
∂t
+
1
r
∂
∂r
(rρq) = 0 (B.3)
Compressibility of rock, cr and fluid, c can be defined as (Wheater et al., 2010):
cr =
1
φ
dφ
dP
(B.4)
c =
1
ρ
dρ
dP
(B.5)
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Above expressions can be extended in terms of a time derivative:
∂ρ
∂t
= φcr
∂P
∂t
(B.6)
∂φ
∂t
= ρc
∂P
∂t
(B.7)
and substituted in equation (B.3) to obtain:
ρφ(cr + c)
∂P
∂t
+
1
r
∂
∂r
(rρq) = 0 (B.8)
If the fluid is assumed to be incompressible, that is ρ=const., the governing equation for
the radial single-phase flow in a porous medium reduces to:
φ(cr + c)
∂P
∂t
+
1
r
∂
∂r
(rq) = 0 (B.9)
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Appendix C
Equal area rule in radial non-Darcy
displacement
The derivation of expressions for shock locations by implementing the equal area rule
(EAR) is based upon the assumption that the integral of the discontinuous weak solution
(i.e. composition profile) has to be the same as the area under the multivalued profile
(LeVeque, 1992). The metrology is shown for the more complicated case, that is the
miscible displacement. The expression for leading shock is then simplified to enable its
application for immiscible flow analysis.
The composition profile along with the implementation of the equal area rule in miscible
displacement problems is shown in Figure 5.3. The expression for the leading front location
can be found by equating areas A1 and A2 (Figure C.1):
A1 = rLDC1h − rbDs1b −
∫ C1h
C1c
rD dC1 (C.1)
A2 =
∫ C1L
C1h
rD dC1 − rLD(C1L − C1h) (C.2)
where
• s1b is CO2 concentration at S1 = 0, where S1 is gas saturation
• C1c is CO2 concentration at the critical gas saturation, S1c
• C1h is an intermediate CO2 concentration used in the calculation of the EAR integral
• C1L is CO2 concentration at leading shock
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• rLD is the dimensionless radial extent of leading shock at time t
• rbD is the dimensionless radial extent that brine would have reached at time t in a
single-phase displacement
C
1L
r
LD
r
bD
r
TD
0 s1b
C
1
r
D
C
1c
A
1
A
2
C
1h
Composition proﬁle 
Multivalued proﬁle  
Figure C.1: Equal area rule for leading front calculation
Equating equations (C.1) and (C.2) gives:
∫ C1h
C1c
rD dC1 +
∫ C1L
C1h
rD dC1 = rLD(C1L − C1h) + rLDC1h − rbDs1b (C.3)
which can be further rearranged to obtain the final expression for leading front position in
miscible displacement:
rLD =
1
C1L
[
rbDs1b +
∫ C1L
C1c
rD dC1
]
(C.4)
In case of the immiscible displacement, dependent variable is gas saturation, S1 and
the corresponding saturation profile is shown in Figure 4.3. If there is no interphase mass
transfer, single-phase regions do not exist, which implies that rbD = 0. The expression for
rLD in immiscible displacement therefore simplifies to:
rLD =
1
S1L
∫ S1L
S1c
rD dS1 (C.5)
The position of the trailing shock in miscible displacement can be found by equating
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areas A3 and A4 (Figure C.2):
A3 = rTD(s1c − C1T )−
∫ 1−C2r
C1T
rD dC1 (C.6)
A4 = (rcD − rTD)(1− s1c) (C.7)
where
• s1c is CO2 concentration at S1 = 1
• 1− C2r is CO2 concentration at the residual brine saturation, 1− S2r
• C1T is CO2 concentration at trailing shock
• rTD is the dimensionless radial extent of trailing shock at time t
• rcD is the dimensionless radial extent that gas would have reached at time t in a
single-phase displacement
r
TD
r
cD
1C
1T
C
1
s
1c1-C2r
A
4
A
3
Composition proﬁle 
Multivalued proﬁle  
Figure C.2: Equal area rule for trailing front calculation
Equating equations (C.6) and (C.7) results in:
∫ 1−C2r
C1T
rD dC1 = rTD(1− C1T )− rcD(1− s1c) (C.8)
184
Finally, the location of the trailing shock can be obtained from:
rTD =
1
1− C1T
[
rcD(1− s1c) +
∫ 1−C2r
C1T
rD dC1
]
(C.9)
Note that equation (C.9) is valid for non-Darcy displacement, in which the gas wave velocity
in a single-phase dipslacement varies with the distance from the well. In case of Darcy
displacement, this velocity is constant and thus rcD = rbD.
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Appendix D
Derivation of the radial differential
equation for compressible two-phase
displacement
Assuming the gas phase compressibility, the two-phase flow of an immiscible liquid and
gas in a porous medium can be described by the system of mass conservation equations:
∂(S1ρ1)
∂t
+
1
φ
[
ρ1q1
r
+
∂(ρ1q1)
∂r
]
= 0 (D.1)
∂S2
∂t
+
1
φ
[
q2
r
+
∂q2
∂r
]
= 0 (D.2)
If the total fluid flux is defined as a sum of phase velocities:
q = q1 + q2 (D.3)
and the concept of fractional flow is applied (Buckley and Leverett, 1942):
f1 = 1− f2 = q1
q
(D.4)
the governing differential equations can be written as:
∂(S1ρ1)
∂t
+
1
φ
[
ρ1f1q
r
+
∂(ρ1f1q)
∂r
]
= 0 (D.5)
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∂S2
∂t
+
1
φ
[
(1− f1)q
r
+
∂(1− f1)q
∂r
]
= 0 (D.6)
The above system of partial differential equations admits the self-similar solution
(Bedrikovetsky, 1993):
S1 = 1− S2 = S1(ξ) (D.7)
q =
U(ξ)√
2t
(D.8)
ξ =
r√
2t
(D.9)
The self similar function (D.9) can be differentiated with respect to space and time:
dξ
dr
=
1√
2t
(D.10)
dξ
dt
= − 1
2t
r√
2t
= − ξ
2t
(D.11)
Substitution of expressions (D.7)-(D.11) into equations (D.5) and (D.6) gives the system
of ordinary differential equations:
−ξ d(S1ρ1)
dξ
+
1
φ
[
ρ1f1U
ξ
+
d
dξ
(ρ1f1U)
]
= 0 (D.12)
ξ
dS1
dξ
+
1
φ
[
(1− f1)U
ξ
+
d
dξ
[(1− f1)U ]
]
= 0 (D.13)
which can be further modified by applying the product rule and rearranged to obtain:
ρ1f1
φ
dU
dξ
=
dρ1
dξ
(
ξS1 − f1U
φ
)
− ρ1f1U
φξ
− ρ1U
φ
df1
dξ
+ ρ1ξ
dS1
dξ
(D.14)
ξ
dS1
dξ
= −(1− f1)U
φξ
+
U
φ
df1
dξ
− (1− f1)
φ
dU
dξ
(D.15)
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After equation (D.15) has been substituted into (D.14), the solution gives the change of
the fluid flux in a compressible displacement:
dU
dξ
=
φ
ρ1
dρ1
dξ
(
ξS1 − f1U
φ
)
− U
ξ
(D.16)
Expressions (D.8)-(D.11) can again be used to revert equations (D.15) and (D.16) into the
original notation. Finally, the system (D.5)-(D.6) can be written in the form:
∂S1
∂t
+
q
φ
∂f1
∂r
− 1
φ
[
(1− f1)q
r
+ (1− f1)∂q
r
]
= 0 (D.17)
dq
dr
= φ
1
ρ1
dρ1
dP
dP
dr
(
rS1
2t
− f1q
φ
)
− q
r
(D.18)
where (dρ1/dP )/ρ1 defines the gas compressibility (Bear, 1979) and dP/dr is a pressure
change under either Darcy or Forchheimer flow conditions.
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