Let C = {C1, . . . , Cn} be a set of n pairwise-disjoint convex sgons, for some constant s, and let π be a probability density function (pdf) over the non-negative reals. For each i, let Ki be the Minkowski sum of Ci with a disk of radius ri, where each ri is a random non-negative number drawn independently from the distribution determined by π. We show that the expected complexity of the union of K1, . . . , Kn is O(n log n), for any pdf π; the constant of proportionality depends on s, but not on the pdf.
INTRODUCTION
Let C = {C1, C2, . . . , Cn} be a collection of n pairwise-disjoint convex polygons, each with at most s edges, for some constant s. Let D(r) denote the disk of radius r centered at the origin, and let π be a probability density function (pdf) over the non-negative reals. For each 1 ≤ i ≤ n, draw a random non-negative distance ri independently from the distribution determined by π. Set Ki = Ci ⊕ D(ri), the Minkowski sum of Ci with D(ri). The boundary of Ki is an alternating concatenation of line segments and circular arcs, where each segment is a parallel shift, by distance ri, of an edge of Ci, and each circular arc is of radius ri and centered at a vertex of Ci; see Figure 1 . We refer to the endpoints of these segments and circular arcs as the vertices of Ki (so each Ki has at most 2s vertices). Let K = {K1, . . . , Kn}, and let U = U(K) = n i=1 Ki. The combinatorial complexity of U is defined to be the number of vertices of U, each of which is either a vertex of some Ki or an intersection point of the boundaries of a pair of Ki's, lying on ∂U. Our goal is to obtain an upper bound on the expected combinatorial complexity of U, where the expectation is taken over the random choices of the ri's. Note that we do not make any assumptions on the shape and location of the polygons in C (other than pairwise disjointness, and also a general-position assumption, made in order to simplify the analysis), so the bound should hold for any family of n pairwise-disjoint convex s-gons.
Our motivation for studying the above problem comes from the problem of analyzing the vulnerability of a network to a physical attack (e.g., electromagnetic pulse (EMP) attacks, military bombing, or natural disasters [10] ), as studied in [2] . Let G = (V, E) be a planar graph embedded in the plane, where V is a set of points in the plane and E = {e1, . . . , en} is a set of n segments (often called links) with pairwise-disjoint relative interiors, whose endpoints are points of V . For a point q ∈ R 2 , let d(q, e) = minp∈e p − q denote the (minimum) distance between q and e. Let ϕ : R ≥0 → [0, 1] denote the edge failure probability function, i.e., the proba-bility of an edge e to be damaged by a physical attack at a location q is ϕ(d(q, e)). In this model, the failure probability only depends on the distance of the point of attack from e. We assume that 1 − ϕ is a cumulative distribution function (cdf), or, equivalently, that ϕ(0) = 1, ϕ(∞) = 0, and ϕ is monotonically decreasing. A typical example is ϕ(x) = max{1 − x, 0}, where the cdf is the uniform distribution on [0, 1].
For each ei ∈ E, let fi(q) = ϕ(d(q, ei)). The function Φ(q, E) = n i=1 fi(q) gives the expected number of links of E damaged by a physical attack at a location q; see Figure 2 . Set Φ(E) = max q∈R 2
Φ(q, E).
Our goal is to compute Φ(E) and a location q * such that Φ(q * , E) = Φ(E). As evident from Figure 2 , the function Φ can be quite complex, and it is generally hard to compute Φ(E) exactly, so we focus on computing Φ(E) approximately. More precisely, given an error parameter δ > 0, we seek a pointq ∈ R 2 for which Φ(q, E) ≥ (1−δ)Φ(E). Agarwal et al. [2] proposed a Monte Carlo algorithm for this task. As it turns out, the problem can be reduced to the problem of estimating the maximal depth in an arrangement of random Minkowski sums of the form considered above, and its performance then depends on the expected complexity of U(K), where K is a collection of Minkowski sums of the form ei ⊕D(ri), for a sample of edges ei ∈ E and for suitable random choices of the ri's. We adapt and simplify the algorithm in [2] and prove a better bound on its performance by using the sharp (near-linear) bound on the complexity of U(K) that we derive in this paper; see below and Section 4 for details.
Related work. (i) Union of geometric objects.
There has been extensive work on bounding the complexity of the union of a set of geometric objects, especially in R 2 and R 3 , and optimal or nearoptimal bounds have been obtained for many interesting cases. We refer the reader to the survey paper by Agarwal et al. [5] for a comprehensive summary of known results on this topic. For a set of n planar objects, each of constant description complexity, the complexity of their union can be Θ(n 2 ) in the worst case, but many near-linear bounds are known for special restricted cases. For example, a fairly old result of Kedem et al. [13] asserts that the union of a set of pseudo-disks in R 2 (where any pair of object boundaries intersect in at most two points) has linear complexity. It is also shown in [13] that the Minkowski sums of a set of pairwise-disjoint planar convex objects with a fixed common convex set is a family of pseudo-disks. Hence, in our setting, if all the ri's were equal, the result of [13] would then imply that the complexity of U(K) is O(n). On the other hand, a bad (non-random) choice of the ri's may result in a union U with Θ(n 2 ) complexity; see Figure 3 . (ii) Network vulnerability analysis. There has been significant research on many aspects of network vulnerability analysis. Most of the early work considered a small number of isolated, independent failures; see, e.g., [7, 17] and the references therein. Since physical networks rely heavily on physical infrastructure, they are vulnerable to physical attacks such as electromagnetic pulse (EMP) attacks as well as natural disasters [10, 20] , not to mention military bombing and other similar kinds of attack. This has led to recent work on analyzing the vulnerability of a network under geographically correlated failures due to a physical attack [1, 2, 15, 16, 20] . Most papers on this topic have studied a deterministic model for the damage caused by such an attack, which assumes that a physical attack at a location x causes the failure of all links that intersect some simple geometric region (e.g., a vertical segment of unit length, a unit square, or a unit disk) centered at x. The impact of an attack is measured in terms of its effect on the connectivity of the network (e.g., how many links fail, how many pairs of nodes get disconnected, etc.), and the goal is to find the location of attack that causes the maximum damage to the network. This is a problem that both attackers and planners of such networks would like to solve, the former for obvious reasons, and the latter for identifying the most vulnerable portions of the network, in order to protect them better. In practice, though, it is hard to be certain in advance whether a link will fail by a nearby physical attack. To address this situation, Agarwal et al. [2] introduced a simple probabilistic framework for modeling the vulnerability of a network under a physical attack, as described above. One of the problems that they studied is to compute the largest expected number of links damaged by a physical attack; they described an approximation algorithm for this problem whose expected running time is quadratic in the worst case; a major motivation for the present study is to improve the efficiency of this algorithm. Finally, we note that the study in this paper has potential applications in other contexts, where one wishes to analyze the combinatorial and topological structure of the Minkoswki sums (or rather convolutions) of a set of geometric objects (or a function over the ambient space) with some kernel function (most notably a Gaussian kernel), or to perform certain computations on the resulting configuration. Problems of this kind arise in many applications, including statistical learning, computer vision, robotics, and computational biology; see, e.g., [9, 14] and references therein.
Our results. The main result of this paper is a near-linear bound on the expected complexity of the union U(K). THEOREM 1.1. Let C = {C1, . . . , Cn} be a set of n pairwisedisjoint convex s-gons in R 2 , where s is a constant, and let π be an arbitrary pdf over the non-negative reals. For each 1 ≤ i ≤ n, let ri be a non-negative random value drawn independently from the distribution determined by π.
Then the expected number of vertices in the union U(K) is O(n log n), where the constant of proportionality depends on s (but not on the pdf), and where expectation is with respect to the random choice of the ri's.
Using the Clarkson-Shor argument [8] , we also obtain the following corollary. COROLLARY 1.2. Let C = {C1, . . . , Cn} be a set of n pairwisedisjoint convex s-gons in R 2 , where s is a constant, and let π be an arbitrary pdf over the non-negative reals. For 1 ≤ i ≤ n, let ri be a non-negative random value drawn independently from the distribution determined by π.
Then, for any 1 ≤ k ≤ n, the expected number of vertices in the arrangement A(K) whose depth is at most k is O(nk log(n/k)), where the constant of proportionality depends on s (but not on the pdf), and where expectation is with respect to the random choice of the ri's.
For simplicity, we first prove Theorem 1.1 in Section 2 for the special case where C is a set of n pairwise-disjoint segments, say, e1, . . . , en, in which case each Ki = ei ⊕ D(ri) is a racetrack, bounded by two segments that are parallel shifts, by distance ri, of ei, and by two semicircles, of radius ri each, centered at the endpoints of ei; see Figure 3 . Then we extend the proof, in a reasonably straightforward manner, to polygons in Section 3. The version involving segments admits a somewhat cleaner proof, and, as already noted, suffices for the application to network vulnerability analysis. Specifically, using Theorem 1.1 and Corollary 1.2, we present (in Section 4) an efficient Monte-Carlo δ-approximation algorithm for computing (approximately) the most vulnerable location for a network, as defined earlier. Our algorithm is a somewhat simpler variant of the algorithm proposed by Agarwal et al. [2] , and the general approach is similar to the approximation algorithms presented in [3, 4, 6] for computing the depth in an arrangement of a set of objects. It leads to the following second main result of the paper. THEOREM 1.3. Given a set E of n segments in R 2 with pairwisedisjoint relative interiors, an edge-failure-probability function ϕ such that 1 − ϕ is a cdf, and a constant 0 < δ < 1, one can compute, in O(δ −4 n log 3 n) time, a locationq ∈ R 2 , such that Φ(q, E) ≥ (1 − δ)Φ(E) with probability at least 1 − 1/n O(1) .
THE CASE OF SEGMENTS
Let E = {e1, . . . , en} be a collection of n line segments in the plane with pairwise-disjoint relative interiors, and π a probability density function over the non-negative reals. For each 1 ≤ i ≤ n, let ci, bi be the left and right endpoints, respectively, of ei (we assume, with no loss of generality, that no segment in E is vertical). For each i = 1, . . . , n, we independently draw a distance ri from the distribution determined by π, and form the Minkowski sum Ki = ei ⊕ D(ri). We refer to Ki as a racetrack; as already noted, its boundary consists of two semicircles γ i , and by R the collection of the n rectangles Ri. As above, let U = U(K) denote the union of K. We show that the expected number of vertices on ∂U is O(n log n), where the expectation is over the random choices of the ri's. For simplicity we assume that the segments in E are in general position, i.e., no two of them share an endpoint and no two are parallel. Moreover, we assume that the pdf π is in "general position" with respect to E, so as to ensure that, with probability 1, the racetracks of K are also in general position-no pair of them are tangent and no three have a common boundary point. We classify the vertices of ∂U into three types (see Figure 4 ): (i) CC-vertices, which lie on two semicircular arcs (of the respective pair of racetrack boundaries);
(ii) RR-vertices, which lie on two straight-line edges; and (iii) CR-vertices, which lie on a semicircular arc and a straightline edge.
Bounding the number of CC-vertices is trivial because they are also vertices of U(D), the union of the 2n disks [5, 13] . We therefore focus on bounding the expected number of RR-and CR-vertices on U.
RR-vertices
Let v be an RR-vertex of U, lying on ∂Ri and ∂Rj, the rectangles of two respective segments ei and ej. Without loss of generality assume that the edges of Ri and Rj incident to v are e Figure 4 , β is a terminal vertex, and α is a nonterminal vertex. There are at most 4n terminal vertices on ∂U, so it suffices to bound the (expected) number of non-terminal vertices.
Let v ∈ ∂Ri ∩ ∂Rj be a non-terminal vertex of U, and continue to use the above notations associated with v. The strips Σi, Σj spanned by the straight edges of Ki and Kj, respectively, intersect in a parallelogram Q, having v as one of its vertices. Let w and z denote the vertices of Q adjacent to v, such that w (resp., z) lies on the same bounding line of Σi (resp., Σj) that contains v; it also lies on the other bounding line of Σj (resp., Σi). See Figure 5 . LEMMA 2.1. At least one of w and z is not a vertex of ∂Ri ∩ ∂Rj.
PROOF. Suppose to the contrary that both w and z are vertices of ∂Ri ∩∂Rj. Let i (resp., j ) denote the line supporting ei (resp., ej), and let o = i ∩ j denote the center of Q; see Figure 5 . The orthogonal projections wi, zi of the respective vertices w, z of Q onto i fall on different sides of o. Since, by assumption, both w and z lie on ∂Ri, we must have wi, zi ∈ ei, so o belongs to ei. A fully symmetric argument shows that o also belongs to ej, so ei and ej meet at o, contrary to our assumption that ei and ej are disjoint.
By Lemma 2.1, at least one of these vertices, say, w, lies outside either Ri or Rj (or both).
To simplify the ongoing presentation, we assume that ej is horizontal. We also assume that the slope of ei is negative. The argument for the case when the slope of ei is positive is symmetric; see below. We also need the following notations. Let + j (resp., − j ) denote the line containing w (resp., v and z) and supports an edge of Rj parallel to ej; these edges are denoted, as before, as e If U c , the complement of U, forms an acute angle at v, we call v an acute vertex of U ( Figure 6 ). Otherwise, if U c forms an obtuse angle at v, we call v an obtuse vertex (Figures 7 and 8 ). (We may ignore the case where ei and ej are orthogonal, because then v must be a terminal vertex, as is easily seen.)
To summarize, we have assumed that w does not lie on ∂Ri ∩ ∂Rj, ej is horizontal, ei has negative slope, and v lies on e − j . Under these assumptions, if v is acute (resp., obtuse) then it lies on e + i (resp., e − i ). PROOF. Let u be the endpoint that lies above − j of the edge of Ri that contains v (and possibly w). Since v is a non-terminal vertex, u lies outside Kj. Then either vu exits Kj at w, through the edge of Rj containing w, or it exits Kj through γ − j (recall that ei has negative slope).
The former case is impossible because then w would belong to ∂Ri ∩ ∂Rj, contrary to our assumption, so vu, and thus vw, intersects γ (ii) If bi lies above j , then ej intersects the segment bib However, ei cannot intersect λ above j because (i) ei and ej are disjoint, (ii) bi lies to the left of bj and below j , and (iii) the slope of ei is negative. So ei intersects λ below j . But below j , λ lies to the left of the segment cjc − j , so for ei to intersect λ , it has to intersect cjc 
∂Rj is owned by one of the four anchors of ei and ej.
Note that the "ownership" relation is essentially defined independently of the random choice of the ri's. For a potential RR-vertex v ∈ ∂Ri ∩ ∂Rj and owned, say, by cjc − j , to materialize as a vertex of U(K), we require that (i) rj be large enough so that ei indeed intersects cjc − j , and (ii) the choices of the r l 's for l = j be such that v is indeed not covered by any K l , l = i, j. However, once the vertex v materializes (as a vertex of U), Lemmas 2.3 and 2.4 imply that the owning anchor is indeed crossed by the other segment.
To simplify the notation, we rename ej as e0, and rename accordingly all the other entities associated with ej. In particular, the random
We call a vertex of Ug an R-vertex if it lies on ∂Ri for some ei ∈ Eg(r0). If a potential RR-vertex v owned by g appears on the union then by the above discussion, v is an R-vertex of Ug.
Expected number of R-vertices in Ug. Consider a segment ei ∈ Eg(r0). If For i = 1, . . . , m, let ri be the (random) expansion distance chosen for ei, and set Ji = Ki ∩ − 0 . If ri ≤ r * i then Ji is empty, and if ri > r * i then Ji is an interval containing ai. Let U0 be the union of the intervals Ji, and let µ(r0) be the number of connected components of U0. It can be verified that each R-vertex of U(Kg(r0))∩e0 is a vertex of U0. The number of vertices in U0 is at most 2µ(r0), so it suffices to bound the expected value of µ(r0).
For each ei ∈ Eg(r0), let βi be the segment connecting c − 0 to its orthogonal projection on ei. As is easily checked, we have βi < r0. It is also clear that if ri ≥ βi then the entire segment aic − 0 is contained in Ki.
LEMMA 2.5. The expected value of µ(r0), conditioned on the fixed choice of r0, is at most
PROOF. If ri > r0 then ri > βi and therefore c − 0 ∈ Ji, implying that U0 has at most i connected components, the one containing Ji and at most i − 1 intervals to its right. That is, we then have µ(r0) ≤ i.
Set ϕ = 1 − Π(r0). Then Pr[ri > r0] = ϕ. Suppose we perform the following experiment: we choose the radii r1, . . . , rm one by one in increasing order of their indices. We say that the choice of ri, or rather the trial i, is successful if ri > r0; the probability of a trial being successful is ϕ. We stop as soon as a trial is successful or we have chosen all of r1, . . . , rm. Letμ be the number of trials performed before stopping. The above discussion implies that µ(r0) ≤μ.
We note thatμ is a random value drawn from a (right) truncated geometric distribution with success probability ϕ, so the expected value ofμ is (see, e.g., [12] )
Since m ≤ n − 1, the lemma follows.
LEMMA 2.6. In the notations made above, the (unconditional) expected number of connected components of U0 (along − 0 ) is O(log n). Putting it all together. Lemma 2.6 proves that the expected number of non-terminal vertices of U owned by the anchor cjc − j is O(log n). As mentioned above, each non-terminal RR-vertex of U is owned by at least one of the anchors. Repeating this analysis for all 4n anchors, the expected number of non-terminal RR-vertices in U is O(n log n). Adding the linear bound on the number of terminal RR-vertices, we obtain the following result: LEMMA 2.7. The expected number of RR-vertices of U(K) is O(n log n).
PROOF. By (1), the desired expectation is at most

CR-vertices
Next, we bound the expected number of CR-vertices of U. Using a standard notation, we call a vertex v ∈ U lying on ∂Ki ∩ ∂Kj regular if ∂Ki and ∂Kj intersect at two points (one of which is v); otherwise v is called irregular. By a result of Pach and Sharir [18] , the number of regular vertices on ∂U is proportional to n plus the number of irregular vertices on ∂U. Since the expected number of RR-and CC-vertices on ∂U is O(n log n), the number of regular CR-vertices on ∂U is O(n log n + κ), where κ is the number of irregular CR-vertices on ∂U. It thus suffices to prove that the expected number of irregular CR-vertices on ∂U is O(n log n).
We begin by establishing a few simple geometric lemmas. PROOF. We may assume that D is not fully contained in D , for otherwise the claim is trivial. Consider then the triangle oo p, where p is one of the intersection points of ∂D and ∂D . Put |oo | = d ≤ r, and let ∠o op = θ; see Figure 10 . Then
Hence θ ≥ π/3. Since the angular extent of D ∩ ∂D is 2θ, the claim follows. The property concerning the center of the arc D ∩ ∂D is also obvious. PROOF. The first claim follows from the preceding lemma, since D ∩∂D is an arc of angular extent at least 2π/3 centered at a point on γ1. The proof of (b) is similar, using the fact that the center of D ∩ ∂D lies outside γ1. (Note that D ∩ γ1 may indeed consist of two arcs, each containing a distinct endpoint of γ1.) Fix a segment e0 ∈ E. As mentioned above, ∂K0 has two semicircular arcs, one corresponding to each endpoint of e0. We prove that the expected number of irregular CR-vertices of U on each of these arcs is O(log n). We fix one of the semicircular arcs of K0 and denote it by γ0. Let r0 be the random distance drawn from the pdf π for e0, let D0 be the disk of radius r0 containing γ0 on its boundary, and let H0 ⊂ D0 be the half-disk spanned by γ0. As for RR-vertices, we fix the value r0 and bound the expected number of irregular CR-vertices on γ0, denoted by µ(r0), conditioned upon this fixed choice of r0.
Partition H0 into three sectors of angular extent π/3 each, denoted as H01, H02, H03. Let γ0i ⊂ γ0 denote the arc bounding H0i, for i = 1, 2, 3. We call a vertex v ∈ ∂U formed by γ0i ∩∂Kj, for some j, a border vertex if Kj contains one of the endpoints of γ0i and non-border vertex otherwise. There are at most six border vertices on γ0, so it suffices to bound the (expected) number of nonborder irregular CR-vertices on each subarc γ0i, for i = 1, 2, 3.
Let E(r0) denote the set of all segments ej = e0 that intersect the disk D0, and, for i = 1, 2, 3, let Ei(r0) ⊆ E(r0) denote the set of all segments ej = e0 that intersect the sector H0i. Set mi := mi(r0) = |Ei(r0)|. Segments in E(r0) \ Ei(r0) intersect D0 but are disjoint from H0i. LEMMA 2.10. Let ej ∈ E be a segment not in E(r0). If U has a CR-vertex v ∈ γ0i ∩ ∂Kj, for some i = 1, 2, 3, then v is either a regular vertex or a border vertex.
PROOF. Let c denote the center of D0, and consider the interaction between Kj and D0.
where D * 0 is the disk of radius r0 −rj centered at c. By assumption, D * 0 and ej are disjoint, implying that D0 and Kj are pseudo-disks (cf. [13] ), that is, their boundaries intersect in two points, one of which is v; denote the other point as v .
If only v lies on γ0, then v must be a border vertex, so assume that both v and v lie on γ0. We claim that ∂Kj and ∂Ki can intersect only at v and v , implying that v is regular. Indeed, v and v partition ∂Kj into two connected pieces. One piece is inside D0, locally near v and v , and cannot intersect ∂Ki in a point other than v and v without intersecting D0 in a third point (other than v and v ), contradicting the fact that D0 and Kj are pseudo-disks. The other connected piece of ∂Kj between v and v is separated from ∂Ki \ γ0 by the line through v and v and therefore cannot contain intersections other than v and v between ∂Kj and ∂Ki. See Figure 11 (a) .
Suppose then that rj > r0, and let K * j = ej ⊕ D(rj − r0). Kj can now be regarded as K * j ⊕ D(r0). If c ∈ K * j , then by the result of [13] , D0 = c ⊕ D(r0) and Kj are pseudo-disks; see Figure 11 (b). Therefore, the argument given above for the case where r0 ≥ rj implies the lemma in this case as well. Finally, c ∈ K * j implies that Kj contains D0, so this case cannot occur (it contradicts the existence of v). See Figure 11 (c).
Using Lemmas 2.8 and 2.10, we obtain the following property. LEMMA 2.11. Let v ∈ γ0i ∩ ∂Kj be a non-border, irregular CR-vertex of U. Then (i) ej ∈ Ei(r0), and (ii) for all e l ∈ Ei(r0), r l < r0.
PROOF. Lemma 2.10 implies that ej ∈ E(r0). Suppose first that ej ∈ E(r0) \ Ei(r0). Pick a point o ∈ ej ∩ D0, which exists by assumption, and note that Kj contains the disk D of radius rj centered at o . Part (b) of Corollary 2.9 implies that D intersects γ0i at an arc or a pair of arcs, each containing an endpoint of γ0i, i.e., v is a border vertex, contrary to assumption. We can therefore conclude that ej ∈ Ei(r0). Part (a) of Corollary 2.9 implies that r l < r0 for all e l ∈ Ei(r0), because otherwise we would have γ0i ⊂ K l and γ0i would not contain any vertex of ∂U.
We are now ready to bound the expected number of non-border irregular CR-vertices of U that lie on γ0i, for a fixed i, 1 ≤ i ≤ 3. By Lemma 2.11, any such vertex lies on the boundary of J0, the intersection of γ0i with the union of {K l | e l ∈ Ei(r0)}. Equivalently, it suffices to bound the expected number of connected components of J0 that lie in the interior of γ0i. By Lemma 2.11, if r l ≥ r0 for any e l ∈ Ei(r0), then there are no such connected components.
The probability that all mi = |Ei(r0)| distances corresponding to the segments of Ei(r0) are at most r0 is Π(r0) m i . If this happens, we pessimistically bound the number of connected components by 2mi -each segment of Ei(r0) can generate at most two connected components. In other words, the expected number of connected components of J0 is at most 2miΠ(r0) m i . For Π(r0) < 1, the maximum value of the function 2xΠ(r0)
x is, as is easily checked,
Summing this bound over all three subarcs of γ0 and adding the bound on the number of border irregular vertices, we obtain that µ(r0), the expected number of irregular CR-vertices on γ0, conditioned on the fixed value of r0, is µ(r0) ≤ 6 + 12 e ln(1/Π(r0)) .
The factor 12 comes from the fact that each connected component can contribute up to two vertices to U. The (unconditional) expected number,μ, of irregular CR-vertices appearing on γ0 is thus µ = r≥0 µ(r)π(r)dr.
Let rmax > 0 be the value satisfying Π(rmax) = 1 − 1/n. Note that for any value of r, µ(r) is trivially at most 4(n − 1), because any of the other racetrack boundaries can intersect γ0 in at most four points. Hence we havē
Note that Pr[r > rmax] ≤ 1/n, so the second integral in the above expression is at most 4. Substituting x = Π(r) (and dx = π(r)dr) in the first integral, we obtain
We use the inequality
for 0 < x < 1; this is a straightforward rewriting of the more familiar inequality e −y > 1 − y for y > 0. This implies that
Summing this expectations over the 2n semicircular arcs of the racetracks in K, and adding the bounds on the number of regular CR-vertices we obtain the following lemma. LEMMA 2.12. The expected number of CR-vertices on U(K) is O(n log n).
Combining Lemma 2.7, Lemma 2.12, and the linear bound on the number of CC-vertices, completes the proof of Theorem 1.1.
THE CASE OF POLYGONS
In this section we consider the case where the objects of C are n convex s-gons, for s a fixed constant; as a matter of fact, the bound also holds in the more general case, where the number of edges of each input polygon is at most s. Handling this case is similar to the case of segments treated above, except that now several segments, namely the edges of the same polygon, are all expanded by the same distance (and some pairs of them are not disjoint, as they share an endpoint). Nevertheless, there is an easy reduction to the preceding case, which proceeds as follows.
Let C = {C1, . . . , Cn} be the n given polygons. For each i, enumerate the edges of Ci as ei1, ei2, . . . , eis; the order of enumeration is not important. Let v be a vertex of U, lying on the boundaries of Ki and Kj, for some 1 ≤ i < j ≤ n. Then there exist an edge eip of Ci and an edge ejq of Cj such that v lies on ∂(eip ⊕ D(ri)) and on ∂(ejq ⊕ D(rj)); the choice of eip is unique if the portion of ∂Ki containing v is a straight edge, and, when that portion is a circular arc, any of the two edges incident to the center of the corresponding disk can be taken to be eip. A similar property holds for ejq.
As a matter of fact, the following stronger property holds too. For each 1 ≤ p ≤ s, let Cp be the set of edges {e1p, e2p, . . . , enp}, and let Kp = {e1p ⊕ D(r1), . . . , enp ⊕ D(rn)}. Then, as is easily verified, our vertex v is a vertex of the union U(Kp ∪ Kq). Moreover, for each p, the expansion distances ri of the edges eip of Cp are independent random numbers chosen from the same pdf π. Fix a pair of indices 1 ≤ p < q ≤ s, and note that each expansion distance ri is assigned to exactly two segments of Cp ∪ Cq, namely, to eip and eiq.
We now repeat the analysis given in the preceding section for the collection Cp ∪ Cq, and make the following observations. First, the analysis of CC-vertices remains the same, since the complexity of the union of any family of disks is linear.
Second, in the analysis of RR-and CR-vertices, the exploitation of the random nature of the distances ri comes into play only after we have fixed one segment (that we call e0) and its expansion distance r0, and consider the expected number of RR-vertices and CRvertices on the boundary of K0 = e0 ⊕ D(r0), conditioned on the fixed choice of r0. Suppose, without loss of generality, that e0 belongs to Cp. We first ignore its sibling e 0 in Cq (from the same polygon), which receives the same expansion distance r0; e 0 can form only O(1) vertices of U with e0.
1 The interaction of e0 with the other segments of Cp behaves exactly as in Section 2, and yields an expected number of O(log n) vertices of U(Kp) involving e0. Similarly, The interaction of e0 with the other segments of Cq (excluding e 0 ) is also identical to that in Section 2, and yields an additional expected number of O(log n) vertices of U({e0} ∪ Kq) involving e0. Since any vertex of U(Kp ∪ Kq) involving e0 must be one of these two kinds of vertices, we obtain a bound of O(log n) on the expected number of such vertices, and summing this bound over all segments e0 of Cp ∪ Cq, we conclude that the expected complexity of U(Kp ∪ Kq) is O(n log n). (Note also that the analysis just given manages to finesse the issue of segments sharing endpoints.)
Summing this bound over all O(s 2 ) choices of p and q, we obtain the bound asserted in Theorem 1.1. The constant of proportionality in the bound that this analysis yields is O(s 2 ). A more careful analysis, which will be supplied in the full version of the paper, reduces the constant to O(s). Figure 12 . Discretizing the function fe for an edge e.
NETWORK VULNERABILITY ANALYSIS
Let E = {e1, . . . , en} be a set of n segments in the plane with pairwise-disjoint relative interiors, and let ϕ : R ≥0 → [0, 1] be an edge failure probability function such that 1 − ϕ is a cdf. For each segment ei, define the function fi : , ei) ), for q ∈ R 2 , and set Φ(q, E) = n i=1 fi(q). In this section we present a Monte-Carlo algorithm, which is an adaptation and a simplification of the algorithm described in [2] , for computing a locationq such that Φ(q, E) ≥ (1 − δ)Φ(E), where 0 < δ < 1 is some prespecified error parameter, and where Φ(E) = max q∈R 2 Φ(q, E).
The algorithm works in two stages. The first stage discretizes each fi by choosing a family Ki of super-level sets of fi (each of the form {q ∈ R 2 | fi(q) ≥ t}), and reduces the problem of computing Φ(E) to that of computing the maximum depth in the arrangement A(K) of K = i Ki. The second stage uses a sampling-based method for estimating the maximum depth in A(K). It is the second stage where Theorem 1.1 and Corollary 1.2 are being used.
In more detail, set m = 2n/δ . For each 1 ≤ j < m, let rj = ϕ −1 (1−j/m) and let Kij = ei⊕D(rj) be the racetrack formed by the Minkowski sum of ei with the disk of radius rj centered at the origin. Setφ = {rj | 1 ≤ j < m}, Ki = {Kij | 1 ≤ j < m}, and K = 1≤i≤n Ki. See Figure 12 . We cannot afford to, and indeed do not, compute K explicitly, as its cardinality (which is quadratic in n) is too large.
We first introduce a few notations. For a point q ∈ R 2 and for a subset X ⊆ K, let ∆(q, X), the depth of q with respect to X, be the number of racetracks of X that contain q in their interior. Set ∆(X) = max q∈R 2 ∆(q, X). We call ω(q, X) = ∆(q,X) |X| the fractional depth of q with respect to X. Set ω(X) = max q∈R 2 ω(q, X) = ∆(X) |X|
. We observe that ∆(K) ≥ m − 1 because the depth near each ei is at least m − 1. Hence,
The following lemma is fairly straightforward and its full proof is omitted in this abstract; a proof of a similar claim can be found in [2] .
By Lemma 4.1, it suffices to compute a pointq of depth at least (1 − δ/2)∆(K) in A(K); by (i) and (ii) we will then have
We describe a Monte-Carlo algorithm for computingq, which is a simpler variant of the algorithm described in [6] (see also [4] ).
Before presenting the algorithm, we introduce a concept from the theory of random sampling.
For two parameters 0 < ρ, ε < 1, we call a subset A ⊆ K a (ρ, ε)-approximation if the following holds for all q ∈ R 2 :
This notion of (ρ, ε)-approximation is a special case of the notion of relative (ρ, ε)-approximation defined in [11] for general range spaces with finite VC-dimension. The special case at hand applies to the so-called dual range space (K, R 2 ), where the ground set K is our collection of racetracks, and where each point q ∈ R 2 defines a range equal to the set of racetracks containing q; here ∆(q, K) is the size of the range defined by q.
Since (K, R 2 ) has finite VC-dimension (see, e.g., [19] ), it follows from a result in [11] that, for any integer b, a random subset of size
is a (ρ, ε)-approximation of K with probability at least 1 − 1/n b , where c is a sufficiently large constant (proportional to the VCdimension of our range space). In what follows we fix b to be a sufficiently large integer, so as to guarantee that, with high probability, all the samplings that we construct in the algorithm will have the desired approximation property.
The algorithm works in two phases. The first phase finds a value ρ ≥ 1/n such that ω(K) ∈ [ρ, 2ρ]. The second phase exploits this "localization" of ω(K), and thereby computes the desired pointq.
The first phase performs a decreasing exponential search: For i ≥ 1, the i-th step of the search tests whether ω(K) ≤ 1/2 i . If the answer is YES, the algorithm moves to the (i + 1)-st step; otherwise it switches to the second phase. Since we always have ω(K) ≥ 1/n (see (2) ), the first phase consists of at most log 2 n iterations.
In more detail, let q * be a point satisfying ω(q * , K) = ω(K). At the i-th step of the first phase, we fix the parameters ρi = 1/2 i and ε = 1/8, and construct a (2ρi, ε)-approximation of K by choosing a random subset R ⊂ K of size νi = ν(2ρi, ε) = O(2 i log n). We construct A(Ri), e.g., using the randomized incremental algorithm described in [19, Chapter 4] , and test whether ω(Ri) < (1 − 2ε)ρi (= 3 4 ρi).
Let qi be a point that attains this fractional depth, i.e., ω(qi, Ri) = ω(Ri). Recall that we have reached step i of the first phase because we passed successfully through the previous step, so we have ω(q, K) ≤ ω(K) ≤ ρi−1 = 2ρi for each point q ∈ R 2 . If ω(Ri) < (1 − 2ε)ρi then, by (3), we have ω(K) = ω(q * , K) ≤ ω(q * , Ri) + 2ερi ≤ ω(Ri) + 2ερi ≤ ρi, so we move to the (i + 1)-st step of the first phase.
On the other hand, if ω0 := ω(Ri) > (1 − 2ε)ρi then, using (3) once again, we conclude that ω(K) ≥ ω(qi, K) ≥ ω(qi, Ri) − 2ερi = ω0 − 1 4 ρi.
We also have, as above, the opposite inequality, namely ω(K) ≤ ω(Ri) + 2ερi = ω0 + 1 4 ρi.
We have thus located ω(K) within the interval [ω0− 1 4 ρi, ω0+ 1 4 ρi], where ω0 is close to ρi. In fact, since w0 > Therefore, ∆(Ri) = ω(Ri)|Ri| ≤ 3ρiνi = O(log n). The elements in Ri are chosen from K using the 2-stage random sampling mechanism described above, which we can rearrange so that we first choose a random sample Ei of segments, and then, with this choice fixed, we choose the random expansion distances. This allows us to view Ri as a set of racetracks over a fixed set Ei of segments, each of which is the Minkowski sum of a segment of Ei with a disk of a random radius, where the radii are drawn uniformly at random and independently from the setφ. (There are a few minor technical issues: first, we might choose in Ei the same segment e ∈ E several times, and these copies of e are not pairwise disjoint. To address this issue, we slightly shift these multiple copies of e so as to make them pairwise disjoint. Assuming that E is in general position and that the cdf defining ϕ is continuous and also in "general position" with respect to the locations of the segments of E, this will not affect the asymptotic maximum depth in the arrangement of the sample. A related issue is that the segments of E may share endpoints. This can also be handled by a small perturbation of these segments. Finally, the analysis in Section 2 assumes ϕ to be a continuous pdf, but hereφ is a discrete distribution. It can be verified that Theorem 1.3 and Corollary 1.2 hold for discrete distributions as well.) By Corollary 1.2, conditioned on a fixed choice of Ei, the expected value of |A(Ri)| is O(∆(Ri)νi log n) = O(2 i log 3 n), implying the same bound for the unconditional expectation too.
The expected time spent in constructing A(Ri) is O(νi log νi + |A(Ri)|) = O(2 i log 3 n). Hence, the i-th step of the first phase takes O(2 i log 3 n) expected time. As already remarked, the first phase consists of at most log 2 n steps. The expected time spent in the first phase is thus O(n log 3 n). In the second phase, |R| = O( 3 n). Since this dominates the cost of the other steps in this phase, the second phase takes O( n δ 4 log 3 n) expected time. Putting everything together, we obtain that the expected running time of the procedure is O( n δ 4 log 3 n), and it computes, with high probability, a pointq such that Φ(q, E) ≥ (1 − δ)Φ(E). This completes the proof of Theorem 1.3.
DISCUSSION
The main open challenge is to extend Theorem 1.1 to the nonpolygonal case, i.e., when C is a set of pairwise-disjoint convex sets, each of constant description complexity. The current proof strongly uses the fact each Ci is a convex polygon.
We also do not know whether our bound is tight in the worst case, or can be improved, maybe to linear.
