Incorporation of social robots into rehabilitation calls for understanding what factors affect user motivation and success of the interaction. Trust between the user and the robot has been identified as important in human-robot interaction and in human-human interactions in therapy. Trust has been studied in the context of automation technology, (e.g., autonomous cars), but not in the context of social robots for rehabilitation. In this narrative review, we address the unique patient-clinician-robot triad, and argue that this context calls for specific design features in order to foster trust with the users. We review pertinent methods for measuring trust, and studies demonstrating that culture, prior experience and propensity-to-trust affect to what extent users trust robots. We suggest design guidelines for fostering trust and methods for measuring trust in human-robot interactions in rehabilitation. We stress the need to create measures of trust that are accessible to people who suffer from speech or cognitive impairments. This review is pertinent to researchers, roboticists, and clinicians interested in designing and using social robots for rehabilitation.
Introduction

"Do you trust politicians? Do you trust teachers? If somebody said to you, […] do you trust elementary school teachers? You would probably begin by saying, 'To do what?' […] I might say that I certainly trust a certain elementary school teacher I know to teach the class to read, but no way to drive the school mini bus."
The concept of trust in robotics has become a central topic of discussion as robots become ubiquitous in society. In her book on how technology is transforming our concept of trust (Botsman, 2017) , Botsman asks us to think about who deserves our trust, and in what respects do we need them to be trustworthy? Botsman and O'Neil (Botsman, 2017; O'neil, 2013) illustrate how the question "Do you trust 'X'?" is not sufficient in understanding where people place their trust. While we may trust a robot to vacuum our floors, we would not trust it to make our beds. Though a vacuum robot's failures (e.g. incomplete cleaning) may not have a tremendous impact, placing trust in autonomous vehicles or robots used in the medical field, for example, can have serious and even dire consequences. Here, we focus on the role of trust in robots that are used in rehabilitation. We investigate how patients and clinicians can trust Socially Assistive Robots (SARs) to aid in rehabilitation tasks and which features of SARs make them trustworthy in this context. Currently, SARs are being developed to help address care gaps in rehabilitation due to increased patient survival after diseases with severe functional deficits, such as stroke (Kellmeyer et al., 2018) . SARs are robots that provide assistance through social interactions (FeilSeifer and Mataric, 2005) and are a promising innovative tool for rehabilitation, where movement frequency and intensity, coupled with patient engagement, are the most important factors that influence the recovery process (Ward et al., 2019; Blank et al., 2014; Kahn et al., 2014) . Currently, SARs are used to encourage self-practice (Matarić et al., 2007; Kashi et al., 2018; Eizicovits et al., 2018) and improve therapeutic compliance through verbal, non-contact, and personalized coaching (Tapus and Mataric, 2008; Matarić et al., 2009; Fasola and Mataric, 2012) . SARs may also utilize motion (Fasola and (Lopez-Samaniego et al., 2016) sensors to monitor user performance and provide accurate feedback during training.
SARs can substantially augment rehabilitative therapies beyond existing technologies such as computer and smartphone applications and fitness trackers (Winkle et al., 2018) . The use of these robots can have a positive impact on patient engagement and motivation (Gockley and MatariĆ, 2006; Matarić et al., 2007; Fasola and Mataric, 2012; Swift-Spong et al., 2015) . However, trust, which is a central condition for successful interactions between patients and SARs in a rehabilitation (Kellmeyer et al., 2018) , has not been given specific attention in the literature. In rehabilitation, SARs engage in one-on-one interactions with persons from especially vulnerable populations. Though SAR systems are not expected to replace therapists in the rehabilitation context (Matarić et al., 2007; Kellmeyer et al., 2018) , they are intended to interact with patients in the absence of a therapist to encourage practice in between therapist-lead sessions (Matarić et al., 2007) . Thus, the SARs used in rehabilitation must be trusted not only as therapeutic tools, but also as social entities.
Trust is essential to the success of the patient-physician relationship (Thom et al., 1999) and its importance in the context of HRI is increasingly recognized (Lewis et al., 2018) . Thus, it is imperative to ensure trust is established and maintained with SAR systems that are being used in rehabilitation. Also, a unique feature of some SARs is that their interaction with the patient is mediated via a healthcare professional (e.g., physical/occupational/speech therapist), and thus it is important to assert the conditions that are required to establish trust not only between the patient and the robot, but also between the clinician and the robot.
Therefore, the goal of this review is to provide an overview of works that are relevant to researchers, roboticists, and clinicians who are interested in designing and using SARs for rehabilitation. Our intention in this review is to point to a gap in the literature relating to trust in social HRI in rehabilitation. To begin to bridge this gap, we review works that have dealt with trust in human-human interactions, trust in robots (not in the context of rehabilitation), trust in the clinical context (patienttherapist), and trust of clinicians in technology. We suggest SAR design features that will aid in developing trustworthy agents, and we review works that attempted to measure trust, so that these can serve as a basis for measuring trust in the context we focus on here. We point out the uniqueness of the population, which calls for customized measures of trust. Finally, we identify gaps in the current literature, and suggest future studies that will aid in the successful integration of SARs into rehabilitation clinics. Fig. 1 shows a conceptual map to highlight the main focus areas of this review paper.
Conceptualizing trust
Trust, traditionally predominantly considered in the fields of philosophy and ethics (McLeod, 2011) , is becoming increasingly more relevant in HRI research (Lewis et al., 2018) . Lewis et al. (2018) postulate that trust is an attitude involving beliefs and expectations of a trustee's trustworthiness. Two aspects of the philosophical debate are immediately important for the discussion of trust in SARs: First, trust is always connected to vulnerability since the trustor is dependent on the trustee and can never know for sure if the trustee is, in the end, really trustworthy (McLeod, 2015) . And since patients in rehabilitation are especially vulnerable, e.g. because of cognitive or motor impairment, we have to take this increased vulnerability into account when we evaluate the patients' interactions with SARs. Second, some authors in philosophy have pointed to the important conceptual difference between trust and reliance, specifically that trust can be betrayed whereas in the case of reliance we can (only) be disappointed (Baier, 1986) . Therefore, we also have to ask whether the philosophical notion of trust is indeed applicable to SARs or whether reliance is the more appropriate concept to consider. One could make the point, after all, that we are only able to trust humans and not SARs (or technology at all), in a strict sense of the term 'trust'. Accordingly, the case has been made that the question "can we trust in technology?" is unanswerable because it should be addressed to the humans who developed and implemented the technology (Pitt, 2010) . Others argued that we can indeed use the concept of 'trust' in the case of robots (Coeckelbergh, 2012; Kirkpatrick et al., 2017a; Kuipers, 2018) . For the purpose of this review, we will use the term 'trust' because we submit that the new and imminent generations of highly adaptable "intelligent" SARs will likely elicit attitudes (in the sense of beliefs) and emotions that, if "betrayed" may result in negative feelings that go beyond mere disappointment.
Furthermore, though reliance is a useful concept in human-technology interaction that is sufficient for capturing many common situations, e.g. our "relationship" with our household appliances, cars, even our computers, smartphones and many other devices, we argue that trust adds several advantages over and above reliance in the context of SAR use in rehabilitation.
SARs are being designed specifically to react to and attune to human behaviors and emotions in ways that our microwaves and cars are not. This can be explained along Fogg (2003) concept of a functional triad for "persuasive technologies", specified for computers in his case, in which a technology can be a tool and a mediator, but also potentially a social actor. Transferred to social robots, it is precisely this social functionality that motivates roboticists to build robots in such a way that they are not merely tools or mediators, but true social actors, to which trustworthiness (or lack thereof) may automatically be assigned by the users. This is captured by Coeckelbergh (2012) , who argued that if a human-robot relation grows as a social relation, then trust is already there as a 'default' in the relationship.
To recognize the unique nature of vesting trust in technology, the term "e-trust" was coined for the consideration of trust and trustworthiness to technology in general and to digital technology and robots in particular (Taddeo, 2009 (Taddeo, , 2010 . As core features such as agency, consciousness or intention are often understood as requirements for a trustworthy human-human interaction, the discussion of human-robot trust alludes to the human tendency to attribute some human-like properties to robots (Kirkpatrick et al., 2017b) .
Trust in patient-clinician relationship
Trust is essential for the success of the patient-physician relationship, and was proven to be a significant predictor of treatment adherence, satisfaction with care, and continuity with the care provider (Thom et al., 1999) . In a review by Hall et al. (2010) , authors found a positive correlation between the quality of the patient-therapist relationship in rehabilitation and treatment outcomes including pain, disability, physical and mental health, and satisfaction with treatment. Given its significance in therapeutic relationships, establishing trust should remain a priority as new technologies, such as SARs, are integrated into standard care procedures. It is thus important to understand what leads to and influences trust in the context of rehabilitation.
In general medicine, qualities of the physician, such as their ability to make patients feel comfortable, level of clinical competency, and quality of communication are most strongly associated with patient trust (Thom, 2001) . The age of the patient also has an effect on trust; older patients tend to be more trusting than younger patients, whether due to a generational effect or to a higher frequency of contact with physicians (Hall et al., 2001) . Additionally, older patients identify trust as a highly valued characteristic of their relationship with health care providers (Berkelmans et al., 2010) . Identifying the conditions that influence patient-therapist trust, especially with older patient populations, can inform how best to design SARs to be used, and trusted, as therapeutic coaches and aids.
Trust in HRI & trust in SARs
In order to effectively implement SARs in rehabilitation, we must consider factors that influence trust in SARs. Trust is important in human-robot relationships, as it directly affects the willingness of people to accept robot-produced information and follow robots' suggestions (Hancock et al., 2011) . Researchers have studied trust in HRI, with the goal of identifying factors that affect trust of humans in robots. Generally, factors that are likely to affect trust in robots have been categorized as pertaining to the robot, the user, or the environment (Hancock et al., 2011; Schaefer et al., 2016; Lewis et al., 2018) .
In a meta-analysis of trust in HRI, Hancock et al. (2011) found that robot performance-based factors (e.g., reliability, false-alarm rate, failure rate) had the greatest influence on developing trust in the robot. However, in a subsequent review, Lewis et al. (2018) claimed that many of the studies included in that analysis measured trust post-trial, which can mask how drops in a robot's performance affect trust in real time. Studies that measured trust continuously during the interaction with the robot found a primacy-recency bias: participants' trust ratings decreased more severely in response to the robot's reliability drops at the beginning and end of a task (Desai et al., 2013) .
In contrast to robot performance-related factors, factors related to the user, which included categories such as prior experience, personality traits, propensity to trust, and engagement, were not found to be significantly associated with trust (Hancock et al., 2011) . In Schaefer et al.'s (2016) meta-analysis of factors influencing the development of trust in human-automation interaction (HAI), authors intended to further investigate user-related factors by expanding this category to include human traits, states and cognitive and emotive dimensions. Contrary to Hancock et al. (2011) , they did find a significant effect of user-related factors on trust development, though they suggest future research should delineate the specific characteristics' impact on development of trust in both HRI and HAI (Schaefer et al., 2016) . Hancock et al. and Schaefer et al.' s meta-analyses included studies in which robots were used in a wide range of fields, from automation in planes (Tenney et al., 1998) to health management for older adults (Looije et al., 2010) , autonomous driving (Kazi et al., 2007) and service providers (Lee et al., 2007) . While these analyses provide a systematic approach to understanding the concept of trust, they also highlight the ambiguity in defining the factors contributing to the establishment of trust, and the complexity of empirically isolating these factors in HRI research (Cameron et al., 2015) .
It is also important to isolate robots by type when examining trust in HRI, as shown in Schaefer (2013) and Lewis et al. (Lewis et al., 2018) . This categorization is especially important in the case of HRIs with SARs, where humans and robots interact in ways humans typically interact with one another (Lewis et al., 2018) . It has been demonstrated that people tend to treat automation like other humans when salient human characteristics are present (de Visser et al., 2017) , as is the case with SARs, but not with all robotic agents generally. In the context of social-based interactions with SARs, additional factors beyond those cited in literature referring to non-social automation, may be present. Indeed, robot appearance, physical presence (Bainbridge et al., 2008) , and empathic language (Tapus et al., 2007) are likely to engender trust in these social situations specifically. Additionally, they argue more anthropomorphic-looking robots (Kiesler et al., 2008) who display naturalistic motion (Castro-González et al., 2016) will elicit higher levels of trust (Lewis et al., 2018) . Human-like automation has even been seen to have greater "trust resilience," or higher resistance to breakdowns in trust, than computer-like automation (de Visser et al., 2016) . Some HRI researchers argue, however, that from a design perspective, social robots should not be automatically configured anthropomorphically, as this may increase the likelihood of being disappointed if the robot does not act in a socially expected manner (Welge and Hassenzahl, 2016) . Cameron et al. (2015) suggest that context plays a key role when measuring trust in HRI and propose a bottom-up approach that emphasizes the user perspective and the context of the human-robot interaction as the foundation for future work examining trust in HRI. Thus, an examination of the specific elements that affect trust in SARs in rehabilitation is warranted. Further support for this approach comes from Stuck and Rogers (2018) study of older adults' perceptions of factors supporting trust in a robotic care provider; the authors identified new dimensions that impact trust, such as the robot's benevolence and companionability, which were not previously identified in HRI trust literature. Additionally, though Kiesler et al. (2008) found anthropomorphic robots to be trustworthy, older adults found the A. Langer, et al. Neuroscience and Biobehavioral Reviews 104 (2019) 231-239 humanlike appearance of SARs used in aged care settings to be deceiving (Vandemeulebroucke et al., 2018) . A consideration of the context-specific factors that support trust in SARs in rehabilitation may similarly reveal rehabilitation-specific factors. The following sections build on the current knowledge of factors that influence trust in HRI, and when possible, trust specifically in SARs, by highlighting findings relevant to clinician and patient trust in SARs and design features of trustworthy SARs in rehabilitation.
5. How do we foster and maintain trust in social robots in the rehabilitation context?
Clinicians trust in SARs in rehabilitation
In the deployment of SARs in rehabilitation, clinicians are both domain experts and end-users (Winkle et al., 2018) , and their decision to use SARs is subject to their trust in these devices. The clinician must feel comfortable leaving the SAR alone with the patient, and trust that the robot will adhere to the laws described by Iosa et al. (2016) for robots in neurorehabilitation, including protecting the patient from harm and obeying the therapists' orders. Here, once again, the term 'trust' is appropriate, rather than 'reliance', since the intelligence that is being developed for social robots allows for sophisticated and adaptive goal-directed behavior, often leading to attribution of intention to the robot, which goes beyond it simply functioning or malfunctioning. Furthermore, there are implicit participants that also influence this patient-clinician-robot triad, i.e., the engineers and programmers of the robot, who are alluded to, even if not explicitly, when trust in the robot is considered, and who are also expected to be trustworthy.
The trust of the clinician in the robot may further serve as a sort of a "robotic placebo effect": Not all patients will enter SAR-assisted rehabilitation with positive attitudes and emotions toward the SAR, e.g. because of a generally low-level of technology acceptance, doubts about the trustworthiness of an SAR, previous negative experience with technology-assisted therapy or for other reasons. The clinician will thus be an important mediator for some patients to raise their acceptance of an SAR as a therapeutic device. Just as a clinician's beliefs (and her convincing conveyance of these beliefs) in the effectiveness of a pharmaceutic intervention increases the therapeutic effect (Gracely et al., 1985; Finniss et al., 2010) , the same may be true of technological interventions, such as SAR-assisted rehabilitation.
In a survey investigating determinants of healthcare agencies' adoption of home healthcare robots, stakeholders' trust in the robots had a significant effect on intention to use the robots (Alaiad and Zhou, 2014) . The same survey reported that stakeholders are concerned about the protection of patients' privacy with the use of the robots, and found these concerns negatively affected their trust in the robots (Alaiad and Zhou, 2014 ). Other studies have described similar patient confidentiality concerns among therapists and researchers using SARs (Coeckelbergh et al., 2016) . Alaiad and Zhou (2014) suggest more transparency and education regarding robot privacy policies may alleviate these concerns.
Other work has demonstrated physiotherapists' trust in an SAR used in pediatric rehabilitation increased over multiple sessions (Carrillo et al., 2018) . Similarly, a robot demonstration during a focus group with therapists significantly improved participants' opinions of the use of SAR in therapy (Winkle et al., 2018) . Alaiad and Zhou (2014) assert that the likelihood one may trust a particular technology highly depends on a referral recommendation from respected persons or colleagues. Together, these findings suggest that clinicians' trust in SARs can be enhanced by ensuring the SAR can reliably protect patients' privacy and making explicitly available the methods by which it does so. Moreover, clinicians' trust may increase with repeated use of the SAR and positive recommendations of SAR usage among therapists in the field.
Patient trust in SARs in rehabilitation
The next crucial step in the integration of SARs in care is understanding what factors may influence a patient's trust in the SAR. Here, we expand on previously discussed work about the user-related factors that influence trust in HRI by identifying those that are most relevant in the context of rehabilitation. Patients undergoing rehabilitation include individuals who have suffered a stroke, acquired brain injury, or other neurological or orthopedic conditions. They may experience a variety of impairments including motor, cognitive, emotional, communication, and speech deficits. People in rehabilitation also tend to be older, and thus additionally suffer from age-related impairments and co-morbidities. Therefore, patients undergoing rehabilitation may be more vulnerable and exposed to emotional distress. Accordingly, we believe perceived safety, prior experience with technology, propensity to trust, and culture are most likely to influence patient-SAR trust in HRI in rehabilitation as evidenced by the studies reviewed below.
Older adults have expressed that the robot's sound technical functionality, as opposed to its appearance and social behavior, is the most important characteristic of SARs used in aged-care settings (Vandemeulebroucke et al., 2018 ). An obvious risk of the use of any assistive technology is the potential harm the device may cause (FeilSeifer et al., 2011) . Safety concerns lead to lack of user trust in robots used at home, particularly for older adults (Scopelliti et al., 2005) . While safety is an important risk to consider, SARs primarily provide assistance through social rather than physical interaction (Feil-Seifer et al., 2011) . While actual risks of using SARs may be low, perceived risk by patients may be high. Hence, in order to obtain a patient's trust, the clinician and SAR must be able to ease patients' safety concerns.
Studies show that prior experience with robots leads to higher levels of trust and more positive attitudes towards robots (Sanders et al., 2017; Correia et al., 2016) , which is in line with previously discussed work on increased clinician trust in SARs with repeated exposure (Carrillo et al., 2018; Winkle et al., 2018) . In rehabilitation, the target populations are likely to have less experience with robots. However, in an experiment measuring older adults' (mean age = 82.5 years) acceptance of the social robot, NAO, participants tended to be neutral in their perceptions of NAO prior to interactions, but statistically significantly more positive after 30-60 minute sessions with NAO (Beuscher et al., 2017) . Given the novelty of the use of SARs in rehabilitation, studies have yet to illuminate the effects of long-term relationships between patients and robots. One study that examined participants' trust in a SAR in 5-10 minute interactions over a period of six weeks did find a significant increase in trust over time (van Maris et al., 2017) . Future studies should consider how trust is maintained or lost, particularly with older adults, with the long-term use of SARs in rehabilitation.
It is important to note that it is prior experience, and not just age, that leads to more positive feelings towards robots. In a cross-sectional study examining attitudes towards robots among young, middle-aged, and older adults, findings of similar attitudes among all groups dispelled perceptions that older adults are not as receptive to robots as younger users (Backonja et al., 2018) . However, there is evidence of age-related differences in how users prefer to interact with SARs. For example, demonstrate that older adults preferred petting a robot's hand over touching its tablet in order to indicate completion of a task. Older adults, specifically those who have suffered an injury, may prefer a robotic system with a slower response time than younger adults or those who are able to respond faster (Eizicovits et al., 2018) . Further exploration of age-related preferences in SARs used in therapy will aid in SAR designs that are most compatible with the clinical populations undergoing rehabilitation.
Propensity to trust is an important predictor of an individual's intention to trust (Alarcon et al., 2018b; Colquitt et al., 2007) , making it a relevant factor to investigate in the human-robot relationship. However, very limited empirical work has investigated how a user's A. Langer, et al. Neuroscience and Biobehavioral Reviews 104 (2019) 231-239 propensity to trust affects his/her relationship with a robot (Lewis et al., 2018) . Propensity to trust has been associated with three of the Big Five personality traits: agreeableness, neuroticism, and openness (Alarcon et al., 2018a) . Schaefer (2013) found a small but significant correlation between participants' level of neuroticism and their level of trust in a social robot. Continuing research on how, and to what extent, propensity to trust plays a role in human-robot trust can inform therapists' recommendations of when SAR use is most suitable for individual patients. It has been hypothesized that cultural factors also play a role in how individuals trust robotic agents (Lewis et al., 2018) . Li et al. (2010) examined three cultural backgrounds and found culture played a dominant role in determining participant's trust in a social robot. Compared with German participants, Chinese and Korean participants perceived the robot as more trustworthy and reported higher levels of engagement with the robot on self-report questionnaires (Li et al., 2010) . Chien et al. (2016) found that people from Western cultures, who generally have high initial trust (Triandis, 1996) , were more likely to trust a robot than people from Middle Eastern and Latin American cultures, who generally have low interpersonal and institutional trust (Triandis, 1996) . The authors suggest that cultures who are less likely to display initial trust in the robot may require additional interaction time with a robot in order to establish trust (Chien et al., 2016) . These findings stress the need for designing culturally sensitive SARs for rehabilitation.
Designing trustworthy SARs for rehabilitation
We argue that for social robots in rehabilitation, both the robot's technical ability and its social character contribute to the trust relationship formed between clinician, patients, and the robot. Designing trustworthy SARs for rehabilitation requires applying and expanding previously identified features, such as reliability and robot behaviors (Hancock et al., 2011) , to the specific role of SARs in rehabilitation. We posit that the SAR's ability to personalize its behaviors, convey intentionality and emotion, and mitigate drops in reliability will encourage trust in SARs used in rehabilitation. Roboticists have made several key findings relevant to the design of these features, which we discuss in detail here.
Robot personalization, i.e. a robot's ability to recognize and adapt to user preferences, is a key characteristic for social robots that aim to develop long-term, trusting relationships with humans (Dautenhahn, 2007; Feingold Polak et al., 2018; Kellmeyer et al., 2018) . Therapists agree that personalization of robots is particularly important for encouraging user acceptance among adults (Winkle et al., 2018) . Since patients' performance during physical therapy sessions can vary considerably (due to fatigue or reduced motivation), the degree to which a SAR is able to attune to the emotional, psychological, and physical condition of the patient will influence the success of the interaction (Kellmeyer et al., 2018) . Roboticists have made considerable advancements in personalizing SAR behaviors to user personalities, learning styles, and affective and cognitive states. We briefly review some of these works below. Matarić et al. (2009) conducted the first user-personality matching experiment, in which an SAR adopted a "coach-like" therapy for extroverted patients or a "nurturing" therapy style for introverted patients. They found that this personality adaptation was effective in improving user performance on rehabilitation tasks. In a subsequent study, the authors focused on maximizing user engagement by reducing the SAR's perceived repetitiveness, which they hypothesize to be essential to maintaining user trust in the SAR (Fasola and Mataric, 2012) . For example, in addition to using the user's name throughout the rehabilitation session, the SAR randomly drew phrases from a prescribed list when praising its user, and added filler words so as to not exactly repeat any given direction twice (Fasola and Mataric, 2012) . McDorman et al. (2016) suggest users' attachment styles are important to consider when designing SARs for long-term use, especially in emotionally taxing domains such as rehabilitation, and outline ways in which SAR design features can adapt their therapeutic style based on attachment style of the user (McDorman et al., 2016) . While that work did not address trust directly, we posit that, in rehabilitation, where patients may interact with the SAR several times per week, the SAR's high level of personalization will aid in developing trust with patients, enhancing patients' engagement in training tasks. Clabaugh and Matarić (2016) considered how using a "human-inthe-loop" approach, where robots leverage user input with machinelearning methods to personalize interactions in real time, can positively affect both user task performance and the quality of the social interaction with the robot. In their work, a robot directly elicits input from a human user regarding his or her ability to achieve a learning goal, and responds with appropriate levels of assistance for a learning task. Importantly, the authors found that in the case in which the robot elicited user "learning-sensitive" information at the highest rate (between every task-related question), users reported they were more likely to trust the robot's advice. This technology has been used in SARs used in early childhood education (Clabaugh et al., 2015) , though its application can be extended to SARs used in cognitive rehabilitation, to encourage human-robot trust through tailored interactions to the patient's learning abilities (Wieckowski and White, 2017) .
Engineers have also designed social robots that can attune to users' affective states (Chan and Nejat, 2012) and levels of cognition (Moro et al., 2018) . For instance, Chan and Nejat (2012) programmed the SAR Brian 2.0 to interpret users' heart rate data during a memory game to determine user stress levels and adjust its assistance levels accordingly. Recently, Moro et al. developed a novel algorithm for the SAR Casper to personalize its behavior to a user's cognitive abilities, which they validated through an assistive tea-making activity for seniors with dementia (Moro et al., 2018) . These adaptable design features are crucial to the success of trust building between clinicians and patients with the SAR, to account for the varying personality types, affective states during sessions, and levels of cognitive ability of patients in rehabilitation.
Recognizable intentions and emotions
In addition to exhibiting personalized behavior, for SARs to be trusted as partners during rehabilitation, they should be able to produce recognizable intentions via gestures, facial expressions and other behavioral cues (Sciutti et al., 2018) . Research in psychology has demonstrated how nonverbal communication can influence trust in interpersonal reactions (Feldman et al., 1991) and research in HRI on nonverbal communication has generally replicated the findings of human-human research (Stanton and Stevens, 2014) . For example, Normoyle et al. (2013) determined how gaze behavior, which is considered an essential component of social interaction in humans (Kleinke, 1986) , can influence trust in HRI. The authors found that robot gaze can effectively express feelings of trust, whereas gaze aversions convey feelings of distrust (Normoyle et al., 2013) . Stanton and Stevens (2014) , however, found a significant interaction between eye gaze and task difficulty, in which robot eye gaze increased participant trust ratings on difficult tasks, but decreased participants' trust on easy tasks. Future research on the use of gaze cues in HRIs in rehabilitation will elucidate how SAR gaze cues affect both user task performance and perceived trustworthiness.
Gaze cues are also particularly salient in conveying a robot's intentionality (Mutlu et al., 2009) . Although robots do not have their own intentions, trust in SARs may increase if patients feel that the SAR shares their goals (Kellmeyer et al., 2018) . Görür et al. (2017) propose a feature that integrates Theory of Mind into a robot's decision-making, which is designed to infer a human's intention and adapt accordingly. This feature can be integrated into SARs in rehabilitation to better understand the patients' need for assistance and behave more appropriately and less intrusively as a result (Görür et al., 2017) .
To investigate how a robot may convey emotional states -from which desires or goals can be inferred -through facial expressions, Breazeal and Scassellati (2000) designed Kismet, a social robot that has fifteen degrees of freedom in facial features which convey emotions analogous to human expression. The authors tested Kismet's ability to convey emotional states through a social exchange with a caregiver, in which Kismet effectively displayed sadness when looking for a caregiver, playfulness when it sees the caregiver, and sadness again as the caregiver moves out of the view. These findings demonstrate the possibility of using nonverbal communication in SAR design to convey information to the user. Given the importance of clarity of intention to fostering trust, these non-verbal behaviors are important to consider when designing trustworthy SARs. However, future studies should examine how a robot's gaze cues and emotions are interpreted by older adults, including those with cognitive impairment or those who have suffered a stroke or traumatic brain injury, to better understand how this feature can be used in rehabilitation.
The use of gaze cues and simulated emotions in SARs may also lead to an enhanced sense of commitment between the robot and the patient in rehabilitation. It has been argued that, in trust, the trustor is optimistic not only that the trustee is competent to do what is trusted to do, but also that the trustee is committed to doing it (Michael and Salice, 2016) . Establishing a sense of commitment -where patients feel the robot is committed to their rehabilitative goals -is of crucial importance for motivating patients to complete rehabilitation exercises. Michael and Salice (2017) discusses design features to consider when trying to instill the sense of commitment in a human-robot relationship. In addition to eye contact and emotive capabilities, these authors suggest that increasing a robot's ability to increase its cooperative movements and display mutual supportiveness, will enhance the user's sense of commitment and therefore, trust, in the robot.
It is important to note that these social signals-which can be a defining factor in the success or failure of a social robot-are attenuated based on the distance between the user and the SAR (Mead and Matariö, 2016) . Mead and Matarić (2016) found that users adapt their distance from the SAR to improve the robot's "social" performance. These authors recommend that social robot developers consider robot performance as a function of the distance at which it interacts with human users; in rehabilitation, designers should consider patients' ability level and personal preferences, which may well depend on their specific impairment, to strengthen the trust that the patients assign to the SAR, and increase their motivation for a long-term interaction.
Error mitigation
Recently, more attention has been given to understanding how robot errors influence user trust.
Researchers found that the severity of a robot's error influenced how trustworthy participants rated the robot, with more severe errors resulting in a lower level of trust (Garza, 2018; Brooks, 2017) . Similarly, work that examined the severity of the consequence of the robot's failure revealed that less severe consequences for the user (i.e., starting a game from the same point at which it stopped, instead of restarting), resulted in better trust outcomes (Correia et al., 2018) .
When designing SARs for use in rehabilitation, there is a need for what Brooks describes as "failure-ready" robots: robots which do not always work properly, but which are designed to minimize the impact of their failures and shortcomings (Brooks, 2017) . Researchers have been searching for effective strategies in order to accomplish this; the inevitability of trust violations calls for a clear understanding of the process of trust repair in HRI (Baker et al., 2018) . Robinette et al. (2015) examined three different robot trust-repair methods after trust was lost in an HRI: apologizing for the mistake, promising to do better in the future, and providing additional reasons for trusting the robot. The study's results suggest that each of these techniques can be helpful in repairing trust, but the timing of the robot's delivery was a critical factor in determining how successfully trust was repaired. In another study, Desai et al. (2013) showed that when a robot warned users of potential drops in its performance in a study that measured trust in realtime, it was able to prevent declines in user trust ratings (Desai et al., 2013) . Furthermore, when a robot justified its own failure, citing a technical problem, it was able to mitigate the negative impact of the failure on post-trial trust ratings, but only when participants did not incur a severe consequence as a result of the failure (Correia et al., 2018) . SARs should be able to recognize and acknowledge errors when they occur in therapy sessions with patients, and severe errors should be minimized at all costs.
The main design features that should be considered when planning an interaction with SARs for rehabilitation are summarized in Table 1 .
Having reviewed the elements that contribute to forming a trusting attitude towards an SAR, we next review works which are useful in identifying methods with which trust in SARs in rehabilitation can be measured.
Measuring trust in HRI in rehabilitation
The need for designing scales to contextually measure trust in robots is as crucial as the need to identify factors that affect trust. In the context of rehabilitation, measuring trust requires capturing patient and clinician's faith in the SAR to perform a specific task or exhibit a specific behavior. Reviews of trust scales used in HRI identify two large gaps in the literature: there is no accepted definition of "trust," and standard measures of trust remain elusive (Hancock et al., 2011; Cameron et al., 2015; Lewis et al., 2018) . While Schaefer (2013) did an extensive review of the current measurements of trust and produced a 40-item trust scale that is specific to human-robot trust across many domains of robot usage, relatively few subsequent studies Correia et al., 2018; Correia et al., 2016) have adopted this scale as the gold standard by which to measure trust. Researchers have used modified versions of trust-in-automation scales (Sanders et al., 2017) , or generated their own, study-specific assessments (Garza, 2018; CastroGonzález et al., 2016) .
Similar gaps exist in the literature examining trust in rehabilitation, where the patient-therapist relationship has not been systematically investigated in the rehabilitation setting (Hall et al., 2010) . In a review (2015); Correia et al. (2018) ; Desai et al. (2013) A. Langer, et al. Neuroscience and Biobehavioral Reviews 104 (2019) 231-239 of the influence of therapist-patient relationship on treatment outcome, Hall et al. (2010) note that across the thirteen studies included, researchers used seven different measurement tools. Furthermore, of the seven measures used, only three have been validated in psychotherapy and none have been validated for patients undergoing physical rehabilitation.
In the context of rehabilitation, questionnaires and patient interviews may be helpful, but less verbally demanding or cognitively taxing measures, should also be used to effectively measure trust in patients with speech or cognitive impairments. Interdonato and Tagarelli (2016) and Tagarelli and Interdonato (2015) note that research on trust traditionally focuses on "active" users, and they stress the importance of studying the "silent" participants in the interaction. Indeed, in rehabilitation, patients may be perceived as "silent" for more than one reason: while it may reflect a more withdrawn personality characteristic, it may also be due to an impaired ability to provide information on the extent to which they trust the technology. The increasing ability to decode error-related brain signals with advanced machine-learning methods (particularly deep learning), e.g. during observing robots committing errors, could provide helpful auxiliary information about trust during close human-robot interactions such as in rehabilitation treatment (Behncke et al., 2018) . Here, we suggest relevant questionnaires for assessing technology experience and measuring trust in SARs specifically. Additionally, we cite questionnaires that have been used with clinical populations and are relevant to rehabilitation (see Table 2 ).
Limitations and concerns of developing SARs for rehabilitation
Thus far, we have discussed factors that are likely to influence clinicians' and patients' trust in SARs, and the design features which will encourage trustworthy perceptions of SARs in rehabilitation. However, there are certainly uniquely human features that influence trust in therapeutic relationships, such as care, comfort, compassion (Thom, 2001 ) and empathy, which do not apply in SAR design. In reviews of both patients' and clinicians' opinions on the use of SARs in elderly care, the issue of loss of human connection frequently arose (Tsui and Yanco, 2007; Vandemeulebroucke et al., 2018; Papadopoulos et al., 2018) . Health care professions note that, compared to assistive, rehabilitation, and surgical robots, human caregivers are able to provide patients with attention, empathy, and warmth, and are able to make patients feel secure and valued (Tsui and Yanco, 2007) . While SARs may be better suited for certain rehabilitative tasks, such as performing repetitive movements without fatigue, the depth of interpersonal interaction and knowledge that humans bring to therapy are invaluable (Kellmeyer et al., 2018) .
While encouraging trust is crucial for the integration of SARs in rehabilitation, it also raises ethical concerns that should be carefully considered. For example, Rabbitt et al. (2015) address the issue of emotional attachment to robots, especially at the termination of treatment with the robot. In the case where SARs have been used with elderly users, including those with Alzheimer's disease, users do miss robots when the interaction is terminated (Matarić et al., 2009) . Though the risks associated with socially engaging robots used in healthcare have not been well understood (Rabbitt et al., 2015) these risks certainly merit additional attention in the context of trust building in rehabilitation.
Deception is another major concern, identified by Feil-Seifer et al. (2011) , when designing SARs for assistive settings, and has clear and harmful impacts on trust (Schweitzer et al., 2006) . Though SARs in rehabilitation should incorporate certain design features that resemble those of a clinician in order to engender trust, it is crucial that these features do not deceive users into attributing capabilities to the robot that it does not, in fact, posses. Any false belief that a robot has exaggerated capabilities may lead to over-trust in the SAR. Robinette et al. (2016) recently examined over-trust in robots and found, surprisingly, that participants were willing to trust a robot's misguided advice in the case of an emergency, even after observing the same robot perform poorly in a task just minutes before. In the case of rehabilitation, deceiving patients may not only negatively affect trust, but may put the patient at risk. For example, if a user believes that the SAR is capable of assisting him/her in ways that it cannot, or overestimates the SARs medical competency, the user may reveal pertinent medical information only to the robot and fail to alert the clinician (Feil-Seifer et al., 2011) .
While it is important for patients and clinicians to understand the SAR's limitations, it is also important to develop SARs that understand their own limitations. Botsman posits a robot's "humility" will make it more trustworthy; a surgical robot, for example, must be able to ask for a physician's help when it does not know how to proceed if it encounters a complication or abnormality during a procedure (Botsman, 2017) . Accordingly, a clinician may be more likely to trust an SAR if it is able to communicate its limitations, and understand when it is time for a human to take over during the rehabilitative process.
Summary, conclusions and future directions
Socially Assistive Robots (SARs) can be integrated into the process of rehabilitation to augment the current range of therapeutic options. Given the importance of trust in therapist-patient relationships and in human-robot interaction, fostering and maintaining trust in SARs is essential for improving their acceptance and use in care. When designing experiments to test trust in HRI, a user-centered approach is necessary to understand the contextual factors that influence the development of trust. Identifying factors that influence clinicians' and patients' trust in SARs will encourage trustworthy SAR design and eventual use of these robotic agents for the benefit of patients. Designing trustworthy SARs in the context of rehabilitation requires a high level of personalization, expressive features, and effective error mitigation strategies.
Many gaps in the literature remain regarding long-term effects of use of SARs in rehabilitation, and ways in which trust should be Table 2 Questionnaires for measuring trust that can be applied to trust in SAR in rehabilitation.
Description
Questionnaire Description
Technology Experience Technology Experience Profile
Barg-Walkow et al.
Assesses usage of and experience with various types of technologies within the last year Robot Opinion Questionnaire Smarr et al. (2014) Assesses older adults' attitudinal acceptance of robots; This questionnaire was a revision of standard technology acceptance scales (e.g., Davis (1989) ) to be specific to robots. Propensity to Trust Propensity to Trust Evans and Revelle (2008) Measures individual differences in trust and trustworthiness.
Trust in SAR Technology Trust in Assistance Checklist
Olson ( 
Captures older adults' likelihood to use SARs; comprised of three subscales: Performance Expectancy, Effort Expectancy, and Attitude A. Langer, et al. Neuroscience and Biobehavioral Reviews 104 (2019) 231-239 measured in this context. Future studies examining how trust develops over time with SARs in rehabilitation will guide therapists in the best use of SARs and appropriate session lengths. Developing metrics that capture the conditions for trust in this context, which, as discussed here, differ from those that apply in the fields of HRI and of rehabilitation separately, will serve to more accurately measure trust.
As we do that, we must continue to consider the ethical implications of the use of SARs with vulnerable populations. The design of SARs should strive towards a "human first" approach, which should ensure that, rather than creating a therapeutic ecosystem in which patients have to adapt to the requirements (and technical limitations) of medical technology, adaptive "intelligent" systems such as SARs are designed to promote human flourishing and important medical and social goals in rehabilitation.
The integration of this technology into rehabilitation requires collaboration between clinicians, patients, and engineers to understand how SARs can be trusted to fulfil specific roles. In order to cross the bridge from the "unknown to the known," (Botsman, 2017) trust should be at the forefront of future investigations of the use of social robots in rehabilitation settings.
