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a b s t r a c t
A Reed–Solomon code of length n can be list decoded using
the well-known Guruswami–Sudan algorithm. By a result of
Alekhnovich (2005) the interpolation part in this algorithm can be
done in complexity O(s4l4n log2 n log log n), where l denotes the
designed list size and s the multiplicity parameter. The parameters
l and s are sometimes considered to be constants in the complexity
analysis, but for high rate Reed–Solomon codes, their values can be
very large. In this paper we will combine ideas from Alekhnovich
(2005) and the concept of key equations to get an algorithm that
has complexity O(sl4n log2 n log log n). This compares favorably to
the complexities of other known interpolation algorithms.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In Sudan (1997) the first explicit algorithm for list decoding Reed–Solomon codes was given.
A central part of this algorithm is computing a bivariate polynomial with a number of prescribed
zeros. Since then much work has been done on this interpolation problem. In Roth and Ruckenstein
(2000) the problem was reformulated into a key equation over a univariate polynomial ring.
This reformulation resulted in an efficient algorithm. In Guruswami and Sudan (1999) the Sudan
list decoding algorithm was generalized by introducing multiplicities. In this algorithm, one, as
before, seeks bivariate polynomials vanishing at a number of points but this time with prescribed
multiplicities. It turns out that the interpolation problemwith multiplicities for Reed–Solomon codes
can be reformulated as a system of key equations (Augot and Zeh, 2008; Beelen and Høholdt, 2008).
In this paper we will use this system to get an efficient algorithm for solving the interpolation
problem.
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Algorithm Multiplicities Running time
Sudan (1997) No O(n3)
Olshevsky and Shokrollahi (1999) No O(ln2)
Roth and Ruckenstein (2000) No O(ln2)
Guruswami and Sudan (1999) Yes O(s6n3)
O’Keeffe and Fitzpatrick (2002) Yes Not reported
Koetter et al. (2003) Yes Not reported
Alekhnovich (2005) Yes O
(
l4s4 n log2 n log log n
)
Lee and O’Sullivan (2008) Yes O(l4sn2)
Proposed algorithm Yes O
(
l4s n log2 n log log n
)
Fig. 1. Running times for various algorithms for the interpolation step in the Guruswami–Sudan list decoding algorithm. In the
table n denotes the length of the code, l is the designed list size and s is the multiplicity parameter.
So far a number of algorithms have been proposed and investigated in the literature (e.g. Sudan,
1997; Guruswami and Sudan, 1999; Olshevsky and Shokrollahi, 1999; Roth and Ruckenstein, 2000;
O’Keeffe and Fitzpatrick, 2002; Koetter et al., 2003; Alekhnovich, 2005; Lee and O’Sullivan, 2008). We
summarize the performances of these algorithms in Fig. 1.
All previous algorithms have at least quadratic complexity in the code length, except the one
in Alekhnovich (2005). Alekhnovich’s algorithm is based on conversion of Gröbner bases from one
ordering to another. For that it deploys an underlying divide-and-conquer algorithm that we will
also use in this paper. However, in contrast to Alekhnovich, we will use the aforementioned key
equations to describe the interpolation problem in terms of modules over a univariate polynomial
ring, rather than in terms of ideals over a bivariate polynomial ring. This approach results in a system
with l+ 1 variables, rather than in a system with (s+ 1)(l+ 1) variables (see the proof of Lemma 3.5
in Alekhnovich (2005)). Previously such amodule viewpoint on decoding has been used in Fitzpatrick
(1995), O’Keeffe and Fitzpatrick (2002), Lee and O’Sullivan (2008) to give a Gröbner basis-based
algorithm for computing interpolation polynomials, but none of these papers used the divide-and-
conquer approach. Thus we combine several techniques into an algorithmwhose complexity is lower
than that for previously known algorithms. More precisely we obtain an algorithmwhose complexity
in the code length is the same as in Alekhnovich (2005) and whose complexity in the multiplicity
parameter and designed list size is the same as in Lee and O’Sullivan (2008).
The paper is organized as follows. In Section 2 it is shownhow theGuruswami–Sudan interpolation
problem can be reformulated using modules over Fq[x], and in Section 3 we outline and analyze an
algorithm (Algorithm A) for solving it. In Section 4 we show how the efficiency of Algorithm A can be
improved by introducing certain precomputations, and we state and analyze the resulting algorithm
(Algorithm B) precisely. Finally in Section 5 a conclusion is given.
2. Key equations for Guruswami–Sudan decoding of Reed–Solomon codes
In this section it is shown how the Guruswami–Sudan interpolation problem can be reformulated
in terms of modules over a univariate polynomial ring.
First we introduce some notation. Let x1, x2, . . . , xn be distinct elements of Fq and
C = {(f (x1), . . . , f (xn)) | f (X) ∈ Fq[X], deg f < k} ,
be a Reed–Solomon code over Fq of length n and dimension k. Let l be the designed list size, s a
multiplicity parameter and τ the number of errors thatwewish to correct. Given these parameters and
a receivedword (y1, . . . , yn), the Guruswami–Sudan list decoding algorithm instructs us to compute a
so-called interpolation polynomial, having the following properties (see Guruswami and Sudan, 1999).
Definition 1 (Interpolation Polynomial). Let y = (y1, . . . , yn) ∈ Fnq be a received word, and say that
we wish to correct τ errors. Given a designed list size l and a multiplicity parameter s, a polynomial
Q (X, Y ) ∈ Fq[X, Y ] is said to be an interpolation polynomial for y if
(I) Q (X, Y ) vanishes with multiplicity at least s at all the points (xi, yi) for 1 ≤ i ≤ n.
(II) Q (X, Y ) is nonzero and its degree in Y is at most l.
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Furthermore, for the Guruswami–Sudan list decoding to be successful, the (1, k−1)-weighted degree
of the interpolation polynomial should be ‘‘small’’; more precisely it should be the case that for all
monomials X iY j in Q (X, Y ), we have that
i+ (k− 1)j < s(n− τ). (1)
An interpolation polynomial satisfying this weighted degree constraint is called a valid interpolation
polynomial. This constraint on the interpolation polynomial is central in the list decoder, and
guaranties that the transmitted word will be successfully recovered. For details the reader is referred
to Guruswami and Sudan (1999).
In the following, H(b)Y (Q ) denotes the b-th Hasse derivative of Q with respect to Y . Let R(X) be the
Lagrange interpolation polynomial of degree at most n− 1 satisfying R(xi) = yi for all 1 ≤ i ≤ n, and
let G(x) = ∏ni=1(X − xi). The following two useful lemmas are equivalent to Augot and Zeh (2008,
Proposition 1). For the convenience of the reader, we prove the lemmas, but we credit them to the
authors of the aforementioned paper.
Lemma 2 (Augot–Zeh). A polynomial Q (X, Y ) ∈ Fq[X, Y ] has a zero of multiplicity at least s at the point
(xi, yi) if and only if
(X − xi)s−b | H(b)Y (Q ) (X, yi),
for all b with 0 ≤ b < s.
Proof. From the Taylor expansion
Q (X, Y ) =
l∑
b=0
H(b)Y (Q ) (X, yi)(Y − yi)b, (2)
it follows directly that Q (X, Y ) has a zero of multiplicity at least s in (xi, yi) if and only if (X − xi)s−b
divides H(b)Y (Q ) (X, yi) for all bwith 0 ≤ b < s. 
Lemma 3 (Augot–Zeh). For a polynomial Q (X, Y ) ∈ Fq[X, Y ], it holds that
(X − xi)s−b | H(b)Y (Q ) (X, yi) for all b with 0 ≤ b < s and all 1 ≤ i ≤ n,
if and only if
G(X)s−b | H(b)Y (Q ) (X, R(X)) for all b with 0 ≤ b < s.
Proof. By (2) we have that
H(b)Y (Q ) (X, Y ) =
l∑
j=b
(
j
b
)
H(j)Y (Q ) (X, yi)(Y − yi)j−b.
We fix an index iwith 1 ≤ i ≤ n and write R(X) = yi + (X − xi)R˜(X). Then we get
H(b)Y (Q ) (X, R(X)) =
l∑
j=b
(
j
b
)
H(j)Y (Q ) (X, yi)(X − xi)j−bR˜(X)j−b
=
s−1∑
j=b
(
j
b
)
H(j)Y (Q ) (X, yi)(X − xi)j−bR˜(X)j−b + O((X − xi)s−b). (3)
Wewill prove the following statement by induction on a, decreasing from a = s−1: for a polynomial
Q (X, Y ) ∈ Fq[X, Y ], it holds that
(X − xi)s−b | H(b)Y (Q ) (X, yi) for all bwith a ≤ b < s,
if and only if
(X − xi)s−b | H(b)Y (Q ) (X, R(X)) for all bwith a ≤ b < s. (4)
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By (3) we have that
H(s−1)Y (Q ) (X, R(X)) = H(s−1)Y (Q ) (X, yi)+ O(X − xi),
and thus the induction can indeed begin. Now assume that a < s − 1 and that the result has been
established for larger a. By (3) it follows that if (X−xi)s−j dividesH(j)Y (Q ) (X, yi) for all jwith a ≤ j < s,
then (X − xi)s−j(X − xi)j−a = (X − xi)s−a divides H(a)Y (Q ) (X, R(X)). On the other hand, if (X − xi)s−b
divides H(b)Y (Q ) (X, R(X)) for b with a ≤ b < s, then it follows by the induction hypothesis that
(X − xi)s−b divides H(b)Y (Q ) (X, yi) for bwith a+ 1 ≤ b < s. But by (3), this means that
H(a)Y (Q ) (X, R(X)) = H(a)Y (Q ) (X, yi)+ O((X − xi)s−a),
so (X − xi)s−a divides H(a)Y (Q ) (X, yi). This concludes the induction.
Combining Eq. (4) for all i, the lemma follows. 
Combining these two lemmas, we can now reformulate the interpolation conditions in Definition 1,
in the language of modules over Fq[X].
Proposition 4. Let y = (y1, . . . , yn) ∈ Fnq be a received word. Given a designed list size l, and a
multiplicity parameter s, then Q (X, Y ) ∈ Fq[X, Y ] is an interpolation polynomial if and only if it is of
the form
Q (X, Y ) =
s−1∑
i=0
Bi(X)G(X)s−i(Y − R(X))i +
l∑
i=s
Bi(X)(Y − R(X))i. (5)
Proof. Follows from Lemmas 2 and 3. 
The advantage of this proposition is that it gives a way to parameterize all possible interpolation
polynomials. We now show how to find interpolation polynomials which furthermore satisfy the
degree constraint in Eq. (1). To this end we expand the expression in (5) to
Q (X, Y ) =
l∑
a=0
[
s−1∑
i=0
Bi(X)G(X)s−i(−R(X))i−a
(
i
a
)
+
l∑
i=s
Bi(X)(−R(X))i−a
(
i
a
)]
Y a. (6)
Now we introduce the matrixA = [A1 | A2], whereA1 is the (l+ 1)× smatrix
[A1]a,i = G(X)s−i(−R(X))i−a
(
i
a
)
, with (a, i) ∈ {0, 1, . . . , l} × {0, 1, . . . , s− 1} (7)
andA2 is the (l+ 1)× (l+ 1− s)matrix
[A2]a,i = (−R(X))i−a
(
i
a
)
, with (a, i) ∈ {0, 1, . . . , l} × {s, s+ 1, . . . , l}. (8)
Thus if we consider the polynomials Bi(X) as variables, then by (6) we can parameterize all
interpolation polynomials Q (X, Y ) =∑la=0 Qa(X)Y a, by letting
Q0(X)
Q1(X)
...
Ql(X)
 = A

B0(X)
B1(X)
...
Bl(X)
 .
We are interested in polynomials Q (X, Y )which furthermore satisfy the degree constraint in Eq. (1),
i.e. where degQa(X) < s(n−τ)−a(k−1). The abovematrix formulation shows that this is equivalent
to finding a vector (Q0(X), . . . , X l(k−1)Ql(X))T in the Fq[X]-span of the columns of
B =

1 0 0 · · · 0
0 xk−1 0 · · · 0
0 0 x2(k−1) · · · 0
...
...
...
. . .
...
0 0 0 · · · xl(k−1)
A (9)
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whose entries all have degree less than s(n−τ). To rephrase thismore concisely, we use the following
notion of degree of vectors of polynomials (which is closely related to the TOP order in modules; see
for instance Cox et al., 2004).
Definition 5 (Max-Degree). For a vector w = (w0(X), . . . , wl(X))T ∈ (Fq[X])l+1 we define its max-
degree to be
degmaxw = maxt {degwt(X)}.
For a collection of vectorsW = {w1, . . . ,wm}, we let degmaxW =
∑m
i=1 degmaxwi.
With this notion, we can distill the above discussion into the following result:
Proposition 6. Let y be a received word and let l, s and τ be as above. Furthermore let R(X) and G(X) be
as defined above and letB be the matrix in (9). Then finding a valid interpolation polynomial Q (X, Y ) for
y is equivalent to finding a nonzero vector (Q0(X), . . . , X l(k−1)Ql(X))T in the Fq[X]-span of the columns
ofB , whose max-degree is less than s(n− τ).
Note that the columns ofB form a Gröbner basis for the module that they generate, with respect
to the ordering that gives X weight 1 and Y infinite weight, sinceB is an upper triangular matrix. This
is an analogue of Theorem 3.1 in Alekhnovich (2005).
3. Solving the key equations
The problem of finding a vector satisfying the conditions in Proposition 6 is closely related to
the problem of finding the shortest vector in a module. This problem can be solved by repeated
applications of the module division algorithm (Cox et al., 2004). However, when the max-degree of
the columns ofB is only moderately large, this approach becomes inefficient already. In this section
we show how an algorithm in Alekhnovich (2005) can be used to solve the problem efficiently. For
convenience, we now restate the main ingredients of this algorithm.
For anm×mmatrixB of polynomials in Fq[X], consider themodule spanned by its columns (over
Fq[X]). For a column b, the leading coordinate LC(b) is the lowest index of an entry whose degree is
equal to degmax b. ThematrixB is said to be reduced if for any two distinct columns b1 and b2, it holds
that LC(b1) 6= LC(b2).
In Alekhnovich (2005) the problem of finding short vectors in the span of a module is attacked by
devising an algorithm for reducing the max-degree of a matrix of polynomials. More precisely it gives
an algorithm Rˆ, which when given anm×mmatrixB with entries in Fq[X] and an integer t , outputs
a unimodularm×mmatrix Rˆ(B, t) such that either degmaxB · Rˆ(B, t) ≤ degmaxB− t orB · Rˆ(B, t)
is reduced, and so its max-degree cannot be reduced further.
In Alekhnovich (2005) the complexity for computing Rˆ(B, t) is estimated, andwe repeat the result
here. But before we can do that we need to introduce the following notion.
Definition 7 (Length). For a polynomial
f (X) =
u∑
i=`
aiX i
with a` and au nonzero, the integer u − ` + 1 is the length of f (X). Furthermore, M(L) denotes the
complexity of multiplying two polynomials of length at most L in Fq[X].
We note that in Theorem 8.23 in Gathen and Gerhard (2003), M(L) has been shown to be at most
O(L log L log log L). We now restate Lemmas 2.8 and 2.10 from Alekhnovich (2005) in the following
proposition:
Proposition 8. LetB be anm×mmatrix and let t be an integer. The running time of Rˆ(B, t) is bounded by
O(m3M(t) log t).
Furthermore, the length of any polynomial in Rˆ(B, t) is at most 2t.
We will now show how the algorithm Rˆ can be used to compute valid interpolation polynomials, via
the formulation in Proposition 6. Let degmaxB denote themax-degree of thematrixB in Proposition 6
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and define t = degmaxB − s(n − τ)(l + 1) + 1. Then if we compute B˜ = B · Rˆ(B, t), one of the
following two things will happen.
1. Themax-degree of B˜ is strictly less than s(n−τ)(l+1). In this case at least one columnmust have
max-degree strictly less than s(n−τ), and we can then use this column to get a valid interpolation
polynomial as in Proposition 6.
2. The matrix B˜ is reduced. In this case it might still happen that one of the columns has max-degree
strictly less than s(n − τ), in which case we again obtain a valid interpolation polynomial. It can
also be that all columns have a larger max-degree. Since the matrix is reduced, and since finding
short vectors in the span of the columns is equivalent to finding interpolation polynomials, this
means that in this case no valid interpolation polynomial exists.
These observations give a recipe for computing valid interpolation polynomials, and the only
ingredient missing is an upper bound on t , the quantity by which the max-degree of B should be
reduced to yield valid interpolation polynomials. To get such a bound, we first estimate degmaxB. By
(7) we have that for 0 ≤ i ≤ s− 1 the max-degree of column i inB is given by
degmaxBi = max
a=0,...,l
{
deg[A1]a,i + a(k− 1)
}
≤ max
a=0,...,l
{(s− i)n+ (i− a)(n− 1)+ a(k− 1)}
= max
a=0,...,l
{sn− i− a(n− k)}
≤ sn− i.
Likewise, Eq. (8) gives that for s ≤ i ≤ l the max-degree of column i inB is given by
degmaxBi = max
a=0,...,l
{
deg[A2]a,i + a(k− 1)
}
≤ max
a=0,...,l
{(i− a)(n− 1)+ a(k− 1)}
= max
a=0,...,l
{i(n− 1)− a(n− k)}
≤ i(n− 1). (10)
Together, these inequalities yield a bound on the max-degree ofB, namely
degmaxB ≤
s−1∑
i=0
(sn− i)+
l∑
i=s
i(n− 1) =
(
l+ 1
2
)
(n− 1)+
(
s+ 1
2
)
n. (11)
In order to compute a valid interpolation polynomial, it suffices to reduce themax-degree of the basis
B by t = degmaxB − (l+ 1)s(n− τ)+ 1. When choosing l and s in the Guruswami–Sudan algorithm
the following inequality has to be satisfied (see Guruswami and Sudan, 1999):(
s+ 1
2
)
n <
l∑
i=0
(s(n− τ)− i(k− 1)) = (l+ 1)s(n− τ)− (k− 1)
(
l+ 1
2
)
.
It then follows from (11) and the above inequality that
t ≤
(
l+ 1
2
)
(n− 1)+
(
s+ 1
2
)
n− (l+ 1)s(n− τ)+ 1 ≤
(
l+ 1
2
)
(n− k).
Thus if we choose t = (l+12 )(n− k)we are guaranteed to find an interpolation polynomial, if it exists.
In some cases a smaller value of t might be sufficient, but in general it is hard to get better bounds on
t as this relates to the hard question of determining the list decoding radius of Reed–Solomon codes.
With this bound at hand, we can now state the procedure for computing interpolation polynomials
outlined above, as a formal algorithm (see Fig. 2). As we shall later give a variant of the algorithm, we
will refer to this one as Algorithm A.
Remark 9. Assume that the Reed–Solomon code under consideration is cyclic of length n = q − 1.
Then the special case l = s = 1 corresponds to ordinary decoding of Reed–Solomon codes up to
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half the minimum distance. We will show that in this case Algorithm A specializes to Sugiyama’s
algorithm for decoding Reed–Solomon codes with the Euclidean algorithm (see for instance Blahut
(2008, p. 151) or Justesen and Høholdt (2003, p. 121)). Let y = (y1, . . . , yn) be a received word and
define S(X) = ∑ni=1 yiX i−1. In Sugiyama’s algorithm the decoding problem is reformulated into the
problem of finding polynomials Q0(X) and Q1(X) such that
deg
(
Q0(X)Xn−k + Q1(X)
(
n−k−1∑
i=0
S(α−(i+k))X i
))
≤ τ − 1,
and degQ1(X) ≤ τ . In the language developed above, this problem can be stated as that of finding a
vector Q = (Q0(X),Q1(X))T which when multiplied with the matrixX · Xn−k X ·
(
n−k−1∑
i=0
S(α−(i+k))X i
)
0 1
 (12)
has max-degree at most τ .
Now let
R(X) = −
n−1∑
i=0
S(α−i)X i,
where α is a primitive element of Fq; then
R(αh−1) = −
n−1∑
i=0
n∑
j=1
yj(α−i)j−1 · αi(h−1) = −
n∑
j=1
yj
n−1∑
i=0
(
αh−j
)i = −nyh = yh,
so R(X) is the Lagrange interpolation polynomial for y. Thus in this special case we get that the matrix
B used in Algorithm A is
B =
[
G(X) −R(X)
0 Xk−1
]
=
Xn − 1 n−1∑
i=0
S(α−i)X i
0 Xk−1
 .
Furthermore, the amount bywhich themax-degree ofB should be reduced is t = n−k. In Alekhnovich
(2005, Lemma 2.7) it is shown that only the leading t coefficients of the polynomials inB are needed
in order to compute the matrix Rˆ(B, t) for reducing the max-degree by t (in fact, this is what makes
the algorithm efficient). Thus Rˆ(B, n − k) = Rˆ(B˜, n − k), where B˜ is the matrix whose entries are
the leading n− k coefficients of the corresponding entries ofB, i.e.
B˜ =
Xn n−1∑
i=k
S(α−i)X i
0 Xk−1
 .
Since all entries in thismatrix are divisible by Xk−1, the problem of finding short vectors in the column
span of B˜ can be ‘‘shifted’’ downwards by dividing the matrix through by this common factor. If we
do this we get the matrix in Eq. (12). This means that the computations in step 2 of Algorithm A
correspond exactly to the computations done in Sugiyama’s algorithm, except that the problem is
shifted by Xk−1. In this light, Sugiyama’s algorithm may be seen as a special case of Algorithm A.
Before proceeding to analyze the complexity of Algorithm A, we give an example to illustrate its
mechanisms.
Example 10. This example is taken from Justesen and Høholdt (2003, p. 133). Consider a (15, 7, 9)
Reed–Solomon code over F16 and let α be a primitive element of this field, satisfying α4+α+1. Since
theminimumdistance of the code is 9 it can correct four errors. However, on selecting s = 4 and l = 6
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Algorithm A.
Input:
Integers n, k, l, s, τ and y = (y1, . . . , yn) ∈ Fnq .
Output:
A valid interpolation polynomial for y, if one exists. Otherwise the output is failure.
Algorithm:
1. Set up the matrixB as described in Eqs. (7)–(9).
2. Use the algorithm cited in Proposition 8 to compute Rˆ
(
B,
(l+1
2
)
(n− k)
)
.
3. Compute B˜ = B · Rˆ
(
B,
(l+1
2
)
(n− k)
)
.
4. If there exists a column (Q˜0(X), . . . , Q˜l(X))T in B˜ of max-degree strictly less than s(n− τ), output
Q (X, Y ) =
l∑
a=0
Q˜a(X)
Xa(k−1)
Y a, (13)
and otherwise output failure.
Fig. 2. Pseudo-code for Algorithm A.
five errors can be corrected using list decoding. We now assume that the information polynomial is
f (X) = 1+ X + X2 + X3 + X4 + X5 + X6, and that the received word is
y = (0, α5, α10, α3, α5, 1, α6, α7, α10, α9, 1, α11, α12, α13, α14).
We have that G(X) = X15− 1 and by Lagrangian interpolation, we find R(X) = X10+X6+X4+X3+
X2 + X . Step 1 of the algorithm is setting upB. We get
B =

G(X)4 −G(X)3R(X) G(X)2R(X)2 −G(X)R(X)3 R(X)4 −R(X)5 R(X)6
0 G(X)3X6 0 G(X)R(X)2X6 0 R(X)4X6 0
0 0 G(X)2X12 −G(X)R(X)X12 0 0 R(X)4X12
0 0 0 G(X)X18 0 0 0
0 0 0 0 X24 −R(X)X24 R(X)2X24
0 0 0 0 0 X30 0
0 0 0 0 0 0 X36
.
We have
(l+1
2
)
(n − k) = 168, and thus step 2 in Algorithm A amounts to computing Rˆ(B, 168). The
result is
Rˆ(B, 168) =

1 0 0 0 0 0 0
0 1 0 X5 0 0 X5
X10 0 1 X10 0 0 X10
0 0 X5 1 0 X5 0
X20 1 X10 0 1 0 X5
0 X5 1 X10 0 1 X10
1 0 0 1 0 0 1
.
It turns out that the first column of Rˆ(B, 168) can be used to get a valid interpolation polynomial.
Thus to perform steps 3 and 4 in the algorithm, we first multiplyB by the first column of Rˆ(B, 168),
and then use (13) to get the interpolation polynomial
Q (X, Y ) = (1+ X6 + X8 + X12 + X14 + X18 + X20 + X26 + X32 + X36)+(
X4 + X8 + X10 + X12 + X16 + X24) Y 2 +(
X2 + X4 + X6 + X8 + X12) Y 4 + Y 6
= (Y − (1+ X + X2 + X3 + X4 + X5 + X6))2
×(Y − (α10 + X + X2 + X3 + X4 + α5X5 + X6))2
×(Y − (α5 + X + X2 + X3 + X4 + α10X5 + X6))2.
Note that Y − f (X) is a factor of Q (X, Y ) as expected.
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3.1. The complexity of Algorithm A
We now analyze the complexity of Algorithm A, and we address its four steps separately.
Throughout the analysis we will use the fact that s ≤ l. Furthermore we will use that l is polynomial
in n (see for instance Guruswami and Sudan, 1999). This means that for any constant α ≥ 0 it holds
that log(lαn) = O(log n)which will be a convenient estimate in the following.
Step 1. The polynomials G(X),G(X)2, . . . ,G(X)s do not depend on the input, and hence they can be
precomputed. To set up the matrixB one needs to calculate R(X), R(X)2, . . . , R(X)l. The first
power R(X) can be computed by Lagrangian interpolation in time O(M(n) log n) (Gathen and
Gerhard, 2003, p. 295). The power R(X)i+1 can be computed recursively as R(X)i · R(X) in
time M(in), and hence the total complexity of computing R(X), R(X)2, . . . , R(X)l is at most
O(M(n) log n+ lM(ln)). To calculateB it remains to compute the products in Eqs. (7) and (8),
and this can be done in complexity
s−1∑
i=0
i∑
a=0
M ((s− i)n+ (i− a)n) = O(s2M(sn)).
Thus step 1 can be carried out in complexity at most
O(M(n) log n+ lM(ln)+ s2M(sn)) = O(l3n log2 n log log n).
Step 2. This is the main step of the algorithm, and its complexity is given by Proposition 8. Since(l+1
2
)
(n− k) = O(l2(n− k)), we get that the complexity is
O(l3M(l2(n− k)) log(l2(n− k))) = O(l5n log2 n log log n).
Step 3. By Proposition 8 the length of any polynomial in Rˆ
(
B,
(l+1
2
)
(n− k)
)
is at most 2
(l+1
2
)
(n −
k) = O(l2(n − k)). Hence the matrix product in step 3, can be computed in complexity
O(l3M(l2(n− k))) = O(l5n log n log log n).
Step 4. Finally, searching for a column of max-degree at most s(n− τ) in step 4 can be done inO(l2).
Taking the complexities of the individual steps of Algorithm A together, we get that the total
complexity of Algorithm A can be estimated by O(l5n log2 n log log n).
4. An alternative basis for the module of interpolation polynomials
As seen in the analysis above, the complexity of Algorithm A depends on the max-degree of the
matrixB. Below, we will show that Algorithm A can be made more efficient by replacing the matrix
B with another matrix whose max-degree is smaller and whose columns span the same module as
B. This approach is similar to ideas used in Roth and Ruckenstein (2000) and Augot and Zeh (2008).
Above we saw that the complexity of Algorithm A isO(l5n log2 n log log n); the modified algorithm in
this section will be shown to have complexity O
(
l4s n log2 n log log n
)
. Thus when l is larger than s,
Algorithm B will be more efficient. In general one can choose s/l ≈ √R (see Guruswami and Sudan,
1999), and thus the benefits will be largest for low rate codes.
Before we give the main ideas of Algorithm B, we prove the following lemma.
Lemma 11. Let 0 ≤ j ≤ l and choose
Bi(X) =
{(j
i
) R(X)j−i
G(X)s−i i < s,(j
i
)
R(X)j−i i ≥ s.
(14)
Using these as coefficients in Eq. (5) one gets Q (X, Y ) = Y j.
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Proof. Inserting the Bi(X) in Eq. (5), we get for s ≤ j ≤ l that
Q (X, Y ) =
s−1∑
i=0
(
j
i
)
R(X)j−i
G(X)s−i
G(X)s−i(Y − R(X))i +
j∑
i=s
(
j
i
)
R(X)j−i(Y − R(X))i
=
s−1∑
i=0
(
j
i
)
(Y − R(X))iR(X)j−i +
j∑
i=s
(
j
i
)
(Y − R(X))iR(X)j−i
= (Y − R(X)+ R(X))j
= Y j.
This proves the lemma in the case s ≤ j ≤ l. For 0 ≤ j < s the proof is similar. 
We can interpret the above as saying that if the rational functions would be allowed as
coefficients in Eq. (5), then by choosing them as in the above lemma, the resulting interpolation
polynomial (namely Y j) would have low weighted degree. We are however only interested in linear
combinations with polynomial coefficients. The main idea is now to approximate the fractions in (14)
by polynomials. Using these polynomials we can define amodification of thematrixB having smaller
max-degree.
Definition 12. For all 0 ≤ i ≤ s and for i ≤ j ≤ lwe let E(i)j (X) and S(i)j (X) be the polynomials uniquely
defined by the conditions
R(X)j−i = E(i)j (X)G(X)s−i + S(i)j (X), (15)
and deg S(i)j (X) < degG(X)
s−i = (s− i)n.
The polynomials S(i)j (X) defined this way equal the syndrome polynomials defined in Augot and
Zeh (2008). Motivated by the above discussion we replace the fraction R(X)j−i/G(X)s−i in (14) by
E(i)j (X). With this choice of coefficients, we can collect powers of Y as in Eq. (6) and thereby get linear
combinations of the elements in A, which we also expect to have low degree. More precisely, we
introduce the (l+ 1)× (l+ 1)matrixU defined by
[U]i,j =

1 i = j and j < s
0 i 6= j and j < s(j
i
)
E(i)j (X) i < s and j ≥ s(j
i
)
R(X)j−i i ≥ s and j ≥ s,
(16)
for (i, j) ∈ {0, 1, . . . , l} × {0, 1, . . . , l}. Note thatU is upper triangular, and that all diagonal entries
are 1, and so detU = 1. HenceU is unimodular, and can thus be considered a change of basis matrix.
This implies that the modules spanned by the columns of BU and B, respectively, are equal. This
in turn means that we can use BU in the place of B in Algorithm A. The resulting algorithm will be
called Algorithm B in the following.
The following proposition investigates the coefficients of the matrixBU in more detail.
Proposition 13. Let B andU be as defined in Eqs. (9) and (16). Then for any 0 ≤ a ≤ l and 0 ≤ i ≤ l
we have
[BU]a,i =

Xa(k−1)G(X)s−i(−R(X))i−a( ia) a ≤ i, 0 ≤ i < s,
−Xa(k−1)
s−1∑
h=a
(−R(X))h−a
(
h
a
)(
i
h
)
S(h)i (X) a < i, s ≤ i ≤ l,
Xa(k−1) a = i, s ≤ i ≤ l,
0 a > i.
(17)
Furthermore
degmaxBU < (l+ 1)sn. (18)
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Proof. In the first place, note that the first s columns of BU and B are the same. For 0 ≤ a ≤ l and
s ≤ i ≤ l the entry of [AU]a,i can be computed as
l∑
h=0
[A]a,h[U]h,i =
s−1∑
h=0
[A]a,h[U]h,i +
l∑
h=s
[A]a,h[U]h,i =
s−1∑
h=0
G(X)s−h(−R(X))h−a
(
h
a
)
·
(
i
h
)
E(h)i (X)+
l∑
h=s
(−R(X))h−a
(
h
a
)
·
(
i
h
)
R(X)i−h =
s−1∑
h=0
(−R(X))h−a
(
h
a
)(
i
h
)(
R(X)i−h − S(h)i (X)
)
+ R(X)i−a
l∑
h=s
(−1)h−a
(
h
a
)(
i
h
)
=
R(X)i−a
l∑
h=0
(−1)h−a
(
h
a
)(
i
h
)
−
s−1∑
h=0
(−R(X))h−a
(
h
a
)(
i
h
)
S(h)i (X). (19)
By first expanding T i = ((T − 1)+ 1)i and then determining the coefficient of T a, one proves that
l∑
h=0
(−1)h−a
(
h
a
)(
i
h
)
=
i∑
h=0
(−1)h−a
(
h
a
)(
i
h
)
=
{
1 a = i,
0 a 6= i.
Now combining this with (19) and inserting into (9), we thus find that
[AU]a,i =

G(X)s−i(−R(X))i−a( ia) a ≤ i, 0 ≤ i < s,
−
s−1∑
h=a
(−R(X))h−a
(
h
a
)(
i
h
)
S(h)i (X) a < i, s ≤ i ≤ l,
1 a = i, s ≤ i ≤ l,
0 a > i.
This proves the first part of the proposition.
For s ≤ i ≤ l Eq. (17) allows us to bound the degree of [BU]a,i by
max
h=0,...,s−1
{(h− a)(n− 1)+ (s− h)n} + a(k− 1) = sn− a(n− k) ≤ sn. (20)
Using previous results we see that for 0 ≤ i ≤ s − 1, the max-degree of column i in BU is less than
sn− i. This means that degmaxBU < (l+ 1)sn. 
We now state Algorithm B formally. The overall structures of Algorithms A and B are identical, but
the data that they handle differ in two ways:
• The matrixBU is used in place ofB.
• The call to Rˆ in step 2 should attempt to reduce the degree ofBU by
degmax(BU)− s(l+ 1)(n− τ) ≤ s(l+ 1)τ .
We thus arrive at the description of Algorithm B in Fig. 3.
Example 14. This is a continuation of the previous example, with parameters and notation
unchanged. Using the expressions in Eq. (17) the reduced matrixBU can be computed. For instance
we find that
[BU]0,l = X52 + X48 + X46 + X44 + X42 + X30 + X22 + X18 + X16 + X14 + X12 + 1,
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Algorithm B.
Input:
Integers n, k, l, s, τ and y = (y1, . . . , yn) ∈ Fnq .
Output:
An interpolation polynomial for y as described in Definition 1, if one exists. Otherwise the output is failure.
Algorithm:
1. Set up the matrixBU as described in Eq. (17).
2. Use the algorithm cited in Proposition 8 to compute Rˆ (BU, s(l+ 1)τ ).
3. Compute B˜ = BU · Rˆ (BU, s(l+ 1)τ ).
4. If there exists a column (Q˜0(X), . . . , Q˜l(X))T in B˜ of max-degree strictly less than s(n− τ), output
Q (X, Y ) =
l∑
a=0
Q˜a(X)
Xa(k−1)
Y a,
and otherwise output failure.
Fig. 3. Pseudo-code for Algorithm B.
and this should be compared to the corresponding entry inB, i.e. to
[B]0,l=X60+X52+X48+X46+X42 + X30+X28+X26+X24+X22+X20+X16+X8+X6.
As expected, we see that the degree of [BU]0,l is smaller than that of [B]0,l. In fact, by computing
B and BU explicitly one can show that degmaxB = 360 whereas degmaxBU = 348. Thus in this
example the basis reduction computation in step 2 is faster for Algorithm B than for Algorithm A.
4.1. The complexity of Algorithm B
We now set out to analyze the complexity of Algorithm B. As above we will use that s ≤ l and
that for any constant α ≥ 0 it holds that log(lαn) = O(log n). We address each of the four steps of
Algorithm B individually.
Step 1. By the expressions in (17), we need to compute R(X), R(X)2, . . . , R(X)s and S(i)j (X) for 0 ≤
i < s and i < j ≤ l, in order to set upBU. Arguing as for Algorithm A, we see that computing
the powers of R(X) can be done in timeO(M(n) log n+ sM(sn)). Next, we address how S(i)j (X)
can be found efficiently by computing the G(X)-adic expansions of the powers of R(X). Say we
have computed an expansion
R(X)j−i =
j−i∑
t=1
At(X)G(X)j−i−t , (21)
where deg At(X) < n; then by definition
S(i)j (X) =
j−i∑
t=j−s+1
At(X)G(X)j−i−t .
Thus computing expansions as in (21) of R(X), R(X)2, . . . , R(X)l will yield the desired
polynomials S(i)j (X). The first expansion is trivial:
R(X) = 0 · G(X)s−0 + R(X).
Next, if we have an expansion R(X)h = ∑ht=1 At(X)G(X)h−t , then by multiplying it by R(X)
and making Euclidean divisions At(X)R(X) = Bt(X)G(X) + Ct(X), with deg Bt(X) < n and
deg Ct(X) < n, we get
R(X)h+1 = B1(X)G(X)h +
h−1∑
t=1
(Bt+1(X)+ Ct(X))G(X)h−t + Ch(X),
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which is then the G(X)-adic expansion of R(X)h+1. By Gathen and Gerhard (2003, p. 257)
the Euclidean division of At(X)R(X) by G(X) can be accomplished in time O(M(n)). Thus the
expansions of R(X), R(X)2, . . . , R(X)l can be computed in time
O(l2M(n)),
which by the above remarks is then also the complexity of computing all the polynomials
S(i)j (X) for 0 ≤ i < s and i < j ≤ l. To get BU it remains to compute the sums and products
in (17). The cost of computing the sums is dominated by the cost of the multiplications, and
thus the total complexity of computing the entries inBU is bounded by
s−1∑
i=0
i∑
a=0
M((s− i)n+ (i− a)n)+
l∑
i=s
i−1∑
a=0
s−1∑
h=a
M ((h− a)n+ (s− h)n)
= O((l− s)s2M(sn)).
Thus the total complexity of step 1 is at most
O(M(n) log n+ l2M(n)+ (l− s)s2M(sn)) = O(l2s2n log2 n log log n).
Step 2. As before we can use Proposition 8 to estimate the complexity of this step, and since we
attempt to reduce the max-degree ofBU by s(l+ 1)τ , we get this to be bounded by
O(l3M(slτ) log(slτ)) = O(l4sn log2 n log log n).
Step 3. By Proposition 8 the length of any polynomial in Rˆ (BU, s(l+ 1)τ ) is atmost 2s(l+1)τ . Hence
the matrix product in step 3 can be computed in complexity
O(l3M(slτ)) = O(l4sn log n log log n).
Step 4. Finally, searching for a column of max-degree at most s(n− τ) in step 4 can be done inO(l2).
Taking the complexities of the individual steps together, we see that the total complexity of Algorithm
B can be estimated by O
(
l4s n log2 n log log n
)
.
Remark 15. In the analysis of Algorithms A and B an important ingredient is the O(n log n log log n)
estimate for multiplication in Fq[x] using the Schönhage–Strassen algorithm Gathen and Gerhard
(2003, p. 235). The overall performance of the algorithms relies heavily on this estimate and therefore
for a perhaps more practical estimate of the running time of the algorithms, it is interesting to
investigate roughly at what input size (polynomial degree) the Schönhage–Strassen algorithm is
actually faster than naivemultiplication and the classic Karatsuba algorithm (see Gathen and Gerhard
(2003, pp. 274) for a discussion). The computer algebra packageMAGMA implements the Schönhage–
Strassen algorithm and in the current implementation it is estimated that this algorithm outperforms
both naive multiplication and Karatsuba’s algorithm for polynomials of degree larger than 128.2 As
seen in Eqs. (7) and (8) the degrees of the polynomials that are multiplied in both Algorithms A and B
are about sn, and thus for even moderate code lengths, we can expect the benefits of the Schönhage–
Strassen algorithm to be present.
Remark 16. The method described in this section is not the only possibility for obtaining
an interpolation algorithm with complexity O
(
l4s n log2 n log log n
)
. As a referee pointed out,
Proposition 4 is also true when Eq. (5) is replaced by
Q (X, Y ) =
s−1∑
i=0
Bi(X)G(X)s−i(Y − R(X))i +
l∑
i=s
Bi(X)(Y − R(X))sY i−s.
Developing the theory from this modified proposition would result in an interpolation algorithm
having this complexity as well.
2 See http://magma.maths.usyd.edu.au/magma/Features/node93.html.
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5. Conclusion
In the previous sections the problem of computing an interpolation polynomial for the
Guruswami–Sudan decoding algorithm has been considered. We have shown that the algorithm
in Alekhnovich (2005) can be used to efficiently solve this problem using key equations, thus
improving on previously known algorithms. This resulted in an algorithm for computing interpolation
polynomials, whose complexity is O(l4s n log2 n log log n). The complexity in the code length
compares favorably to all known algorithms except the algorithm in Alekhnovich (2005), which has
the same complexity in the code length. However, when compared to this algorithm, our algorithm
has a better complexity in the multiplicity parameter and designed list size.
References
Alekhnovich, M., 2005. Linear diophantine equations over polynomials and soft decoding of Reed–Solomon codes. IEEE
Transactions on Information Theory 51 (7).
Augot, D., Zeh, A., 2008. On the Roth and Ruckenstein equations for the Guruswami–Sudan algorithm. In: IEEE International
Symposium on Information Theory, ISIT, 2008. pp. 2620–2624.
Beelen, P., Høholdt, T., 2008. List decoding using syndromes. In: Algebraic Geometry and its Applications. In: World Scientific
Series on Number Theory and its Applications, vol. 5. pp. 315–331.
Blahut, R. E., 2008. Algebraic Codes on Lines, Planes, and Curves, 1st ed. Cambridge University Press.
Cox, D., Little, J., O’Shea, D., 2004. Using Algebraic Geometry, 2nd ed. In: Graduate Texts in Mathematics, Springer.
Fitzpatrick, P., 1995. On the key equation. IEEE Transactions on Information Theory 41 (5), 1290–1302.
URL: http://dx.doi.org/10.1109/18.412677.
Gathen, J.v. z., Gerhard, J., 2003. Modern Computer Algebra, 2nd ed. Cambridge University Press.
Guruswami, V., Sudan, M., 1999. Improved decoding of Reed–Solomon and algebraic–geometric codes. IEEE Transactions on
Information Theory 45, 1757–1767.
Justesen, J., Høholdt, T., 2003. A course in algebraic coding theory. In: EMS Textbooks in Mathematics. European Mathematical
Society.
Koetter, R., Ma, J., Vardy, A., Ahmed, A., 2003. Efficient interpolation and factorization in algebraic soft-decision decoding of
Reed–Solomon codes. In: IEEE International Symposium on Information Theory, June-4 July 2003, pp. 365–365.
Lee, K., O’Sullivan, M.E., 2008. List decoding of Reed-Solomon codes from a Gröbner basis perspective. Journal of Symbolic
Computation 43 (9), 645–658.
O’Keeffe, H., Fitzpatrick, P., 2002. Gröbner basis solutions of constrained interpolation problems. Journal of Linear Algebra and
Applications 533–551.
Olshevsky, V., Shokrollahi, M. A., 1999. A displacement approach to efficient decoding of algebraic–geometric codes. In: STOC
’99: Proceedings of the Thirty-First Annual ACM Symposium on Theory of Computing. ACM, New York, NY, USA,
pp. 235–244.
Roth, R.M., Ruckenstein, G., 2000. Efficient decoding of Reed–Solomon codes beyond half the minimum distance. IEEE
Transactions on Information Theory 46 (1), 246–257.
Sudan, M., 1997. Decoding of Reed–Solomon codes beyond the error-correction bound. Journal of Complexity 13 (1), 180–193.
