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Program dela
V magistrskem delu predstavite osnovne matematične pojme potrebne za opis teorije
vrednotenja opcij. Opišite Black-Scholesov model in binomski model za vrednotenje
opcij ter izpeljite Black-Scholesovo parcialno diferencialno enačbo.
Predstavite azijske opcije in analitične formule za njihovo vrednotenje. Opišite
Hull-Whitovo metodo za vrednotenje azijskih opcij in podrobno razložite njeno de-
lovanje kot je navedeno v [10, 8] ter ga po potrebi spremenite. Razvito metodo nato
implementirajte v primernem računalniškem okolju (R, Python, Matlab, itd.) in
predstavite njeno delovanje na različnih azijskih opcijah.
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Vrednotenje azijskih opcij s Hull-Whitovo metodo
Povzetek
Opcije so pogodbe, ki spadajo med izvedene vrednostne papirje in so v zadnjih 40.
letih doživele izjemno rast. Azijske opcije sodijo med opcije odvisne od poti, saj
je njihova vrednost odvisna tudi od povprečne vrednosti, ki jo zavzame temelj te-
kom trajanja opcije, kar izdatno oteži njihovo vrednotenje. V delu je predstavljeno
osnovno matematično ogrodje, potrebno za razvoj teorije vrednotenja opcij. Opi-
sana sta Black-Scholesov model in binomski model za vrednotenje klasičnih opcij.
Slednji je modificiran v metodo za vrednotenje azijskih opcij, ki sta jo prvič opi-
sala Hull in White v [8]. Pri vsakem vozlišču binomskega drevesa je dodana tabela
vrednosti povprečja. V izogib eksponentnemu naraščanju velikosti tabele v je ta
omejena na manjše število reprezentativnih vrednosti, s katerimi so interpolirane
manjkajoče vrednosti. Reševanje nato poteka s standardno rekurzijo proti korenu
drevesa in želeni začetni vrednosti opcije. Napaka, ki se pojavi zaradi interpola-
cije, je omejena zaradi zadostnega števila reprezentativnih vrednosti. Predstavljena
je učinkovita implementacija te metode, njeno delovanje pa je še dodatno izbolj-
šano z Richardsonovo ekstrapolacijo. Metoda je nato testirana na primerih, kjer so
znani analitični rezultati za vrednost azijskih opcij, in se izkaže za izjemno hitro in
natančno.
Valuation of Asian options using the Hull-White method
Abstract
Options are a type of financial derivative that has enjoyed an immense boom in the
past 40 years. Asian option are a class of path-dependent options, whose payoff
depends on the average value of the underlying asset during the option’s duration.
This feature drastically increases the difficulty of their valuation. In this work, a
basic mathematical framework is presented to develop the classic theory of option
valuation, and both the Black-Scholes model binomial tree approach are described.
The latter is then modified into a method to value Asian options using an idea first
presented by Hull and White in [8], where a table is added to each node of the tree
that tracks the potential values of the average. To avoid the exponential increase
in size each table only contains a small set of representative values, which are used
to interpolate the missing values. Valuation then proceeds via standard backward
recursion towards the base of the tree and the desired initial option price. The
error incurred by using interpolation is mitigated by having a sufficient number of
representative values. An efficient implementation of this method is presented and
its performance further improved with the use of Richardson extrapolation. The
method is then tested on options for which the correct value is known analytically
and proves to be both fast and precise.
Math. Subj. Class. (2010): 60J65, 91G20, 91G60
Ključne besede: azijske opcije, binomski method, Richardsonova ekstrapolacija,
vrednotenje opcij
Keywords: Asian options, binomial method, Richardson extrapolation, option va-
luation
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1 Uvod
V svetu izvedenih vrednostnih papirjev je opcija pogodba, ki daje njenemu kupcu
pravico, a ne obveznosti, da nekje v prihodnosti, po neki vnaprej določeni ceni, kupi
oz. proda nek osnovni finančni inštrument, na katerega se opcija nanaša. V kolikor
to želi, lahko lastnik opcijo vnovči oz. izvrši ob v času trajanja pogodbe. Vnaprej
dogovorjeno ceno, po kateri lahko lastnik opcije kupi ali proda temelj, imenujemo
izvršilna cena, čas, do katerega traja pogodba, pa čas zapadlosti. Pri vrednotenju
opcij kot osnovni inštrument največkrat omenjamo delnico, v praksi pa so temelji
lahko tudi surovine, obveznice in tuje valute.
Čeprav najdemo omembe podobnih dogovorov že v antični Grčiji, so opcije v
modernem svetu do leta 1973 veljale za relativno obskuren finančni inštrument. Ta-
krat je svoja vrata odprla prva opcijska borza na svetu Chicago Board of Options
Exchange. V naslednji polovici stoletja so opcije ter izvedeni vrednosti papirji do-
živeli izjemen razcvet in so dandanes stalnica tako na borzah kot tudi na prostem
trgu.
Poleg tega sta leta 1973 Fischer Black in Myron Scholes objavila ključen rezultat
na področju teorije vrednotenja – Black-Scholesovo parcialno diferencialno enačbo.
Njuna dognanja je istega leta bistveno razširil Robert C. Merton in danes Black-
Scholes-Mertonov model ostaja najbolj uporabljen model za vrednotenje izvedenih
vrednostnih papirjev. Nekoliko pozneje so John Cox, Stephen Ross in Mark Rubin-
stein razvili CRR model, ki je zasnovan na modeliranju gibanja delnic z binomskim
drevesom in bo kasneje naša osnova za vrednotenje azijskih opcij.
2 Opcije
S splošnosti uvodnega opisa opcij je lahko sklepati, da je število različnih vrst op-
cij precejšnje. V tem razdelku bomo spoznali klasične opcije in glavne metode za
njihovo vrednotenje.
Opcije običajno delimo na nakupne in prodajne glede na to ali dajejo kupcu
pravico nakupa ali prodaje temelja. Druga osnovna delitev je na evropske in ame-
riške opcije, ki nimajo nobene povezave z geografsko lokacijo, marveč s tem kdaj
lahko opcijo izvršimo. Ameriške opcije dajejo lastniku pravico izvršitve kadarkoli
do časa zapadlosti, medtem ko lahko evropske opcije izvršimo le, ko je čas zapadlosti
dosežen.
Oglejmo si evropsko nakupno opcijo, ki daje lastniku pravico, da ob času zapa-
dlosti T , kupi temelj, katerega vrednost bomo označevali z ST , za vnaprej določeno
izvršilno ceno K. Če privzamemo, da je trg brez trenja, tj. brez stroškov trgovanja in
ob predpostavki, da bo kupec opcijo izvršil le, če je dobičkonosna, potem je izplačilo
opcije VT ob času enako
VT := max(ST −K, 0) ≡ (ST −K)+.
V primeru ST < K sklepamo, da opcija ne bo vnovčena, saj lahko kupimo kar temelj
sam po nižji ceni.
Podobno evropska prodajna opcija omogoča prodajo temelja in ima ob enakih
1
oznakah kot zgoraj izplačilo
VT := (K − ST )+.
V realnem svetu so razumljivo bolj popularne ameriške opcije, saj investitorjem
omogočajo večjo fleksibilnost zaradi potencialne zgodnje izvršitve. Hkrati možnost
zgodnje izvršitve v splošnem močno oteži vrednotenje ameriških opcij. Pri izpeljavi
eksaktnih formul se zato pogosto omejimo na evropske opcije in nato s pomočjo
numeričnih metod pridobimo približke za ameriške verzije.
2.1 Vrednotenje opcij
Glede na to, da imajo opcije nenegativna izplačila, se pojavi naravno vprašanje
kolikšna je “poštena” cena, o kateri se lahko strinjata tako izdajatelj opcije, kot
tudi njen kupec. Kot je bilo omejeno v uvodu, pred letom 1973 ni bilo zadostno
prepričljivih argumentov, koliko naj bi bila vrednost opcije ob njenem nastanku. V
tem razdelku si bomo globlje ogledali oba modela, omenjena v uvodu, preko katerih
lahko vrednotimo klasične opcije.
Preden se lahko lotimo vrednotenja opcij v kontekstu Black-Scholesovega mo-
dela, je potreben kratek matematični uvod, kjer navajamo potrebne pojme in re-
zultate stohastične integracije. Za poglobljen vpogled v to področje si bralec lahko
ogleda [12].
Definicija 2.1. Standardno Brownovo gibanje B ≡ {Bt(ω); t ≥ 0;ω ∈ Ω} je slučajni
proces na verjetnostnem prostoru (Ω,F , P ), za katerega velja:
• B0 = 0 skoraj gotovo,
• Bt ima neodvisne prirastke: za vsak t > 0, so nadaljni prirastki Bt+u − Bt,
u ≥ 0 neodvisni od pretekle zgodovine gibanja σ(Bs, 0 ≤ s < t),
• za 0 ≤ s < t je Bt −Bs ∼ N(0, t− s), kjer N(µ, σ2) normalna porazdelitev,
• preslikava t→ Bt(ω) je zvezna oz. Bt ima zvezne poti z verjetnostjo 1.
Brownovo gibanje je primer slučajnega procesa, ki je zvezen v času in v prostoru.
Ima markovsko lastnost, kar pomeni, da je pogojna porazdelitev B˜t = {Bt+s(ω); s ≥
0} odvisna samo od trenutne vrednosti Bt in ne od celotne zgodovine σ(Bs, 0 ≤
s < t). Poleg tega je proces martingal torej s.g. velja E[Bt|Fs] = Bs, 0 ≤ s < t kjer
je filtracija Ft := σ(Bu, u ∈ [0, t]) σ-algebra Brownovega gibanja Bt.Kot orodje za
modeliranje delnic in vrednotenje opcij ga je prvi obravnaval francoski matematik
Louis Bachelier, znan tudi kot oče finančne matematike.
Definicija 2.2. Posplošeno Brownovo gibanje je definirano kot proces,
Xt := µt+ σBt,
kjer parameter µ ∈ R imenujemo tendenca, parameter σ ∈ R pa nestanovitnost.
Posplošeno Brownovo gibanje zapisano simbolično v diferencialni obliki
dXt = µdt+ σdBt,
ima podobne lastnosti kot standardno Brownovo gibanje, s to razliko, da imajo
prirastki porazdelitev Xt+u −Xt ∼ N(µt, σ(t− s)). Posledično ta proces Xt ni več
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martingal. Primerjavo Brownovega gibanje z ali brez tendence si lahko ogledamo na
sliki 1.
Slika 1: Posplošeno Brownovo gibanje brez tendence in s pozitivno tendenco, pred-
stavljeno z naklonjeno črto.
Še širši razred slučajnih procesov so Itôvi procesi, kjer konstante µ in σ nadome-
stimo z funkcijami, odvisnimi od t in Xt.
Definicija 2.3. Itôv proces je pri ustreznih pogojih integrabilnosti funkcij a in b
definiran kot proces, ki zadošča enačbi
Xt := X0 +
∫ t
0
a(s,Xs)ds+
∫ t
0
b(s,Xs)dBs, (2.1)
ali v diferencialni obliki
dXt = a(t,Xt)dt+ b(t,Xt)dBt. (2.2)
Zgornji proces ima še vedno markovsko lastnost, saj so funkcije a in b odvisne
samo od trenutnega časa t in vrednosti Xt. Za Itôve procese velja pomemben re-
zultat v stohastični integraciji imenovan Itôva lema, ki ga navajamo brez dokaza.
V splošnem lema velja za semimartingale, vendar v delu podajamo manj splošno
verzijo.
Izrek 2.4 (Itôva lema, 1951). Naj bo Xt Itôv proces podan z (2.2) in naj bo G(t, x)
diferencialbilna funkcija stopnje C1,2(R+,R). Potem je tudi G(t,Xt) Itôv proces za
katerega velja
dG(t,Xt) =
(
∂1G+ a∂2G+
b2
2
∂22G
)
dt+ b∂2GdBt, (2.3)
kjer ∂knG označuje k-ti odvod funkcije G po n-ti spremenljivki.
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2.2 Black-Scholes-Mertonov model
Black-Scholes-Mertonov (pogosto samo Black-Scholesov) model je najbolj popularen
model za vrednotenje opcij in predpostavlja trg na katerem obstajata dva procesa:
• Netvegan proces Mt, podan z
dMt = rMtdt
inM0 = 1, kjer r označuje netvegano obrestno mero. V splošnem je netvegana
obrestna mera lahko predvidljiva funkcija r(t), vendar je za naše potrebe dovolj
konstanta netvegana obrestna mera r ∈ R+. Če integriramo zgornji izraz in
vstavimo začetno vrednost dobimo Mt = ert.
• Tvegan proces St, ki predstavlja vrednostni proces temelja in je podan z
dSt = µStdt+ σSdBt. (2.4)
Proces (2.4) pogosto imenujemo geometrijsko Brownovo gibanje in je pogosto
uporabljen za modeliranje gibanja delnic in drugih finančnih inštrumentov na
trgu. Podobno kot v definiciji 2.2 imenujemo parameter µ ∈ R+ tendenca in
σ ∈ R nestanovitnost.
Če uporabimo Itôvo lemo (2.3) na funkciji G(t, x) = ln x, potem z upoštevanjem
∂1G = 0, ∂2G = x−1 ter ∂22G = −x−2 dobimo
d lnSt = (µ− σ2/2)dt+ σdBt.
Vidimo, da je St porazdeljen logaritemsko normalno tj. lnSt je porazdeljen normalno,
kar je ekvivalentna predpostavka modeliranje procesa St z geometrijskim Brownovim
gibanjem. Integrirana oblika zgornjega izraza je
St = S0 exp
(
(µ− σ2/2)dt+ σdBt
)
in je centralna predpostavka Black-Scholes-Mertonovega modela, ki nam bo kasneje
omogočila izpeljavo formul za vrednotenje klasičnih opcij. Ostake predpostavke B-S
modela so:
• Odsotnost davkov ter transakcijskih stroškov in trrgovanje poteka v zveznem
času.
• Vse količine so poljubno deljive.
• Dovoljena je neomejena prodaja na kratko in popolna investicija pridobljenih
sredstev. Prodaja na kratko pomeni, izposojo ter prodajo finančnih inštru-
mentov, ki jih vlagatelj nima v lasti in jih namerava naknadno vrniti.
• Odsotnost arbitražnih priložnosti tj. ni možnosti netveganega dobička. Po-
sledica te predpostavke je enoličnost netvegane obrestne mere r. Tako bi bil
v primeru dveh različnih netveganih obrestnih mer, možen netvegan zaslužek
preko sposoje sredstev po nižji izmed obeh mer in investicije v višjo.
V tem kontekstu lahko izpeljemo analitične formule za vrednost evropske naku-
pne in prodajne opcije.
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2.3 Black-Scholesova diferencialna enačba
Za izpeljavo Black-Scholesove parcialne diferencialne enačbe, v nadaljevanju B-S
PDE, bomo povzeli argumente uporabljene v [7, poglavje 14] in v [11] in sestavili
portfelj investicij, za katerega bo tveganje, ki ga predstavlja slučajni proces, (hi-
poma) odpravljeno. Argumentirali bomo, da v kolikor je trg brez arbitražnih prilo-
žnosti, se mora tak portfelj obrestovati po enaki obrestni meri kot netvegan proces.
Iz te enakosti bo sledila iskana enačba in posledično izrazi za vrednost klasičnih
evropskih opcij.
Obravnavamo opcijo z zapadlostjo T ∈ R+, pri predpostavki, da je njena vre-
dnost V ≡ V (t, St) funkcija časa t ∈ [0, T ] in procesa S ≡ St kot v (2.4). Potem iz
Itôve leme (2.3) sledi
dV ≡ dV (t, St) =
(
∂1V + µS∂2V +
σ2S2
2
∂22V
)
dt+ σS∂2V dBt. (2.5)
Netvegan portfelj sestavimo s prodajo ene opcije in nakupom ∂2V temelja ter
označimo njegovo vrednost s Π, ki je ob času t enaka
Π := −V + S∂2V. (2.6)
Časovna sprememba vrednosti Π v kratkem obdobju označena z dΠ je enaka
dΠ = −dV + ∂2V dS. (2.7)
Če v zgornjo zvezo vstavimo izraza (2.5) in (2.4), dobimo enačbo
dΠ =
(
− ∂1V − σ
2S2
2
∂22V
)
dt, (2.8)
v kateri ni prisoten slučajni proces dBt. Tako je sprememba vrednosti portfelja Π
vsaj za infinitezimalno kratko obdobje dt predvidljiva. Zaradi odsotnosti arbitražnih
priložnosti lahko trdimo, da mora slediti netveganemu procesuMt, sicer bi bil možen
netvegan zaslužek. Če bi se portfelj obrestoval po večji meri od netvegane obrestne
mere r, potem bi bil možen netvegan zaslužek s sposojo denarja po meri r in naku-
pom tega portfelja oz. obratno v primeru, da bi bil portfelj manj dobičkonosen kot
naložba v netvegan proces Mt. Posledično velja zveza
dΠ = rΠdt, (2.9)
v katero vstavimo (2.8) ter (2.6) in dobimo enačbo(
− ∂1V − σ
2S2
2
∂22V
)
dt = r
(
− V + S∂2V
)
dt,
ki jo preuredimo in opustimo dt:
∂1V + rS∂2V +
σ2S2
2
∂22V = rV. (2.10)
Zgornja enačba je t. i. Black-Scholesova parcialna diferencialna enačba. Na rešitve
te enačbe lahko gledamo kot na različne izvedene vrednostne papirje, ki ustrezajo
predpostavkam, ki smo jih potrebovali v izpeljavi. Rešitve ločimo glede na robne
pogoje, ki jih uporabimo pri reševanju (2.10). V primeru evropske nakupne opcije
z izvršno ceno K in zapadlostjo T so robni pogoji enaki:
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• C(t, x)− x→ 0, ko x→∞,
• C(t, 0) = 0 za vsak t,
• C(T, ST ) = (ST −K)+.
Ob tako določenih robnih pogojih lahko enolično rešimo B-S enačbo (2.10) in pri-
dobimo izraz za vrednost opcije Ct ob poljubnem času t ∈ [0, T ]:
Vt = StN (d1)−Ke−rτN (d2), (2.11)
(2.12)
d1 =
ln(S0/K) + (r + σ
2/2)τ
σ
√
τ
,
d2 = d1 − σ
√
τ ,
τ = T − t.
Celotno izpeljavo rešitve lahko najdemo v [3], omenimo samo, da ob primerni zame-
njavi spremenljivk B-S enačba postane toplotna enačba oblike ut = uxx.
Za evropsko prodajno opcijo z Pt so robni pogoji podobni kot prej
• P (t, x)− 0, ko x→∞,
• P (t, 0) = Keτ za vsak t,
• P (T, ST ) = (K − ST )+.
Formula za vrednost opcije je
Pt = Ke
−rτN (−d2)− StN (−d1), (2.13)
kjer so d1, d2 in τ enaki, kot pri nakupni opciji.
Pomemben komentar pri izpeljavi B-S PDE je dejstvo, da je portfelj netvegan
zgolj za infinitezimalno obdobje časa dt. Ker se odvod vrednosti opcije ∂2V spremi-
nja s časom, je posledično potrebno portfelj stalno rebalansirati, kar nam omogoča
predpostavka, da trgovanje poteka v zveznem času. Rigorozna oblika varovalnega
portfelja je sestavljena iz izposoje količine denarja enake vrednosti ene opcije po ne-
tvegani obrestni meri in nakupa ∂2V temelja. Količine v portfelju nato spreminjamo
glede na razvoj temelja, da je portfelj netvegan v vsakem trenutku. Izkaže se, da
tako sestavljen portfelj replicira vrednost opcije skozi celotno življenje pogodbe.
Parcialne odvode v B-S enačbi (2.10) imenujemo tudi Grški parametri ali kar
Grki in služijo kot zelo koristne metrike pri upravljanju tveganja, prisotnega pri
trgovanju z opcijami. Enega smo že uporabili tekom izpeljave B-S PDE, saj je igral
ključno vlogo v sestavi netveganega portfelja Π. Odvod vrednosti opcije V (t, St)
glede na temelj St običajno označujemo z
∆t(V ) = ∂2V (t, St)
in nam pove koliko moramo investirati v temelj St, da bo opcija ustrezno varovana.
Za evropsko nakupno opcijo (2.11) velja ∆(C) = N (d1) in podobno za prodajno
opcijo (2.13) velja ∆(P ) = N (d1)− 1.
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Preostaneta še količini:
Θt(V ) = ∂1V (t, St),
ki meri spremembo vrednosti opcije glede na čas in
Γt(V ) = ∂
2
2V (t, St),
ki meri občutljivost∆ glede na temelj St. Gledano drugače, nam Γ pove kako pogosto
se ∆ spreminja glede na St in posledično kako pogosto je potrebno rebalansirati
varovalni portfelj Π. Kljub temu, da so v splošnem ∆t, Θt in Γt funkcije časa t, nas
v praksi pogosto zanimajo le njihove začetne vrednosti ∆0, Θ0 in Γ0.
2.4 Ekvivalentna martingalska mera
Alternativni pristop k vrednotenju opcij je tudi preko zamenjave mere P z ekvi-
valentno martigalsko mero, ki jo običajno označujemo s Q. Pod mero Q postane
diskontirani vrednostni proces temelja martingal. Izračun vrednosti opcije se tako
prevede na izračun diskontirane pričakovane vrednosti izplačila opcije. Ponovno
navajamo zgolj ključne rezultate, podroben vpogled je na voljo v [12, poglavje 7].
Definicija 2.5. Naj boXt merljiv proces prilagojen naravni filtraciji Ft = σ(Bu, u ∈
[0, t]) standardnega Brownovega gibanja Bt in naj velja X0 = 0. Doléans-Dadov
eksponent E(X)t procesa Xt je podan z enačbo
E(X)t = Xt − 12⟨X⟩t, (2.14)
kjer je ⟨X⟩t kvadratična variacija proces Xt.
Kot smo omenili v podrazdelku 2.2, vrednostni proces temelja St sledi geome-
trijskemu Brownovemu gibanju
dSt = µStdt+ σSdBt.
Definiramo nov proces
Xt :=
∫ t
0
r − µ
σ
dBs,
za katerega velja X0 = 0. Definiramo novo mero Q preko Radon-Nikodýmovega
odvoda mere:
dQ
dP
⏐⏐
Ft := E(X)t,
ki je za poljuben t ≥ 0 na σ-algebri Ft ekvivalentna meri P . Tako definirano mero Q
imenujemo ekvivalentna martingalska mera in je enolično določena natanko tedaj,
ko je trg brez arbitraže. Pod to mero je diskontiran proces temelja e−rtSt martingal,
torej velja
e−r(T−t) E[ST |Ft] = St
in v posebnem e−rT E[ST ] = S0.1 Zgornja izpeljava je posledica Girsanovega izreka,
katerega splošno formulacijo in posledice si lahko ogledamo v [12, poglavje 7].
1V nadaljevanju dela bo pričakovana vrednost E[·] vedno označevala pričakovano vrednost pod
mero Q.
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Pod mero Q je vrednost evropske opcije V (t, St) z zapadlostjo T enaka diskon-
tirani pričakovani vrednosti izplačila
Vt ≡ V (t, St) = e−r(T−t) E[VT |Ft] (2.15)
in za t = 0
V0 ≡ V (0, S0) = e−rT E[VT ].
Če v izraz (2.15) vstavimo izplačilo klasične evropske nakupne ali prodajne opcije z
izvršilno ceno K, VT = (±ST −K)+ z nekaj računanja dobimo že znani formuli za
vrednotenje teh opcij (2.11) in (2.13).
2.5 Binomski model
Binomski model vrednotenja opcij, ki so ga razvili John Cox, Stephen Ross in Mark
Rubinstein in objavili v [4], je na intutivni ravni precej bolj naraven pristop k vredno-
tenju opcij. Gibanje temelja je modelirano z naključnim sprehodom v diskretnem
času in v binomskem drevesu s korenom na začetku trajanja pogodbe in listi pri času
zapadlosti. S povečevanjem števila korakov med korenom in listi drevesa nato v zve-
zni limiti pri ustreznem normiranju pridobimo enake izraze za vrednosti evropskih
opcij kot z reševanjem B-S enačbe (2.10).
2.5.1 Enostopenjski model
Ponovno imamo temelj, katerega vrednostni proces tokrat sledi naključnemu spre-
hodu in opcijo pisano na temelj. Prav tako imamo netvegano obrestno mero r in
netvegan proces, ki se obrestuje po tej meri. Najpreprostejši primer binomskega mo-
dela je drevo s tremi vozlišči, v katerem lahko temelj ob času zapadlosti T zavzame
dve različni vrednosti kot kaže slika 2.
Su
S0
Sd
0 T
Slika 2: Možni razvoji temelja v enostopenjskem drevesu od časa t = 0 do zapadlosti
T .
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Začetno vrednost temelja ob času t = 0 označimo z S0, možna razvoja “navzgor”
oz. “navzdol” ob času t = T pa z Su ≡ S0u oz. Sd ≡ S0d, kjer velja u > 1 in
0 < d < 1. Vrednost opcije ponovno označimo z V0 in Vu oz. Vd, kjer sta slednji dve
vrednostni znani, saj poznamo izplačilo opcije ob času t = T . Za določitev začetne
vrednosti opcije uporabimo podobne argumente kot v izpeljavi B-S enačbe, le da
tokrat sestavimo varovalni portfelj iz naložbe ∆ v temelj in naložbe X v netvegan
inštrument. Vrednost portfelja Π je ob času t = 0 enaka ∆S0 + X, ob času T pa
ima možni vrednosti ∆S0u + erTX in ∆S0d + erTX kot prikazuje slika 3. Slednja
Vu
∆S0u+ e
rTX
V0
∆S0 +X
Vd
∆S0d+ e
rTX
Slika 3: Razvoj vrednosti opcije in varovalnega portfelja.
dva izraza izenačimo z vrednostjo opcije ob zapadlosti:
∆S0u+ e
rTX = Vu,
∆S0d+ e
rTX = Vd.
Rešimo sistem za ∆ in X:
∆ =
Vu − Vd
(u− d)S0 , (2.16)
X = e−rT · Vdu− Vud
u− d . (2.17)
Ker še vedno predpostavljamo, da je trg brez možnosti arbitraže lahko trdimo, da
mora pri tako določenih količinah ∆ in X veljati enakost
V0 = ∆S0 +X, (2.18)
sicer bi bil s prodajo oz. nakupom tega portfelja možen netvegan dobiček, višji kot
naložba v netvegano obrestno mero r. Če združimo (2.18) z (2.16) in (2.17) dobimo
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rekurzivno relacijo za vrednost opcije ob času t = 0:
V0 =
Vu − Vd
(u− d) + e
−rT Vdu− Vud
u− d
= e−rT
(
pVu + (1− p)Vd
)
, (2.19)
p =
erT − d
u− d . (2.20)
V zgornji izpeljavi je mogoče opaziti, da nikjer nismo določil,i s kakšno verjetnostjo
se razvija vrednost temelja, le da ima dva možna razvoja. Podobno kot tendenca
µ ni nastopala v izrazih B-S modela, tukaj za določitev vrednosti opcije omenjena
verjetnost ni igrala vloge. V kolikor izberemo u in d ter rešimo sistem enačb (2.16)
in (2.17) je začetna vrednost opcije natanko določena. Po drugi strani lahko v
izrazu (2.19) opazimo diskontirano pričakovano vrednost slučajne spremenljivke, ki
z verjetnostjo p zavzame vrednost Vu in z verjetnostjo 1 − p zavzame Vd, kar je v
skladu z idejo za tveganje nevtralne cene omenjene v prejšnjem razdelku:
V0 = e
−rT (pVu + (1− p)Vd)
= e−rT E[VT ]. (2.21)
Enak sklep velja tudi za gibanje temelja, saj pri verjetnosti p diskontirani proces St
postane martingal:
S0 = e
−rT E[ST ]
= e−rT
(
pSu + (1− p)Sd
)
= e−rT
(
erT − d
u− d S0u+
(
1− e
rT − d
u− d S0d
))
= e−rT erTS0
= S0.
Zgornji opis je seveda smiseln le, če velja p ∈ (0, 1), kar je zaradi (2.20) ekvivalentno
pogoju
u > erT > d. (2.22)
V kolikor slednji dve neenakosti ne držita, obstaja na trgu možnost arbitraže. Če
je erT > u, potem na kratko prodamo temelj in naložimo sredstva v netvegan in-
štrument, v primeru erT < d pa si sposodimo netvegan inštument in investiramo v
temelj.
2.5.2 Večstopenjski model
Naravna posplošitev zgornjega razmisleka je povečanje števila korakov drevesa med
začetkom opcije in časom zapadlosti. Tako pridobimo večjo natančnost pri izra-
čunani začetni vrednosti opciji, v limiti pri klasičnih opcijah pa iste izraze kot pri
reševanju B-S enačbe. S tem namenom bomo pri večstopenjskem modelu diskreti-
zirali časovni in vrednostni razvoj temelja, katerega proces je podan z enačbo
dSt = rdt+ σdBt, (2.23)
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kjer je r netvegana obrestna mera in σ nestanovitnost. V splošnem imamo binomsko
drevo globine N , kjer koren predstavlja začetno vrednost temelja ob času t = 0, listi
pa vse možne razvoje temelja do časa zapadlosti T . Ob času T nato za vsako vre-
dnost temelja glede na izplačilo opcije določimo njeno vrednost ob času zapadlosti,
nakar reševanje poteka nazaj v času proti korenu drevesa. Na vsakem koraku rešimo
sistem dveh enačb z dvema neznankama kot v enostopenjskem primeru in z analo-
gnimi argumenti vrednotimo opcijo, dokler ne pridemo do korena, kjer je določena
njena začetna vrednost.
Dodatna predpostavka, ki jo bomo privzeli pri večstopenjskem binomskem dre-
vesu, je rekombinacija, kar pomeni, da velja d = u−1. Slednja predpostavka ni nujna,
da model v limiti doseže enake formule kot B-S model, vendar občutno zmanjša šte-
vilo vozlišč v drevesu kot je razvidno iz slike 4. Poleg tega je z rekombinacijo vrednost
S0u
3
S0u
2
S0u S0u
S0 S0
S0d S0d
S0d
2
S0d
3
p
(1− p) p(1−
p)
(1− p) 2
(1− p) 3
p(1
− p)
2
p
2
p(1− p)
p
3
p 2(1− p)
p
2 (1− p
)
p(1− p) 2
Slika 4: Binomsko drevo globine N = 3, kjer S ≡ S0 in ud = 1.
temelja ob poljubnem številu korakov 0 ≤ n ≤ N natanko določena s številom pre-
mikov navzgor j preko zveze S0ujdn−j, porazdelitev vrednosti pa ustreza binomski
porazdelitvi s parametrom
p =
erT/N − d
u− d .
Za faktorja u in d bomo izbrali običajni vrednosti, ki so ju predlagali Cox, Ross ter
Rubinstein u = eσ
√
T/N in posledično d = e−σ
√
T/N , saj se ti dve vrednosti ujemata
z nestanovitnostjo procesa St. Sicer je možnih izbir za u, ki v limiti vodijo do B-S
analitičnih formul nešteto pod pogoji, da velja limN→∞ p → 1/2, limN→∞ u ↘ 1,
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limN→∞ d↗ 1 in arbitražni pogoj (2.22).
Omenimo še, da binomski model na zelo naraven način omogoča vrednotenje
opcij ameriškega tipa, pri katerih je izvršitev možna ne le ob času zapadlosti, ampak
kadarkoli med trajanjem pogodbe. V tem primeru je med računanjem pri vsakem
vozlišču potrebno primerjati izračunano vrednost opcije z dobičkom, ki bi ga prinesla
takojšnja izvršitev in vzeti večjo od teh dveh vrednosti za nadaljnje računanje.
Prav tako lahko z binomskim modelom izračunamo grške parametre ∆t, Θt in
Γt, ki smo jih omenili ob koncu izpeljave Black-Scholesove parcialne diferencialne
enačbe v podrazdelku 2.2. Običajno vse tri parcialne odvode ocenimo s končnimi
diferencami, ki jih izračunamo korak ali dva stran od korena drevesa.
2.5.3 Izpeljava B-S formul iz binomskega drevesa
Oglejmo si izpeljavo B-S formule za vrednost evropske nakupne opcije z zapadlostjo
T in izvršilno ceno K v drevesu globine N . Izplačilo opcije ob času zapadlosti je
enako max(ST − K, 0), kar je v kontekstu drevesa enako (S0ujdN−j − K)+ in je
j število premikov navzgor v razvoju temelja. Verjetnost natanko takega števila
premikov navzgor je enaka (
N
j
)
pj(1− p)N−j,
začetna vrednost opcije pa
V0 = e
−rT
N∑
j=0
(
N
j
)
pj(1− p)N−j(S0ujdN−j −K)+. (2.24)
Zgornji izraz ima neničelne vrednosti, ko je končna vrednost temelja večja od izvšilne
cene, torej velja
S0u
jdN−j > K,
kar skupaj z u = eσ
√
T/N in d = e−σ
√
T/N preuredimo v
j >
n
2
− ln(S0/K)
2σ
√
T/N
in izraz (2.24) postane
V0 = e
−rT ∑
j>α
(
N
j
)
pj(1− p)N−jS0ujdN−j −K,
kjer je
α :=
N
2
− ln(S0/K)
2σ
√
T/N
.
Za večjo preglednost vpeljemo sledeče oznake:
U1 :=
∑
j>α
(
N
j
)
pj(1− p)N−jujdN−j, (2.25)
U2 :=
∑
j>α
(
N
j
)
pj(1− p)N−j (2.26)
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in s pomočjo zgornjih oznak poenostavimo izraz za vrednost opcije do
V0 = e
−rT (S0U1 −KU2). (2.27)
. Osredotočimo se najprej na U2. S povečevanjem števila korakov N se binomska
porazdelitev s parametrom p približuje normalni porazdelitvi s povprečjem Np in
varianco Np(1 − p). Spremenljivka U2 v enačbi (2.29) predstavlja verjetnost, da je
število korakov j večje od vrednosti α. Za velike N lahko to verjetnost izrazimo z
U2 = N
(
Np− α√
Np(1− p)
)
, (2.28)
kjer jeN (x) kumulativna porazdelitvena funkcija standardne normalne porazdelitve.
Če v (2.28) vstavimo α, dobimo izraz
U2 = N
(
ln(S0/K)
2σ
√
T
√
p(1− p) +
√
N(p− 1
2
)√
p(1− p)
)
. (2.29)
Potrebno je izračunati limiti limN→∞ pN in limN→∞
√
N(pN − 12), za kateri upora-
bimo Taylorjev razvoj eksponentne funkcije:
ex = 1 +
x
1!
+
x2
2!
+
x3
3!
+ . . .
in izračunamo
lim
N→∞
pN = lim
N→∞
erT/N − e−σ
√
T/N
eσ
√
T/N − e−σ
√
T/N
=
1
2
ter podobno
lim
N→∞
√
N
(
pN − 1
2
)
=
(r − σ2/2)√T
2σ
.
Posledično je
lim
N→∞
pN(1− pN) = 1
4
.
Vstavimo zgornje enakosti v (2.29) in poenostavimo do
U2 = N
(
ln(S0/K) + (r − σ2/2)T
σ
√
T
)
. (2.30)
Nadaljujemo z U1, kjer je izpeljava podobna s to izjemo, da vpeljemo novo spremen-
ljivko p∗. Spomnimo se, da je
U1 =
∑
j>α
(
N
j
)
(pu)j
(
(1− p)N−jdN−j)
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in definiramo
p∗ :=
pu
pu+ (1− p)d, (2.31)
in posledično
(1− p∗) = (1− p)d
pu+ (1− p)d.
Vstavimo v (2.25) in dobimo
U1 =
(
pu+ (1− p)d)N∑
j>α
(
N
j
)
(p∗)j(1− p∗)N−j
oziroma
U1 = e
rT
∑
j>α
(
N
j
)
(p∗)j(1− p∗)N−j,
ker velja pu + (1 − p)d = erT/N . Razvidno je, da p∗ ∈ (0, 1) torej U1 vključuje
binomsko porazdelitev s parametrom p∗ in podobno kot pri U2 za velike N velja
U1 = e
rTN
(
Np∗ − α√
Np∗(1− p∗)
)
= erTN
(
ln(S0/K)
2σ
√
T
√
p∗(1− p∗) +
√
N(p∗ − 1
2
)√
p∗(1− p∗)
)
.
Ponovno iščemo limiti limN→∞ p∗N in limN→∞
√
N
(
p∗N − 12
)
. Vstavimo vrednosti u,
d ter p v enačbo (2.31), da dobimo
p∗ =
pu
pu+ (1− p)d =
(
erT/N − e−σ
√
T/N
eσ
√
T/N − e−σ
√
T/N
)(
eσ
√
T/N
erT/N
)
,
od koder je izračun iskanih limit podoben prejšnjemu:
lim
N→∞
p∗N =
1
2
lim
N→∞
√
N
(
p∗N −
1
2
)
=
(r + σ2/2)
√
T
2σ
.
Sledi rezultat
U1 = N
(
ln(S0/K) + (r + σ
2/2)T
σ
√
T
)
. (2.32)
Preko izrazov (2.27), (2.30) in (2.32) dospemo do že znanega Black-Scholesovega
izraza za začetno vrednost evropske nakupne opcije
V0 = S0N (d1)−Ke−rTN (d2), (2.33)
kjer sta d1 in d2 tako kot v (2.11).
14
3 Azijske opcije
Do zdaj smo govorili zgolj o klasičnih opcijah, torej nakupnih in prodajnih opcijah
ameriškega ali evropskega tipa, ki so zagotovo najbolj znane, vendar na prostem
trgu obstaja mnogo vrst eksotičnih opcij. Azijske opcije spadajo med opcije, katerih
izplačilo ni odvisno samo od končnega stanja temelja, temveč tudi od zgodovine
gibanja temelja med trajanjem opcije. Konkretno je pri azijskih opcijih izplačilo
odvisno od povprečne vrednosti temelja v trajanju pogodbe. Investitorjem so pri-
vlačne predvsem, ker povprečenje naravno omili potencialno velika nihanja v ceni
temelja. Poleg tega pa se izognejo možnim manipulacijam vrednosti temelja tik pred
časom zapadlosti. Zaradi njihove eksotične narave se z azijskimi opcijami primarno
trguje na prostem trgu, ime pa izhaja iz dejstva, da sta jih leta 1987 Mark Standish
in David Spaughton razvila med poslovnim obiskom v Tokiu [1].
3.1 Oznake in glavne variacije azijskih opcij
Oglejmo si glavne variacije azijskih opcij, katerih vrednost bomo kasneje poskusili
določiti. Uporabljali bomo enake oznake kot v prejšnjih razdelkih z dodatkom, da
bomo povprečno vrednost temelja St od časa t = 0 do nekega časa t ≤ T , kjer je T
zapadlost označevali z At.
Poznamo azijske opcije s fiksno izvršilno ceno K, z izplačilom (AT − K)+, v
primeru nakupne in (K − AT )+ v primeru prodajne opcije. Poleg fiksne izvršilne
cene imamo tudi azijske opcije s plavajočo izvršilno ceno, kjer je izplačilo enako
(ST − AT )+ v primeru nakupne in (AT − ST )+ v primeru prodajne. Zgoraj naštete
opcije imajo tako evropske kot ameriške verzije, le da pri slednjih nadomestimo T z
t, v kolikor se zgodi zgodnja izvršitev ob času t.
Imamo še štiri možne izbire povprečenja pri temelju: zvezna limita aritmetičnega
povprečja temelja
AcT =
1
T
∫ T
0
Stdt (3.1)
oz. geometrijskega povprečenja
AˆcT = exp
( 1
T
∫ T
0
ln(St)dt
)
(3.2)
in njuna diskretna analoga
AdT =
1
m+ 1
(Si0 + Si1 + . . .+ Sim) (3.3)
AˆdT =
(
Si0 · Si1 · . . . · Sim
) 1
m+1 , (3.4)
kjer vzamemom+1 vrednosti temelja S ob časih i0 do im. Integrala (3.1) in (3.2) sta
predvsem zanimiva v analitičnih rezultatih, kjer je časovna komponenta zvezna. Pri
tem sta izraza (3.3) in (3.4) ključna, tako v numeričnih metodah, ki diskretizirajo
časovno komponento in se z manjšanjem časovnega koraka bližajo zvezni limiti,
kot tudi v realnem svetu, kjer je temelj lahko povprečen samo nekajkrat dnevno,
trgovanje pa poteka tako rekoč v zveznem času. Prav tako je v praksi skoraj vedno
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uporabljeno aritmetično povprečenje. Geometrijsko povprečenje je vseeno zanimivo,
saj v tem primeru poznamo formulo za vrednost evropske azijske opcije, kar nam
bo pomagalo pri testiranju naše metode.
3.2 Analitični rezultati
Eksplicitne formule za vrednotenje azijskih opcij so znane le v določenih primerih, ki
niso pogosto uporabljeni v praksi. Tu navajamo dva taka rezultata, oba v kontekstu
Black-Scholesovega modela.
Prvi rezultat je za t.i. nakupno evropsko azijsko opcijo z ničelno izvršilno ceno.
Imamo temelj St, ki sledi geometrijskemu Brownovemu gibanju in njegovo filtracijo
Ft. Predpostavimo, da je netvegana obrestna mera r znana in konstantna, prav
tako naj bo konstantna nestanovitnost σ. Zanima nas vrednost opcije na temelj S,
katere izplačilo Vt je ob zapadlosti T enako
VT = (AT − 0)+ = AT ,
kjer AT označuje aritmetično povprečje kot v (3.1). Opazimo, da analogna prodajna
opcija ni zanimiva, saj je
(0− AT )+ = 0.
S pomočjo ekvivalente martingalske mere Q lahko vrednost opcije Vt razumemo
kot diskontirano pričakovano vrednost izplačila opcije pogojeno na filtracijo Ft. Kot
smo omenili v 2.4 je pod to mero proces temelja St martingal podan z enačbo
dSt = µStdt+ σStdBt.
Za splošen t med 0 in T je tako vrednost opcije v našem primeru
Vt = e
−r(T−t) E[VT |Ft]
=
1
T
e−r(T−t) E
[ ∫ T
0
Sudu|Ft
]
=
1
T
e−r(T−t)
∫ T
0
E[Su|Ft]du (3.5)
V zadnjem koraku zgornje izpeljave smo uporabili Fubinijev izrek. V izrazu E[Su|Ft]
je gibanje Su znano za u ≤ t, torej
E[Su|Ft] = Su.
Za u > t je Su je martingal za mero Q hkrati pa je zaradi markovske lastnosti
Brownovega gibanja neodvisen od filtracije Ft. Tako velja
E[Su|Ft] = E[Su] = Ster(u−t).
In posledično sledi∫ T
0
E[Su|Ft]du =
∫ t
0
E[Su|Ft]du+
∫ T
t
E[Su|Ft]du
=
∫ t
0
Sudu+ St
∫ T
t
er(u−t)du
= tAt +
St
r
(
er(T−t) − 1
)
. (3.6)
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Vstavimo izpeljavo (3.6) v (3.5)
Vt = V (t, St, At)
= e−r(T−t)
t
T
At +
St
rT
(
1− e−r(T−t)
)
(3.7)
in dobimo formulo za vrednost nakupne evropske azijske opcije z ničelno izvršilno
ceno pri poljubnem času t med 0 in T . Za začetno vrednost opcije V0 vstavimo t = 0
in dobimo
V0 =
S0
rT
(
1− e−rT
)
. (3.8)
Iz izraza (3.7) je razvidno, da je vrednost opcije odvisna tako od vrednosti temelja,
kot tudi od povrečne vrednosti temelja. Zanimivo dejstvo je tudi, da v izrazu ne
nastopa nestanovitnost σ kot je običajno v klasičnih opcijah.
Navajamo še formule za vrednotenje evropskih azijskih opcij z fiksno izvšilno
ceno, ko je povprečenje geometrijsko kot v (3.2). V tem primeru so v kontekstu
Black-Scholesovega modela opisanega v 2.2 znane analitične rešitve za tako nakupno
kot prodajno opcijo. Kot vemo, je v Black-Scholesovem modelu vrednost temelja
porazdeljena logaritemsko normalno in izkaže se, da je geometrijsko povprečje lo-
garitemsko normalne spremenljivke tudi porazdeljeno logaritemsko normalno, a z
drugačnimi parametri.
Označimo geometrijsko povprečje vrednosti temelja S do časa t, kot v (3.2) z AˆT .
Ker je geometrijsko povprečje v izplačilu igra enako vlogo kot temelj S v klasični
evropski opciji, je formula za azijske opcije te vrste precej podobna izrazu za klasično
evropsko nakupno ali prodajno opcijo.
Začetna vrednost evropske nakupne azijske opcije z fiksno izvršilno ceno je
V0 = e
−rT (S0eaTN (d1)−KN (d2)) (3.9)
prodajne pa
V0 = e
−rT (KN (−d2)− S0eaTN (−d1)), (3.10)
kjer so
d1 =
ln(S0/K) + (a+
1
2
σ2G)T
σG
√
T
,
d2 = d1 − σG
√
T ,
a =
1
2
(r − σ
2
6
),
σG =
σ√
3
.
Ostale oznake sovpadajo s količinami iz prejšnih razdelkov. Celotno izpeljavo zgor-
njih rezultatov lahko najdemo v [9].
3.3 Vrednotenje azijskih opcij
V nadaljevanju bomo pri azijskih opcijah običajno uporabljali aritmetično povprečje.
Slednje žal nima tako lepih lastnosti kot geometrijsko in posledično so za vrednotenje
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azijskih opcij potrebna drugačna orodja. Na voljo je precejšnje število metod, ki so
si različne tako po pristopu kot tudi po fleksibilnosti. Poglobljen seznam je na voljo
v uvodu [10] in njegovih virih, mi navajamo zgolj kratek spisek:
• Točni izrazi, ki vsebujejo Laplacovo transformacijo [6] ali so definirani kot
konvergentna vrsta posplošenih Laguerrovih polinomov [5].
• Analitični približki pridobljeni preko enačenja momentov [13].
• Monte Carlo in kvazi Monte Carlo metode.
• Reševanje B-S enačbe (2.10) preko numeričnih metod za reševanje parcialnih
diferencialnih enačb, recimo metode končnih diferenc.
• Metode osnovane na binomskem pristopu opisanem v 2.5, kot so metoda vna-
prej izbranega omrežja (angl. Forward Shooting Grid [2] in Hull-Whitova me-
toda [8], ki jo raziskujemo v delu.
Prvi trije izmed naštetih pristopov omogočajo vrednotenje samo azijskih opcij
evropskega tipa. Metodi opisani v [6] in [5] sta zaradi njune konstrukcije še vedno
numerični v praksi in hkrati dopuščata samo vrednotenje azijskih opcij z fiksno izvr-
šno ceno in z zvezno limito aritmetičnega povprečja. Slednje je tudi pomanjkljivost
metode Turnbulla in Wakemana [13]. Monte Carlo metode odlikuje fleksibilnost pri
izbiri izplačila, a so precej računsko zahtevne, saj za natančne rezultate potrebujemo
precejšnje število simulacij gibanja temelja. PDE metode ponujajo ustrezno učinko-
vitost in fleksibilnost pri vključevanju lastnosti, ki so pogoste v dejanskih pogodbah.
Omogočajo implementacijo izplačila dividend, raznih pariških lastnosti in mej, pri
katerih opcija začne ali preneha veljati. Žal so podvržene numeričnih oscilacijam, ki
se pojavijo pri zelo nizkih nestanovitnostih in pri kratkih časih zapadlosti.
Metoda, ki jo bomo implementirali v tem delu, je precej preprostejša od ostalih
omenjenih, ker bazira na binomskem drevesu predstavljenem v razdelku 2.5. Prva sta
jo opisala J. Hull in A. White v [8] nakar jo je nato izdatno izboljšal T. Klassen v [10].
Omogoča vrednotenje ameriških in evropskih opcij s fiksno ali plavajočo izvršno
ceno, pri poljubnem tipu povprečenja. Ker je binomski pristop v svojem bistvu le
reševanje linearnega sistema enačb, metoda nima visokih računskih ali spominskih
zahtev. Glavna pomankljivost metode je fiksna relacija med časovno dimenzijo
in vrednostjo temelja v drevesu kar omejuje možne posebnosti, ki so vgradljive v
splošno PDE metodo. Poleg tega imajo drevesne metode na splošno precej slabe
konvergenčne lastnosti, ki jih bomo poskušali izboljšati z ekstrapolacijo.
3.4 Opis Hull-Whitove metode
Naša osnova bo binomsko drevo, ki ga bomo ustrezno razširili. Opcije odvisne od
poti po definiciji zahtevajo, da na vsakem vozlišču drevesa poleg vrednosti temelja St
sledimo še neki drugi vrednosti, ki je nekako odvisna od, ne nujno vseh, zgodovinskih
vrednosti temelja med časom 0 in časov t.
Ponovno imamo temelj St z netvegano obrestno mero r in nestanovitnostjo σ,
katerega vrednost se razvija logaritemsko normalno s časom kot v razdelku 2.2:
dSt = rStdt+ σStdbt.
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Časovno komponento razdelimo na N točk označenih z i = 0, 1, . . . , N , med katerimi
je obdobje ∆t = T/N , kjer je T čas zapadlosti oz. dospetja. Ob času i ≡ i∆t
ima temelj lahko vrednost Si,j, ki je natanko določena s številom korakov navzgor
j = 0, 1, . . . , i preko zveze Si,j = S0ujdi−j. Vozlišča v drevesu lahko tako označujemo
z (i, j) kot okrajšava za (i∆t, S0ujdi−j). Vrednosti u, d in verjetnost koraka navzgor
p so vse izbrane enako kot v razdelku 2.5 in še vedno velja d = u−1. Primer takega
binomskega drevesa je ilustriran na sliki 5 in je z izjemo spremenjenih oznak enak
tistemu na sliki 4
(3, 3)
(2, 2)
(1, 1) (3, 2)
(0, 0) (2, 1)
(1, 0) (3, 1)
(2, 0)
(3, 0)
p
(1− p) p(1−
p)
(1− p) 2
(1− p) 3
p(1
− p)
2
p
2
p(1− p)
p
3
p 2(1− p)
p
2 (1− p
)
p(1− p) 2
Slika 5: Binomsko drevo globine N = 3. Vozlišča so označena z (i, j), kjer i pred-
stavlja časovni razvoj, j pa možne vrednosti temelja ob času i.
Za vrednotenje azijskih opcij moramo pri vsakem vozlišču v drevesu dodati tabelo
možnih vrednosti povprečja, ki se lahko pojavijo pri tem vozlišču. Če se omejimo
na drevo globine N = 3 na sliki 5, potem imamo pri vozlišču (3, 2) tabelo s tremi
možnimi vrednostmi povprečja, ki so določene z tremi različnimi potmi, ki vodijo
od izhodišča (0, 0) do vozlišča (3, 2). Osnovni problem, ki nastopi s povečanjem
globine drevesa je, da število možnih vrednosti povprečja narašča eksponentno. Pri
poljubnem N , je število vseh poti v drevesu od vozlišča (0, 0) do (N, j) je natanko(
N
j
)
, če seštejemo po vseh j pa 2N . Ob času dospetja T bi tako na sredini drevesa
potrebovali tabelo velikost približno(
N
N/2
)
≈ 2
N
√
N
,
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kar za velike vrednosti N postane računsko neizvedljivo
Rešitev tega problema, ki jo bomo uporabili, sta prvič predlagala Hull in White
v [8]. Osnovna ideja je, da pri vsakem vozlišču v tabeli namesto vseh možnih vre-
dnosti hranimo le manjše število vnaprej določenih reprezentativnih vrednosti pov-
prečja. Za te vrednosti izračunamo vrednost opcije s standardno rekurzivno zvezo,
ki jo poznamo v binomskem modelu. Ker ne hranimo vseh možnih vrednosti povpre-
čja, se zgodi, da tekom reševanja drevesa potrebujemo vrednosti, ki se ne pojavijo
v tabelah. V tem primeru izračunamo približek iskane vrednosti s pomočjo interpo-
lacije reprezentativnih vrednostih. Napako, ki se pojavi pri interpolaciji poskušamo
omiliti s zadostno velikostjo tabele povprečij in s primerno izbiro interpolacije. Če
povzamemo, je osrednji problem vrednotenja azijskih opcije s Hull-Whitovo metodo
iskanje ravnovesja med omejitvijo interpolacijske napake, da zagotovimo konver-
genco k pravi vrednosti opcije in minimizacijo računske zahtevnosti metode, kot
funkcije globine drevesa N .
Posledično je v implementaciji potrebno odgovoriti na številna vprašanja. Kako
velika mora biti tabela vrednosti povprečja? Z vidika hitrosti bi želeli, da je tabela
čim manjša, vendar dovolj velika da rezultati metode v limiti konvergirajo proti pravi
vrednosti opcije. Prav tako je odprto vprašanje kakšno vrsto interpolacije uporabiti
pri računanju neznanih vrednosti. Linearna interpolacija je zagotovo najhitrejša,
vendar v splošnem velja, da je vrednost opcije v odvisnosti od temelja konveksna
funkcija. Posledično je morda primeren večji vložek računskega časa za interpolacijo
višjega reda, saj s tem dosežemo večjo natančnost pri manjši velikosti tabele in
hitrejšo konvergenco. Dodatna vprašanja so še kakšno skalo uporabiti pri razmikih
vrednosti v posamezni tabeli in kako naj vzorčimo povprečje, kadar želimo čim
hitrejšo konvergenco proti zvezni limiti. Tako v [8] kot tudi [10] je v reprezentativnih
tabelah uporabljena zgolj logaritemska, mi pa bomo v delu preizkusili tudi linearno.
Pri vzorčenju povprečja pa se izkaže, da v kolikor nas zanimajo zvezni rezultati,
trapezno pravilo rahlo izboljša konvergenco.
3.5 Grški parametri
Kot smo omenili v podrazdelku 2.5, lahko v binomskem drevesu s pomočjo končnih
diferenc aproksimiramo grške parametre ∆t, Θt in Γt. Pri klasičnih opcijah, kjer je
vrednost opcije V (t, St) odvisna samo od časa t in temelja St, je ocena preprosta, saj
je časovna dimenzija konstantna v navpični smeri drevesa, temelj Si,j pa je zaradi
rekombinacije konstanten ob vozliščih oblike (2k, k), kjer je k ≤ ⌊N
2
⌋. Približek
začetne vrednosti ∆t = ∂2V (t, St) je tako v oznakah binomskega drevesa podan s
končno diferenco med vozliščema (1, 1) in (1, 0):
∆T/N ≈ V (1, 1)− V (1, 0)
S1,1 − S1,0 =
V (1, 1)− V (1, 0)
(u− d)S0 ,
kjer V (i, j) označuje vrednost opcije pri vozlišču (i, j), Si,j pa vrednost temelja.
Začetno vrednost parametra Γt = ∂22V (t, St) ocenimo s končno diferenco dveh
vrednosti ∆, zato potrebujemo vozlišča (2, 2), (2, 1) ter (2, 0) in pripadajoče vredno-
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sti opcije in temelja:
Γ2T/N ≈
(
V (2, 2)− V (2, 1)/S0u2 − S0
)− (V (2, 1)− V (2, 0)/S0 − S0d2)
1
2
(u2 − d2)S0 .
Za oceno Θt = ∂1V (t, St) potrebujemo dve vozlišči, ob katerih je vrednost temelja
enaka, zato izberemo (0, 0) in (2, 1)), saj zaradi ud = 1 velja S2,1 = S0ud = S0 = S0,0.
Sledi, da je začetni približek enak
ΘT/N ≈ V (2, 1)− V (0, 0)
2T/N
.
S povečevanjem globine drevesa N postaja količnik T/N vse manjši in se zgornji
približki vedno bolj približujejo vrednostim ∆0, Θ0 in Γ0, zato jih običajno tudi
enačimo. V kolikor želimo večjo natančnost za ∆0 ter Γ0, lahko začnemo binomsko
drevo ob negativnem času−2T/N in postavimo koren drevesa v vozlišče (−2T/N, 0).
Posledično imamo ob času t = 0 tri možne razvoje temelja in tri različne začetne
vrednosti opcije V0, s katerimi nato izračunamo želene končne diference.
Pri azijskih opcijah je ocenjevanje grških parametrov bolj problematično, saj
je vrednost opcije V (t, St, At) odvisna tudi od povprečne vrednosti temelja. Iskane
količine so definirane kot parcialni odvodi opcije po času ali temelju pri konstantnem
povprečju, kar v drevesni strukturi ni mogoče, ker se temelj in povprečje korelirano
spreminjata od vozlišča do vozlišča. Omenimo dve robustni rešitvi tega problema,
ki jih ne bomo globlje raziskovali v delu. Ena izmed njih je že opisana razširitev
drevesa do negativnih časov, ki smo omenili zgoraj. Tako pridobimo tri vozlišča
ob času t = 0, ki jih lahko nastavimo na enako začetno vrednost povprečja A0.
Alternativno lahko vzpostavimo vzporeden binomski model, kjer namesto izplačila
opcije s Hull-Whitovo metodo vrednotimo želeni grški parameter.
K sreči nobeden o teh pristopov ni potreben, kadar nas zanimajo zvezne limite
povprečja. V tem primeru je začetna vrednost povprečja A0 lahko poljubna, saj ne
prispeva bistveno v celotno povprečje temelja med trajanjem opcije. Učinek začetne
vrednosti A0 oziroma poljubne posamezne vrednosti Ak lahko posledično zanema-
rimo in problem ocenjevanja grških parametrov za azijske opcije poenostavimo na
binomski pristop za klasične opcije, ki smo ga opisali v tem razdelku.
3.6 Implementacija metode
Sledi podrobnejši opis metode predstavljene v prejšnjem podrazdelku. Kjer pristop
ne sovpada, vedno najprej navajamo izraze za primer aritmetičnega povprečenja
(3.3) in nato analogen izraz za geometrijsko povprečenje (3.4). Reprezentativne
vrednosti aritmetičnega povprečja pri vozlišču (i, j) bomo označevali z Ak(i, j), ge-
ometrijskega pa z Aˆk(i, j) 2, kjer indeks označuje k-to zaporedno vrednost v tabeli
urejeno od najmanjše do največje.
Pri poljubnem vozlišču (i, j) generiramo tabelo reprezentativnih vrednosti v dveh
korakih:
2V kolikor ni zavajajoče, izpustimo (i, j).
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• Izračunamo maksimalno in minimalno vrednost povprečja pri tem vozlišču
Amax =
S0
i+ 1
(
1 + u+ u2 + . . .+ uj + ujd+ ujd2 + . . .+ ujdi−j
)
,
=
S0
i+ 1
(
1 + u+ u2 + . . .+ uj + ujd(1 + d+ d2 + . . .+ di−j−1)
)
=
S0
i+ 1
(
1− uj+1
1− u + u
j−11− di−j
1− d
)
, (3.11)
Amin =
S0
i+ 1
(
1 + d+ d2 + . . .+ di−j + di−ju(1 + u+ u2 + . . .+ uj−1)
)
=
S0
i+ 1
(
1− di−j+1
1− d + d
i−j−11− uj
1− u
)
, (3.12)
Aˆmax =
(
S0 · S0u · S0u2 · . . . · S0uj · S0ujd · S0ujd2 · . . . · S0ujdi−j
) 1
i+1
= S0
(
u
j(j+1)
2
+(i−j)jd
(i−j−1)(i−j)
2
) 1
i+1
, (3.13)
Aˆmin = S0
(
u
j(j+1)
2 d
(i−j−1)(i−j)
2
+(i−j)j
) 1
i+1
. (3.14)
Poti, ki natanko določata te vrednosti, sta označeni na sliki 6.
• Interval [Amin, Amax] linearno ali logaritemsko (neodvisno od tipa povrečenja)
razdelimo na M + 1 vrednosti
Ak =
M − k
M
Amin +
k
M
Amax, (3.15)
Ak = exp
(
M − k
M
ln(Amin) +
k
M
ln(Amax)
)
, (3.16)
kjer je k = 0, 1, . . . ,M . Kako določiti število vrednosti v tabeli M bomo
razčistili kasneje.
Celoten proces vrednotenja opcije poteka preko vzvratne rekurzije:
• Ob času zapadlosti T za vsako vozlišče (N, j), j = 0, 1, . . . , N generiramo
tabelo reprezentativnih vrednosti povprečja Ak(N, j), k = 0, 1, . . . ,M in za
vsako izmed njih določimo izplačilo opcije:
– (±(Ak −K))+ za nakupno oz. prodajno opcijo s fiksno izvršilno ceno K;
– (±(ST −Ak))+ za nakupno oz. prodajno opcijo s plavajočo izvršilno ceno
in kjer je ST = SN,j.
Tako dobimo tabelo reprezentativnih vrednosti opcije Vk(i, j), k = 0, 1, . . . ,M .
• Nato zaporedoma izberemo i = N − 1, N − 2, . . . , 0 in za vsak j = 0, 1, . . . , i
generiramo tabelo vrednosti povprečja Ak(i, j) in izračunamo pripadajoče vre-
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(3, 3)
(2, 2)
(1, 1) (3, 2)
(0, 0) (2, 1)
(1, 0) (3, 1)
(2, 0)
(3, 0)
A
min
A
max
Slika 6: Poti do vozlišča (3, 2), pri katerih povprečje zavzame največjo(rdečo) oz.
najmanjšo(modro) vrednost.
dnosti opcije Vk(i, j) na sledeč način. Za poljuben Ak(i, j) izračunamo vredno-
sti Aup in Adw glede na možen razvoj temelja:
Aup =
1
i+ 2
(
(i+ 1)Ak + Si,ju
)
(3.17)
=
1
i+ 2
(
(i+ 1)Ak + S0u
j+1di−j
)
,
Adw =
1
i+ 2
(
(i+ 1)Ak + Si,jd
)
(3.18)
=
1
i+ 2
(
(i+ 1)Ak + S0u
jdi−j+1
)
,
Aˆup =
(
Ai+1k · Si,ju
) 1
i+2 (3.19)
=
(
Ai+1k · S0uj+1di−j
) 1
i+2 ,
Aˆdw =
(
Ai+1k · Si,jd
) 1
i+2 (3.20)
=
(
Ai+1k · S0ujdi−j+1
) 1
i+2 .
V splošnem se vrednosti Aup in Adw ne pojavita v tabelah povprečij vozlišč
(i+1, j+1) in (i+1, j). Posledično ne poznamo pripadajočih vrednosti opcije
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Slika 7: Linearna interpolacija vrednosti Vup pri vozlišču (i+ 1, j + 1) z vrednostmi
Al, Al+1, Vl, Vl+1. Pri kvadratični interpolaciji bi seveda potrebovali več vrednosti.
Vup(i+ j, j + 1) in Vdw(i+ j, j + 1), vendar ju lahko interpolramo. V primeru
linearne interpolacije za Aup v tabeli povprečij poiščemo indeks l, pri katerem
velja Al(i+ 1, j + 1) ≤ Aup ≤ Al+1(i+ 1, j + 1). Nato s pomočjo pripadajočih
vrednosti Vl(i+1, j +1) in Vl+1(i+1, j +1), ki smo jih izračunali predhodno,
interpoliramo vrednost Vup(i+ 1, j + 1), ki je podana z enačbo
Vup = (1− Aup − Al
Al+1 − Al )Vl +
Aup − Al
Al+1 − AlVl+1.
Analogen postopek nato ponovimo za določitev vrednosti Vdw(i+1, j). Izrazov
za kvadratično interpolacijo zaradi obsežnosti ne navajamo, ideja je podobna
s to razlika, da potrebujemo tri vrednosti, da lahko interpoliramo Vup oz. Vdw.
• S formulo (2.19) iz razdelka 2.5 lahko nato določimo vrednost Vk(i, j), ki pri-
pada Ak(i, j):
Vk(i, j) = e
−r∆t(pVup(i+ 1, j + 1) + (1− p)Vdw(i+ 1, j)). (3.21)
Ideja zadnjih dveh korakov je ilustrirana na slikah 7 in 8.
• V primeru ameriške opcije je potrebno vrednost Vk(i, j) izračunano po (3.21)
primerjati z vrednostjo takojšnje izvršitve. Recimo, da imamo ameriško pro-
dajno opcijo s fiksno izvršno ceno K:
Vk(i, j) = max
(
e−r∆t(pVup + (1− p)Vdw), K − Ak
)
. (3.22)
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AM(i, j) = Amax(i, j) VM(i, j)
...
...
Ak(i, j) Vk(i, j)
...
...
A0(i, j) = Amin(i, j) VM(i, j)
AM(i+ 1, j + 1) VM(i+ 1, j + 1)
...
...
Al+1(i+ 1, j + 1) Vl+1(i+ 1, j + 1)
Al(i+ 1, j + 1) Vl(i+ 1, j + 1)
...
...
A0(i+ 1, j + 1) VM(i+ 1, j + 1)
AM(i+ 1, j) VM(i+ 1, j)
...
...
Al′+1(i+ 1, j) Vl′+1(i+ 1, j)
Al′(i+ 1, j + 1) Vl′(i+ 1, j)
...
...
A0(i+ 1, j) VM(i+ 1, j)
Aup
Adw
Slika 8: Ilustracija določitve vrednosti Vk(i, j). Vrednost Aup ter Adw leži nekje med
Al(i+1, j+1) in Al+1(i+1, j+1) oz. Al′(i+1, j) in Al′+1(i+1, j+1). Z interpolacijo
izračunamo Vup ter Vdw in določimo Vk(i, j). V splošnem so vse tri tabele različnih
velikosti, saj M ni enak.
• Postopek nato ponavljamo nazaj proti korenu drevesa, dokler ne dosežemo vo-
zlišča (0, 0), kjer sta možni zgolj ena vrednost temelja ter povprečja in natanko
določata začetno vrednosti opcije V0(0, 0).
3.6.1 Določevanje velikosti tabel
Potrebno je še razčistiti, koliko vrednosti morajo vsebovati tabele povprečij, saj je
to ključno vprašanje za delovanje metode. Hočemo dovolj veliko tabelo, da je inter-
polacijska napaka zadostno omejena, a hkrati tudi čim manjšo tabelo, da metoda
deluje hitreje. S konstrukcije drevesa in izrazov za maksimalne in minimalne vredno-
sti povprečja (3.11)–(3.14) je jasno, da je velikost tabele odvisna od vozlišča (i, j).
Ob robovih drevesa pri vozliščih oblike (i, 0) in (i, i) je dovolj samo ena vrednost,
saj velja Amin = Amax. Razlika minimuma in maksimuma je največja na polovici
drevesa, pri vozliščih oblike (i, ⌊ i
2
⌋), zato je naravno, da tam potrebujemo največ
reprezentativnih vrednosti.
V članku [10] je obravnavana samo tabela z logaritemski razmiki, kjer so vre-
dnosti Ak pri vozlišču (i, j) generirane na sledeč način:
Ak ≡ Ak(i, j) = Amin(i, j)ehk,
kjer je k = 0, 1, . . . , kmax in je kmax ∈ N najmanjše število za katerega velja Akmax ≥
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Amax(i, j). Velikost tabele je nato določena z izbiro parametra h, ki bi v splošnem
lahko bil odvisen od vozlišča (i, j) in globine drevesa N . V delu avtor ne raziskuje
odvisnosti od vozlišča in poda globalni h(N) oblike
h ≡ h(N) = 1 + aσ
√
T
1 +N/b
, (3.23)
kjer je b = 100. Primarno orodje za manipulacijo velikosti tabele je število a.
Avtor poda več izbir za a, vendar večinoma uporablja a = 0.002. Faktor σ
√
T , ki
nastopa v (3.23), pa zagotavlja, da so razmiki med vrednostmi Ak proporcionalni z
vrednostmi temelja St. Kot vemo, je St v binomskem modelu oblike S0uidi−j, kjer u
in d vsebujeta faktor e±σ
√
T . Posledično je s tako izbiro h potrebnih približno enako
število računskih operacij ne glede na parametre opcije.
Zgornji pristop ima mnoge želene lastnosti za določevanje velikosti tabele, vendar
ni brez pomanjkljivosti. Ker v splošnem velja Akmax ≥ Amax(i, j) tabela povprečij
ne vsebuje točne vrednosti Amax(i, j). Posledično je v delovanju metode občasno
poleg interpolacije potrebna tudi ekstrapolacija kar dodatno oteži računanje. Poleg
tega parameter h ni odvisen od vozlišča (i, j), kar lahko povzroči nepotrebno število
vrednosti Ak, pri vozliščih z majhnim i, kjer načeloma zadostujejo manjše tabele. Do
neke mere je te pomanjkljivosti mogoče odpraviti s premišljeno izbiro parametrov a
in b.
V delu želimo odpraviti te pomanjkljivosti z drugačnih pristopom k določitvi
velikosti tabele reprezentativnih vrednosti. Zaradi njune konstrukcije izraza (3.15)
in (3.16) vedno vsebujeta točni vrednosti Amin in Amax, potrebna je le še določitev
števila M . V ta namen bomo definirali in primerjali funkciji M1(i, j) in M2(i, j),
odvisni od vozlišča (i, j):
M1(i, j) :=
⌈√
(i− j)j
⌉
, (3.24)
M2(i, j) := (i− j)j. (3.25)
Izbira funkcij je dokaj naravna, saj imata mnoge lastnosti, ki jih želimo za določitev
velikosti tabele povprečij. Obe imata ničli ob robu drevesa j = 0 ter j = i, kjer velja
Amin = Amax in zadostuje tabela velikosti ena. Maksimum dosežeta na sredini, pri
vrednosti j = ⌊ i
2
⌋, kjer je razmik med Amin in Amax največji. Sta tudi simetrični
glede na maksimum, kar zagotavlja enako velikost tabel za j ≤ ⌊ i
2
⌋ in j ≥ ⌊ i
2
⌋. Ker
sta odvisni samo od vozlišča (i, j), kjer se nahajamo, je problem prevelikih tabel
pri majhnih vrednosti i spontano odpravljen. Poleg tega ni potrebno kompenzirati
za parametre opcije, kot v enačbi (3.23), saj je število računskih operacij odvisno
samo od globine drevesa N . Ilustracija delovanja funkcij je prikaza na sliki 9. Grobo
gledano je M1 = O(N) in M2 = O(N2), kjer je N globina drevesa.
Žal v literaturi ni jasnih rezultatov o tem, kakšni so potrebni in zadostni pogoji
za velikost tabele povprečij, ki zagotavljajo konvergenco metode proti pravi začetni
vrednosti opcije, ko N → ∞. Hkrati je teoretična raziskava teh pogojev izven
dometa tega dela, zato bomo izbiro med M1(i, j) in M2(i, j) argumentirali zgolj z
empirični rezultati predstavljenimi v razdelku 4.
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Slika 9: Primerjava velikosti tabel, določenih s funkcijama M1(i, j) in M2(i, j) v
odvisnosti od j, pri fiksnem i = 20.
3.7 Richardsonova ekstrapolacija
Richardsonova ekstrapolacija je metoda, s katero lahko izboljšamo konvergenco ne-
kega zaporedja. Naj bo V ∗ iskana vrednost in V (Ni) aproksimacija odvisna od
nekega naraščajočega zaporedja
(
Ni
)
i∈N. Predpostavimo, da je napaka aproksima-
cije oblike
V (Ni) = V
∗ +
cα
Nαi
+
cβ
Nβi
+ · · ·
= V ∗ +
cα
Nαi
+O(1/Nβi ), (3.26)
kjer velja β > α > 0. Preko zaporedja
(
V (Ni)
)
i∈N definiramo novo zaporedje
RV (Ni), v katerega vstavimo (3.26):
RV (Ni) :=
Nαi V (Ni)−Nαi−1V (Ni)
Nαi −Nαi−1
(3.27)
=
Nαi
(
V ∗ + cα
Nαi
+O(1/Nβi )
)−Nαi−1(V ∗ + cαNαi−1 +O(1/Nβi−1))
Nαi −Nαi−1
= V ∗ +O(1/Nβi ).
Vidimo, da pri tako definiranem RV napaka reda O(1/Nαi ) izgine. Zgornji razmi-
slek ni omejen na napake, ki imajo obliko potenčne vrste ampak bi lahko vključevala
tudi logaritme oz. kombinacije logaritmov in potenc. V kolikor poznamo razvoj,
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lahko postopek ponavljamo in tako odstranimo tudi višje rede napake in s tem še
dodatno pospešimo konvergenco. Seveda v praksi ta postopek preneha biti koristen
zaradi zaokrožitvenih napak.
Glavni problem uporabe Richardsonove ekstrapolacije pri Hull-Whitovo metodo
je nepoznavanje razvoja napake. Kadar z binomskim drevesom vrednotimo klasične
opcije, kot je predstavljeno v razdelku 2.2, lahko argumentiramo, da prvi red napake
ustreza O(1/N) zaradi dejstva, da binomska metoda s končnimi diferencami aproksi-
mira odvode, ki se pojavijo v zvezni Black-Scholesovi parcialni diferencialni enačbi.
Za ilustracijo si lahko ogledamo primer računanja prvega odvoda neke poljubne vsaj
dvakrat odvedljive funkcije f s Taylorjevim razvojem
f(x0 + h) = f(x0) +
f ′(x0)
1!
h+
f ′′(x0)
2!
h2 +O(h3).
Želimo oceniti prvi odvod zgornje funkcije s pomočjo
A(h) :=
f(x0 + h)− f(x0)
h
,
zato izraz preuredimo v
f ′(x0) =
f(x0 + h)− f(x0)
h
− f
′′(x0)
2!
h+O(h2),
iz katerega vidimo, da je vodilni člen napake reda O(h), ki ga lahko odpravimo z eks-
trapolacijo. Grobo gledano velja enak sklep, ko odvode v B-S enačbi aproksimiramo
z končnimi diferencami, le da vlogo h-ja igra 1/N .
Pri azijskih opcijah in posledično Hull-Whitovi metodi zgornji sklep ne deluje
do iste mere, saj je poleg temelja vrednost opcije odvisna še od njegovega povpre-
čja. Zato je argument, da je tudi v tem primeru vodilni člen napake reda O(1/N),
utemeljen predvsem z empiričnimi rezultati metode, kadar je testirana na tistih
azijskih opcijah, za katere so znani analitični izrazi. Pri evropskih azijskih opcijah
bomo poskusili odpraviti tudi napako reda O(1/N2), medtem ko višjih redov pri
ameriškem tipu ne raziskujemo, saj možnost zgodnje izvršitve dodatno oteži sklepa-
nje o obliki napake. Obstajajo opcije, recimo klasična nakupna opcija, pri katerih
vrednosti ameriške ter evropske verzije sovpadata, vendar se v splošnem vrednosti
razlikujeta, posledično pa se razlikujeta tudi razvoja napake. Omenimo še, da na-
pačne predpostavke glede reda napake zgolj upočasnijo konvergenco metode k pravi
vrednosti.
4 Testiranje metode in predstavitev rezultatov
V tem razdelku si bomo ogledali numerične rezultate Hull-Whitove metode na
primerih azijskih opcij, za katere poznamo vrednost. Sam algoritem je spisan v
programskem jeziku Python 3 in uporablja knjižnici numpy in scypy. Prva omo-
goča učinkovito in stabilno upravljanje z velikim številom tabel, druga pa ponuja
orodja za interpolacijo. Celotna programska koda je dostopna na spletnem naslovu
https://github.com/seljaks/HullWhiteAsianOptions.
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Pri analizi konvergence bomo rezultate metode označevali z
V (N) ≡ V0(T, S,K, r, σ,N),
kjer je N globina drevesa oziroma število korakov, ostalo pa so parametri opcije. Za
aplikacijo Richardsonove ekstrapolacije potrebujemo naraščajoče zaporedje
(
Ni
)
i∈N,
za katerega izberemo kar Ni = 2Ni−1 z začetno vrednostjo N0 ∈ 3, 4, 5. Za izračun
ekstrapolacije prvega reda R1(N) ≡ R1(Ni) pri globini drevesa Ni, izberemo i ≥ 1
in izračunamo vrednosti opcije V (N) ≡ V (Ni) ter V (Ni−1) ≡ V (N/2). Sledi, da je
prvi red ekstrapolacije enak
R1(N) = 2V (N)− V (N/2).
Podobno izračunamo drugi red ekstrapolacije R2(N), le da tu poleg V (N) ≡
V (Ni) potrebujemo še dve predhodni vrednosti V (Ni−1) ≡ V (N/2) in V (Ni−2) ≡
V (N/4), torej mora veljati i ≥ 2. Enačba za ekstrapolacijo drugega reda je potem
enaka
R2(N) =
1
3
(
4R1(N)−R1(N/2)
)
,
kjer sta
R1(N) = 2V (N)− V (N/2),
R1(N/2) = 2V (N/2)− V (N/4)
ekstrapolaciji prvega reda. V grafih konvergence tako primerjamo trojčico vrednosti(
V (N), R1(N), R2(N)
)
,
kjer teče N = 12, 16, 20, . . .
Žal lahko metodo testiramo zgolj na opcijah evropskega tipa, vendar jemljemo
tamkajšnjo natančnost za dober argument, da metoda deluje tudi za ameriške opcije.
V implementaciji opisani v podrazdelku 3.6 nastopajo tri prostostne stopnje:
• Funkciji M1 in M2 podani z (3.24) ter (3.25), ki določata velikost tabele pov-
prečij.
• Razmik med reprezentativnimi vrednostmi je lahko ekvidistančen bodisi v li-
nearnem (3.15) ali logaritemskem (3.16) smislu.
• Vrsta interpolacije za izračun povprečij in vrednosti opcije v vzvratni rekurziji.
V delu bomo primerjali samo linearno in kvadratično interpolacijo.
Primarno razliko v hitrosti in natančnosti pričakujemo pri izbiri funkcij M1 in
M2, saj ta najbolj vpliva na število računskih operacij v algoritmu, ko se število
korakov N povečuje. Recimo, da imamo drevo globine N = 100, potem tabela
pri vozlišču (100, 50) v primeru M2 vsebuje 2501 vrednosti pri M1 pa zgolj 51. V
interesu čim večje preglednosti bomo v celotnem razdelku na grafih ekstrapolacijo
drugega reda označevali z rdečo barvo, ekstrapolacijo prvega reda pa z zeleno. Ne-
ekstrapolirani rezultati bodo predstavljeni v modri barvi. Poleg tega bomo zgoraj
omenjene prostostne stopnje ločevali z različnimi vrstami črt.
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4.1 Geometrijske opcije
Kot smo omenili v podrazdelku 3.2 se geometrijske azijske opcije, kjer je povprečje
podano s formulo (3.2), ne pojavljajo na prostem trgu in so posledično nezanimive
v praksi. Vseeno pa vrednotenje teh opcij ponuja koristen vpogled v našo metodo in
njeno delovanje, ker način povprečenja ne predstavlja bistvene razlike z računskega
vidika.
S tem namenom v naslednjem delu obravnavamo evropsko geometrijsko azijsko
nakupno opcijo s parametri: T = 1, S0 = 100, K = 110, r = 0.1 in σ = 0.6. Preko
formule (3.10) v podrazdelku 3.2 vemo, da je njena začetna vrednost enaka V ∗0 =
9.887166099. S pomočjo te vrednosti opazujemo napako |V − V ∗| ≡ |V0(N) − V ∗0 |,
kjer je V0(N) vrednost Hull-Whitove metode pri globini drevesa N .
4.1.1 Izbira interpolacije
Najprej si oglejmo, kako je konvergenca metode odvisna od izbire interpolacije in
velikosti tabele povprečij. Na sliki 10 je prikazana primerjava linearne in kvadratične
interpolacije ob uporabi funkcije M2 in pri linearnem razmiku med povprečji.
Slika 10: Evropska azijska nakupna opcija z geometrijskim povprečenjem. Para-
metri: T = 1, S0 = 100, K = 110, r = 0.1 in σ = 0.6. Linearen razmik med
reprezentativnimi vzorci povprečja. Barva označuje red Richardsonove ekstrapola-
cije: neekstrapolirani rezultat v modri, prvi red v zeleni in drugi red v rdeči. Črtkana
črta označuje linearno interpolacijo, točkasta kvadratično. Ordinatna os predstavlja
absolutno razliko med metodo V in točno vrednostjo V ∗.
Opazimo, da je konvergenca, ne glede na vrsto interpolacije, bistveno izboljšana z
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Slika 11: Primerjava interpolacije za geometrijsko azijsko nakupno opcijo, kadar je
velikost tabele povprečij določena z funkcijo M1. Oznake in legenda kot v sliki 10.
uporabo Richardsonove ekstrapolacije prvega(R1) ali drugega(R2) reda v primerjavi
z neekstrapoliranim rezultatom(R0). Razlika med linearno in kvadratično interpola-
cijo je opazna samo pri ekstrapoliranih rezultatih, kjer je kvadratična natančnejša za
približno en red velikost, medtem ko neekstrapolirani vrednosti skorajda sovpadata.
Kljub temu, da se drugi red ekstrapolacije najhitreje približuje pravi vrednosti,
je obnašanje precej manj gladko. Oscilacije se pojavljajo naključno in so lahko po-
sledica nepoznavanja točnega razvoja napake ter zaokrožitvenih napak. Slednje se
naravno pojavijo zaradi računskih operacij v metodi ter so v višjih redih ekstrapola-
cije bolj opazne. Omenimo še, da kvadratična vrednost prvega reda (zelena pikčasta
krivulja) pri večjem številu korakov doseže linearno vrednost drugega reda (rdeča
črtkana krivulja), saj se slednja od N = 120 naprej bistveno ne izboljša.
Če funkcijo M2 zamenjamo z M1 so rezultati, predstavljeni na sliki 11, precej
drugačni. Razvidno je, da ob uporabi linearne interpolacije metoda ne doseže prave
vrednosti in z naraščanjem števila korakov celo počasi divergira.
Funkcija M1 izpostavi ključen problem, ki se pojavi kadar izberemo premajhno
število reprezentativnih povprečij. V splošnem velja, da je vrednost opcije, kot funk-
cija temelja, konveksna in posledično vsaka uporaba linearne interpolacije preceni
pravo vrednost opcije. V kolikor ta odstopanja niso primerno zmanjšana z zadostnim
številom vzorčnih povprečij, lahko povzročijo divergenco metode.
Tako kot v primeru M2 je rezultat ob uporabi kvadratične interpolacije nekoliko
izboljšan, saj slednja bolje aproksimira konveksno naravo prave vrednosti. Vseeno
pa velikost tabel povprečij narašča prepočasi, da bi metoda, tudi pri velikem številu
31
Slika 12: Konvergenca metode ob različnih izbirah razmika med reprezentativnimi
vrednostmi povprečij v tabeli in pri linearni interpolaciji ter funkciji M2. Linearen
razmik je označen z neprekinjeno črno, logaritemski pa s prekinjeno.
korakov N , dosegla zadostno mero natančnosti.
Zaključimo, da je funkcijaM2 vsekakor bolj primerna izbira kotM1. Kljub temu,
da je konvergenca v splošnem boljša pri kvadratični interpolaciji, kot bomo videli
kasneje, le ta potrebuje več časa za izračun kot pa linearna interpolacija. Prav tako
je v praksi pogostokrat dovolj zgolj natančnost do druge decimalke, torej do stotin,
nato pa prioriteto prevzame hitrost.
4.1.2 Primerjava razmikov
Oglejmo si še kako na delovanje metode vpliva izbira razmika, ki je lahko bodisi
linearen bodisi logaritemski. Na sliki 12 vidimo razliko v natančnosti med obema
razmikoma, ko uporabimo linearno interpolacijo in funkcijo M2. Podobno kot v
primerjavi linearne in kvadratične interpolacije, tukaj izbira logaritemskega razmika
prinese izboljšanje ekstrapoliranih vrednosti za približno eno decimalno mesto.
Razlog za izboljšano konvergenco ob logaritemskem razmiku pojasnjuje dejstvo,
da je v drevesu razmik med možnimi vrednostmi temelja logaritemski po konstruk-
ciji. Spomnimo se, da se v binomskem modelu vrednost temelja razvija v skladu
z naključnim sprehodom, ki se v limiti sklada z geometrijskim Brownovim giba-
njem 2.4 opisanim v razdelku 2.2. Vrednosti temelja v poljubnem vozlišču (i, j) je
podana z enačbo Si,j = S0uidi−j, kjer je u = expσ
√
T in d = u−1, kar vodi do
logaritemskega razmika vrednosti med različnimi vozlišči in posledično do logari-
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temskega razmika med potencialnimi vrednostmi povprečja, ki se lahko pojavijo pri
posameznem vozlišču. Pri geometrijskih opcijah izboljšanje zaradi logaritemskega
razmika še dodatno izstopa, saj je geometrijsko povprečje prav tako kot temelj tudi
porazdeljeno logaritemsko normalno.
Izbira razmika, za razliko od izbire interpolacije, ne zahteva dodatnih račun-
skih operacij, zato bomo v nadaljnjem testiranju uporabljali logaritemski razmik v
tabelah povprečij.
Primerjave razmikov za funkcijo M1 ne navajamo, ker delovanje ni bistveno iz-
boljšano z logaritemskim razmikom. Odstopanja, ki se pojavijo zaradi premajhnega
števila reprezentativnih povprečij, so prevelika, da bi jih lahko odpravili.
4.1.3 Računska zahtevnost
Poleg natančnosti je ključno primerjati tudi prostorsko in časovno zahtevnost me-
tode, saj ta nudi dodaten vpogled v njeno delovanje. Z vidika prostorskih potreb
je metoda primarno odvisna od velikosti tabel povprečij, ki jih moramo generirati
med reševanjem drevesa. Hkrati so te zahteve zmanjšane, ker za metoda ne zah-
teva, da hranimo tabele pri vseh vozliščih v drevesu. Pri fiksnem času i za izračun
vrednosti opcije pri vozliščih oblike (i, j), kjer teče j = 0, 1, . . . , i, potrebujemo le
vrednosti opcije pri vozliščih (i + 1, j). Na slednje lahko pozabimo, ko so določene
vrednosti opcije pri vseh vozliščih (i, j) in nadaljujemo z izračunom pri (i − 1, j).
Z zgornjega podrazdelka je razvidno, da smo v interesu konvergence primorani iz-
brati funkcijo M2, kar posledično pomeni večje tabele reprezentativnih povprečij in
reprezentativnih vrednosti opcije. Spomino, da je definicija M2
M2(i, j) = (i− j)j,
kjer je (i, j) vozlišče v katerem se nahajamo. Posledično je število vrednosti v tabeli v
poljubnem vozlišču enako (i−j)j+1. Fiksiramo i in seštejemo po vseh j = 0, 1, . . . , i:
i∑
j=0
(i− j)j + 1 =
i∑
j=0
(
ij − j2 + 1)
= i
i(i+ 1)
2
− i(i+ 1)(2i+ 1)
6
+ (i+ 1)
=
i3
2
− i
3
3
+O(i2)
=
i3
6
.
Iz izpeljave sklepamo, da je prostorska zahtevnost metode, vsaj asimptotsko, reda
O(N3) in je največja v prvem koraku delovanja, ko je potrebno določiti reprezenta-
tivne vrednosti ob času zapadlosti.
Za časovno zahtevnost je teoretična izpeljava bistveno težja, zato navajamo zgolj
numerične rezultate za opcijo opisano v začetku razdelka. V tabeli 1 primerjamo
čas potreben za izračun vrednosti opcije pri linearni in kvadratični interpolaciji,
ob uporabi funkcije M2 ter logaritemskem razmiku. Seveda so časovne vrednosti v
absolutnem smislu močno odvisne od procesorskih zmogljivosti strojne opreme, na
kateri izvajamo algoritem.
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Časovna zahtevnost geometrijske opcije
Točna vrednost V ∗0 = 9.8871660995
N Vrsta interpolacije Napaka R1 Napaka R2 Čas(s)
40 Linearna 0.014084 0.006961 0.19601
Kvadratična 0.005184 0.000053 0.56252
80 Linearna 0.003579 0.000077 0.94401
Kvadratična 0.001328 0.000038 3.00499
120 Linearna 0.001480 0.000211 3.07890
Kvadratična 0.000578 0.000002 9.24702
160 Linearna 0.000764 0.000173 9.42695
Kvadratična 0.000327 0.000005 27.0805
Tabela 1: Časi potrebni za izračun začetne vrednosti opcije V0(N) ob različnem šte-
vilu korakov in za linearno ter kvadratično interpolacijo. Velikost tabele je določena
z M2 in razmik je logaritemski. Časovne vrednosti so povprečja večih ponovitev
istega izračuna.
Vseeno je iz tabele 1 razviden trend, da je kvadratična interpolacija v grobem
trikrat počasnejša od linearne, medtem ko je napaka pri ekstrapolaciji izboljšana
za eno decimalno mesto. Kljub temu, da je v splošnem ekstrapolacija drugega
reda(R2) natančnejša, tukaj podajamo tudi vrednosti za prvi red ekstrapolacije,
saj ta ni podvržena oscilacijam in je posledično lažje videti manjšanje napake pri
večjem N . Časovna razlika med ekstrapolacijama je, predvsem pri manjšem N , za-
nemarljiva, ker za izračun R1 potrebujemo V0(N) in V0(N/2), za izračun R2 pa zgolj
dodamo V0(N/4). Opazimo tudi, da se v grobem pri R1 napaka in čas kvadratične
interpolacije ujema z linearno interpolacijo pri povečani globini.
4.2 Aritmetične opcije
Nadaljujemo testiranje metode na azijskih opcijah z aritmetičnim povprečjem. V
splošnem bi pričakovali, da sklepi predstavljeni pri geometrijskih opcijah držijo tudi
za aritmetične s to razliko, da lahko konvergenco aritmetičnih opcij še dodatno
izboljšamo z uporabo trapeznega pravila. Kot vemo iz razdelka 3.2, lahko za analizo
napake uporabimo zgolj azijske nakupne opcije z ničelno izvršilno ceno, pri katerih
je izplačilo enako
VT = (AT − 0)+ = AT .
Spomnimo se, da je analitična formula (3.8) za začetno vrednost evropske naku-
pne opcije z ničelno izvršilno ceno enaka
V0 =
S0
rT
(
1− e−rt
)
.
Ker v zgornjem izrazu ne nastopa nestanovitnost σ in po predpostavki velja K =
0, za izračun začetne vrednost potrebujemo le začetno vrednost temelja S0, čas
dospetja T in netvegano obrestno mero r. Žal je zaradi ničelne izvršilne cene opcije,
Hull-Whitova metoda popolnoma neodvisna od vseh prostostnih stopenj, ki smo jih
navedli na začetku tega razdelka.
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Ob dospetju T pri ničelni izvršilni ceni velja VT = AT , zato je interpolacijska
krivulja, ki poteka skozi reprezentativne vrednosti opcije kar identiteta f(x) = x.
Enak sklep velja za reprezentativne vrednosti opcije skozi celotno drevo, do korena
(0, 0). Posledično za interpolacijo identitete pri poljubnem vozlišču (i, j) potrebu-
jemo le vrednosti Amin(i, j) ter Amax(i, j) in linearno interpolacijo. Prav tako ni
razlik med funkcijami M1 in M2, niti med linearnim ter logaritemskim razmikom,
saj za vsa vozlišča zadostuje tabela z dvema vrednostma.
Tako preostane zgolj primerjava natančnosti različnih redov Richardsonove eks-
trapolacije ob povečevanju globine drevesa N , nakar lahko iz rezultatov sklepamo o
delovanju ekstrapolacije na aritmetičnih opcijah z neničelno izvršilno ceno, za katere
pa ne poznamo analitične formule. Oglejmo si evropsko aritmetično azijsko nakupno
opcijo z ničelno izvršilno ceno in parametri: T = 1, S0 = 100, r = 0.1, katere točna
vrednost je V ∗0 = 95.1625819. Rezultati konvergence so predstavljeni na sliki 13.
Slika 13: Konvergenca metode za evropsko aritmetično azijsko nakupno opcijo z
ničelno izvršilno ceno in parametri: T = 1, S0 = 100 in r = 0.1. Poleg neekstrapoli-
ranih rezultatov sta prikazana tudi prvi in drugi red Richardsonove ekstrapolacije.
Razvidno je, da so neekstrapolirani rezultati močno izboljšani z uporabo tako
prvega(R1) kot tudi drugega reda ekstrapolacije(R2), saj že pri drevesu globine
40 dobimo natančnost do osme ali devete decimalke. Poleg tega pri ekstrapolaciji
drugega reda niso prisotne oscilacije, ki smo jih opazili pri geometrijskih opcijah.
V splošnem seveda pri aritmetičnih opcijah z neničelno izvršilno ceno ne moremo
pričakovati tako lepega obnašanja.
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4.2.1 Izboljšanje računanja aritmetičnega povprečja
Pri aritmetičnem povprečju obstaja dodatna izboljšava, ki je nismo obravnavali
pri geometrijskih opcijah. Ob globini drevesa N je diskretna oblika aritmetičnega
povprečja (3.3) za m ∈ 0, 1, . . . , N podana z
Am =
1
m+1
(Si0 + Si1 + . . .+ Sim), (4.1)
kjer indeks il označuje vrednost temelja Si,jl ob času i ∈ 0, 1, . . . ,m in jl ∈ 0, 1, . . . , l.
Opomnimo, da v zgornjem izrazum ne označuje zaporedne vrednosti Am v reprezen-
tativni tabeli povprečij, marveč samo število do katerega smo izračunali povprečje v
drevesu. S povečevanjem globine drevesa diskretno povprečje konvergira proti svoji
zvezni limiti (3.1):
AT =
1
T
∫ T
0
Stdt.
To konvergenco lahko izboljšamo z uporabo trapeznega pravila, tako da diskretno
povprečje spremenimo v
Am =
1
m
(1
2
Si0 + Si1 + . . .+
1
2
Sim). (4.2)
To povzroči rahle spremembe v izrazih, vezanih na aritmetično povprečje, ki so
opisani v podrazdelku o implementaciji metode 3.6. Najprej ustrezno preoblikujemo
izraze (3.11), (3.12) za Amax(i, j) ter Amin(i, j) pri vozlišču (i, j) v:
Amax =
S0
i
(
1
2
+ u+ u2 + . . .+ uj + ujd(1 + d+ d2 + . . .+ 1
2
di−j−1)
)
,
Amin =
S0
i
(
1
2
+ d+ d2 + . . .+ di−j + di−ju(1 + u+ u2 + . . .+ 1
2
uj−1)
)
in dodamo Amax(0, 0) = Amin(0, 0) = S0, saj zgornji izrazi veljajo samo za i =
1, 2, . . . , N . Posledično je potrebno preoblikovati tudi izraze Aup in Adw, ki se po-
javijo pri interpolacijskem koraku v metodi. Pri poljubni reprezentativni vrednosti
Ak(i, j) je nova oblika sledeča:
Aup =
1
i+ 1
(
iAk +
1
2
Si,j +
1
2
Si,ju
)
=
1
i+ 1
(
iAk +
1
2
S0u
jdi−j(1 + u)
)
,
Adw =
1
i+ 1
(
iAk +
1
2
Si,j +
1
2
Si,jd
)
=
1
i+ 1
(
iAk +
1
2
S0u
jdi−j(1 + d)
)
.
Ponovno si oglejmo evropsko aritmetično azijsko nakupno opcijo z ničelno izvr-
šilno ceno, ki smo jo predstavili na začetku podrazdelka. Rezultati konvergence so
prikazani na sliki 14.
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Slika 14: Konvergenca metode za evropsko aritmetično azijsko nakupno opcijo z
ničelno izvršilno ceno in parametri: T = 1, S0 = 100 in r = 0.1. Aritmetično
povprečje je izračunano s trapeznim pravilom.
V primerjavi z navadnim povprečenjem (4.1), pri trapeznem pravilu (4.2) opa-
zimo izboljšanje, tako pri neekstrapolirani krivulji kot tudi za ektrapolacijo drugega
reda. Obakrat je rezultat natančnejši za približno dve decimalni mesti, kar je pre-
cejšnje izboljšanje, ki ne predstavlja dodatne računske zahtevnosti.
Nekoliko paradoksalno je očitno poslabšanje pri prvem redu ekstrapolacije(R1),
saj je ta celo slabša od neekstrapoliranih rezultatov(R0). Razlog za to poslabšanje
je dejstvo, da je celotna napaka reda O(1/N) odpravljena že z uporabo trapeznega
pravila samega. Ko nato poskušamo odpraviti napako prvega reda z ekstrapolacijo,
se zgodi, da jo ponovno dodamo. Posledično je učinek ekstrapolacije prvega reda,
ravno obraten od želenega, saj je napaka ponovno prišteta v rezultat. Zaradi tega
bi morda sklepali, da je ob uporabi trapeznega pravila ekstrapolacija prvega reda
nespametna, vendar ni tako. Pojav, da trapezno pravilo opravi celotno napako reda
O(1/N), je omejen zgolj na opcije z ničelno izvršilno ceno. Kadar to ne drži, je
napaka reda O(1/N) še vedno prisotna in posledično odpravljena z ekstrapolacijo
prvega reda.
4.3 Sklepi in rezultati
Kljub temu, da je malo analitičnih rezultatov, na katerih lahko testiramo našo me-
todo, smo v tem razdelku videli, da ob primernih izbirah prostostnih stopenj lahko
dosežemo hitro delovanje z visoko mero natančnosti. Na podlagi predstavljenih em-
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piričnih rezultatov je naša končna implementacija Hull-Whiteove metode sledeča:
• Število reprezentativnih vrednosti povprečja pri vozlišču (i, j) vedno določimo
s funkcijoM2(i, j) (3.25), kar zagotavlja konvergenco metode in zadostno omeji
napako, ki se pojavi zaradi interpolacije. Če število vzorčnih vrednosti pov-
prečja določimo s funkcijoM1(i, j) (3.24) metoda v splošnem ne konvergira ali
pa konvergira zelo počasi.
• Razmik med reprezentativnimi vrednostmi je logaritemski (3.16), saj je s tem
konvergenca rahlo izboljšana, računska zahtevnost pa ostaja nespremenjena v
primerjavi z linearnim razmikom (3.15).
• Za majhno število korakov N ≤ 120 preferiramo kvadratično interpolacijo, saj
dodatne časovne potrebe, ki jih ta zahteva, ne pridejo do izraza. Pri večjem
številu korakovN ≥ 200 so razlike v natančnosti, še posebej med ekstrapolirani
rezultati, izjemno majhne, zato lahko v takih primerih uporabimo linearno
interpolacijo, ki v grobem trikrat hitrejša od kvadratične.
• V kolikor imamo opravka z aritmetičnim povprečjem (3.1) in nas zanima zve-
zna limita, je konvergenca metode izboljšana, če za izračun povprečja upora-
bimo trapezno pravilo (4.2). Obstajajo tudi azijske opcije, kjer je vrednost
temelja odčitana in povprečena nekajkrat dnevno, trgovanje pa poteka v zve-
znem času. Za take opcije ne moremo izkoristiti trapeznega pravila.
• Rezultati so skoraj vedno izboljšani z uporabo prvega ali drugega reda Ri-
chardsonove ekstrapolacije. Ob odsotnosti zaokrožitvenih napak, ki se naravno
pojavijo v računalniški aritmetiki, bi lahko poskusili rezultate še dodatno iz-
boljšati z višjimi redi ekstrapolacije, vendar so oscilacije v konvergenci občutne
že pri ekstrapolaciji drugega reda.
Ob taki izvedbi smo lahko prepričani, da metoda že ob zmerni globini, recimo
N = 60, podaja približke, ki so zagotovo do stotine natančni, kar zadostuje za
praktične aplikacije.
Kot smo omenili v podrazdelku 3.5, lahko z metodo poleg dejanske začetne vre-
dnosti opcije izračunamo tudi začetne vrednosti njenih grških parametrov, ki jih
lahko prav tako izboljšamo z Richardsonovo ekstrapolacijo. Na sliki 15 sta predsta-
vljena grafa začetnih grških parametrov ∆ in Γ v odvisnosti od začetne vrednosti
temelja S0 za evropsko aritmetično azijsko nakupno opcijo s parametri T = 0.25,
σ = 0.4, r = 0.1 in K = 100.
Za konec razdelka v tabeli 2 navajamo vrednosti in grške parametre evropske
aritmetične azijske nakupne in prodajne opcije s parametri S0 = 100, r = 0.1 in časi
dospetja T ∈ {0.25, 0.5, 1, 2} ter nestanovitnostmi σ ∈ {0.2, 0.4, 0.6, 0.8}. Izvršilna
cena za nakupno opcijo je K = 100, za prodajno pa K = 95. Vsi izračuni so
opravljeni pri globini drevesa N = 60, na grških parametrih pa je opravljen prvi red
extrapolacije.
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Slika 15: Začetni vrednosti grških parametrov ∆0 in Γ0 v odvisnosti od začetni
vrednosti S0. Rezultati so izračunani ob globini drevesa N = 40. Natančnost je
izboljšana z ekstrapolacijo prvega reda.
5 Zaključek
V magistrskem delu smo predstavili osnove vrednotenja opcij, primarno v Black-
Scholes-Mertonovem modelu, kjer predpostavljamo, da se temelj razvija logaritem-
sko normalno s časom. V tem kontekstu smo navedli klasične rezultate, kot so
Black-Scholesova parcialna diferencialna enačba in njene rešitve, ki nam podajo iz-
raze za vrednotenje klasičnih evropskih opcij. Podrobno smo opisali CRR model,
ki bazira na binomskem drevesu in predpostavki, da temelj sledi naključnemu spre-
hodu in pokazali, da ob primernih pogojih oba modela vodita do enakih izrazov za
vrednotenje.
Azijske opcije spadajo med eksotične opcije, saj je njihova vrednost odvisna
tudi od povprečne vrednosti temelja v trajanju opcije. Eksaktne formule za njihovo
vrednost v splošnem niso znane, vendar obstaja nekaj analitičnih rezultatov, ki
jih navajamo v delu. Za vrednotenje azijskih opcij so potrebne numerične metode
in po krajšem opisu možnih pristopov k vrednotenju smo se osredotočili na Hull-
Whitovo metodo. Slednja je modificirana oblika binomskega modela, kjer vsakemu
vozlišču drevesa dodamo tabelo reprezentativnih vrednosti povprečja, s pomočjo
katerih interpoliramo neznane vrednosti opcije, ki se pojavijo pri reševanju drevesa.
Nato smo predstavili, kako učinkovito implementirati Hull-Whitove metode in
izpostavili vprašanja, ki se pojavijo pri njeni izvedbi. Specifično smo morali določiti
število reprezentativnih vrednosti povprečja v posamezni tabeli, razmik med repre-
zentativnimi vrednostmi v tabeli in vrsto interpolacije za izračun vrednosti, ki jih
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Evropska aritmetična azijska nakupna opcija
σ T R1 R2 ∆ Γ
0.2 0.25 2.9573514 2.9573156 0.5873437 0.0662894
0.5 4.5820740 4.5819664 0.6171974 0.0449483
1 7.2866222 7.2864120 0.6513339 0.0292238
2 11.8929662 11.8926233 0.6814844 0.0174673
0.4 0.25 5.2116883 5.2115653 0.5544688 0.0336918
0.5 7.7026462 7.7025218 0.5721996 0.0232227
1 11.5154104 11.5151703 0.5917206 0.0156029
2 17.3872645 17.3867851 0.6074893 0.0099609
0.6 0.25 7.4774251 7.4774373 0.5494250 0.0224893
0.5 10.8545006 10.8543724 0.5652531 0.0155211
1 15.8291291 15.8289423 0.5824059 0.0104550
2 23.1040274 23.1041337 0.5956423 0.0067080
0.8 0.25 9.7378667 9.7377264 0.5513996 0.0168401
0.5 13.9923864 13.9922005 0.5679923 0.0116033
1 20.1048965 20.1045415 0.5861253 0.0077907
2 28.7245732 28.7239247 0.6004899 0.0049665
Evropska aritmetična azijska prodajna opcija
σ T R1 R2 ∆ Γ
0.2 0.25 0.3708662 0.3708056 0.8603943 0.0363368
0.5 0.7173233 0.7172410 0.8133871 0.0300679
1 1.0906543 1.0906040 0.7828036 0.0215967
2 1.3162302 1.3160745 0.7612952 0.0135691
0.4 0.25 1.9949722 1.9949223 0.7169448 0.0287714
0.5 3.1702014 3.1700569 0.6859940 0.0208427
1 4.5198165 4.5197489 0.6687940 0.0143560
2 5.7240452 5.7242544 0.6568919 0.0092795
0.6 0.25 3.9686366 3.9686755 0.6612898 0.0208482
0.5 5.9834235 5.9834702 0.6430182 0.0147102
1 8.3653560 8.3656744 0.6349812 0.0100191
2 10.6811107 10.6815924 0.6294391 0.0064642
0.8 0.25 6.0368382 6.0367207 0.6360917 0.0160663
0.5 8.8764420 8.8766719 0.6265902 0.0112092
1 12.2705228 12.2711652 0.6255534 0.0075736
2 15.6496624 15.6500972 0.6256558 0.0048438
Tabela 2: Vrednosti in grški parametri evropske aritmetične azijske opcije s parame-
tri: S0 = 100, r = 0.1. Nakupna opcija v zgornji tabeli ima izvršilno ceno K = 100,
prodajna v spodnji pa K = 95. Vsi računi opravljeni ob globini N = 60
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potrebujemo med vrednotenjem. V odsotnosti teoretičnih rezultatov o potrebnih in
zadostnih pogojih za velikost tabele povprečij smo intuitivno definirali dve različni
funkciji M1 in M2, od katerih se je slednja izkazala za primernejšo. Iskanje opti-
malnega števila vzorčnih povprečij pri vozlišču (i, j) bi lahko poglobili tako, da bi
definirali splošno funkcijo
Mc,α(i, j) := c
(
(i− j)j)α
ter nadaljevali z numeričnih testiranjem števil c in α. Iz rezultatov v tem delu
sklepamo, da se pravilni α nahaja na intervalu (0.5, 1].
Odgovore na vprašanja, ki so se pojavila med implementacijo, smo pridobili s
testiranjem metode predvsem na geometrijskih azijskih opcijah, za katere obstajajo
analitične formule in sklepali, da vsaj do neke mere držijo tudi za druge oblike
azijskih opcij. Natančnost metode smo močno izboljšali z uporabo Richardsonove
ekstrapolacije, ki se je izkazala za preprosto, a učinkovito orodje za odpravljanje
napak reda O(1/N) in O(1/N2). Z drastičnim izboljšanjem hitrosti konvergence
smo tako odpravili eno izmed glavnih pomanjkljivosti drevesnih metod v splošnem.
Nato smo predstavili rezultate metode na aritmetičnih azijskih opcijah, ki so v praksi
mnogo bolj zanime od geometrijskih, saj se pojavljajo na prostem trgu. Poleg
začetnih vrednosti za aritmetične azijske opcije smo izračunali tudi njihove grške
parametre ∆ in Γ.
Kljub temu, da smo v delu predstavili rezultate metode zgolj na najbolj pogostih
vrstah azijskih opcij, je metoda izjemno fleksibilna. Z manjšimi razširitvami lahko
z njo vrednotimo tudi azijske opcije z dnevnim povprečenjem in zakasnjene azijske
opcije, pri katerih je povprečje temelja upoštevano samo za določen čas pred iztekom
opcije. V kolikor bi metodo adaptirali na trinomsko drevo, pa bi lahko vrednotili
tudi opcije z mejo. V širšem pogledu bi lahko Hull-Whitovo metodo uporabili tudi
za vrednotenje drugih vrst opcij odvisnih od poti, recimo opcije s pogledom nazaj
in podobne.
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