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Visible light communications (VLC) employ visible light for communication within the
frequency spectrum from 430 THz to 790 THz. The ultra-wide bandwidth resolves the
spectrum exhaustion in radio frequency communications. Light-fidelity (LiFi) takes VLC
further to achieve high speed, bi-directional and fully networked wireless communica-
tions. Light-emitting diode (LED) is the major light source employed by LiFi as LED is
energy efficient for illumination, and at the same time can achieve high speed data trans-
mission thanks to the LED fast switching capability. Now, LED communications, one of
the major application scenarios of LiFi, have attracted huge attention and research inter-
ests. A variety of advantages are offered including the unregulated wide bandwidth, en-
ergy efficiency, safety, etc., which makes LED communications a promising supplement
to the fifth generation (5G) communications. LED is the major source of nonlinearity
in LED communications and LED also exhibits significant memory effect in the case of
high data rate, which degrade the system performance severely. Hence, the nonlinear dis-
tortion and memory effect need to be handled properly. Polynomial based methods have
been proposed to address the issue in the literature. However, the conventional polynomial
based techniques suffer from numerical instability easily in determining the coefficients
of the polynomials, resulting in significantly compromised performance.
The objective of this thesis is to develop efficient and effective methods to mitigate
the nonlinearity and memory effects in LED communications. In particular, the extreme
learning machine (ELM) is considered for its fast learning and simplicity for implemen-
tation. ELM randomly assigns its hidden nodes (i.e., input weights and biases) and keeps
them fixed, and only its output weights need to be determined, which is far more efficient
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than the conventional machine learning methods where back-propagation is required. Al-
though, the work in the thesis focuses on LED communications, it can be easily extended
to wireless radio communications to handle the hardware impediments, such as the non-
linearity of power amplifiers.
Multiple input multiple output (MIMO) techniques, where multiple LEDs and photo-
diodes (PDs) are equipped at the transmitter and receiver, respectively, are employed to
achieve high data rate transmission as well as sufficient illumination. However, LED non-
linearity and cross-LED interference cannot be ignored in LED MIMO systems, which
distort the transmitted signals and degrade the system performance significantly. In this
thesis, an ELM based receiver is firstly proposed to jointly handle the LED nonlinear-
ity and cross-LED interference. Then, by taking advantage of the features of the ELM,
we propose to use a circulant structure for the input weight matrix and the fast Fourier
transform for implementation, leading to significant computational complexity reduction.
It is demonstrated that, the proposed ELM based receivers can handle the nonlinearity
and interference much more effectively compared to conventional techniques, and the
low complexity ELM-based receiver with circulant input matrix delivers almost the same
performance as the receiver based on the conventional ELM.
Then, ELM based non-iterative and iterative receivers are proposed to effectively han-
dle the LED nonlinearity and memory effects. For the iterative receiver design, we also
develop a data-aided receiver, where data is used as virtual training sequence in ELM
training. It is shown that the ELM based receivers significantly outperform the conven-
tional polynomial based receivers. The iterative receivers can achieve a huge performance
gain compared to non-iterative receivers and the data-aided receiver can reduce training
overhead considerably.
LED nonlinearity changes over time due to temperature drifting (e.g., driving voltage
decreases with increasing ambient temperature when the forward current is constant), and
the mobility of users is a scenario frequently considered in LED communications, which
leads to time varying intersymbol interference (ISI) channels. The variations of the LED
nonlinearity and ISI channel warrant the design of adaptive receiver, which is desired to
vi
handle the combined impact of time varying nonlinearity and memory effects. A new
adaptive extreme learning machine (AELM) with a variable forgetting factor is proposed
in order to track time-varying LED nonlinearity and memory effects. Based on this, an
AELM based (iterative) receiver is proposed to handle the time-varying LED nonlinearity
and memory effects jointly. It is demonstrated that the proposed AELM based receiver
can efficiently mitigate the dynamic nonlinearity and memory effects and outperform the
state-of-the-art adaptive techniques significantly.
Lastly, we extend our work to radio frequency communications and bring up a brand-
new method to address the challenges in massive MIMO by treating massive MIMO as a
natural ELM. It is demonstrated that by adding biases to received signals and optimizing
the ELM output weights, the system can effectively tackle hardware impairments, e.g., the
power amplifier nonlinearity at transmitter side. It is interesting that the low-resolution
ADCs can bring benefit to the receiver in handling nonlinear impairments, and the most
computation intensive part of the ELM is naturally accomplished by signal transmission
and reception.
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1.1 Background and Trends in LED communications
Wireless communication has developed through several paradigm shifts after the discov-
ery of Electromagnetic waves followed by wireless telegraphy and the invention of the
radio. With respect to spectrum range, electromagnetic waves include gamma rays, X-
rays, ultra violet, visible light, infrared red, micro waves and radio waves. As the wave-
length decreases, the frequency increases as well as the energy. Visible lights fall on the
frequency from 400 THz to 800 THz and radio waves have the frequency range from 3
KHz to 300 GHz. Radio frequency (RF) is the most widely used in wireless communi-
cations due to its less frequency interference and wide transmission coverage. However,
some escalating problems of RF communications have become serious nowadays, such
as the shortage of unused RF spectrum, safety and so on, which drives the need to find an
alternative. Visible light communications (VLC), which was first proposed in 1999, have
emerged and attract increasing interests. VLC provides a 1000 times greater bandwidth
that that of RF communications. Meanwhile, VLC bandwidth is unregulated bandwidth
which leads to the use of low cost. High speed transmission is also a key feature that
the huge bandwidth of VLC brings. It is reported that a transmission rate of 3.5 Gb/s
was achieved by experiments using a single color incoherent LED [1]. At the same time,
VLC is promising due to its intrinsic safeness and it does not cause any interference with
RF signals. Therefore, such technology is perfectly suitable for use in hospital, industry
1
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and aerospace application [2]. RF waves pass through walls and are liable to be snooped.
However, light is confined to a certain space with guaranteed security for communica-
tions. As highly directional light sources are employed in VLC, it can achieve great data
density and efficient use of spatial modulation schemes in adjacent cells [3]. Unlike in-
frared radiation, there are no health hazards of visible light. It is safe to use VLC in any
scenario with relative larger optical power.
Due to its fast switching capability, LED has become the most predominantly used light
source for VLC. The concept of using fast switching LEDs as well as modulating visible
light for communication was first presented in 1999 [4]. Tanaka et al. from Keio Uni-
versity used white LED for illumination and communication in the early 2000s in Japan
[5]. Soon, organizations in Japan and the Europe were found to promote and standardize
VLC technology [2]. VLC now already has several standards released: VLCC-STD-001,
JEITA CP-1221, JEITA CP-1222, and IEEE 802.15.7. LED is rapidly replacing the tradi-
tional incandescent in residential, retailing and commercial uses, because LED has much
more energy efficiency. This also lays the groundwork for the application of VLC.
LED communications have been gaining popularity recent years, which is driven by fol-
lowing advantages. First of all, LED is advantageous in its energy efficiency and highly
controllable feature, which makes it to be part of a Green technology [6]. LEDs approx-
imately use one twentieth the amount of energy of a conventional light source. If all
conventional light sources are substituted by LEDs, the overall electricity consumption
in the world would reduce by as much as 50 percent [6]. The potential incorporation of
LEDs and existing power line infrastructure provides a valuable opportunity for wireless
downlink supplement. Besides, LED communications can be easily implemented using
existing lighting infrastructure with the addition of simply front-end design. Thus, it at-
tract significant interests to be applied to short range indoor transmission [7]. Besides,
the cost of VLC is less than RF communications because existing LED infrastructure and
continuously decreasing pricing of LEDs. In a word, the unique and inherent features of
VLC make it to be one of the most technological breakthrough in communications.
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1.1.1 Overview of LED Communications
In LED communications, line of sight (LOS) links are typically considered and lower path
loss and dispersion give way to higher bandwidth. Intensity modulation is employed in
VLC, which modulates transmitted signals on light intensity emitted from LED. Typical
office lighting has illumination levels 400-1000 lux. The radiant intensity is controlled
by the forward current of the LED. LED voltage-current (V-I) characteristic is inherently
nonlinear and it is cumbersome for system performance, which will be detailed later. The
illuminating radiation passes through optical channel and then be picked up at the receiver.
Direct detection is the way to detect the light intensity at receiver side. A photo-diode (or
photo-detector) is used to convert the optical signal into current signal in a proportional
way (such conversion is normally considered linear [8]). Noise due to thermal agitation
or environment is added to the received signal. Then, the received current signals are
amplified and followed with signal processing to retrieve the transmitted signals.
1.1.2 Issues of LED Communications
Although LED communications have been the focus of intensive research during recent
years, the technology needs continuous efforts to overcome the current challenges in com-
munication. Nonlinear distortion is one of the major problems in VLC, which distorts the
transmitted signal and degrades the system performance significantly. Nonlinearity may
appear from multiple sources in VLC, including the driving circuits of LEDs, digital-
to-analog converters (DACs), analog-to-digital converters (ADCs), LED’s nonlinear I-V
characteristic, PD’s current and optical power conversion, etc.. Among these nonlinear
components, LED is the major source of nonlinearity in LED communications [8]. In
addition, some other challenges are also emergent to be resolved, such as the issue of
interference with ambient light sources, the mobility issues of users [9] as well as some
specific challenges in vehicle applications [10]. In this thesis, I focus on the issue of non-
linear distortion caused by LED in transmission. To be specific, the nonlinear behavior
of LED imposes amplitude distortion on the input signals. The lower peaks of signals
are clipped at the LED turn-on voltage (TOV), and the upper peaks are saturated at the
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maximum allowable voltage recommended by the manufacture.
Apart from the nonlinearity of LED, memory effect is also one of issues that can not
be ignored. LED exhibits memory effect due to its frequency-dependent feature. In such
case, the output of LED depends not only current input but also on past inputs [8]. Note
that inter-symbol interference (ISI) due to multi-path propagation can be absorbed into
memory effect [11]. Hence, we unify and refer memory effect and ISI as memory effects
in this thesis. Likewise, MIMO LED suffers from cross-LED interference and the received
signals at PDs are affected by each single transmit antenna. Meanwhile, the nonlinearity
with memory effects of LED may also change over time due to temperature drifting or
user mobility in LED communications [12, 13]. This makes static detection techniques
inadequate to recover transmitted signals. In RF communications, hardware impairments
like nonlinear problem caused by power amplifier and the nonlinear distortion caused by
quantization can not be ignored in massive MIMO system.
1.2 Research Motivations
Having considered the issues in LED communications, the necessity of designing effec-
tive receivers to mitigate nonlinearity and memory effects of LED is clear. Besides, dy-
namic method is also necessary for such distortion with time-varying characteristic. These
considerations can greatly enhance the system performance. A variety of techniques are
proposed to address these problems, which will be detailed in following chapters. How-
ever, a common feature of them is the use of polynomial based methods in order to model
the inverse nonlinearity of LED and memory effects. Numerical instability occurs when
matrix inversion is present to determine the polynomial coefficients, which greatly de-
grades system performance [14, 15]. Hence, it motives me to design and propose effec-
tive methods to address LED nonlinearity and memory effects. Furthermore, adaptive
algorithm is considered. Followed by the extension to radio frequency communication,
an innovative and low complexity design to address the hardware impairment is expected.
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1.3 Research Contributions
The objectives of this thesis are to find effective and efficient ways to mitigate the non-
linearity and memory effects in LED communications. With extensive research having
conducted, a variety of receivers are designed to achieve the mitigation and accurate sys-
tem modelling. Complexity reduction and data-aided use of training sequence are subse-
quently proposed and achieve significant efficiency without compromising performance.
Adaptive method with forgetting algorithm is then proposed and applied mitigate time-
varying nonlinearity and memory effects efficiently. Lastly, a brand-new design is pro-
posed where MIMO system is formed as natural ELM to handle hardware impairments.
To be specific, the research contributions of this thesis are detailed as follows:
• We firstly propose an extreme learning machine (ELM) based receiver to jointly
handle the LED nonlinearity and cross-LED interference. Then, by taking advan-
tage of the features of the ELM, we propose to use a circulant structure for the input
weight matrix and the fast Fourier transform (FFT) for implementation, leading to
significant computational complexity reduction. It is demonstrated that, the pro-
posed ELM based receivers can handle the nonlinearity and interference much more
effectively compared to conventional techniques, and the low complexity ELM-
based receiver with circulant input matrix delivers almost the same performance as
the receiver based on the conventional ELM.
• We propose ELM-based noniterative and iterative receivers to effectively handle
the LED nonlinearity and memory effects. For the iterative receiver design, we also
develop a data-aided receiver, where data are used as virtual training sequence in
ELM training. It is shown that the ELM-based receivers significantly outperform
conventional polynomial-based receivers. Iterative receivers can achieve huge per-
formance gain compared to noniterative receivers, and the data-aided receiver can
reduce training overhead considerably. This proposed method can also be extended
to radio frequency communications, e.g., to deal with the nonlinearity of power
amplifiers.
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• Adaptive neural network techniques are investigated in this thesis. We first pro-
pose a new adaptive extreme learning machine (AELM) with a variable forgetting
factor to track time-varying LED nonlinearity. Then, an AELM based (iterative) re-
ceiver is proposed to handle the time-varying LED nonlinearity and memory effects
jointly. It is demonstrated that the proposed AELM based receiver can efficiently
mitigate the dynamic nonlinearity and memory effects and outperform the state-of-
the-art adaptive techniques significantly.
• To extend our proposed receiver to wireless communications, we conduct another
work. This work shows that massive multiple-input multiple-output (MIMO) with
low-resolution analog-to-digital converters (ADCs) forms a natural extreme learn-
ing machine (ELM), where the massive number of receive antennas act as hidden
nodes of the ELM, and the low-resolution ADCs serve as the activation function
of the ELM. It is demonstrated that by adding biases to received signals and op-
timizing the ELM output weights, the system can effectively tackle hardware im-
pairments, e.g., the power amplifier nonlinearity at transmitter side. It is interesting
that the low-resolution ADCs can bring benefit to the receiver in handling nonlin-
ear impairments, and the most computation-intensive part of the ELM is naturally
accomplished by signal transmission and reception.
1.4 Thesis Organization
The rest of this essay is organized as follows. In Chapter 2, literature review is present.
Firstly, intensity modulation direct detection system is introduced and then MIMO LED
system is detailed with a toy example. Modulation schemes of LED communications
are described. Nonlinear distortion of LED and nonlinearity modelling are illustrated in
detail. Later, existing works on the mitigation of LED nonlinearity and memory effects
are reviewed including predistortion and postdistortion. Lastly, machine learning is in-
troduced and especially ELM and ELM based methods are explained. In Chapter 3, the
LED nonlinearity and a LED MIMO communication system are introduced. Then, the
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ELM-based receivers are designed and elaborated. A low-complexity ELM with circu-
lant input weight matrix is proposed and complexity analysis is given. The subsequent
section verifies the effectiveness of ELM-based receivers and provides comparisons with
receivers using conventional techniques. In the end of this chapter, conclusions are drawn.
In Chapter 4, it first gives a brief review of the ELM. Then, the signal model is elaborated
and details of the design of ELM-based noniterative and iterative receivers are given for
LED nonlinearity mitigation and decoding. Furthermore, a data-aided ELM-based itera-
tive receiver is designed and discussed. Experimental results are then provided to verify
the effectiveness of the proposed receivers. Finally, the last section concludes this chapter.
Chapter 5 is organized as follows. First of all, the proposed AELM is presented. Then,
the application of the proposed AELM to LED communications is detailed. Experimental
results are then provided and the paper is concluded in the end. In chapter 6, the signal
model for massive MIMO with hardware impairments is presented. ELM is briefly in-
troduced and an ELM receiver is borrowed from Chapter 3 for massive MIMO detection.
Next, the new ELM based receiver is proposed, where the massive MIMO itself is treated
as part of the ELM. Simulation results are provided to verify the proposed methods, fol-




2.1 Intensity Modulation Direct Detection System
Figure 2.1 shows the intensity modulation direct detection system in LED communica-
tions. Binary information bits are first input to encoder and get encoded. The encoded
bits are modulated into symbols (i.e., the modulated signals should always be real non-
negative in LED communications). After the modulated electrical signal is input to LED,
LED converts it to optical radiation and transmits through optical channel. PD is used
to pick up the optical signal and then converts it back to electrical signal. Then, signal
detection is imposed on the electrical signal to recover the transmitted symbols. The de-
tected symbols is demodulated into bits sequence and then it is decoded into predicted
bit stream. It is noted that the error control components like interleaver and de-interleaver
are omitted from the system representation for simplicity but they are still used in Chapter
4 and 5 for soft encoder use, where iterative coding system is also present and designed
accordingly.
2.2 MIMO LED System
Illuminating of a room or coverage space is always achieved by an array of LEDs. A
single LED has low bandwidth for modulation. MIMO technique is a promising solu-
tion to provide both sufficient illumination and high data rates. MIMO is widely used in
8
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Fig. 2.2. MIMO LED System.
RF communications [16], where MIMO channel has more capacity than the single input
single output given the same transmission power. Massive MIMO is proposed to further
increase the spectrum efficiency by using large amount of antennas [17]. In the optical
MIMO, multiple LEDs act as transmitters and emit modulated signals. Then, multiple
PDs detect the intensity of the received signals. Subsequently, the optical wireless chan-
nels between the LEDs and the PDs can also be represented by a channel matrix as in RF
communications. However, the difference is that the channel matrix for optical MIMO is
a real-valued matrix with its elements denoting the power gains of all the LED-PD pairs
[18]. In [19], two systems (i.e., non-imaging and imaging system) are introduced to opti-
cal MIMO. In non-imaging optical MIMO system, radiation from each of the LED arrays
is received by all the scattered receivers on the floor, but with different strengths. This
means there are cross-talk between LEDs and PDs. Lights are emitted from each of the
LEDs to the receiver, and generally two types of propagation exist. Each LED has line-
of-sight (LOS) components that propagates to the receivers. Meanwhile, some lights are
deflected from the surface of some objects in the confined space, which is the non-LOS
component. It is reported in [20] that non-LOS is much weaker than the LOS component
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and hence in this thesis, only LOS path is considered in MIMO LED communications. In
imaging optical wireless system, lights propagates from the LED array to the PDs as the
non-imaging case. A imaging lens is added and placed above the PDs. The propagated
lights via the imaging lens are then imaged to distinct PDs. Therefore, each element in the
LED array has its own PD receiver and there is no cross-talk interference. In this thesis,
non-imaging optical MIMO system is considered without requiring image lens. Fig. 2.2
shows a toy example of a non-imaging 2× 2 MIMO LED system (i.e., 2 LEDs and 2
PDs). LOS propagation is considered and the optical gain between LED p and PD q is









, 0≤ ψpq ≤ ψc
0, ψpq > ψc
where dpq is the distance between LED p and PD q, Φp is the emission angle of LED p,
ψpq is the incidence angel of the light, ψc is the receiver field of view (FOV), and A is
the collection area of a PD. The LED is assumed to have a Lambertian radiant intensity
(measured in W/sr) given by
R(Φ) = [(λ +1)/2π]cosλ (Φ), (2.1)






is the order of Lambertian emission, Φ 1
2
is the trans-
mitter semiangle and Φ is the angle of emission [21]. The channel matrix H is formed by
the optical gains, i.e., the (p,q)th element of H is hpq.
2.3 Modulations in LED Communications
In LED communications, the input signals of LED should always be real and non-negative.
On-off keying (OOK) or pulse position modulation (PPM) are two frequently used two-
level modulation schemes, which can provide signals that are unaffected by nonlinear
distortion. OOK produces a high level voltage when it transmits a ’1’ and produces zero









Fig. 2.3. LED nonlinearity.
voltage when it transmits a ’0’, which makes it immune to nonlinear distortion. PPM
works by manipulating the position of the pulse within a time period according to encod-
ing bits. When ’0’ transmits, PPM performs a positive pulse at the beginning of the period
followed by a lower level pulse. Likewise, when ’1’ transmits, it performs a lower level
pulse in the beginning of the time period followed by a positive pulse. To increase the
spectrum efficiency and transmission rate, high-order modulations are often used. The
single carrier modulation, M-ary pulse amplitude modulation (PAM), provides M distinct
real non-negative symbols. Orthogonal frequency division multiplexing (OFDM) can pro-
vide high data rate transmission with multi-carriers and it is naturally immune to ISI. To
satisfy the real non-negative input signals, DC-biased optical (DCO) OFDM and asym-
metrically clipped optical (ACO) OFDM are two real-valued unipolar OFDM schemes
used in LED communications. On the other hand, OFDM is known for its downside of
high peak-to-average power ratio (PAPR). High PAPR makes the OFDM system very
sensitive to the nonlinearity of the LED. Hence, PAPR reduction is necessary for ODFM
LED communications.
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2.4 LED Nonlinear Distortion
Figure 2.3 shows the nonlinear behavior of LED V-I response. Turn-on voltage is the
threshold of input voltage that initiates LED to become responsive. Maximum premissible
current clips the output current of LED once the voltage increases to a certain value, which
can prevent the break-over of LED from happening. Meanwhile, the nonlinear curv in Fig.
2.3 represents the nonlinear transfer function of LED, in which the voltage imposed on
the LED is transformed into the current through LED in a nonlinear relation.
2.5 Nonlinear Models
Nonlinearity modeling is essentially important for the discussion of the impact of nonlin-
ear distortion. On the other hand, the behavioral modeling of nonlinear devices is impor-
tant for the design of mitigation techniques. In general, nonlinear models can be divided
into two categories, i.e., memoryless models and memory models, based on whether the
memory effects are taken into account. This section aims to present a general understand-
ing of nonlinear behaviour and applications of various nonlinear models. The following
parts describe various nonlinear models in details, which are widely used in LED com-
munications.
2.5.1 Memoryless Polynomial
Memoryless nonlinearity always refers to the dependency of the nonlinear output on the
instantaneous value of the input. The nonlinearity does not change over time. To simulate
such behavior, Taylor series is used to fit the transfer function using measuring data. To
reduce the complexity, memoryless polynomial, a truncated version of Talyor series, is
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xn is an electrical signal which is input to the LED, the light intensity yn is a nonlinear
function of xn which is the output from the LED, K is the order of the polynomial and {ak}
are the coefficients of the polynomial. The memoryless polynomial is often used due to
its simplicity and the finite coefficients of the polynomial is easy to determine. However,
the memoryless polynomial is only adequate to model the nonlinearity in narrow band
transmission, where memory effects is neglectable.
2.5.2 Rapp Model
In RF communications, Rapp model is used to simulate memoryless nonlinearity of am-
plitude modulation (AM) to AM conversion [22]. It is then introduced to LED communi-









where Vsat represents the saturation input voltage and p is the parameter that controls the
smoothness of the nonlinear characteristic.
2.5.3 Volterra Series
LED is a device that has dependent nature on frequency and memory effects need to be
considered in LED communications, especially for high speed transmission. Similar to
Taylor series for modeling memoryless nonlinearity, Volterra series is generally used to
model nonlinearity with memory effects. The structure of Volterra model is shown in
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Fig. 2.4. Wiener model.
where xn is the input signal, yn is the nonlinear function of xn, ykn is the k-dimensional
convolution of the input signal xn with the kth Volterra kernel hk, and M represents the
length of the memory. A Volterra series is essentially a series representation of a nonlinear
analytic function and therefore it diverges when the nonlinear characteristics are strong.
For systems with weak nonlinearity, only a few terms of the series (usually two to third
order [23, 24]) are required to represent the system with acceptable fidelity. On the other
hand, higher order Volterra kernels require intensive computations and hard to implement
[8]. Therefore, various simplified models are developed based on Volterra series to model
nonlinearity with memory effects. Although these models are special cases of the general
Volterra series, they provide great accuracy for modeling nonlinearity with parameters
easy to obtain and practical to implement.
2.5.4 Wiener Model
A special case of the general Volterra series is the Wiener model, which is shown in Fig.
2.4. It consists of a linear filter followed by a memoryless nonlinearity. The Wiener model
is achieved by taking
hk(m1, . . . ,mk) = akh(m1) . . .h(mk), k = 1, . . . ,K, (2.6)
in (2.5), where ak is the kth order coefficient of the polynomial. Therefore the wiener












Wiener model has been used for predistortion and system identification in nonlinear sys-
tems[25]. It is one of the simplest ways to combine both nonlinearity and memory effects.
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Fig. 2.5. Hammerstein model
However, as observed in (2.7), the output of Wiener model depends on the coefficients
{hm} in a nonlinear way, which makes it difficult to estimate {hm}.
2.5.5 Hammerstein Model
Another alternative to model nonlinearity with memory effects is Hammerstein model. It
consists of a memoryless nonlinearity followed by a linear filter as shown in Fig. 2.5.










This is also one of the simplest structures to model LED nonlinearity with memory effects.
Meanwhile, it is linear in the parameters hm and ak if we treat the polynomial part as a
whole. It becomes easier and more convenient to estimate the parameters. It also can be
observed that the Wiener model and Hammerstein model can form mutual inverses if their
linear filters can be inverted and if their nonlinear polynomials are one-to-one inverses.
2.5.6 Memory Polynomial
Memory polynomial is a general form of Hammerstein model. By combining filter coef-










The memory polynomial model has proven effective for predistortion for PA in RF com-
munications [25, 26]. Now, it has also been used for adaptive postdistortion in LED
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communications [23].
2.5.7 Nonlinearity of the PA
The PA in a radio communications system is used to equip a signal with a suitable power
level for transmission. In practice, the radio communications system has hardware im-
pairments, such as the nonlinearity of power amplifiers. The nonlinear distortion of a
power amplifier can be characterized by the nonlinear amplitude to amplitude conversion








where a is the amplitude of the signal input to the power amplifier, and A(a) and Φ(a) rep-
resent the amplitude distortion and phase distortion of the power amplifier, respectively.
2.5.8 Comparisons of various nonlinear models
Memoryless and memory polynomials are simplified cases of the Volterra model, in which
memory polynomial takes into account memory effects (also ISI can be absorbed into
memory effect). These two polynomial models can fit the nonlinear characteristic of LED
with proper orders. In contrast, Rapp model is less adjustable. Wiener model can be
used to simulate the case with memory effect beofre the nonlinearity, while Hammerstein
simulates the opposite case with possibly reduced complexity and severity. Lastly, the
nonlinear AM/AM and AM/PM are specially for the PA with complex-valued input.
2.6 Existing works on LED Nonlinearity Mitigation
2.6.1 Waveform shaping
With proper modeling schemes, we can work on the mitigation of nonlinear distortion
in LED communications. One straightforward way to weaken nonlinear distortion is to
choose proper input signals which are insensitive to LED’s nonlinearity. On-off keying










Fig. 2.6. The structure of predistorter.
(OOK) or pulse position modulation (PPM) are two frequently used two-level modula-
tion schemes, which can provide signals that are unaffected by nonlinear distortion. OOK
produces a high level voltage when it transmits a ’1’ and produces zero voltage when it
transmits a ’0’, which makes it immune to nonlinear distortion. PPM works by manip-
ulating the position of the pulse within a time period according to encoding bits. When
’0’ transmits, PPM performs a positive pulse at the beginning of the period followed by
a lower level pulse. Likewise, when ’1’ transmits, it performs a lower level pulse in the
beginning of the time period followed by a positive pulse. However, the defect of these
two two-level single carrier modulation is low spectrum efficiency and low transmission
speed. OFDM can provide high data rate transmission and OFDM is naturally immune
to ISI. Meanwhile, high PAPR is one of OFDM’s disadvantages, which makes the sys-
tem very sensitive to LED nonlinearity. High PAPR also requires large bias voltage to
make signals all real positive values. This will degrade the power efficiency significantly.
Hence, PAPR reduction becomes a necessary procedure in VLC OFDM systems. Clip-
ping is one of the simplest ways to reduce PAPR of OFDM signals. Thresholds are preset
to clip the upper and lower signals beyond the thresholds, which introduces clipping dis-
tortion at the same time.
2.6.2 Predistortion
The waveform shaping works by modifying the signals such that they can pass through
LED without being greatly affected by LED’s nonlinearity. In contrast, nonlinearity mit-
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igation works by deploying modules to linearise the entire system in the transmitter side
or in the receiver side, therefore the input signals can transmit through the system without
greatly being impacted by the nonlinearity. In terms of positions, nonlinearity mitigations
are categorized as predistortion at transmitter side and postdistortion at receiver side. Tab.
2.1 summaries various techniques for LED nonlinearity mitigations.
To build up a predistorter, the nonlinear transfer function of LED should be identified
and the inverse of the nonlinear transfer function then can be determined. By cascading
the inverse module in front of the LED, signals can pass through the system with nonlin-
ear distortion mitigated. For memoryless nonlinearity, a lookup table can be easily used to
map the input signals to the desired positions such that the LED nonlinearity can be com-
pensated accordingly. This is called static predistortion. For nonlinearity with memory
effects, memoryless nonlinearity predistortion can only offer limited performance gain.
On the other hand, the nonlinearity and memory effects can be time-varying. Therefore,
it is necessary for predistorter to include memory structure. As elaborated in 2.5, mem-
ory models (e.g., Volterra series, Wiener model, Hammerstein model, etc.) can be used
to combat nonlinearity with memory effects. Meanwhile, adaptive predistortion is in-
dispensable when the nonlinearity and memory effects are time-varying. As shown in
Fig. 2.6, adaptive predistorter requires feedback from the LED’s output. It achieves by
putting a PD behind LED, which makes adaptive predistortion inefficient in cost.
Various predistortion techniques are proposed in literature. Authors in [28] proposed a
predistorter, in which a memoryless polynomial was used to fit the inverse of LED’s non-
linearity from measured data. Memory effects were not considered. In [29], orthogonal
polynomial was employed to model and pre-distort the nonlinearity of LED with memory
effects.
To adaptively mitigate the nonlinearity of LED at the transmitter, several pre-distortion
techniques, e.g., adaptive normalized least mean squares (NLMS), indirect learning ar-
chitecture (ILA) and Chebyshev polynomial, have been proposed [30, 31], which employ
the feedback from the output of LED (i.e., an extra PD is required) or the receiver in order
to adaptively compensate the time varying nonlinearity.
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Tab. 2.1. Summary of nonlinearity mitigation techniques.
Techniques Remarks
Look-up table [28] Static predistorter; Use look-up table to map the input constellation
Orthogonal polynomial [29] Predistorter with memory; Specially formed polynomial coefficients
NLMS [30] Adaptive predistorter with feedback from the PD installed behind LED
ILA [31] Pre-compensation of LED for time-varying nonlinearity
Chebyshev polynomial [32] Adaptive predistortion with feedback from the PD installed at the receiver
Volterra DFE [24] Volterra model based postdisortion
Dictionary learning [33] A reproducing kernel Hilbert space-based minimum symbol error rate equalizer
Memory polynomial [23] Memory polynomial based postdistortion and recursive implementation
FDE and orthogonal polynomial Joint FDE and postdistortion based nonlinearity estimation and mitigation
2.6.3 Postdistortion
Postdistortion is a technique that mitigates nonlinear distortion at the receiver side. In
contrast to predisortion, postdistortion needs no additional feedback circuit from the LED
which reduces implementation costs. In fact, such receiver-side technique is easier and
more convenient to conduct adaptive nonlinearity mitigation.
Volterra series is a generic method to be used in nonlinear modeling and equaliza-
tion [34, 35]. In [24], a Volterra decision feedback equalizer (DFE) is introduced to
deal with LED nonlinearity with memory effects in a PAM-based system. A dictionary
learning based adaptive postdistorter is proposed in [33]. Qian et al. [23] propose an
adaptive memory polynomial based postdistortion technique. Meanwhile, frequency do-
main equalization is combined with memoryless nonlinear postdistortion to address the
mitigation of LED’s nonlinearity with memory effects [11]. Postdistortion is also used to
enhance the bandwidth efficiency for LED MIMO system [36]. In [37], an post-equalized
white LED is used to achieve high data rate in lab experiments.
2.7 Machine Learning
Machine learning is an attractive and emerging topic recently. The research in this area
is growing very rapidly. One of the reasons is that machine learning based method has
universal approximation capability (e.g., feedforward neural networks), which makes it
easy to approximate any function with the help of enough computation resources and
samples. Machine learning basically treats a task as a ”black box” and estimate the end-
to-end relation merely with the input and expected output of the black box, which provides

















Fig. 2.7. Structure of ELM.
surprisingly better performance for the tasks which are difficult to handle using classical
parametric techniques. A variety of empirical structures are proposed for various tasks.
Deep structure is preferred for learning complicated tasks like computer vision, natural
language processing, etc.. Gradient descent and back propagation are the mostly used
tools to update the hyper-parameters of those structures in a iterative fashion. It is not
surprising that such training process takes hours and days. Out of the numerous machine
learning techniques, ELM stands out for its unique advantages and as well ELM based
techniques do. Therefore, in this section, ELM and its extensions are reviewed.
2.7.1 Extreme Learning Machine
As shown in Fig. 2.7, ELM is a single-hidden layer feedforward neural network (SLFN),
where the hidden nodes (i.e., the input weights {ωi j} and biases {bi}) are randomly
initialized and fixed without tuning [38]. ELM is known for its simple structure and
fast training speed. The parameters to be learned in ELM are the output weights, and
hence ELM can be formulated as a linear model with respect to the parameters, which
boils down to solving a linear system, making ELM efficient in learning. For N dis-
tinct training samples {(s j,y j) ∈ RU ×RQ}Nj=1, where s j = [s j1,s j2, . . . ,s j(U−1),s jU ]T
and y j = [y j1,y j2, . . . ,y j(Q−1),y jQ]
T , the output of the SLFN shown in Fig. 2.7 can be








i s j +bi), j = 1, . . . ,N, (2.11)
where L is the number of hidden nodes, ω i = [ωi1,ωi2, . . . ,ωiU ]T is the input weight vector
that connects all input nodes to the ith hidden node, bi is the bias of the ith hidden node,
and g(.) is the activation function of the hidden layer. β i = [βi1,βi2, . . . ,βiQ]
T denotes the
output weight vector connecting the ith hidden node and the output nodes. The output
nodes are chosen to be linear in this network.
By incorporating the N equations in (2.11), it can be represented compactly as




g(ω T1 s1 +b1) · · · g(ω TL s1 +bL)
... . . .
...























and H denotes the hidden layer output matrix.
ELM randomly selects input weights and biases, and output weights β are obtained by
minimizing the cost function ∑Nj=1
∥∥∥ψ j− y j∥∥∥2, which is given by the least-squares (LS)
solution, i.e.,
β = H †Y , (2.14)
where H † is the Moore-Penrose generalized inverse of matrix H and Y = [yT1 ,y
T
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2.7.2 Regularized ELM
The orthogonal projection method can be efficiently used to determine output weights
(i.e., H † = (H T H)−1H T if H T H is nonsingular or H † = H T (HH T )−1 if HH T is non-
singular). According to the ridge regression theory [39], adding a positive value to the
diagonal of H T Hor HH T can improve the numerical stability and provide stabler solu-
tion of output weights β . Regularized ELM is proposed in [40], in which the regularized
output weights in (2.14) becomes
β =

(H T H + γI)−1H TY , if H T H is nonsingular
(H T (HH T + γI)−1Y , if HH T is nonsingular
where I is an identity matrix and γ is a regularization parameter. It is indicated in [41]





‖Hβ −Y ‖2 + 1
γ
‖β ‖2 , (2.15)
which is consistent to the optimizing target of the conventional ELM.
2.7.3 Online Sequential ELM
In 2.7.1, learning in batch is used for ELM training in which training process will only
start when all training samples are received. However, in real applications, training sam-
ples and data arrive one by one or chunk by chunk. Hence, online sequential learning
is necessary in such cases, where training can perform whenever sequence arrives. In
[42], online sequential (OS)-ELM is proposed, in which the training process performs
with training sequence one-by-one or chunk-by-chunk (fixed or varying length). To im-
plement the least squares solution, OS-ELM uses recursive least squares (RLS) to update
the output weights of ELM as follows
1. Initialization learning phase: Given a chunk of initial training set ℵ0 = {(s j,y j)}
N0
j=1
where N0 ≥ L, the output weights is calculated using the solution in (2.14) for ELM
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batch learning,
β 0 = P0H
T
0 Y 0, (2.16)




g(ω T1 s1 +b1) · · · g(ω TL s1 +bL)
... . . .
...





Y = [yT1 ,y
T




2. Sequential learning phase: Supposing that training signals ℵ1 = {(s j,y j)}
N1
j=1 arrive
one by one, OS-ELM updates output weights β recursively as follows
k j =
P j−1h j
1+hTj P j−1h j
, (2.19)
e j = y j−β
T
j−1h j, (2.20)
β j = β j−1 + k je j, (2.21)
P j = P j−1− k jhTj P j−1, (2.22)
where h j = [g(ω T1 x j +b1),g(ω
T
2 x j +b2), . . . ,g(ω
T
L x j +bL)]
T . Note that the above
procedure can be extended to the case of chunk-by-chunk and the chunk size can
be varying.
CHAPTER 2. LITERATURE REVIEW 24
2.7.4 OS-ELM with variable learning rate
From 2.7.3, it can be seen that OS-ELM is designed with training sequence which arrives
sequentially. Each training sequence is used and discarded after one-time training. New
updated output weights still inherit the information learned from the very first training
information. This is appropriate for stationary system in which the feature of training se-
quence does not change over time and the learning effect can be accumulated to enhance
the accuracy of the trained model. However, for non-stationary or dynamic environments,
the conventional OS-ELM is not optimal and enough to catch up with the dynamics. Au-
thors in [43] propose a sliding window based forgetting mechanism to actively select the
range in which signals are taken into account for training. In [44], similar idea to apply for
ELM with regularization and kernels. In these methods, sliding window is employed to
select to proper training set in order to ”forget” the previously learned training sequence.
There is another idea to perform the forgetting mechanism and it is always used in RLS.
Forgetting factor is introduced to weaken the effects which the previously used training
sequence has and give more attentions to newly received training sequence. Similar idea
is introduced to OS-ELM with forgetting factor [45]. The OS-ELM with forgetting factor
can be written as
k j =
P j−1h j
λ +hTj P j−1h j
, (2.23)
e j = y j−β
T
j−1h j, (2.24)






[P j−1− k jhTj P j−1], (2.26)
where λ is known as forgetting factor and 0 < λ ≤ 1. λ is used to control and adjust
the forgetting mechanism. When the forgetting factor λ is closer to 1, the algorithm
achieves weak tracking capability of new observations but good stability based on previ-
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ously learned observations. A smaller value of the forgetting factor improves the tracking
capability but increases the instability of the algorithm. In the sense of this case, a fixed
forgetting factor is not able to provide accurate tracking while stable and generalized per-
formance. An OS-ELM with adaptive forgetting factor is necessary to provide both good
tracking and accurate prediction. In [46], a low complexity OS-ELM with adaptive for-
getting factor algorithm is proposed for nonstationary system prediction. Meanwhile, an
ensemble OS-ELM is proposed with variable forgettig factor which employs directional
updating strategy to be able to provide online prediction in changing environments.
Chapter 3
ELM Based Receiver for MIMO LED
Communications
3.1 Introduction
As LEDs can be used for simultaneous illumination and data transmission due to their
fast switching capability, LED communications has received tremendous attention re-
cently [2]. In addition, the spectrum region of visible light is unregulated and interfer-
ences with radio bands can be avoided [47], and it is easy to prevent interferences from
other places and thereby achieve secure transmission within a certain space [48]. How-
ever, transmission with high data rate is challenging due to the low modulation bandwidth
of LEDs, despite the wide terahertz visible light spectrum [49]. Meanwhile, a single
LED may not provide sufficient illumination for indoor lighting [19]. Hence, MIMO
techniques, where multiple LEDs and PDs are equipped at the transmitter and receiver,
respectively, are employed to achieve high data rate transmission as well as sufficient
illumination. A variety of optical MIMO techniques have been studied in [19, 21, 50, 51].
The light intensity modulation is normally employed in LED communications to con-
vert electrical signals to optical signals. At the receiver side, PDs are used to convert
light intensity back to electrical signals. LED is the major source of nonlinearity in LED
communications [34] which can significantly affect the system performance, and needs to
26
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be mitigated [52]. The nonlinear behavior of LED is normally modelled with polynomial,
and polynomial based predistortion and postdistortion techniques have been investigated
to combat the LED nonlinearity [23, 28]. However, these polynomial based methods can
suffer from numerical instability in determining the polynomial coefficients, leading to
significant performance loss [14, 15]. Furthermore, these methods were applied to sin-
gle input single output systems and their extensions to MIMO systems to deal with both
cross-LED interference and nonlinearity are not straightforward.
In LED MIMO, the receiver needs to handle both LED nonlinearity and cross-LED
interference properly. A receiver may be designed by dealing with the nonlinearity and
cross-LED interference separately. However, as the received signal includes the distortion
due to both LED nonlinearity and cross-LED interference, it is difficult to estimate the
MIMO channel matrix and LED nonlinearity without knowing each other. In this work,
we propose to use neural networks to handle them jointly. In particular, we employ the
ELM due to its fast learning speed [38]. To achieve low complexity, we propose to use
circulant input weight matrix in our ELM-based receiver, which enables the use of the fast
Fourier transform (FFT) to tackle the most computational intensive part of the receiver,
leading to an efficient receiver while with negligible performance loss compared to the
receiver based on the original ELM. The proposed ELM-based receivers are compared
with the receivers where the MIMO channel matrix is assumed to be known and LED
nonlinearity and cross-LED interference are handled separately. The results show that
the proposed receivers can much more efficiently handle the LED nonlinearity and cross-
LED interference and bring significant performance gain. To the best of our knowledge,
this is the first work to deal with LED nonlinearity and cross-LED interference in LED
MIMO communications.
The rest of this chapter is organized as follows. In Section 2, the LED nonlinearity and
a LED communication system are introduced. In Section 3, the ELM-based receivers are
designed and elaborated. Section 4 verifies the effectiveness of ELM-based receivers and
provides comparisons with receivers using conventional techniques. Finally, conclusions
are drawn in Section 5.










Fig. 3.1. Block diagram of an LED MIMO system.
3.2 Signal Model for LED MIMO Systems
3.2.1 Optical MIMO Channel Model
LED MIMO is attractive due to its capability of providing sufficient illumination and high
capacity for VLC communications. We assume a non-imaging optical MIMO system [19]
with Nt LED units as the transmitter on the ceiling and Nr PDs at the receiver, which is
shown in Fig. 3.1. The channel model is introduce in Section 2.2 and the channel matrix
H is formed by the DC gains, i.e., the (p,q)th element of H is hpq.
3.2.2 Signal Model
The nonlinearity of LED is the major source of nonlinearity in LED communications,
which must be dealt with properly [34]. As shown in Fig. 3.1, the input xn to the LED n
is an electrical signal, which drives the LED to produce a light intensity signal yn. In this
work, we assume pulse amplitude modulation (PAM), and xn takes real positive discrete
values. Due to the nonlinear characteristic of the LED, yn is a nonlinear function of xn. As






akxkn, n = 1, . . . ,Nt , (3.1)
where K is the order of the polynomial and {ak} are the coefficients of the polynomial.
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The light signals are picked up by the PDs at the receiver side, and converted to electri-
cal signals, which can be expressed as
r = Hy+n, (3.2)
where r = [r1,r2, ...,rNr ]
T is a received signal vector, y = [y1,y2, ...,yNt ]
T is a signal vec-
tor after nonlinear distortion of LEDs, and n ∈ RNr is the additive white Gaussian noise
vector.
Our aim is to design a signal detector to recover the transmitted discrete signal x =
[x1,x2, ...,xNt ]
T based on the received signal r. To enable the design of the detector, we
assume that a training sequence t n with length M at LED n is used during the training









where the size of the matrix is Nt×M. Here, it is noted that the detector should be able to
handle the LED nonlinearity and cross-LED interference. Due to the LED nonlinearity,
the conventional linear receiver (which can only handle the cross-LED interference) will
perform badly. In this work, we investigate to use ELM to address this problem and design
ELM based receivers.
3.3 Extreme Learning Machine-Based Receivers
3.3.1 ELM-based Detection
The ELM with the architecture shown in Fig. 3.2 is employed in this work to detect the
signal distorted by LED nonlinearity and MIMO channel. ELM uses a single-hidden layer
feedforward neural network. The input and output dimensions are Nr and Nt , respectively,





Fig. 3.2. Architecture of extreme learning machine.
and the number of hidden nodes is L.





βnig(ωTi r +bi), n = 1, . . . ,Nt , (3.4)
where ω i = [ωi1,ωi2, . . . ,ωiNr ]
T is an input weight vector which connects all input nodes
to the ith hidden node, bi is the bias of the ith hidden node, r is the received signal
vector shown in (3.2), and g(.) is the activation function in the hidden layer. β n =
[βn1,βn2, ...,βnL]
T denotes the output weight vector of the nth output node, and it can
be found by solving a least squares problem based on the linear system Φβ n = t n, i.e.,
β n = argminβ n′
∥∥Φβ ′n− t n∥∥, (3.5)
with the hidden layer output matrix
Φ = g([W r(1)+b, ...,W r(M)+b]T ), (3.6)
where r(m),m = 1, ...,M, denotes the received signal vector at the mth time instant, the
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input weight matrix W is represented as
W =

ω11 · · · ω1Nr
... · · · ...
ωL1 · · · ωLNr
 , (3.7)
b = [b1, ...,bL]T is the bias vector, and t n is the length-M training signal vector shown
in (3.3). Hence, the regularized smallest norm least-squares solution to (3.5) is given
by [38–40]
β n = (Φ
T
Φ+αI)−1ΦT t n, n = 1, ...,Nt , (3.8)
where I is an identity matrix and α is a regularization parameter. Once the weight vectors
{β n} are obtained, the estimator for xn can be represented as
x̃n = β
T
n g(W r +b), n = 1, . . . ,Nt . (3.9)
Then, the decision of xn can be expressed as
x̂n = argmins|x̃n− s|, (3.10)
where s ∈ PAM alphabet.
3.3.2 Low-Complexity ELM with Circulant Input Weight Matrix
Once the output weight vectors {β n} are available, the ELM can be used to mitigate the
LED nonlinearity and cross-LED interference. It can been seen in (3.9) that, the intensive
calculations of the receiver are involved in the product of the input weight matrix W and
the input data vector r, leading to a quadratic complexity O(LNr). It is noted that, W is
randomly generated and kept fixed in ELM. Hence, we put a constrain on the structure
of W , i.e., it is a (partial) circulant input weight matrix of size L×Nr, where L > Nr.
Hence, the matrix-vector product can be implemented with the FFT as elaborated in the
following.
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It can be easily shown that












and W̃ is a L× L circulant matrix. Note that for coefficients in W̃ L×L, we randomly
generated a length-L vector and circulate this vector to obtain the rest L− 1 vectors of
W̃ L×L. Due to the fact that a circulant matrix can be diagonalised by a discrete Fourier
transform (DFT) matrix, W̃ r̃ can be computed efficiently, i.e.,
W̃ r̃ = F HFW̃ F HF r̃
= F HDF r̃
= F Hc
(3.13)
where c is the element-wise product of d and F r̃
c = d •F r̃, (3.14)
and F is the normalized DFT matrix with the size L×L (i.e., the (ξ ,ζ )th element of F is
given by F (ξ ,ζ ) = L−1/2e−i2πξ ζ/L). D is a diagonal matrix and d is a vector consisting




where w̃1 is the first row of the circulant matrix W̃ .
3.3.3 Complexity Analysis
To obtain the estimate x̃n in (3.9), the conventional ELM requires LNr + 2L operations
(only multiplication operations are considered for complexity comparison). For ELM
with circulant input weight matrix, it requires 8/3Llog2L− 4/9L + 12 + 4/9(−1)log2L
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Tab. 3.1. Summary of Parameters for LED MIMO
Parameters Details
Room size (length×width×height) 5 m×5 m×3 m
Vertical distance from LEDs to PDs 1.75 m
Number of LEDs 4
Number of PDs 64
LED semiangle φ 1
2
15◦
PD Collection Area A 1 cm2
Receiver FOV angle ϕc 15◦
operations by using a split-radix FFT in [53]. The complexity reduction can be very
considerable, e.g., in the example of Section 4 where Nr = 64 and L= 256, the complexity
of the conventional ELM is 3.2 times of the one with circulant input weight matrix, while
the performance of the latter is almost the same as the conventional one.
3.4 Results
The parameters used to generate the MIMO channels are summarized in Table. 3.1, where
the parameters of LEDs and PDs are chosen based on a practical LOS LED communica-
tion system [21]. We consider a 5.0 m× 5.0 m× 3.0 m room, where the LEDs are placed
at a height of 2.50 m and oriented straight downwards from the ceiling. The PDs are
located at a height of 0.75 m and oriented upwards straight to the ceiling. The LEDs are
aligned quadratically in a 2 × 2 array with the spacing of 0.75 m, which is centered in
the middle of the ceiling. A 8 × 8 PD array is deployed with the spacing of 0.2 m on the
x-axis and y-axis. Note that if an LED and a PD are not in each other’s FOV, the DC gain
hpq of the corresponding LOS path is 0.
We use a commercial LED (Kingbright AA3022EC-4.5SF) whose I-V curve (extracted
from the datasheet [54]) is shown in Fig. 3.3. A 5th-order polynomial is used to model
the nonlinearity, so that distorted signals can be generated to test the performance of var-
ious receivers. A 9th-order polynomial based postdistorter is employed in the competing
methods to deal with the LED nonlinearity distortion. 4-PAM (with alphabet [1.7, 1.8,
1.9, 2.0]) and 8-PAM (with alphabet [1.70, 1.75, ..., 2.05]) are used. Note that the dimen-
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Fig. 3.3. I-V response of a commercial LED (Kingbright AA3022EC-4.5SF) [54].
sion of the input to the ELM is 64, and the number of hidden nodes is selected to be 256.
Sigmoid activation function is used for the hidden nodes. Fig. 3.4 and Fig. 3.5 show the
symbol error rate (SER) performance of various receivers, where 4-PAM and 8-PAM are
used, respectively. The length of the training sequence is 2000. The signal-to-noise ratio
(SNR) is defined as the ratio of the average power of the received electrical signal at the
PDs to the power of noise. For comparison, we also show the performance of the LMMSE
(linear minimum mean square error) and ZF (zero forcing) receivers which simply ignore
the nonlinearity of the LEDs, and the performance of the receivers with LMMSE and ZF
(to deal with cross-LED interference) followed by a polynomial based postdistorter [23]
(to deal with LED nonlinearity). We note that the LMMSE and ZF receivers are designed
with the exact knowledge of channel matrix H because it is unknown how to estimate H
without knowing the LED nonlinearity, or vice versa. It can be seen that the LMMSE and
ZF receivers simply do not work properly due to the nonlinearity distortion. In contrast,
the two ELM based receivers work much better than the receivers with LMMSE and ZF
followed by the postdistorter, which indicates that the ELM based receivers can more ef-
ficiently handle the cross-LED interference and LED nonlinearity. It can be seen that the
proposed receiver can achieve a significant performance gain in SER, e.g., 4 dB for the
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ELM with circulant weight matrix
Conventional ELM
Fig. 3.4. SER performance of various receivers where 4-PAM is employed.
case of 4-PAM (Fig. 3.4) and 6 dB for the case of 8-PAM (Fig. 3.5). In addition, we can
see that the ELM receiver with circulant input weight matrix delivers almost the same
performance as the one based on the conventional ELM, but with much lower complexity
(the complexity of the latter is 3.2 times of that of the former).
Fig. 3.6 shows the SER performance of various receivers, where different PAM signals
(i.e., 2-PAM, 4-PAM, 8-PAM and 16-PAM) are employed. It can be clearly observed that,
the higher the order of the modulation is, the more performance gain the ELM receivers
can achieve. This is because the higher the order of the modulation is, the severer the
nonlinear distortion that the transmitted signal suffers from is.
Fig. 3.7 and Fig. 3.8 show the SER performance of various receivers with different
training lengths, where 4-PAM and 8-PAM are used, respectively. The proposed receiver
and the receivers with LMMSE and ZF followed by a polynomial based postdistorter are
simulated with training lengths 1000 and 2000. It can be seen that with the increase of
training length, the performance of the receivers becomes better and the proposed receiver
always outperforms the conventional receivers, which again demonstrates the advantage
of the proposed receivers.
Figure 3.9 shows the constellation diagrams of 4-PAM with SNR of 26 dB for four
receivers. In Fig. 3.9(c) and Fig. 3.9(d) for the ELM based receivers, we can clearly
see the 4 clusters which correspond to the 4 constellation points (1.7, 1.8, 1.9 and 2.0).
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ELM with circulant weight matrix
Conventional ELM
Fig. 3.5. SER performance of various receivers where 8-PAM is employed.
However, the constellation diagrams are not well separated in Fig. 3.9(a) and Fig. 3.9(b)
for the receivers with ZF and LMMSE followed by the postdistorter.
3.5 Conclusion
In this work, we have proposed ELM based receivers to deal with the LED nonlinear-
ity and cross-LED interference in LED MIMO communications. In particular, circulant
input weight matrix has been proposed for the ELM based receiver, which leads to low
complexity implementation with the FFTs. It has been demonstrated that, the ELM based
receivers can handle the LED nonlinearity and cross-LED interference much more ef-
fectively compared to the conventional techniques, and the ELM receiver with circulant
input weight matrix delivers almost the same performance as the receiver based on the
conventional ELM, but with much lower complexity.
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Fig. 3.6. SER performance of various receivers where different PAM signals are em-
ployed.























Fig. 3.7. SER performance of various receivers with different training lengths where
4-PAM is employed.
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Fig. 3.8. SER performance of various receivers with different training lengths where
8-PAM is employed.
Fig. 3.9. Constellation diagrams of 4-PAM with SNR of 26 dB for four receivers. (a)
and (b) show the constellation diagrams of the receivers with ZF and LMMSE followed
by a polynomial based postdistorter. (c) and (d) show the constellation diagrams of the
two ELM-based receivers.
Chapter 4
ELM Based Non-Iterative and Iterative
receivers
4.1 Introduction
In this chapter, we investigate the use of neural networks to jointly mitigate LED nonlin-
earity and memory effects due to LED and VLC channel. In particular, we choose the
ELM because of its fast learning speed and simplicity (back-propagation is not required).
We first propose an ELM based non-iterative receiver. Then, we consider iterative non-
linearity mitigation and decoding in a coded LED communication system. We design
iterative receivers, which consists of an ELM based soft-in soft-out (SISO) post-distorter
and a SISO decoder. The SISO post-distorter and the decoder work in an iterative manner
by exchanging log-likelihood ratios (LLRs) of coded bits. The ELM based post-distorter
computes the extrinsic LLRs of coded bits based on the feedback from the SISO decoder
and observations where ELM is used to handle both LED nonlinearity and memory ef-
fects. The ELM in the post-distorter can be trained with training sequence. To improve
the transmission efficiency by reducing the training overhead, we further investigate a
data-aided ELM based post-distorter, where both training sequence and data are utilized
to train the ELM. We show that the training overhead can be significantly reduced in the
data-aided ELM based scheme. It is shown that compared with the conventional poly-
39
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nomial based techniques, ELM is much more effective to combat the LED nonlinearity,
which is demonstrated in Section V. It is noted that this work can be extended to RF
communications, e.g., to handle the nonlinearity of power amplifiers.
The rest of this chapter is organized as follows. Section 4.2 elaborates the signal model
and details the design of ELM based non-iterative and iterative receivers for LED nonlin-
earity mitigation and decoding. In Section 4.3, a data-aided ELM based iterative receiver
is designed and discussed. In Section 4.4, experimental results are provided to verify the
effectiveness of the proposed receivers. Conclusions are drawn in Section 4.5.
4.2 ELM-Based Non-iterative and Iterative Receiver De-
sign
4.2.1 Signal Model
We consider a single-carrier coded LED communication system with PAM, which is
shown in Fig. 4.1 for a system with a non-iterative receiver and Fig. 4.2 with an iterative
receiver. At the transmitter side, the information bits are first encoded into a code se-
quence (and permuted by an interleaver in an iterative LED system as shown in Fig. 4.2).
The encoded (or interleaved) code sequence c is split into a number of length-P sub-
sequences {cn = [cn,1,cn,2, . . . ,cn,P]}, and each subsequence cn is mapped to a symbol
xn ∈D with a mapping rule (e.g., Gray mapping), where D = {αi, i = 1,2, . . . ,2P} denotes
a 2P-ary PAM symbol alphabet. Symbol xn is used to modulate the LED light intensity
for transmission. As a result of the LED nonlinearity and memory effect, the transmitted
signal is expressed as
yn = f (xn,xn−1, . . . ,xn−M), (4.1)
where f (.) represents the LED nonlinear distortion with memory effect and M is the
memory length. The memory polynomial model is widely used in the literature, and in











Fig. 4.1. Block diagram of a coded LED communication system with an ELM based
non-iterative receiver.









where K is the order of the memory polynomial, and {ak,m} are the coefficients of the
polynomial. It is noted that the memory effect of VLC channel, which causes inter-symbol
interference (ISI), can be absorbed into the memory polynomial model. The signal is cap-
tured by the PD and converted to an electrical signal. We assume a unit PD responsivity
for simplicity, and the received signal can be represented as
rn = yn +wn, (4.3)
where wn is AWGN with zero mean and variance σ2.
4.2.2 ELM Based Non-iterative Receiver
We first introduce the conventional polynomial based non-iterative receiver. For an LED
system with nonlinearity and memory effects, memory polynomial based post-distorter
has been investigated [23]. With the received signal {yn} as input, the output of the post-










n−m, n = 1, . . . ,N, (4.4)














Fig. 4.2. Block diagram of iterative nonlinearity mitigation and decoding, where Π and
Π−1 denote an interleaver and the corresponding deinterleaver, respectively.
where K̃ is the order of the memory polynomial used in the post-distorter, M̃ is the mem-
ory length, and {a∗k,m} are the coefficients of the polynomial. We can rewrite (4.4) in a
vector form as





2,0, . . . ,a
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By minimizing the cost function ∑Nn=1
∥∥xn− rT a∗∥∥2, the LS solution to the coefficient
vector a∗ can be calculated as [23],








is the training sequence, and
R = [rT1 ,r
T




is constructed based on the received sequence {r′n}. The coefficient vector a∗ can also be
calculated recursively by using the recursive least squares (RLS) [23].
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It has been shown that the matrix inverse in (4.8) suffers from numerical instability as
RT R is usually an ill-conditioned matrix [14]. It is also noted that to enable the polyno-
mial based post-distorter to have a high capability of LED nonlinearity compensation, a
high order polynomial is required. However, a higher order polynomial can more easily
lead to ill condition of the matrix RT R. This can result in significant performance degrada-
tion [15, 55]. Regularization techniques [56] can be used to alleviate the problem, which
however still cannot be acceptable as shown in Section V of the paper. In this work, we
first propose an ELM based non-iterative receiver for the mitigation of LED nonlinearity
and memory effects. The system diagram is shown in Fig. 4.1, where ELM works as a
post-distorter to compensate the LED nonlinearity and memory effects. Here, we use a








which is obtained by windowing the received signal sequence, and the expected output
of ELM is a single symbol x′n in training. This is shown in Fig. 4.3, where the input and
output dimensions of ELM are M + 1 and 1, respectively. Once the ELM post-distorter
is trained using (2.14) and the trained output weights β ∗ = [β ∗1 ,β
∗














i rn +bi), n = 1, . . . ,N, (4.11)
where rn = [rn,rn−1, . . . ,rn−M]T .
Algorithm 1 Implementation of ELM based non-iterative receiver.
Input Trained ELM and received signal {rn}
Procedure
1) Construct rn = [rn,rn−1, ...,rn−M] with the sliding window approach
2) Calculate x̂n based on rn
3) Demap based on x̂n
Output Hard decisions on information bits using Viterbi algorithm
It turns out that ELM based post-distorter is much more powerful than the conven-
tional memory polynomial based post-distorter in dealing with LED nonlinearity [57].
The computation of the memory polynomial coefficients can easily suffer from numerical
instability even for moderate order of the memory polynomial, which can severely impact
the performance of memory polynomial based post-distorter. In contrast, the ELM based
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Algorithm 2 Implementation of non-data-aided ELM based iterative receiver.
Input Trained ELM and received signal {rn}
Iteration
1) Use the trained ELM to estimate a(αi), in and V
2) Compute p(rn|xn)
3) Compute p(xn = αi|r) and then LLRp(cn,p) and LLRe(cn,p)
4) Input LLRe(cn,p) to the decoder after deinterleaving
5) Decode and interleave
6) Update p(xn) and x̂n to be used in next iteration
Output Hard decisions on information bits based on their LLRs in the last iteration
post-distorter works very well as demonstrated in Section 4.4. The implementation of
ELM based non-iterative receiver is summarized in Table 1.
4.2.3 ELM Based Iterative Receiver
It is well known that iterative receivers are powerful to combat ISI in wireless communi-
cations [58–61]. Inspired by this, we also propose an ELM based iterative receiver for the
mitigation of LED nonlinearity and memory effects. The implementation of the ELM
based iterative receiver is summarized in Table 2. The iterative receiver is shown in the
lower part of Fig. 4.2, which is composed of a SISO post-distorter and a SISO decoder,
and they work in an iterative manner by exchanging the extrinsic LLRs of coded bits. The
SISO post-distorter calculates the extrinsic LLRs for each coded bit with the extrinsic
LLRs from the decoder as the a priori information. Then, with the extrinsic LLRs from
the post-distorter, the decoder refines the LLRs with the code constraints. In this work,
standard SISO decoding algorithms (e.g., the BCJR algorithm for convolutional codes)
are employed and we focus on the design of the SISO post-distorter. The aim of the






∑αi∈D0p p(xn = αi|r)
∑αi∈D1p p(xn = αi|r)
, (4.13)
where D0p and D
1
p denote the subsets of all αi ∈ D whose label in position p has the value
of 0 and 1, respectively. r = [r1,r2, . . . ,rN ] is the received signal vector. According to the










Fig. 4.3. Training of ELM based non-iterative post-distorter where ELM has a single
output.
turbo principle [60], extrinsic LLR for each coded bit is passed to the decoder, which can
be expressed as
LLRe(cn,p) = LLRp(cn,p)−LLRa(cn,p), (4.14)
where LLRa(cn,p) is the a priori LLR from the decoder in the previous iteration.
It can be found from (4.13) that the key point of the post-distorter is to compute the
a posteriori probability of each transmitted symbol p(xn = αi|r). Based on the Bayes’
theorem, we have
p(xn = αi|r) ∝ p(r|xn)p(xn), (4.15)
where p(xn) is the a priori probability of symbol xn, and it can be computed based on the
feedback from the decoder, i.e.,




p(cn, j = Ωi, j), (4.16)
where each αi corresponds to a binary vector Ωi = [Ωi,1,Ωi,2, . . . ,Ωi,L]. Next, we need to
compute the likelihood p(r|xn) for each xn.
Ideally, the whole received signal {rn} should be taken into account to compute p(r|xn)
because they all have contributions to it due to the memory effect of the LED and chan-
nel. This will lead to high computational complexity. However, given that the mem-
ory length M is finite, [xn−M,xn−M+1, . . . ,xn−1,xn+1, . . . ,xn+M−1,xn+M] have direct im-
pact on xn through the memory effect, which corresponds to the received signal se-
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quence rn = [rn,rn+1, . . . ,rn+M]T . Hence, we use a sliding window approach to com-
puting p(rn|xn) instead of p(r|xn). Define wn = [wn,wn+1, . . . ,wn+M]T . Based on (4.2)

















































where 0 < q < M, a(xn) is the useful signal related to xn, and in is the interference with
respect to xn.
We approximate the interference in to be Gaussian with mean vector in and covariance









m = a(αi)+ in, (4.19)
and V is the covariance matrix of interference in plus noise wn in (4.3), i.e.,
V =V in +σ
2I . (4.20)
To obtain the likelihood in (4.18), we need to compute a(αi), in and V . It can be seen
that all of them depend on the LED nonlinearity, i.e., the memory polynomial coefficients
{ak,m}. In [62], the iterative receiver is designed with the perfect knowledge of LED
nonlinearity and memory effects, i.e., assuming that the memory polynomial coefficients
{ak,m} are perfectly known. However, they are usually unknown in practice. A possible
solution is to first estimate the polynomial coefficients {ak,m} in (4.2) and then calculate


















Fig. 4.4. ELM training to model the LED nonlinearity and memory effects.
a(αi), in and V . However, it can be difficult since the estimation of memory polynomial
coefficients involves the inversion of a correlation matrix with ill condition, which can
easily lead to numerical instabilities especially for high order or even moderate order
polynomials [29, 55]. In addition, it can also be difficult to determine the polynomial
order and memory length to properly model the LED nonlinearity and memory effects.
In this work, we use ELM to efficiently model the LED nonlinearity. The ELM is
trained with a training sequence, and then a(αi), in and V can be estimated based on the
trained ELM, which are detailed in the following.
ELM training
As we are using sliding window approach, given an input vector xn = [xn−M, . . . ,xn−1,xn,
xn+1, . . . ,xn+M]T , we use ELM to predict the corresponding output of the LED rn =
[rn,rn+1, . . . ,rn+M]T . Therefore, the dimensions of ELM input and output are 2M + 1
and M+1, respectively, as shown in Fig. 4.4. We can use the training sequence {x′n} and
the corresponding received signals {r′n} to train the ELM, and the output weights β
∗ can
be obtained based on (6.10). The trained ELM models the LED nonlinearity and memory
effects, i.e., with the input vector xn = [xn−M, . . . ,xn−1,xn,xn+1, . . . ,xn+M]T , the output
of the ELM is approximately a(xn)+ in, where a(xn) and in are defined in (4.17). This
enables us to estimate a(αi), in and V to evaluate the likelihood p(rn|xn) in (4.18), which
is detailed in the following.
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Estimate a(αi) based on the trained ELM
Note that the input of the trained ELM is a vector xn, and the interference in is determined
by {x j, j 6= n}. Then a(αi) can be estimated by setting xn = αi and x j = 0, j 6= n. Hence,
with a special input vector xn = [0, . . . ,0,αi,0, . . . ,0]T , the output of the ELM can be used
as an estimate of a(αi), which is illustrated in Fig. 4.5a.
Estimate in based on the trained ELM
We model the interference in as
in = în +win, (4.21)
where în is an estimate of in, and win denotes a zero mean noise. Hence, īn = în. Next,
we use the trained ELM to find the estimate of in. As we know the interference in is
determined by x j, j 6= n in the vector xn, in order to get în, we need the estimate of x j, j 6= n,
which is denoted by x̂ j. As we know in a turbo system, x̂ j can be calculated based on the





αi p(x j = αi), (4.22)
where p(x j = αi) can be calculated based on extrinsic LLR obtained at each iteration.
Therefore, în can be obtained based on the trained ELM with a special input xn = [x̂n−M, · · · ,
x̂n−1,0, x̂n+1, · · · , x̂n+M]T , where we set xn = 0. This is shown in Fig. 4.5b.
Estimate V based on the trained ELM
Recall that V defined in (16) is the covariance matrix of interference in plus noise wn. It







(rn−a(xn)− in)(rn−a(xn)− in)T . (4.23)
However a(xn) is unavailable, because xn is unknown. We note that the estimate of xn,
i.e., x̂n, can be calculated from the feedback from the decoder, so a practical estimator for










































(c) Estimate a(xn) based on the trained ELM.
Fig. 4.5. Input and output of trained ELM for estimating the required variables in (4.18).
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Algorithm 3 Implementation of data-aided ELM based iterative receiver.
Input Training sequence {x′n} and the corresponding received signal {r′n}; the re-
ceived signal {rn}
Iteration
1) If it is the 1st iteration
Train ELM with the training sequence {x′n} and the corresponding received
signal {r′n}
Else
Train ELM with the training set {{x′n},{x̂n}} and the corresponding re-
ceived signal {{r′n},{r̂n}}
2) Use the trained ELM to estimate a(αi), in and V
3) Compute p(rn|xn)
4) Compute p(xn = αi|r) and then LLRp(cn,p) and LLRe(cn,p)
5) Input LLRe(cn,p) to the decoder after deinterleaving
6) Decode and interleave
7) Update p(xn) and x̂n to be used in next iteration








(rn−a(x̂n)− in)(rn−a(x̂n)− in)T . (4.24)
In addition, to reduce the complexity in computing (4.18), we further approximate V̂
as a diagonal matrix by ignoring its off-diagonal elements. Hence, the matrix inverse
V̂
−1
is trivial and the evaluation of (4.18) actually only involves scalar operations, thus
leading to low complexity. Noting that īn is already obtained in the above, we only need
to calculate a(x̂n). This can be easily achieved by using the trained ELM with the input
vector xn = [0, . . . ,0, x̂n,0, . . . ,0]T , which is illustrated in Fig. 4.5c.
4.3 Data-aided ELM Based Iterative Receiver
We need sufficient training samples to train the ELM so that it can accurately model the
LED nonlinearity and memory effects. By taking advantage of the iterative receiver, the
estimated data based on the feedback from the decoder can be exploited as virtual train-
ing sequence for ELM training, i.e., ELM can be trained with both training sequence and
data. This can significantly reduce the length of training sequence, thereby improving
transmission efficiency. Different from Section 4.2.3, where only the training sequence
(it is exactly known) is used, we have to consider the uncertainty of the virtual training
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Fig. 4.6. I-V response of a commercial LED (Kingbright blue T-1 3/4 (5mm) LED) [64].
sequence because they are estimated and refined through the iterative process at the re-
ceiver. In this case, the estimation of ELM output weight β is based on the following
model,
(H t +∆H)︸ ︷︷ ︸
H
β = Rt +∆R︸ ︷︷ ︸
R
, (4.25)
where ∆H accounts for the hidden perturbation matrix due to the uncertainty of the virtual
training sequence, ∆R denotes unknown error between the observed signal R and the true
signal Rt . The total least squares (TLS) can be used for fitting such a model to data
that minimizes errors in both the transmitted sequence and observed sequence [65]. The
problem is now to find the smallest perturbations [∆H ∆R] to the measured signals that
satisfy the model in (4.25), i.e.,
minβ ‖[∆H ∆R]‖
2 , such that (H t +∆H)β = Rt +∆R. (4.26)
Singular value decomposition (SVD) can be used to find the unique solution to the TLS
problem in (4.26) [65, 66]. Take the SVD of the matrix [H R], i.e.,
[H R] =U ΣΘT . (4.27)
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Define the partitioning of matrix Θ as
Θ =
 [θ 11]L×L [θ 12]L×(M+1)
[θ 21](M+1)×L [θ 22](M+1)×(M+1)
 . (4.28)




∗ =−θ 12θ−122 . (4.29)
Note that the proposed data-aided ELM based iterative receiver consists of two phases:
an initialization phase and a data-aided phase. In the initialization phase, the proposed
non-data aided receiver in the Subsection 4.2.3 is used to estimate the nonlinearity merely
using the training sequence due to the lack of feedback from the decoder. Following the
initialization phase, the data-aided training phase commences and both the training se-
quence and the estimate of the data sequence calculated based on the feedback from the
decoder are used to re-train the ELM to improve the modelling accuracy for the LED non-
linearity and memory effects. The implementation of the data-aided ELM based iterative
receiver is summarized in Table 3
4.4 Experimental Results and Complexity Comparison
4.4.1 Experimental Results
In this section, we present experimental results to demonstrate the effectiveness of the
proposed non-iterative and iterative ELM based receivers in handling LED nonlinearity
and memory effects. A state-64 convolutional code with generator [171,133]8 is used
for the coding scheme, which is a non-recursive and non-systematic code. The a pos-
teriori probability (APP) decoder is implemented using the Bahl-Cocke-Jelinek-Raviv
(BCJR) algorithm [67]. A high order modulation 8-PAM is used. We consider a com-
mercial LED (Kingbright blue T-1 3/4 (5mm) LED) whose I-V curve (extracted from the
datasheet [64]) is shown in Fig 4.6. The Hammerstein model is employed to include both
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Fig. 4.7. BER performance of non-iterative receivers.
LED nonlinearity and memory effects in the simulations [68] (Noting that other models
can also be used to generate the distorted signal). The Hammerstein model is composed















where ρ1 = 0.15 and ρ2 = 0.05. AWGN is added at the receiver side. The signal-to-noise
ratio (SNR) is defined as E(r2n)/σ
2
n , where σ
2
n is the variance of the noise. We use sine as
the activation function in the hidden layer for ELM and its input weights and biases are
randomly distributed from the interval [−1,1].
We first examine the performance of non-iterative receivers in Section 4.2.2 with a
training length of 800. The conventional RLS based post-distorter [23] is implemented
with the order K̃ = 10 and the memory length M̃ = 4. The numerical problem of the
LS postdistorter can be alleviated through regularization, e.g., by diagonal loading [56].
The performance of the regularized LS postdistorter is also examined, where the diagonal
loading factor is tuned manually in an attempt to obtain its best performance. The ELM
has 100 hidden nodes in the ELM based non-iterative receiver. The BER performance is
shown in Fig. 4.7. We can see that the RLS based post-distorter simply does not work.
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ELM based Iterative Receiver (Seq. Length 800)
ELM based Iterative Receiver (Seq. length 1200)
Bound
Fig. 4.8. BER performance of various receivers, where 8-PAM is employed.





















ELM based Iterative Receiver (Seq. Length 1000)
ELM based Iterative Receiver (Seq. Length 2000)
Bound
Fig. 4.9. BER performance of various receivers, where 16-PAM is employed.
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From the performance of the regularized LS postdistorter, we can see that regularization
can improve the performance considerably, but we can still observe a clear saturation,
indicating that the conventional polynomial based techniques have limited capability of
handling the LED nonlinearity. In contrast, the non-iterative ELM based receiver works
very well. The conventional polynomial based method can easily suffer from numeri-
cal instability, thereby leading to poor performance. However, the neural network-based
method does not have such issue. From Fig. 4.7, we can see that neural network-based
method is much more effective in combating the nonlinearity.
Figure 4.8 shows the BER performance of the LED system with various receivers,
where 8-PAM is employed. The performance of the iterative receiver with the perfect
knowledge of the nonlinearity and memory, is also included as a performance bound.
The training sequence length is 800 except the ‘ELM based Iterative Receiver (Seq.
Length 1200)’ (which is detailed later). As shown in the Fig. 4.8, the RLS based post-
distorter [23] does not work properly. Fig. 4.8 also shows the performance of the receiver
which employs the frequency domain equalization (FDE) to compensate the memory ef-
fect and the conventional polynomial inverse technique to mitigate the nonlinear distortion
of LED (denoted by ‘FDE+InvPoly’) [11]. It is worth noting that the “FDE+InvPoly” re-
ceiver is a two-stage receiver, which deals with the memory effect and nonlinear effect
separately, i.e., firstly, FDE is used to mitigate the memory effects, where the knowledge
of the channel is required, and then the inverse polynomial technique is used to mitigate
the nonlinear effect. However, it is difficult to estimate the memory effects under the LED
nonlinearity and there are no existing methods in the literature. In this chapter, to facili-
tate the comparisons, we assume that the perfect knowledge of memory and nonlinearity
of LED are available to the “FDE+InvPoly” receiver. It can be seen from Fig. 4.8 that
the proposed non-data-aided ELM based iterative receiver (with 150 hidden nodes) deliv-
ers much better performance. Fig. 4.9 shows the BER performance of various receivers,
where 16-PAM is employed and the training length is 1000 except the ‘ELM based It-
erative Receiver (Seq. Length 2000). It can be observed that the proposed ELM based
iterative receiver still delivers significant performance gain compared to the conventional
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Fig. 4.10. Performance of the proposed non-data aided ELM based iterative receiver
with different iterations.
receivers. Fig. 4.10 shows the BER performance of the proposed non-data-aided ELM
based iterative receiver with different iterations, which demonstrates that the converge of
the iterative receiver is fast, i.e., only 4-5 iterations are needed.
To demonstrate that the capability of the proposed ELM based iterative receiver can be
significantly improved with longer training sequence and more hidden nodes, we increase
the number of hidden nodes to 300 and the length of the training sequence is increased
to 1200. Its performance is also shown in Fig. 4.8, where it is denoted by ‘ELM based
Iterative Receiver (Seq. Length 1200)’. We can see that the performance of the proposed
receiver is improved further and it can approach the performance bound closely at rela-
tively high SNRs. However, it requires high training overhead. This can be overcome
by using the proposed data-aided scheme where both training sequence and data are em-
ployed to train the ELM. Fig. 4.11 shows the BER performance of both non-data-aided
ELM based iterative receivers and data-aided ones with different training lengths. It can
be observed that the data-aided ELM receiver with 400 training symbols and 400 data
symbols outperforms the non-data-aided ELM receiver with only 400 training symbols,
significantly. We can also see that the performance of the data aided receiver with 400
training and 400 data symbols can approach that of the non-data-aided ELM receiver with
CHAPTER 4. ELM BASED NON-ITERATIVE AND ITERATIVE RECEIVERS 57


















Training 400, Data 400
Training 800
Fig. 4.11. Performance comparisons of the non-data-aided and data-aided ELM based
iterative receivers.
800 training symbols at relatively high SNRs, i.e., training overhead is reduced by half in
the data-aided ELM receiver.
4.4.2 Complexity Comparison
With N training symbols, the conventional RLS based receiver requires O(NC2) opera-
tions (only multiplication operations are considered for complexity comparison) to deter-
mine the coefficients of the polynomial, where C = K̃(M̃ + 1). For the regularized LS
based receiver, it requires O(NC2 +C3) operations as a matrix inversion operation is in-
volved. The proposed non-iterative ELM based receiver and iterative ELM based receiver
have a complexity of O(L2N). As discussed in the last section, the receiver with FDE
and inverse polynomial technique is a two-stage receiver and we assume that the perfect
knowledge of memory and nonlinearity of LED are available to the “FDE+InvPoly” re-
ceiver, hence the training (estimating nonlinear and memory effects) complexity is not
given. In contrast, our proposed ELM based receivers deal with the LED nonlinearity
and memory effects simultaneously, i.e., it is a single stage receiver, and the receivers can
be trained easily. Although the training complexity of proposed ELM based receivers is
moderately higher than that of the conventional methods (RLS and regularized LS), the
CHAPTER 4. ELM BASED NON-ITERATIVE AND ITERATIVE RECEIVERS 58
proposed receivers provide remarkable performance gain compared to the conventional
receivers (shown in Fig. 4.7 and Fig. 4.8) and the proposed data-aided ELM based receiver
exploits data as virtual training sequence, which reduces the training overhead consider-
ably (shown in Fig. 4.11). We can see that, in many cases, the conventional techniques
perform badly or even simply does not work, but the proposed ELM based receivers still
work well.
Assuming that the receivers are trained, and we analyse their complexity in estimating
data. To obtain the estimate x̂n, the RLS based receiver and regularized LS based receiver
require O(M̃K̃2) operations. For the receiver with “FDE+InvPoly”, it requires O(K̃2)+
O(logB) operations where B is the block length for the fast Fourier transform operations.
The ELM based non-iterative receiver has a complexity of O(LM). The proposed ELM
based non-iterative receiver may require a moderately higher (depends on the values of
K̃2 and L) complexity than the RLS and regularized LS based receivers, but it brings about
significant performance improvement as shown in Fig. 4.8. Compared to the non-iterative
receivers, iterative receivers require a higher complexity due to the iterative process, but
the iterative process can lead to huge performance gain as shown in Fig. 4.8 and Fig. 4.9.
4.5 Conclusions
In this chapter, we have proposed novel ELM based non-iterative and iterative receivers
to jointly handle LED nonlinearity and memory effects. It is shown that the ELM based
non-iterative receiver outperforms the conventional receivers significantly, i.e., neural net-
works are much more efficient in dealing with LED nonlinearity compared to the conven-
tional polynomial techniques. For the iterative case, we have designed non-data aided and
data-aided receivers by taking advantage of the iterative process in an iterative receiver,
where data can serve as a virtual training sequence. It has been shown that a huge per-
formance gain can be achieved by iterative receivers compared to non-iterative receivers,
and the data-aided receiver can reduce considerable training overhead compared to the






LED nonlinearity may also change over time due to temperature drifting [34] as the LED
voltage-current (V-I) conversion is dependent on temperature. The experimental measure-
ments in [12] demonstrate that the driving voltage decreases with the increase of ambient
temperature when the forward current is constant. The nonlinearity of current-optical
power (I-O) conversion is also affected by temperature. It has been experimentally ob-
served that when the junction temperature of LED increases, the optical power increases
more slowly with the forward current and tends to saturate at a lower illumination level
[13]. In addition, different illumination levels cause changes in temperature, which in
turn contribute to the variations of LED nonlinearity. Moreover, ISI due to the multipath
dispersion in high speed LED communications cannot be neglected [69]. The mobility
of users in LED communications can lead to time-varying ISI channels. The combined
time-varying effects of LED nonlinearity and ISI warrant the design of an adaptive re-
ceiver, which is the focus of this work.
Various techniques to mitigate the LED nonlinearity have been developed in the liter-
ature, which can be divided into two categories, i.e., pre-distortion at the transmitter and
59
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post-distortion at the receiver. Several pre-distortion techniques, such as adaptive nor-
malized least mean squares (NLMS), indirect learning architecture (ILA) and Chebyshev
polynomial were proposed [30, 31, 70], which employ the feedback from the output of
LED or the receiver in order to compensate the time-varying nonlinearity. A Volterra
decision feedback equalizer (DFE) was proposed to jointly combat the nonlinearity and
memory effects in [24] and [71]. However, Volterra series based techniques can be com-
putationally intensive as it involves a large number of series coefficients to be determined.
As a simplified Volterra series, memory polynomial based adaptive post-distorter was
developed in [23] to combat the LED nonlinearity and memory effect, but it did not con-
sider the dynamic LED nonlinearity. These adaptive post-distortion techniques are based
on RLS, which are sensitive to the choice of filter order. Moreover, these polynomial
based distorters can suffer from severe numerical instability in determining the polyno-
mial coefficients, thereby resulting in system performance degradation [29, 32, 55].
Inspired by the universal approximation of neural networks, we propose to use adap-
tive neural network techniques to combat the time-varying LED nonlinearity and memory
effects. In particular, the ELM is considered, as ELM learning is a simple LS problem,
which is crucial to achieving fast adaptability and low-cost implementation. ELM has
been used for the mitigation of nonlinearity and memory effects effectively in a batch
learning way [72]. On the other hand, OS-ELM has been proposed with the assumption
that training samples arrive one-by-one or chunk-by-chunk [42]. However. both ELM
and OS-ELM assume a static system, which cannot be used to handle the time-varying
nonlinearity and memory effects. Adaptive ELM based receivers need to be developed to
address this issue. An adaptive OS-ELM (termed as λDFFOS-ELM) with a variable for-
getting factor was proposed, which incorporates the directional forgetting factor method
to deal with time-varying systems [73]. In addition, a low-complexity adaptive method
based on OS-ELM (LAFF-OS-ELM) with an adaptive forgetting factor was proposed in
[46]. Both adaptive methods minimize the prediction error and use it to adjust the forget-
ting factor. However, these adaptive ELMs are more suitable for the direct compensation
of the nonlinearity and memory effects at the receiver, which, in this form, cannot be
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incorporated to a powerful turbo (iterative) receiver. They can be adapted to model and
track time-varying nonlinearity and memory effects, but they are prone to overfitting in
this case, leading to performance degradation in a turbo receiver.
In this chapter, we first propose a new adaptive ELM (AELM) with a variable forget-
ting factor, which is specifically designed to model and track a time-varying nonlinear
system (rather than compensating the nonlinearity directly). This brings two advantages.
Firstly, high tracking capability can be achieved by efficiently updating the AELM output
weights, where the risk of overfitting is minimized. Secondly, it can be easily incorporated
to the powerful turbo receiver, boosting the system performance. In this work, we design
a turbo receiver, which consists of an AELM based SISO processor and a SISO decoder.
The SISO processor and the decoder work in an iterative manner by exchanging the LLRs
of coded bits. Specifically, the AELM based processor tackles the time-varying nonlin-
earity and memory effects, and it computes the extrinsic LLRs of coded bits based on the
feedback from the SISO decoder and received signals. The results demonstrate that the
proposed AELM based receiver can more effectively tackle the time-varying LED non-
linearity and memory effects, and delivers much better performance than state-of-the-art
adaptive methods.
The rest of this chapter is organized as follows. We present the AELM in Section 5.2,
and elaborate the application of AELM to LED communications in Section 5.3. Experi-
mental results are provided in Section 5.4, followed by conclusions in Section 5.5.
5.2 Proposed AELM
5.2.1 AELM
ELM assumes that all training samples are available for batch training. OS-ELM is an
online sequential implementation of ELM with the assumption that training samples arrive
one-by-one or chunk-by-chunk. LAFF-OS-ELM and λDFFOS-ELM have the capability of
dealing with time-varying system with the aid of an adaptive forgetting factor. Motivated
by this, we propose AELM to model and track a time-varying nonlinear system. It is





Fig. 5.1. Proposed AELM for modelling and tracking a time-varying nonlinear system.
noted that the structure of AELM is the same as that of ELM, and the difference lies in
how to update the output weights.
Figure 5.1 illustrates the adaptive update of the AELM output weights. It is noted that
the AELM here is used to model and track the time-varying nonlinear system instead of
directly compensating the effect of the nonlinear system, which will enable the incorpora-
tion of the AELM to a powerful turbo receiver. The observed signal is corrupted by noise,
i.e.,
rn = yn + vn, (5.1)
where rn = [rn1,rn2, . . . ,rnQ]T , yn is the output of the time-varying nonlinear system with
respect to the input signal xn, and vn denote a noise, which is assumed to be independent
of the input signal. To model and track the time-varying system using the AELM as shown
in Fig. 5.1, we need to minimize the norm of the error vector between the observed signal
and the output of the AELM
en = rn− ŷn, (5.2)
where ŷn = B
T hn and hn = [g(ω T1 xn + b1),g(ω
T
2 xn + b2), . . . ,g(ω
T
L xn + bL)]
T . As the
system is time-varying, the older data should be gradually discarded and more recent data







where λ ∈ [0,1]. Suppose that the training samples ℵ1 = {(xn,rn)}N1n=1 arrive one by one,
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en = rn−BTn−1hn, (5.5)




[Pn−1− knhTn Pn−1], (5.7)
where kn is a vector used for updating Bn and Pn. Note that the above procedure can be
extended to the case of chunk-by-chunk update.
In the presence of the system noise vn in (5.1), it is not optimal to make the loss go
to zero. When the forgetting factor λ in (5.4) is very close to one, the AELM has fast
convergence rate but limited tracking capability. For a relatively small value of λ and
the number of output weights of the ELM is relatively large, minimizing the loss in (5.3)
directly will lead to a high risk of overfitting in learning the output weight matrix Bn
(i.e., resulting in ŷn = yn + vn). Therefore, it is needed to use a variable forgetting factor,
which can adaptively adjust the forgetting factor to offer both accurate tracking and fast
convergence. To achieve this, we follow the work in [74], where the variance of the a
posteriori error is expected to be equal to the power of noise.
Computed at time instant n− 1, the a priori error en is given by (5.5). Then, the a
posteriori error can be expressed as
ε n = rn−BTn hn. (5.8)
It is imposed that [74]
E{‖ε n‖2}= σ2v ,∀n, (5.9)
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where σ2v is the power of the noise, and E{·} denotes the expectation operation. The





where σ2q = E{q2n}, qn = hTn Pn−1hn, and σ2e = E{‖en‖2}. In practice, σq, σv and σe are















where η = 1−1/(KηL) is a weight factor. The power of the a posteriori error ε n can be





vn +(1− γ)‖en‖2, (5.13)




ξ + |σ̂en− σ̂vn|
,λmax}, (5.14)
where the small positive constant ξ prevents the division by zero, and the upper bound of
the forgetting factor λmax is very close or equal to one.
5.3 AELM Based Receiver for LED Communications
In this section, we apply the AELM to LED communications and design an AELM based
adaptive receiver. In particular, the AELM also enables the development of a powerful
turbo receiver. It will be shown in next section that, the proposed receiver can significantly
outperform the receiver with state-of-the-art techniques.













Fig. 5.2. Block diagram of a coded LED communication system with the AELM based
iterative receiver.
5.3.1 Signal Model
As LED communications are based on intensity modulation and direct detection (IM/DD),
the baseband signal is real and positive. We consider a single carrier system with pulse
amplitude modulation (PAM) and a turbo receiver, as shown in Fig. 5.2. It is noted that a
conventional non-iterative receiver is a special case of the iterative receiver without iter-
ation. At the transmitter side, information bits are first encoded and then permuted by an
interleaver. The interleaved coded bit sequence c is split into a number of subsequences
{cn = [cn,1,cn,2, . . . ,cn,P]}, and each subsequence cn is mapped to a symbol xn ∈ D with
a mapping rule (e.g., Gray mapping), where D = {αi, i = 1,2, . . . ,2P} denotes a 2P-ary
PAM symbol alphabet. Symbol xn is used to modulate the LED light intensity for trans-
mission. The LED nonlinearity can be time-varying due to temperature drifting as the V-I
conversion and I-O conversion are both affected by LED temperature changes. Moreover,
the mobility of receivers can also lead to time-varying ISI channels. The receiver needs
to deal with their combined effects. The memory polynomial is very popular in modeling










where K is the order of the memory polynomial, M is the memory length and {ak,m(n)}
are the coefficients of the polynomial at time instant n. It is worth mentioning that the time
variation of the polynomial coefficients can be due to the changes of the LED nonlinearity
or the ISI channel, or both of them. Without the loss of generality, the PD responsivity is
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assumed to be unity. Hence, the output signal from the PD can be expressed as
rn = yn + vn, (5.16)
where vn represents the noise.
5.3.2 AELM Based Receiver
It is well-known that turbo receivers are powerful in dealing with ISI in wireless commu-
nications [58–61]. Inspired by this, we design an AELM based trubo receiver to mitigate
the time-varying LED nonlinearity and memory effects in LED communications. As
shown in Fig. 5.2, the proposed turbo receiver consists of a SISO AELM based processor
and a SISO decoder. They exchange the extrinsic LLRs of coded bits in an iterative man-
ner. In this work, standard SISO decoding algorithms (e.g., the Bahl-Cocke-Jelinek-Raviv
(BCJR) algorithm for convolutional codes) are employed and we focus on the design of
the AELM based SISO processor.
With the extrinsic LLRs from the decoder in the last iteration as the a priori infor-
mation, the SISO AELM based processor computes the extrinsic LLRs, which are then






∑αi∈D0p p(xn = αi|r)
∑αi∈D1p p(xn = αi|r)
, (5.17)
where D0p and D
1
p denote the subsets of all αi ∈ D whose label in position p has the value
of 0 and 1, respectively. r = [r1,r2, . . . ,rN ] is the received signal vector. According to the
turbo principle [60], the extrinsic LLR for each coded bit is passed to the decoder, which
can be expressed as
LLRe(cn,p) = LLRp(cn,p)−LLRa(cn,p), (5.18)
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where LLRa(cn,p) is the a priori LLR from the decoder in the previous iteration.
It can be seen from (5.17) that the key task of the AELM processor is to compute the
a posteriori probability of each transmitted symbol p(xn = αi|r). Based on the Bayes’
theorem, we have
p(xn = αi|r) ∝ p(r|xn)p(xn), (5.19)
where p(xn) is the a priori probability of symbol xn, and it can be computed based on the
feedback from the decoder, i.e.,




p(cn, j = Ωi, j), (5.20)
where each αi corresponds to a binary vector Ωi = [Ωi,1,Ωi,2, . . . ,Ωi,L]. Next, we compute
the likelihood p(r|xn) for each xn.
Ideally, the whole received signals {rn} should be taken into account in computing
p(r|xn) because they all have contributions to it due to the memory effects of the LED
and ISI channel. However, this will result in heavy computational loads. Provided that
the memory length M is finite, the symbols in the vector [xn−M, . . . ,xn−1,xn+1, . . . ,xn+M]T
have a direct impact on xn through the memory effect, which corresponds to the received
signal vector rn = [rn,rn+1, . . . ,rn+M]T . Therefore, a sliding window approach can be
used to compute p(rn|xn) instead of p(r|xn). Define vn = [vn,vn+1, . . . ,vn+M]T . Based
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where 0 < q < M, a(xn) is the useful signal related to xn, and in is the interference with
respect to xn.
We approximate the interference in to be Gaussian with mean vector in and covariance









m = a(αi)+ in, (5.23)
and V is the covariance matrix of interference in plus noise vn in (5.21), i.e.,
V =V in +σ
2I , (5.24)
where σ2 is the variance of the noise. To obtain the likelihood in (5.22), we need to
compute a(αi), in and V . It can be seen that all of them depend on the nonlinearity, i.e.,
the memory polynomial coefficients {ak,m(n)}, which are unknown and time varying.
This poses a significant challenge.









Fig. 5.3. Frame structure of the system.
In this work, we use the AELM to efficiently model and track the time-varying LED
nonlinearity and memory effects. We use the frame structure in Fig. 5.3, which depicts
the placement of training symbols and data symbols. Training symbols locate at the be-
ginning of each frame, which are used to train the AELM on a frame basis. The training
sequence in the first frame that is used to initialize the AELM processor, is longer than the
subsequent ones. The training sequences in the subsequent frames are used to adjust the
AELM based processor to track the time-varying LED nonlinearity and memory effects.
The LED nonlinearity within a frame is assumed to be quasi-static. In the initialization
phase of the first frame, the output weights of the AELM are obtained with batch learning
using (6.10). In the sequential learning phase, the AELM adaptively adjusts its forgetting
factor to update its output weights with new arrived training samples. Once the output
weights are updated, the trained AELM can be used to estimate a(αi), in and V , which is
detailed in the following.
AELM training
By using the sliding window approach, the input vector to the AELM is denoted as xn =
[xn−M, . . . ,xn−1,xn,xn+1, . . . ,xn+M]T in order to predict the corresponding output of the
LED combined with ISI channel yn = [yn,yn+1, . . . ,yn+M]
T . With the training sequence
{x′n} and the corresponding received signals {r′n} in each frame, the output weight matrix
of the AELM B∗n can be learned recursively based on (5.4)-(5.7). Then the trained AELM
is used to model the LED nonlinearity and memory effects, i.e., with the input vector xn,
the AELM predicts a(xn)+ in, where a(xn) and in are defined in (5.21). This enables the
estimation of a(αi), in and V .
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Estimation of a(αi), in and V based on the trained AELM
As AELM is trained to model the nonlinearity and memory effects jointly, a(αi), in and
V can be estimated by using the trained AELM with proper inputs. Specifically, with an
input vector xn, a(xn) depends on the input signal xn, and the interference in depends on
{x j, j 6= n}. Therefore, with a special input vector xn = [0, . . . ,0,αi,0, . . . ,0]T , the output
of the trained AELM can be used as an estimate of a(αi). Next, we use the trained AELM
to find the estimate of in. As in is determined by x j, j 6= n in the vector xn, we first need
the estimate of x j, j 6= n, which is denoted by x̂ j. In a turbo system, x̂ j can be computed





αi p(x j = αi), (5.25)
where p(x j = αi) can be computed based on the extrinsic LLRs obtained at each iteration.
Hence, the estimate of in can be obtained based on the trained AELM with a special input
xn = [x̂n−M, · · · , x̂n−1,0, x̂n+1, · · · , x̂n+M]T , where we set xn = 0. Hence, the covariance







(rn−a(xn)− in)(rn−a(xn)− in)T . (5.26)
As xn is unknown, we can use the estimate x̂n computed based on the LLRs from the







(rn−a(x̂n)− in)(rn−a(x̂n)− in)T . (5.27)
In (5.27), a(x̂n) can be estimated using the trained AELM with a special input vector
xn = [0, . . . ,0, x̂n,0, . . . ,0]T . With the estimates of a(αi), in and V , the likelihood in (5.22)
can be computed, which completes the implementation of the AELM based processor.
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5.4 Experimental Results
In this section, we demonstrate the effectiveness of the AELM based turbo receiver in
handling the time-varying LED nonlinearity and memory effects. A convolutional code
with generator [37, 33] is used for the channel coding, and the a posteriori probabil-
ity (APP) decoder is implemented using the BCJR algorithm [67]. For the modulation
scheme, 8-PAM is used if it is not specified particularly. The Hammerstein model is a
special memory polynomial, which consists of a memoryless nonlinear block followed
by a linear memory block, and it is widely used in the literature to characterize the LED
nonlinearity and memory effects [23, 34]. The following empirical physical model, which
is widely employed in the literature, is used for the memoryless nonlinear block [30, 70,
71]
zn = a0 +a1(xn− IDC)+a2(xn− IDC)2, (5.28)
where IDC is the bias current of the LED, and a0, a1 and a2 are the polynomial coefficients
with their values determined by a parameter ζ (except a1), i.e.,
a0 = ζ , (5.29a)
a1 = 1, (5.29b)
and a2 =−4ζ +2. (5.29c)
The parameter ζ controls the degree of LED nonlinearity. The nonlinearity is concave
when ζ > 0.5, and convex when ζ < 0.5. Using different values of ζ , we can simulate
the dynamic characteristic of LED nonlinearity caused by temperature variation [75]. The
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Tab. 5.1. Parameters used for LED nonlinearity [75].
LED Type ξ Variation of ξ
White LED 0.582 0.025
Red LED 0.732 0.025
where M− 1 is the memory length and zn is the distorted signal due to the time varying
LED nonlinearity. The coefficients {hi} account for the memory effects of both the LED
and ISI channel.
As shown in Tab. 5.1, the parameter ζ = 0.582 is used to simulate the nonlinearity
of a commercial LED (i.e., white LED NICHIA NSPW500CS) [75], and the value of ζ
is increased by 0.025 with a step size of 0.005 over 5 consecutive frames to simulate the
dynamic nonlinearity due to the influence of LED temperature shifting [30]. A length-600
training sequence is used in the first frame for the AELM initialization, and the training
length is 250 for the subsequent frames as shown in Fig. 5.3. IDC is set to 0.5. The tap
coefficients {hi} are [1, 0.15, 0.1] as in [23]. The AELM uses 100 hidden nodes with
sigmoid as the activation function. The input weights and biases are independently drawn
from a uniform distribution over [-0.1, 0.1]. The AELM based turbo receiver uses Kα = 6,
Kγ = 3Kα , and µ = 1.5 from [74]. For the fairness of all variable forgetting factor based
methods in this chapter, the upper bound limit of the forgetting factor is λmax = 0.995.
The signal-to-noise ratio (SNR) is defined as E(y2n)/σ
2
v , where σ
2
v is the variance of the
white Gaussian noise vn in (5.16).
We first compare the proposed AELM based turbo receiver with the conventional RLS
[23] and conventional OS-ELM [42] based receivers without forgetting factor. The RLS
based post-distorter is implemented with a 9th-order polynomial with memory length
4, which is adequate to deal with the LED nonlinearity and memory effects. The BER
performance is shown in Fig. 5.4. It is observed that the receivers with the conventional
RLS and OSELM do not perform well due to the lack of the consideration of the dynamics
of nonlinearity and memory effects. In comparison, the proposed AELM based receiver
achieves excellent performance. This demonstrates the significance of the development
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Fig. 5.4. BER performance of receivers with the proposed and conventional techniques.
of the AELM in addressing the dynamic LED nonlinearity and memory effects.
In Fig. 5.5, we compare the BER performance of the AELM based receiver with var-
ious state-of-the-art adaptive techniques, including memory polynomial based VFF-RLS
[74], Volterra series based VFF-RLS, λDFFOS-ELM [73] and LAFF-OS-ELM [46]. We
use VFF-RLS to adaptively update the coefficients of Volterra series and memory polyno-
mial to model and track the time-varying LED nonlinearity and memory effects, so that
they can be incorporated to the turbo receiver in the same way as the proposed AELM.
The memory polynomial based VFF-RLS employs a 6th-order polynomial with memory
length 3. Note that, for a Volterra series, a K-th order and memory length M lead to
MK coefficients, making it impractical to use a large M or K. As in [35] and [30], we
employ a second-order Volterra series with memory length 3. The λDFFOS-ELM based
receiver is simulated with the parameters recommended in the Section 5.3 in [73] and the
LAFF-OS-ELM based receiver is simulated with a step size 10−4 and lower limit of the
adaptive forgetting factor λ− = 0.6 from [46]. Both of them are used to compensate the
time-varying nonlinearity and memory effects directly. It can be seen from Fig. 5.5 that
the VFF-RLS based iterative receiver does not perform well, which is due to the numer-
ical instability in determining the polynomial coefficients. In contrast, the AELM based
receiver achieves significantly better performance.
Figure 5.6 shows the BER performance of the receiver with three ELM based tech-
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Fig. 5.5. BER performance of receivers with the proposed adaptive technique and state-
of-the-art adaptive techniques.





















Fig. 5.6. BER performance of the turbo receiver with different ELM techniques.
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Fig. 5.7. Constellation diagrams of estimated symbols of the various receivers at SNR =
23 dB.























Fig. 5.8. BER performance of the receivers, where 16-PAM is employed.
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Fig. 5.9. BER performance of the receivers, where a red LED is employed.
niques, where all techniques are employed to model and track the time-varying nonlinear-
ity and memory effects, so that all of them can be incorporated to the iterative receiver. It
can be seen that LAFF-OS-ELM and λDFFOS-ELM tend to have high BER floors due to
the overfitting problem.
Figure 5.7 shows the constellation diagrams of the estimated symbols of the receivers
with various techniques at SNR = 23 dB. In Fig. 5.7(a) for the AELM based receiver, we
can see 8 well separated clusters corresponding to the 8 constellation points (0.1,0.2,...0.7
and 0.8). In contrast, the clusters are not well separated for the other techniques, leading
to worse BER performance in bit decision.
In the above results, 8-PAM is used for modulation. In Fig. 5.8, a higher order modula-
tion 16-PAM is used, which leads to a severer nonlinear distortion. We can see from Fig.
5.8 that the AELM based receiver again performs much better than other receivers.
In Fig. 5.9, we employ a red LED from [75] with severe nonlinearity (ζ =0.732) to
examine the performance of the receivers. It can be seen that with severer nonlinearity,
the Volterra series and memory polynomial based receivers perform the worst due to their
numerical instability. LAFF-OS-ELM and λDFFOS-ELM based receivers deliver better
performance, while the AELM based receiver still outperforms other receivers signifi-
cantly.
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5.5 Conclusions
In this Chapter, we have developed a new adaptive ELM algorithm to model and track time
varying nonlinearity. We have also investigated the use of the proposed AELM to tackle
the time-varying nonlinearity and ISI effect in LED communications, and an efficient
AELM based turbo receiver has been developed. It has been shown that the proposed
AELM based receiver can achieve huge performance gain compared to the receiver based
on the state-of-the-art adaptive methods.
Chapter 6
MIMO As an ELM
6.1 Introduction
MIMO systems, where the base station (BS) is equipped with a large number of anten-
nas, is a promising technology for 5G and future generation wireless communications
[76]. However, the requirement of a large number of RF chains leads to high power
consumption. To address this challenge, the number of RF chains may be reduced [77]
and low-resolution analog-to-digital converters (ADCs) have been considered [78], [79],
[80]. In addition to the low-resolution ADCs at the BS, hardware impairments of the
user equipment may also need to be addressed. For example, the use of cheap power
amplifiers (PAs) can lead to severe nonlinear distortions to transmitted signals [81, 82].
Previous work has shown that hardware impairments have to be handled properly to avoid
system performance degradation [78], [79], [80], [82]. Existing results consider impair-
ments on either the BS side or the user side, however they do not consider impairments
on both sides.
In this chapter, we address the hardware impairments at both the BS and the user side in
a massive MIMO system using the concept of an ELM. Although deep NNs have attracted
much attention for MIMO receiver design (such as [79, 83]), we focus on ELM (with a
single-hidden layer) due to its fast learning and adaptive capability. In particular, no
back propagation is needed and the size of training samples required is relatively small.
We consider the uplink of a massive MIMO system with low-resolution ADCs, where
78
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the transmitted signals of users suffer from PA nonlinear distortions. We show that the
massive MIMO system forms a natural ELM. Specifically, the transmit antennas of users
are regarded as the input nodes of the ELM, the massive number of antennas at the BS
serve as the hidden nodes of the ELM so that the channel matrix functions as the ELM
input weight matrix, and the low-resolution ADCs act as the activation function. We add
random biases to the received signals before the ADC and learn the output weights of
the ELM from training signals. As the ELM output weight optimization is simply an LS
problem, an adaptive receiver is designed to deal with time-varying channels. Simulation
results demonstrate the promising performance of the ELM based system in handling
hardware impairments compared to conventional techniques.
The rest of this chapter is organized as follows. In Section 6.2, the signal model for
massive MIMO with hardware impairments is presented. In Section 6.3, ELM structure
and training is briefly introduced and the new ELM based receiver is proposed, where
the massive MIMO itself is treated as part of the ELM. In Section 6.4, an ELM based
adaptive receiver is designed. In Section 6.5, simulation results are provided, followed by
conclusions in Section 6.6.
6.2 Massive MIMO with Hardware Impairments
Consider the uplink transmission of a massive MIMO system with K active users. Each
user has a single antenna and the BS is equipped with N antennas, where N can be much
larger than K. We consider two hardware impairments: PA nonlinear distortion at the
transmitter (user) side and low-resolution ADCs at the receiver (BS) side.
The PA nonlinear distortion can be characterized by the amplitude to amplitude con-







where x is the signal input to the PA, and αa, εa, εφ and βφ are parameters. The distorted


















































Fig. 6.1. Massive MIMO system forms an ELM, where the received signals are biased
before quantization.
signal due to the PA nonlinearity can be expressed as
s = f (x) = A(|x|)e j(angle(x)+Φ(|x|)), (6.2)
where angle(x) denotes the angle of the complex signal x.
The received signal at time instant m can be expressed as
y(m) = Hs(m)+n(m), (6.3)
where H is an N×K MIMO channel matrix, s(m)= f (x(m)) with x(m)= [x1(m), . . . ,xK(m)]T
being the transmitted signals of the K users at time instant m, and n(m) denotes an addi-
tive white Gaussian noise vector. Conventionally the receiver signal is quantized directly,
however in this work, a random bias is added to the received signal, which is then quan-
tized, i.e.,
r(m) = Q(Re{y(m)}+bRe)+ jQ(Im{y(m)+bIm}), (6.4)
where bRe and bIm represent the biases for the real part and imaginary part of y(m),
respectively, and Q(·) denotes an element-wise quantization operation. For a uniform
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where c denotes the signal to be quantized, b·c is the floor function and ∆ is the quanti-
zation step size. Due to the limited number of bits used for the ADCs, the input signal c
is clipped when its amplitude exceeds a threshold. The aim of the receiver is to recover
x(m) based on r(m).
6.3 From ELM to ELM Based Massive MIMO System
6.3.1 ELM Structure and Training
The structure of an ELM with U input nodes, L hidden nodes and V output nodes is shown
in Fig. 6.1 (a). The input weights {wlu} and biases {bl} are randomly initialized and fixed
[38]. The parameters to be learned are the output weights {βvl}.
Suppose we have an input p(m) = [p1(m), p2(m), . . . , pU(m)]T , then the output of the
hidden nodes of the ELM shown in Fig. 6.1 (a) can be expressed as
z(m) = g(W p(m)+b), (6.6)
where W is the input weight matrix, whose (l,u)th element ωlu associates the uth input
node and the lth hidden node, g(·) is the activation function, and b = [b1,b2, . . . ,bL]T is
the bias vector. The vth ELM output can be expressed as
ψv(m) = z(m)T β v, (6.7)
where β v = [βv1,βv2, . . . ,βvL]
T , and βvl denotes the output weight associating the lth hid-
den node with the vth output node.
Suppose that there are M training samples {(p(m), t(m)),m = 1, . . . ,M}, where t(m) =
[t1(m), t2(m), . . . , tV (m)]T denotes the expected output. We can express (6.7) in a matrix
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form as
ψ v = Zβ v, (6.8)
with ψ v = [ψv(1),ψv(2), . . . ,ψv(M)]
T , where Z is an M×L matrix given by
Z = [z(1),z(2), . . . ,z(M)]T . (6.9)
The output weight vector β v can be trained by minimizing the cost function ‖ψ v− t v‖
2
based on the linear model (6.8), where t v = [tv(1), tv(2), . . . , tv(M)]T . The L2 regularized
LS solution is given by [40]
β v = (Z
T Z + γI)−1ZT t v, v = 1, ...,V (6.10)
where I is an identity matrix and γ is a regularization parameter.
6.3.2 Massive MIMO as an ELM
Our design is inspired by the fact that the BS is equipped with a large number of antennas
N (normally N > K), and the quantization is nonlinear. As illustrated in Fig. 6.1, by
biasing the received signals, a massive MIMO system naturally forms an ELM.
Comparing Fig. 6.1 (b) to Fig. 6.1 (a), we treat the K transmit antennas as the input
nodes of the ELM. The distorted signal s(m) = f (x(m)) is transmitted over the air, and
detected by the receive antennas at the BS. We treat the receive antennas as the hidden
nodes of the ELM, so the channel matrix H resembles the input weight matrix of the
ELM. The received signals are biased before quantization, as shown in Fig. 6.1 (b). As
the signals are complex-valued, we separate their real parts and imaginary parts. Then the
quantized signals can be represented in vector form as
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and n′(m) = [Re{n(m)T}, Im{n(m)T}]T . We treat Q(·) as the activation function, and
the only difference between (6.11) and (6.6) is the extra noise term n′(m). If we ignore
the noise term, r ′[m] resembles the hidden layer output vector of the ELM. By mimicking
ELM, the outputs of the ADCs are weighted to recover the signal x(m) at the output nodes
in Fig. 6.1 (b). Now, we can see that the transmitters, the massive MIMO channel and the
BS receiver form a complete ELM, where the input is the distorted signal s(m) and the
output is an estimate of x(m) (or more precisely estimates of Re{x(m)}, Im{x(m)} as we
separate the real and imaginary parts).
Receiver training
The ELM output weight vectors {β Rek ,β
Im
k ,k = 1,2, . . . ,K}, each pair corresponding to
a user, can be learned using training signals {sTrain(m),xTrain(m),m = 1, . . . ,M}. In the
resulting ELM, the output vector of the hidden nodes r ′(m) in (6.11) is formed by signal
transmission and low resolution ADC quantization without any additional computations,
enabling a low complexity receiver. Collecting the outputs of the ADCs, we get the hidden
node output matrix
R′ = [r ′(1),r ′(2), . . . ,r ′(M)]T . (6.13)
The values of β Rek and β
Im









′T R′+ γI)−1R′T t Imk , (6.15)
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where
t Rek = Re{[x
Train









Once the output weights for the users are learned, they can be applied to the received




T r ′(m)+ j(β Imk )
T r ′(m), (6.18)
where r ′(m) is the output of the ADCs at time instant m. A decision based on x̃k(m) is
then made, i.e.,
x̂k(m) = argminc|x̃k(m)− c|2, (6.19)
where c belongs to the symbol alphabet.
6.3.3 Comparisons with Other Receivers
Conventional ZF and MMSE receiver
Given the channel matrix H , we can use the zero-forcing (ZF) receiver whose weight for







where [·]k denotes the kth row of the matrix. If the noise power or the signal to noise
power ratio (SNR) is known, we can use the minimum mean squared error (MMSE)
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Both receivers ignore the nonlinear distortion at the transmitter side and the impact of the
low-resolution ADCs at the receiver side, resulting in very poor performance as shown
in Section V. It is noted that both receivers require the channel matrix, which needs to be
first estimated with training signals.
ZF receiver with training
The receiver is directly trained using training signals. In this case the weight of the re-
ceiver for user k can be expressed as
wZFk(Train) = (R
HR+ γI)−1RHxTraink , (6.22)
where R = [r(1),r(2), . . . ,r(M)]T is the matrix of the quantized signals (no biasing before
quantization), where γ is a regularization parameter. We can also separate the real and
imaginary parts, so that the weights can be obtained similar to (6.14) and (6.15). Then the
difference between the proposed receiver and the trained ZF receiver is that the received
signals are biased before quantization in the proposed receiver. It is interesting that the
directly trained detector performs better than the detectors with perfect H (see Section V)
because the hardware impairments are considered in the training.
ELM receiver borrowed from [84]
In [84], we proposed an ELM receiver to handle both the LED nonlinearity and cross-
LED interference in MIMO LED communications. The receiver can be readily extended
to massive MIMO, as shown in Fig. 6.2. The input to the ELM is the quantized signal
(the output of the ADCs), the number of hidden nodes is L, and the activation function is
the sigmoid function. With the training signals, the output weights of the ELM can also
be learned, and then applied for data symbol detection, similar to the proposed receiver.
It can be seen that the proposed ELM based receiver in Fig. 6.1 (b) is very different,
where the multiplication of the input weight matrix with the input vector is naturally
accomplished by signal transmission over the air, which leads to much lower complexity
of the new ELM based receiver in both training and detection. In data detection, the

























Fig. 6.2. ELM receiver borrowed from [84].
proposed ELM based receiver only needs to carry out (6.18) and (6.19). However, the
ELM receiver borrowed from [84] needs to carry out matrix-vector multiplications. In
addition, as shown in Section V, the proposed ELM based receiver results in considerably
better performance.
6.4 ELM Based Adaptive Receiver Design
ELM is attractive in that it allows fast adaptive learning as its output weights can be
easily updated. This endows ELM with the unique capability of dealing with time-varying
massive MIMO channels. By leveraging the online sequential-ELM (OSELM) [42], the
ELM based receiver can be readily extended to an adaptive setting.
The adaptive receiver consists of two learning phases, an initialization phase and a
sequential learning phase. Suppose that we have M0 training samples for initialization.
The output weights for the users can be computed using (6.14) and (6.15), which are
denoted as β Rek (0) and β
Im
k (0) for user k. Define
P(0) = (R′T R′+ γI)−1. (6.23)
In the subsequent learning phase with new training samples {(sTrain(m),xTrain(m))} ar-




λ +(r ′(m))T P(m−1)r ′(m)
, (6.24)
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Tab. 6.1. Parameters setting for massive MIMO channel
Parameters of the massive MIMO channel Value
Number of antennas N at BS 256
Number of users K 10
Carrier frequency 2GHz
Symbol duration Ts 1µs
Mean value of AOA [−0.5π ,0.5π]
Angular spread (AS) 10◦
Number of multiple rays for each user 5
ek(m) = Re{xTraink (m)}− (β
Re
k (m−1))T r ′(m), (6.25)
β
Re










where λ ∈ [0,1] is a forgetting factor to adjust the tracking capability and convergence
rate. It is note that the above sample-by-sample update can also be extended to chunk-by-
chunk update [85].
Although the adaptive receiver may require a relatively large number of training sam-
ples (still smaller compared to deep NNs) for initialization, a small number of training
samples can be sufficient for tracking. This makes the adaptive receiver very attractive in
handling time-varying massive MIMO channels, as demonstrated in Section V.
6.5 Simulation Results
Assume that the BS is equipped with a uniform linear array (ULA) of N = 256 antennas,
the number of users K = 10, and 16-QAM is used. As in [27], the parameter setting for
the PA nonlinearity is αa = 1.96, εa = 0.99, αφ = 2.53 and εφ = 2.82. Assume that 6-
bit ADCs are used. The SNR is defined as SNR = Ps/σ2n , where Ps is the power of the
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ZF with perfect H
MMSE with perfect H
Trained and regularized ZF
ELM receiver in [9]
New ELM based receiver
Fig. 6.3. SER performance of various receivers.
signal (per transmit antenna), and σ2n is the power of the noise (per receive antenna). We
employ the massive channel model in [86], [87] and [88], which considers both spatial
and temporal correlations, and assume that the ULA has a half-wavelength spacing. Table
6.1 lists the parameters used for massive MIMO channel generation. Small scale fading is
considered and the multiple rays of each user are normalized. The power angular spectrum
is modelled using a truncated Laplacian distribution. We consider the channel under a
typical mobility scenario, i.e., urban macro [88]. For the ZF receiver with training, the
weights are computed with real and imaginary parts separated. For the ELM receiver in
[84], 512 hidden nodes are used, and the input weights and the biases (also the biases of
the new ELM based receiver) are drawn independently from a uniform distribution [-0.1,
0.1].
Figure 6.3 shows the symbol error rate (SER) of the new ELM based receiver, the ELM
receiver borrowed from [84] and the ZF and MMSE receivers with perfect channel state
information and noise power (but note that it is difficult to acquire them when low resolu-
tion ADCs are used). Quasi-static channels are assumed without considering the mobility
of users, and the training length is 3000. It can be seen from Fig. 6.3 that the conventional
ZF and MMSE receivers deliver poor performance due to the lack of the mechanism to
mitigate the PA nonlinearity. The trained and regularized ZF receiver performs better than
them as the impact of nonlinearity is considered in training. In contrast, the ELM receiver
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Trained and regularized ZF 
without biasing (no quantization)
Trained and regularized ZF
with biasing (no quantization)
New ELM based receiver
(with low-resolution ADC)
Fig. 6.4. Impacts of biasing and quantization.
in [84] and the new ELM based receiver can effectively handle the hardware impairments,
and the new ELM based receiver delivers the best performance, with significantly lower
complexity compared to the ELM receiver in [84]. The difference between the trained
and regularized ZF receiver and the new ELM receiver is that the received signals are
biased before quantization in the new receiver. Their huge performance difference indi-
cates the impact of signal biasing. To further examine the impact of signal biasing and
quantization, We assume two trained and regularized ZF receivers without quantization:
one performs signal biasing but the other one does not. The results are shown in Fig. 6.4.
It is interesting to see that the trained ZF with biasing performs better than the trained ZF
without biasing. This indicates that, for a linear receiver, adding biases to the received
signals is helpful to deal with the nonlinear distortions. However, the trained ZF receiver
with biasing still performs much worse than the new ELM based receiver. This indicates
that the low resolution ADCs are helpful in dealing with the nonlinear distortion when
they are exploited as the ELM activation function. The ADCs mimic a scaled version of
typically used activation functions, e.g., tanh, due to the clipping affect.
Figure 6.5 shows the SER performance of the adaptive receiver with time-varying chan-
nels, where a mobile velocity of 100 km/h is assumed. After the initialization with 3000
training symbols, only 300 training symbols in each subsequent frame are used for re-
ceiver update. The forgetting factor λ is 0.98, and chunk-by-chunk update is used. As
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Fig. 6.5. Adaptive receiver with time-varying channels.
a benchmark, we also show the performance of the receiver, where we pretend that 3000
training symbols are available for training in each frame. We can see that the adaptive
receiver with training length 300 can achieve almost the same performance as that with
training length 3000, indicating that the training length 300 is sufficient for the receiver
to track the channel.
Note that no explicit channel estimation is needed for the new receiver and the ZF
receiver with training, which is in contrast to the conventional ZF and MMSE receivers.
Batch training of the new ELM receiver and the ZF receiver requires the same complexity
of O(N3+MN2). As for detection, the new ELM receiver has the same complexity as the
ZF and MMSE receivers, i.e., O(N) per user.
6.6 Conclusion
We have shown that massive MIMO with low resolution ADCs can be treated as a natural
ELM where the massive number of antennas serve as the hidden nodes and the ADCs
act as the activation function of the ELM. By adding biases to the received signals and
optimizing the ELM output weights, the receiver can effectively handle hardware im-
pairments. An adaptive receiver has also been designed and its capability of tracking
time-varying channels has been demonstrated.
Chapter 7
Conclusions and Future work
7.1 Conclusions
In this thesis, various efficient and effective receivers are proposed to handle the nonlinear
distortion and memory effects in LED communications. The major contributions of this
thesis are summarized as follows.
In Chapter 2, an overview of LED communications and state-of-the-art works are sur-
veyed. First of all, the LED communication system (i.e., intensity modulation and direct
detection) is overviewed, and the LED MIMO system is illustrated with a toy example.
Then, the modulation schemes used in LED communications are detailed. Next, LED’s
nonlinear distortion and memory effects are explained and detailed with a variety of non-
linear models. Existing works on the mitigation of LED’s nonlinear distortion and mem-
ory effects are then reviewed. Lastly, machine learning (especially ELM) and existing
works based on ELM (e.g., regularized ELM, OS-ELM, etc.,) are described in detail.
In Chapter 3, we have proposed ELM based receivers to deal with the LED nonlinear-
ity and cross-LED interference in LED MIMO communications. In particular, circulant
input weight matrix has been proposed for the ELM based receiver, which leads to low
complexity implementation with the FFTs. It has been demonstrated that, the ELM based
receivers can handle the LED nonlinearity and cross-LED interference much more ef-
fectively compared to the conventional techniques, i.e., neural networks are much more
efficient in dealing with LED nonlinearity compared to the conventional polynomial tech-
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niques. Meanwhile, the ELM receiver with circulant input weight matrix delivers almost
the same performance as the receiver based on the conventional ELM, but with much
lower complexity.
In Chapter 4, we have proposed novel ELM based non-iterative and iterative receivers
to jointly handle LED nonlinearity and memory effects. For the iterative case, we have
designed non-data aided and data-aided receivers by taking advantage of the iterative
process in an iterative receiver, where data can serve as a virtual training sequence. It has
been shown that a huge performance gain can be achieved by iterative receivers compared
to non-iterative receivers, and the data-aided receiver can reduce considerable training
overhead compared to the non-data aided receiver. It is worth mentioning that this work
can also be extended to RF communications.
In Chapter 5, we have developed a new adaptive ELM algorithm to model and track
time varying nonlinearity. We have also investigated the use of the proposed AELM to
tackle the time-varying nonlinearity and ISI effect in LED communications, and an effi-
cient AELM based turbo receiver has been developed. It has been shown that the proposed
AELM based receiver can achieve huge performance gain compared to the receiver based
on the state-of-the-art adaptive methods.
In Chapter 6, We have shown that massive MIMO with low resolution ADCs can be
treated as a natural ELM where the massive number of antennas serve as the hidden nodes
and the ADCs act as the activation function of the ELM. By adding biases to the received
signals and optimizing the ELM output weights, the receiver can effectively handle hard-
ware impairments. An adaptive receiver has also been designed and its capability of
tracking time-varying channels has been demonstrated.
7.2 Future Works
This thesis has made successful investigations on ELM based receivers to deal with LED
nonlinearity and cross-LED interference in LED MIMO communications. Iterative and
non-iterative ELM based receivers have been proposed to handle LED nonlinearity and
memory effects. Adaptive ELM algorithm has been proposed and applied for tackling the
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time-varying nonlinearity and ISI in LED communications. In addition, the idea is ex-
tended to radio communications to address the hardware impairments in massive MIMO.
However, there are still further works worth investigations. .
• Although practical models are used to simulate the real effects in practical envi-
ronment of LED communications, theses methods are worth implementing in a
physical testbed and get more feedback to improve the algorithm design.
• For the extension to massive MIMO, the proposed ”MIMO as ELM” ideology has
a large amount of potential works to do. Lower bit ADCs are expected to be opti-
mized. Meanwhile, adaptive receivers should be designed for time-varying massive
MIMO channels.
• ELM has been proved efficiently in address nonlinearity in both visible light com-
munications and RF communications in this thesis. There is still space to explore
in optimizing the parameters used for the proposed ELM based receivers, including
the activation function, the number of hidden nodes, etc.
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