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Notations
Sauf mention du contraire nous adoptons les conven-
tions suivantes. Pour les indices nous posons :
α, β, γ, δ = d+ 1, 0, ..., d, κ, ϑ, λ, η = 0, 1, ..., d,
µ, ν, ρ, σ = 0, 1, ..., d− 1, a, b, c, d = 1, 2, ..., d,
i, j, k, l = 1, 2, ..., d− 1,
les éléments de la métrique ambiante η sont donnés par :
ηαβ = diag(
d+1
+1,
0
+1,
1−1, ..., d−1−1︸ ︷︷ ︸
µ,ν,ρ,σ
,
d−1
︸ ︷︷ ︸
ϑ,κ,λ,η︸ ︷︷ ︸
α,β,γ,δ
).
Les coordonnées des points de Rd+2 seront notées z, resp.
y ∈ Rd+1 et x ∈ Rd. Les coordonnées x ∈ Rd seront, géné-
ralement, les coordonnées cartésiennes sur l’espace-temps
de Minkowski.
Le système d’unités est choisi tel que numériquement
~ = c = 1.
Les diﬀérents générateurs des groupes continus sont gé-
néralement anti-hermitiens, sauf apparition explicite d’un
facteur i.
D(M) est l’ensemble des fonctions de classe C∞ à support
compact. Son dual topologique D ′(M) est l’ensemble des
distributions à support sur M .
La notation [..], resp. {..}, indique la symétrisation, resp.
anti-symétrisation, des indices qu’ils contiennent. Les in-
dices qui ne participent pas à cette opération sont protégés
tel que |µν..|.

Préambule
Ce manuscrit traite de problèmes de quantiﬁcation. Il
comporte deux parties, l’une concerne la quantiﬁcation des
champs conformément invariants sur l’espace-temps de de
Sitter, l’autre examine la quantiﬁcation par états cohé-
rents du puits inﬁni de potentiel et de l’espace-temps de
de Sitter.
La première partie s’inscrit dans un programme de
quantiﬁcation systématique et rigoureux des champs sur
l’espace-temps de de Sitter [1, 2] dont l’objectif, à long
terme, est la construction d’une électrodynamique quan-
tique. Les travaux précédant cette thèse ont établi des ré-
sultats sur le champ scalaire [2, 3], tensoriel [4, 5] et spino-
riel [6] « massifs » libres. Pour construire une électrody-
namique quantique, il reste, principalement, deux diﬃcul-
tés à surmonter. La première est de déﬁnir un formalisme
d’interaction des champs quantiques. En eﬀet, la théorie
naïve (lsz) des collisions sur l’espace-temps de Minkowski
ne peut pas être transposée sur l’espace-temps de de Sit-
ter. En tout cas, elle ne peut l’être sans être profondé-
ment révisée. La deuxième diﬃculté est que, quand bien
même nous aurions un formalisme d’interaction, la quanti-
ﬁcation du champ de Maxwell libre sur l’espace-temps de
de Sitter n’est pas satisfaisante. En eﬀet, les quantiﬁca-
tions disponibles sont soit trop peu explicites, soit écrites
dans un formalisme trop éloigné du notre : point de vue
covariant, systèmes élémentaires. Nous nous sommes em-
ployés, dans la première partie de ce travail, à résoudre ce
deuxième point. Pour ce faire nous avons exploité l’inva-
riance conforme des équations de Maxwell. Outre une for-
mulation plus intrinsèque de la théorie nous avons obtenu
une quantiﬁcation du champ conformément covariante et,
en particulier, une forme commode de la fonction à deux
points.
La quantiﬁcation canonique de la mécanique classique
ne peut pas toujours être appliquée avec succès. Dans ce
cas on doit considérer un autre procédé de quantiﬁcation,
notre groupe a choisi les quantiﬁcations par états cohé-
rents [7, 8], généralisant la quantiﬁcation dite de Klauder-
Berezin-Toeplitz [9]. En eﬀet, celles-ci s’insèrent bien dans
les procédés de quantiﬁcation canonique (quand ils s’ap-
pliquent) et permettent d’étudier la limite classique (à
~→ 0). De plus, elles se généralisent en une méthode de
quantiﬁcation qui est suﬃsamment souple pour quanti-
ﬁer les espaces de phase, les champs, les variétés, etc. La
seconde partie de ce manuscrit examine deux quantiﬁca-
tions par états cohérents : la quantiﬁcation du puits in-
ﬁni de potentiel et la quantiﬁcation de l’espace-temps de
de Sitter. La quantiﬁcation dans le puits inﬁni de poten-
tiel illustre précisément une situation où la quantiﬁcation
canonique s’applique avec diﬃculté. En eﬀet, l’opérateur
quantité de mouvement usuel pˆ = −i~∂x n’est pas auto-
adjoint quand les fonctions d’ondes respectent des condi-
tions au bord du puits. Le deuxième travail présente la
quantiﬁcation par états cohérents d’une variété en une va-
riété non-commutative. Le motif sous-jacent à ce travail
est le suivant. L’espace-temps de de Sitter possède une lon-
gueur fondamentale : le rayon de l’hyperboloïde, qui est
un candidat pour un cut-off infra-rouge pour une théorie
quantique des champs. Un espace-temps non commutatif
posséderait de plus une distance minimale, candidat pour
un cut-off ultra-violet. Ainsi, on pourrait former l’espoir
d’être à même de construire une théorie quantique finie
sur un tel espace-temps.
Ce manuscrit est articulé comme suit.
Le chapitre I a pour but de replacer notre recherche
dans son contexte et de rappeler les notions nécessaires à
nos travaux. En premier lieu, nous rappellerons les diﬀé-
rentes raisons qui rendent pertinente l’étude des champs
sur l’espace-temps de de Sitter. Nous rappellerons, en
deuxième lieu, le formalisme de la quantiﬁcation cano-
nique d’un nombre ﬁni de degrés de liberté. Nous sou-
lignerons ses propriétés structurelles et en particulier le
théorème de Stone-von Neumann. Nous examinerons, en-
suite, la quantiﬁcation des champs. Dans ce cas, les hypo-
thèses du théorème de Stone-von Neumann ne sont plus
vériﬁées, ce qui a pour conséquence majeure que toute
quantiﬁcation des champs nécessite un choix de représen-
tation et ce indépendamment de la nature, courbe ou non,
de l’espace-temps. Le champ, une fois quantiﬁé, aﬁn d’être
physiquement admissible, doit vériﬁer plusieurs critères.
Sur l’espace-temps de Minkowski ces critères se traduisent
en les axiomes de Wightman-Gårding, que nous rappel-
lerons. Ensuite, nous examinerons comment ces axiomes
se généralisent en espace-temps courbe et en particulier
à l’espace-temps de de Sitter. Par ailleurs, nous adopte-
rons le point de vue des systèmes élémentaires de Wigner
et nous rappellerons les représentations unitaires irréduc-
tibles (rui) du groupe de de Sitter. Représentations qui
donnent lieu à une nomenclature des champs sur l’espace-
temps de de Sitter.
Nous aborderons ensuite, dans les chapitres II et III,
la quantiﬁcation du champ de Maxwell libre. L’évolution
chronologique de nos idées a été la suivante. Les équa-
tions de Maxwell sont invariantes sous l’action du groupe
conforme SO0(2, 4). Ce groupe a une réalisation naturelle
sur le cône nul de R6. Le cône nul de R6 coupé par un
hyperplan permet d’obtenir l’espace-temps de de Sitter
et celui de Minkowski. Nous espérions alors obtenir une
quantiﬁcation du champ de Maxwell simultanément sur
ces deux espaces-temps. Il n’en a pas été ainsi. En fait, le
traitement conjoint de l’invariance de jauge et de l’inva-
riance conforme nous a conduit à ré-étudier, dans un pre-
mier temps, le cas plus simple du champ scalaire conforme.
Cette étude nous a permis de mettre en place notre for-
malisme et de préciser certaines notions : limite de cour-
bure nulle, lien entre les représentations minkowskiennes
et desittériennes. Notre formalisme se généralise au champ
vectoriel et permet, ﬁnalement, de quantiﬁer le champ de
Maxwell tout en préservant l’invariance sous SO0(2, 4).
Précisément, dans le chapitre II nous établirons la li-
mite à courbure nulle du champ scalaire conformément
couplé. Pour ce faire, dans un premier temps, nous rap-
pellerons comment, à la limite de courbure nulle, l’espace-
temps de de Sitter tend vers celui de Minkowski. Nous ver-
rons, ensuite, de quelle manière cette limite se transmet
au groupe des isométries qui tendra, lui, vers le groupe de
Poincaré. Après cela, nous rappellerons les solutions sca-
laires en ondes desittériennes [1, 2]. Nous décomposerons
ces ondes sur une base de solutions de carré sommable.
Nous rappellerons alors comment s’eﬀectue la limite dans
le cas du champ scalaire « massif » [10]. Enﬁn, avec les so-
lutions de carré sommable, nous établirons la limite à cour-
bure nulle du champ scalaire conformément couplé. Cette
limite nécessite un calcul spéciﬁque qui, à notre connais-
sance, est original.
Le chapitre III a pour objet l’étude des champs confor-
mément invariants sur l’espace-temps de de Sitter. L’in-
variance conforme recouvre en fait deux notions à pre-
mière vue distinctes : l’invariance sous les transformations
de Weyl et l’invariance sous l’action du groupe conforme
SO0(2, d). Aﬁn d’éviter toute confusion nous rappellerons
les déﬁnitions de ces deux notions. Ensuite, dans Rd+2,
nous mettrons en place une approche géométrique qui
permet de relier les champs sur l’espace-temps de Min-
kowski à ceux sur l’espace-temps de de Sitter. Ce point
de vue nous a permis de quantiﬁer le champ scalaire et
d’analyser sa limite à courbure nulle, qui, dans ce cas, est
trivialisée [11, 12]. De plus, grâce à cette méthode nous
avons mieux compris comment se combinent l’invariance
sous les transformations de Weyl et celle sous SO0(2, d).
Précisément, nous avons établi que la transformation de
Weyl, entre l’espace-temps de Minkowski et celui de de
Sitter, induit un opérateur d’entrelacement pour le groupe
conforme SO0(2, d) dans sa représentation scalaire. Enﬁn,
notre méthode a introduit le cadre adéquat dans lequel
nous pouvions aborder la quantiﬁcation du champ de Max-
well, cf.Ch.III.§–. Grâce à notre choix de point de vue
on garde à tout moment, durant la procédure de quantiﬁ-
cation, une lecture claire de l’action du groupe conforme
SO0(2, d). On notera que, pour le champ vectoriel, la mé-
thode exposée dans ce manuscrit diﬀère de [13] et que
l’étude du champ, et des jauges, en dimension d arbitraire
est, autant que nous le sachions, originale.
Le chapitre IV est une introduction, succincte, au for-
malisme des états cohérents généralisés. Y sont repro-
duites les connaissances requises pour appréhender les cha-
pitres V et VI où sont quantiﬁés la particule dans le puits
inﬁni de potentiel et l’espace-temps de de Sitter.
Le chapitre V est une reproduction telle quelle d’un
chapitre invité du livre “Quantum Wells : Theory, Fabri-
cation and Applications” [14], lui-même fondé sur notre
article [15]. Il présente une quantiﬁcation par états cohé-
rents de la particule dans un puits inﬁni de potentiel. Rap-
pelons que l’opérateur quantité de mouvement pˆ = −i~∂x
n’est pas autoadjoint sur l’espace de Hilbert et ne peut sa-
tisfaire aux relations de commutation canonique. Grâce à
une nouvelle base d’états cohérents vectoriels nous réussis-
sons néanmoins à établir une quantiﬁcation qui s’approche
de la quantiﬁcation canonique désirée.
Dans le chapitre VI, nous avons reproduit les actes de la
conférence International Colloquium On Group Theoreti-
cal Methods in Physics, Group 26 dans lesquels nous ébau-
chons la quantiﬁcation par états cohérents de l’espace-
temps de de Sitter lui-même.
Les chapitres sont essentiellement indépendants entre
eux. La lecture de l’un ne requiert pas celle, préalable,
d’un autre, ni même celle de l’introduction. Néanmoins, la
lecture du chapitre II avant celle du chapitre III permet
de comprendre en quoi notre approche des champs confor-
mément invariants sur l’espace-temps de de Sitter simpliﬁe
les calculs de la limite à courbure nulle, ne serait-ce que
sur le champ scalaire. Chacun des travaux présentés, aux
chapitres V et VI, possède une introduction qui lui est
propre où le formalisme des états cohérents est rappelé.
L’annexe A est un recueil de résultats et de calculs qui
ne s’insèrent pas dans le corps du texte car ils sont trop
longs ou nécessiteraient une digression qui détournerait le
lecteur de l’essentiel de notre discours.
L’annexe B concerne les géodésiques sur l’espace-temps
de de Sitter qui s’avèrent particulièrement simples à cal-
culer dans le cadre du formalisme ambiant dans Rd+1.
L’annexe C est une introduction à l’article [16] auquel
nous avons contribué.
Chapitre I.
Éléments de quantification des champs
La théorie quantique des champs (tqc) fait l’objet de
nombreux travaux et ses succès expérimentaux sont indé-
niables. Néanmoins, cette théorie n’est pas sans ambiguï-
tés. L’espace-temps de Minkowski est un cas particulier
dans lequel on sait s’accommoder des incohérences du for-
malisme. Sur un espace-temps de la relativité générale il
est beaucoup plus diﬃcile de lever ces ambiguïtés.
Dans ce manuscrit, nous examinerons la quantiﬁcation
des champs sur l’espace-temps de de Sitter. Si on souhaite
étudier les champs sur cet espace-temps c’est, principale-
ment, pour les deux raisons suivantes : c’est un espace-
temps de la relativité générale qui apparaît couramment
en cosmologie et, de plus, il est suﬃsamment proche de
celui de Minkowski pour nous autoriser à y suivre un
programme de quantiﬁcation similaire. Dans la section
§ nous détaillerons les propriétés qui rendent attractif
l’espace-temps de de Sitter. Ensuite, en section §, nous
revenons sur la quantiﬁcation canonique de la mécanique
classique. En eﬀet, il ne semble pas inutile de rappeler
comment celle-ci s’eﬀectue et pourquoi elle fonctionne. En
particulier, pour cette quantiﬁcation, on bénéﬁcie d’un ré-
sultat (crucial) d’unicité de la quantiﬁcation dû à l’utili-
sation conjointe d’un théorème de Stone et d’un théorème
de von Neumann. De plus, après de tels rappels, nous
serons plus perspicaces vis-à-vis de la quantiﬁcation des
champs. Précisément, pour la quantiﬁcation des champs,
il n’y a pas d’analogue au théorème de Stone-von Neu-
mann. L’absence d’un tel théorème a pour conséquence la
nécessité de considérer une inﬁnité de quantiﬁcations in-
équivalentes. Sur l’espace-temps de Minkowski un critère
d’énergie positive permet de distinguer une quantiﬁcation
parmi toutes les autres. En espace-temps courbe il faut
se choisir un critère similaire qu’il est nécessaire d’explici-
ter et de justifier. Ce sont ces propriétés, des théories des
champs quantiques, que nous essaierons de souligner en
section §. Finalement, en section §, nous aborderons la
quantiﬁcation des champs sur l’espace-temps de de Sitter.
Nous rappellerons le formalisme ambiant dans Rd+1 qui
donne une lecture particulièrement transparente de l’ac-
tion du groupe de Sitter SO0(1, 4). Alors, en suivant la
classiﬁcation de Dixmier et Takahashi des représentations
unitaires irréductible (rui) de SO0(1, 4) nous établirons la
nomenclature des champs sur l’espace-temps de de Sitter.
Ce sont ces champs que nous quantiﬁerons suivant une
axiomatique proche de celle de Wightman. Plus précisé-
ment, comme nous l’avons signalé dans le préambule, ce
sont les champs conformément invariants : le champ sca-
laire et le champ de Maxwell que nous étudierons.
§.L’espace-temps de de Sitter ?
Nous avons consacré la première partie de ce manus-
crit à la quantiﬁcation des champs sur l’espace-temps de de
Sitter. Dans cette section nous rappellerons qu’il apparaît
naturellement en cosmologie. Ensuite, nous expliquerons
en quoi il est, de plus, intrinsèquement intéressant.
La cosmologie s’établit dans la relativité générale.
Cette dernière tient sur deux hypothèses que sont :
1. le principe d’équivalence, qui permet d’interpréter
géométriquement la gravitation, et
2. les équations d’Einstein :
(1.1) Gµν + Λgµν = 8πGTµν ,
qui relient la géométrie de l’univers à son contenu en
énergie.
Le tenseur d’Einstein Gµν décrit la géométrie de l’espace-
temps (M, g), vu comme une variété lorentzienne para-
compacte, Λ est la constante cosmologique, G la constante
de Newton et les Tµν sont les composantes du tenseur
énergie-impulsion.
Le modèle cosmologique standard part de l’hypothèse
que l’univers est spatialement homogène et isotrope, c’est-
à-dire qu’il a topologiquement la structure M = R × Σ,
avec Σ une variété maximalement symétrique. Ainsi, l’élé-
ment de ligne sur (M, g) se réduit à celui de Robertson-
Walker :
ds2 = gµνdx
µdxν = dt2 − a2(t)
( dr2
1− kr2 + r
2dΩ22
)
,
où k est la courbure de Σ, a(t) le facteur d’échelle et dΩ22
l’élément de ligne sur S2. Pour k négatif, nul ou positif, Σ
est dit respectivement ouvert, plat ou fermé. Dans l’hypo-
thèse où l’univers est rempli de ﬂuides cosmologiques par-
faits, déterminés par une pression p et une densité d’éner-
gie ρ, non interagissants, et, par l’application des équa-
tions d’Einstein on obtient les équations de Friedmann-
Lemaître. La première s’écrit :
(1.2) H2 =
( a˙
a
)2
=
8πG
3
(ρM + ρR + ρΛ)− k
a2
,
où H est le paramètre de Hubble dont la valeur actuelle
est :
H0 ≈ 73 km. s−1. Mpc−1 ≈ 16× 10−40 MeV/~.
Dans l’équation d’évolution (1.2) la densité d’énergie est
partagée en respectivement : un contenu en matière ρM ,
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un contenu en radiation ρR et ρΛ = Λ/8πG une den-
sité due à la constante cosmologique Λ. L’équation d’état
ρ = pw, la conservation de l’énergie et l’équation (1.2)
entraînent le comportement caractéristique ρ ∝ a−3(1+w)
avec wM = 0, wR = 13 et wΛ = −1. Depuis Hubble [17]
nous savons que l’univers est en expansion. Plus récem-
ment nous avons appris [18, 19] qu’il est en expansion ac-
célérée. Alors, dans le cadre du modèle standard cosmo-
logique, a(t) serait une fonction croissante et, si l’univers
suit l’évolution qui semble être sienne, matière et rayon-
nement se dilueront pour, ﬁnalement, être dominés par la
constante cosmologique.
Par ailleurs, depuis les années  [20, 21] la cosmolo-
gie dispose de modèles d’inflation. Ceux-ci apportent une
réponse à nombre d’interrogations posées par le modèle
cosmologique standard (coïncidence, fine tuning, ...) et
s’avèrent être en adéquation avec l’univers tel que nous
l’observons. La clef de ces modèles tient en ce que l’univers
passe par une phase, dite d’inflation, où toutes les com-
posantes ρi sont dominées par une densité d’énergie ayant
l’apparence de ρΛ, la densité d’énergie due à la constante
cosmologique Λ.
En conséquence, que ce soit pour étudier un futur pro-
bable ou une phase inﬂationnaire de l’univers, il est lé-
gitime de considérer un univers vide de matière et de
rayonnement où seule subsiste une constante cosmolo-
gique Λ. Un tel espace-temps s’obtient en annulant le se-
cond membre dans l’équation d’Einstein (1.1). La solution
(unique) de cette équation est l’univers de de Sitter quand
la constante Λ est positive, anti-de Sitter quand elle est né-
gative et l’espace-temps de Minkowski pour Λ = 0. Le cas
Λ positif est privilégié par les observations du fond diﬀus
cosmologique [22, 23] et, plus encore, par les observations
des supernovæ à grand redshift [18, 19, 24].
De plus, on rajoutera que les physiciens des cordes s’in-
téressent aussi aux vides desittériens [25].
À ces propriétés cosmologiques qui rendent incon-
tournable l’espace-temps de de Sitter mentionnons qu’il
s’avère, en plus, intrinsèquement intéressant. En eﬀet,
l’espace-temps de de Sitter, comme ceux de Minkowski et
d’anti-de Sitter, est maximalement symétrique : en dimen-
sion d il possède un groupe d’isométries à d(d + 1)/2 pa-
ramètres. De plus, il est globalement hyperbolique, ce qui
garantit au problème de Cauchy d’être bien posé. Enﬁn, on
peut, en faisant tendre la courbure de l’espace-temps vers
zéro, mettre en relation certains champs desittériens avec
ceux minkowskiens. En ce sens il n’est pas tout à fait er-
roné que de concevoir l’espace-temps de de Sitter comme
la généralisation « la plus simple », par la courbure, de
l’espace-temps de Minkowski. Par contre, en passant de
l’espace-temps de Minkowski à celui de de Sitter on ne
dispose plus de champ de Killing qui soit de genre temps
en chaque point. Ainsi, sur l’espace-temps de de Sitter,
il n’y a pas de notion d’énergie sur laquelle des observa-
teurs inertiels peuvent mutuellement s’accorder. Ceci est
problématique quant au critère spectral permettant de dis-
tinguer un choix de représentation de l’algèbre de Weyl,
cf.§–.
§.Éléments de quantification canonique
Avant de quantiﬁer des champs sur l’espace-temps
de de Sitter, la particule dans un puits de potentiel ou
l’espace-temps de de Sitter lui-même, nous rappellerons
quelques propriétés de la quantiﬁcation. Les méthodes de
quantiﬁcations sont nombreuses et ce manuscrit n’a pas
pour objet de toutes les recenser. Pour un aperçu de la
variété de ces méthodes on consultera [9, 26]. Nous nous
contenterons de présenter une quantiﬁcation canonique et
une quantiﬁcation par états cohérents. Même pour ces cas
particuliers nous choisirons un point de vue qui, bien que
largement adopté par la communauté, n’est pas nécessai-
rement celui enseigné à l’université. Ainsi, nous reparti-
rons de la mécanique classique en rappelant que sa dy-
namique est sous-tendue par une structure symplectique.
Après ces rappels nous présenterons la quantiﬁcation ca-
nonique comme une application qui associe le crochet de
Poisson au commutateur entre opérateurs sur un certain
espace de Hilbert H . Appliquée aux coordonnées sur l’es-
pace des phases ceci donne lieu à l’algèbre de Heisenberg
AH . En intégrant cette algèbre on obtient l’algèbre de
Weyl AW . Le théorème de Stone-von Neumann assure,
sous certaines conditions, que toutes les représentations
de l’algèbre de Weyl sont unitairement équivalentes. C’est
un résultat d’unicité de la quantiﬁcation. Ensuite, nous
considérerons un champ sur un espace-temps, courbe ou
non. Quand le problème de Cauchy est bien posé on peut
eﬀectuer une quantiﬁcation similaire à la quantiﬁcation ca-
nonique. Malheureusement, le résultat de Stone-von Neu-
mann ne pourra plus être appliqué et toute théorie quan-
tique des champs peut être quantiﬁée d’une inﬁnité de fa-
çons inéquivalentes. Concernant la quantiﬁcation par états
cohérents on se reportera au chapitre IV où ce formalisme
est introduit.
..Mécanique classique
L’espace des phases est un lieu privilégié de la méca-
nique classique. Celui-ci a la structure d’une variété sym-
plectique (V, ω) où V est une variété diﬀérentielle de di-
mension paire 2n et ω une forme bilinéaire anti-symétrique
non dégénérée et fermée sur V : ω est la 2-forme symplec-
tique. De tels espaces abondent en physique.
Par exemple, le ﬁbré cotangent T ∗M , où M est une
variété de dimension n, muni de ω = dα, où α est la forme
de Liouville, est une variété symplectique. Dans le système
de coordonnées (q, p) sur T ∗M la forme symplectique ω
s’écrit :
ω = dα =
n∑
i=1
dpi ∧ dqi.
De même, pour toute orbite co-adjointe d’un groupe de
Lie G il existe une 2-forme symplectique invariante sous
l’action de G. Plus fortement, chaque variété homogène
symplectique, pour laquelle le groupe des isométries G est
connexe, est localement isomorphe à une orbite co-adjointe
[27]. Ce sont ces deux théorèmes qui ont initié le travail
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de Kostant, Souriau et Kirillov sur la quantiﬁcation géo-
métrique [28].
Sur une variété symplectique, on peut déﬁnir des
champs de vecteurs. En particulier, pour une fonction H
sur l’espace des phases, un champ de vecteurs XH est dit
hamiltonien s’il vériﬁe l’équation :
iXHω = −dH,
où iXH est le produit intérieur par XH , que nous noterons
aussi XH⌋. Sur T ∗M dans les coordonnées (q, p) il s’écrit
simplement :
XH =
n∑
i=1
(∂H
∂pi
∂
∂qi
− ∂H
∂qi
∂
∂pi
)
.
Alors, pour deux fonctions f et g sur l’espace des phases,
des observables classiques, on peut déﬁnir le crochet de
Poisson :
(1.3) {f, g} = ω(Xf , Xg),
où les vecteurs hamiltoniens Xf et Xg sont respectivement
associés à f et à g. Sur T ∗M , dans le système de coordon-
nées (q, p), celui-ci se réexprime dans la forme connue :
{f, g} =
n∑
i=1
( ∂f
∂pi
∂g
∂qi
− ∂f
∂qi
∂g
∂pi
)
.
Le crochet de Poisson (1.3) possède de nombreuses pro-
priétés, notamment c’est un crochet de Lie, c’est-à-dire
qu’il est antisymétrique, qu’il vériﬁe l’identité de Leibniz
(c’est une dérivation) et qu’il satisfait à l’identité de Ja-
cobi.
Par exemple, une particule qui se meut sur un cercle,
identiﬁé à S1, a pour espace des phases :
T ∗S1 ≃ {(θ, L) ∈ [−π, π[×R},
où θ est un angle sur S1 et L son moment conjugué qui,
par analyse dimensionnelle, a la dimension d’un moment
cinétique. Alors, une forme symplectique sur T ∗S1 est
ω = dL ∧ dθ dont on déduit le crochet de Poisson :
{f, g} =
( ∂f
∂L
∂g
∂θ
− ∂f
∂θ
∂g
∂L
)
.
De même, le lecteur trouvera une quantiﬁcation de l’or-
bite adjointe massive de SU(1, 1), le double recouvrement
de SO0(1, 2), le groupe de de Sitter de dimension deux,
dans la publication [29] au moyen de la décomposition
« espace-temps » du groupe introduite en [30].
..Quantification et mécanique quantique
Une quantiﬁcation consiste à associer à des observables
classiques des opérateurs auto-adjoints sur un espace de
Hilbert séparable H . La quantiﬁcation canonique [31]
l’accomplit, ou cherche à le réaliser, de telle sorte que :
(1.4) [fˆ , gˆ] = fˆ gˆ − gˆfˆ = iℏ{̂f, g}+ o(ℏ), 1ˆ = 1H ,
où les opérateurs fˆ et gˆ sont censés partager un domaine
dense de H pour que l’écriture du commutateur ait un
sens. Malheureusement, uniquement pour une classe res-
treinte d’observables classiques une telle règle peut s’appli-
quer [32]. Par hypothèse les observables quantiques sont
auto-adjointes. Cette propriété n’est pas nécessairement
réalisée, il est alors indispensable de la vériﬁer au cas
par cas. Rappelons que si on cherche des opérateurs auto-
adjoints c’est pour s’assurer de la réalité de leur spectre.
Par exemple, pour le puit inﬁni de potentiel, pˆ = −i~∂x
n’est pas auto-adjoint sur H10 (]0, L[), cf.Ch.V. On no-
tera que quand (V, ω) a la structure d’un espace vecto-
riel, par exemple pour V = T ∗Rn ≃ R2n, il y a une no-
tion d’observables fondamentales classiques, les éléments
du dual de V , pour laquelle la quantiﬁcation est pratique-
ment sans ambiguïté.
Dans la pratique on considère l’algèbre (enveloppante)
de Heisenberg AH , c’est-à-dire les polynômes en les coor-
données (q, p) avec les relations de commutation :
(1.5) [qˆi, pˆj ] = iℏδ
i
j1H + o(ℏ).
On notera qu’une telle relation ne peut avoir lieu que sur
un espace de Hilbert de dimension inﬁnie, autrement il suf-
ﬁrait de prendre la trace de la relation (1.5) pour aboutir à
un contresens. Du choix de AH , comme algèbre fondamen-
tale, on ne peut atteindre toutes les observables. Qui plus
est, on se retrouve devant un problème d’ordonnancement
d’opérateurs, par exemple :
q̂2p2
?
=
1
2
(qˆ2pˆ2 + pˆ2qˆ2)
?
=
1
2
(qˆpˆqˆpˆ+ pˆqˆpˆqˆ)
?
= qˆpˆ2qˆ...
Au mieux, on peut considérer toutes les combinaisons
telles que l’opérateur soit symétrique, c’est-à-dire tel que
l’ensemble soit un palindrome en qˆ et pˆ.
❦ Opérateurs symétriques, opérateurs auto-adjoints :
Proﬁtons-en pour rappeler qu’un opérateur Aˆ est dit
symétrique, ou hermitien, s’il vériﬁe la relation :
〈φ, Aˆψ〉 = 〈Aˆφ, ψ〉, ∀φ, ψ ∈ dom(Aˆ).
Rappelons, de même, la déﬁnition de l’adjoint Aˆ∗ de Aˆ.
Celle-ci se passe en deux temps [33], premièrement :
∀ψ ∈ dom(Aˆ), ∃φ∗ : 〈φ, Aˆψ〉 = 〈φ∗, ψ〉,
avec φ∗ dépendant de φ. L’ensemble des φ ∈ H qui réa-
lisent cette égalité est le domaine de Aˆ∗ : dom(Aˆ∗). Les do-
maines de Aˆ et Aˆ∗ sont supposés denses dans H . Deuxiè-
mement, on pose :
Aˆ∗φ = φ∗.
Il est important de noter que c’est Aˆ∗ qui est déﬁni par
cette égalité (et non φ∗). Un opérateur symétrique Aˆ est
auto-adjoint si Aˆ = Aˆ∗. Une détermination simple, dûe
à von Neumann, de l’auto-adjonction est que : si Aˆ est
auto-adjoint alors :
ker(i± Aˆ∗) = {0}.
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Un opérateur symétrique n’est pas nécessairement auto-
adjoint. Par contre, il peut admettre des extensions auto-
adjointes, ou aucune. Introduisons les indices de déﬁ-
ciences [34] :
n± = dim[K± = ker(i± Aˆ∗)].
Pour n+ = n− = 0 Aˆ est auto-adjoint sur H . Pour
n+ = n− = n ≥ 1 l’opérateur admet des extensions auto-
adjointes paramétrées par des éléments de U(n) (précisé-
ment, par l’ensemble des applications unitaires deK+ dans
K−). Pour n+ 6= n− l’opérateur est maximalement symé-
trique et n’admet pas d’extension auto-adjointe. Quand
l’espace de Hilbert est de dimension ﬁnie hermitien et
auto-adjoint sont synonymes, autrement la simple symé-
trie n’assure pas l’auto-adjonction. C’est une subtilité du
formalisme que masque les notations de Dirac et qui est
souvent ignorée des manuels de mécanique quantique [35].
Les opérateurs qˆ et pˆ vériﬁant la relation de commu-
tation (1.5) ne peuvent avoir de norme bornée, Weyl [36]
considère les opérateurs :
U(α) = eiαqˆ, V (β) = eiβpˆ, α, β ∈ Rn,
qui vériﬁent :
U(α)V (β) = V (β)U(α)e−iαβ ,
U(α)U(β) = U(α+ β),
V (α)V (β) = V (α+ β).
Ces équations proviennent de la relation de commutation
(1.5) et de la formule de Baker-Campbell-Hausdorﬀ. Pas-
ser de l’algèbre de Heisenberg AH à l’algèbre de Weyl
AW est naturel et correspond à passer de l’algèbre de
Lie {1, qˆ, pˆ} au groupe via l’application exponentielle.
D’ailleurs, généralement, on introduit directement :
W (α, β) = exp[i(α qˆ + β pˆ)].
Dès lors, l’étude d’un système se fait par l’analyse des re-
présentations de AW .
De fait, généralement, on fait prévaloir la représenta-
tion de AW , avec les opérateurs U(α) et V (β), sur la re-
présentation de AH . En eﬀet, dans ce cas on bénéﬁcie
du théorème suivant : soit U(α) un groupe à un para-
mètre unitaire (fortement) continu sur un espace de Hil-
bert H , alors il existe un opérateur A auto-adjoint tel que
U(α) = exp(iαA) (Théorème de Stone [37–39, 33]).
Particulièrement, on considérera les représentations ir-
réductibles régulières de AW . Irréductible garde sa déﬁ-
nition usuelle : sous l’action de AW il n’y a pas d’espace
invariant dans H hormis le vecteur nul et H lui-même.
Régulière signiﬁe que pour une représentation π de AW ,
π(U(α)) et π(V (β)) sont (fortement) continus en α et β,
respectivement.
Alors, pour n <∞, toutes les représentations régulières
irréductibles de l’algèbre de Weyl AW sont unitairement
équivalentes (Théorème de von Neumann [33]).
C’est un résultat d’unicité. Comme toutes les représen-
tations régulières irréductibles sont équivalentes il suﬃt
d’en choisir une. Généralement on englobe les deux théo-
rèmes précédents sous le nom de théorème de Stone-von
Neumann. Pour la particule massive évoluant dans Rn on
considère :
H = L2(Rn,dnx),
avec :
[U(α)ψ](x) = eiαxψ(x), [V (β)ψ](x) = ψ(x+ β),
et ψ ∈ H . L’irréducibilité de la représentation AW se
vériﬁe par un argument de support de transformées de
Fourier.
Pour conclure, d’un espace des phases, au sens d’une
variété symplectique, la quantiﬁcation canonique applique
les observables classiques en des opérateurs auto-adjoints
en cherchant à respecter le crochet de Poisson, qui devient
le commutateur. Dans la pratique, ce sont les coordonnées
sur l’espace des phases qu’on quantiﬁe. Le choix de (l’es-
pace de) représentation de l’algèbre de commutation est
sans importance comme le théorème de von Neumann ga-
rantit que toutes les autres représentations s’en déduiront
unitairement.
..Quantification des champs
La quantiﬁcation canonique de la mécanique classique
s’est avérée directe une fois distinguées les notions per-
tinentes de la mécanique classique, ici la structure sym-
plectique. On souhaite faire de même pour la quantiﬁca-
tion des champs sur une variété métrique (M, g). Étonne-
ment, quand l’espace-temps est globalement hyperbolique
on peut suivre quasiment pas à pas la méthode qui per-
met de passer de la mécanique classique à la mécanique
quantique. Néanmoins, la conclusion sera diﬀérente. En ef-
fet, il n’y a pas d’analogue au théorème de von Neumann
et, dans la pratique, nous devons considérer une inﬁnité de
quantiﬁcations unitairement inéquivalentes. Les propos de
cette section agglomèrent, éhontément, ceux de [40–44].
❦ Sur un espace-temps globalement hyperbolique :
Considérons un champ scalaire réel φ sur un espace-
temps (M, g) globalement hyperbolique. Supposons, de
plus, que le champ φ satisfait à l’équation de Klein-
Gordon :
(1.6) (+ µ2)φ(x) = 0,
où  est l’opérateur de Laplace-Beltrami sur (M, g).
Notons J+(p) le cône future du point p ∈ M relative-
ment à la métrique g, resp. J−(p) le cône passé. Rappelons
qu’un espace-temps est globalement hyperbolique si :
– J+(p) ∩ J−(p′) est compact et appartient à M ,
∀p, p′ ∈M , et si
– l’hypothèse de causalité forte est tenue, c’est-à-dire
que dans un voisinage de p ∈M une courbe de genre
lumière, ou temps, s’intercepte au plus une fois [45].
Cette condition technique s’apprécie par la conséquence
suivante : l’hyperbolicité globale de (M, g) nous assure
l’existence d’hypersurfaces de Cauchy de genre espace Σ
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telles que M ≃ R × Σ. On notera i : Σ →֒ M l’injection
naturelle de Σ dans M et on pose :
(1.7) ρ0(φ) = i
∗(φ), ρ1(φ) = (−1) ∗ i∗(∗dφ),
où ∗ est l’opérateur de Hodge, i∗ la restriction à Σ et le
dernier opérateur de Hodge dans la déﬁnition de ρ1 réfère
à (Σ, γ = i∗(g)). Rappelons que l’opérateur de Hodge ∗ est
une application des k-formes extérieures dans les (n− k)-
formes extérieures telle que :
(∗dxi1 ∧ .. ∧ dxik) ∧ dxi1 ∧ .. ∧ dxik = dvolg.
Dans un système de coordonnées tel que les hypersurfaces
Σ s’obtiennent pour x0 = Const. on a simplement,
ρ0(φ) = φ|x0=a, ρ1(φ) = ∂φ
∂x0
∣∣∣
x0=a
,
avec a = Const. L’avantage des notations (1.7) est qu’elles
sont manifestement intrinsèques et se généralisent directe-
ment aux formes sur l’espace-temps.
Le caractère globalement hyperbolique de (M, g) et un
théorème dû à Leray [46], Choquet-Bruhat [47] et Di-
mock [40] assure que l’équation (1.6) admet deux solu-
tions fondamentales : les propagateurs retardés et avan-
cés, G± ∈ D ′(M) × D ′(M). Les distributions G± ont la
propriété de support :
supp(G±f) ⊂ J±(suppf)
avec J±(suppf) le cône futur, resp. passé, du support de
f . Ainsi, le support de G+f est dans le cône futur, resp.
passé pour G−f , du support de f . De plus, pour ρ0(φ) et
ρ1(φ) dans D(Σ) il existe une unique solution φ de (1.6)
donnée par :
(1.8) φ(x) =
∫
Σ
[ρ1(φ)G˜(x, .)− ρ0(φ)√gg0µ∂µG˜(x, .)],
avec G˜ la fonction de commutation G˜ = G+ −G−.
❦ Construction de l’espace des phases et quantification :
Pour quantiﬁer canoniquement le champ scalaire φ il
est nécessaire de construire un espace des phases. Si on
considère ρ0 et ρ1 comme des conditions initiales on peut
munir (ρ0, ρ1) d’une structure symplectique :
ω[(ρ0, ρ1), (ρ
′
0, ρ
′
1)] =
∫
Σ
(ρ1ρ
′
0 − ρ0ρ′1).
On montre que cette 2-forme est indépendante du choix
de Σ et non-dégénérée. Donc, ρ0 et ρ1 font oﬃce de fonc-
tions coordonnées et munies de ω elles forment un es-
pace des phases. Pour alléger les notations on écrira :
ω[(ρ0, ρ1), (ρ
′
0, ρ
′
1)] = ω(φ, φ
′). Alors, on peut quantiﬁer
les fonctions sur cet espace des phases par :
(1.9) [ωˆ(φ, ψ), ωˆ(φ, ψ′)] = i ω(ψ,ψ′)1.
On remarquera que cette quantiﬁcation est le parallèle
exact de la quantiﬁcation canonique (1.4) étant donné la
déﬁnition (1.3) du crochet de Poisson.
Ce formalisme peut être mis en rapport avec des pro-
priétés plus communes. En eﬀet, pour f ∈ D(M) on lisse
le champs φ par :
(1.10) φ(f) =
∫
M
φf = ω(φ, G˜f),
en tenant compte de la représentation (1.8) de φ. Alors,
d’après (1.9), on a la relation de commutation :
(1.11) [φˆ(f), φˆ(f ′)] = iω(G˜f, G˜f ′)1.
Des propriétés de support de G˜, déduites de celles de G±,
si f et f ′ ont des supports non causalements connectés,
i.e. J±(suppf)∩ J±(suppf ′) = ∅, le membre de droite de
(1.11) s’annule. En réutilisant l’identité (1.10) on a :
ω(G˜f, G˜f ′) =
∫
M
(G˜f)f ′.
Donc, si on dé-lisse tous les champs on retrouve :
(1.12) [φˆ(x), φˆ(x′)] = iG˜(x, x′),
qui est la généralisation de ce qu’on pourrait appeler des
relations canoniques de commutation à temps égaux.
La relation de commutation (1.9) donne une algèbre de
Heisenberg, on atteint l’algèbre de Weyl on considérant :
Wφ(ψ) = exp[iωˆ(φ, ψ)]
avec la relation :
Wφ(ψ)Wφ(ψ
′) = Wφ(ψ + ψ
′) exp
[ i
2
ω(ψ,ψ′)
]
,
déduite de la relation de commutation (1.9).
Jusqu’à présent on a su calquer la quantiﬁcation du
champ scalaire φ sur la quantiﬁcation canonique d’un
nombre ﬁni de degrés de libertés. La grande diﬀérence est
qu’il n’y a pas de théorème de von Neuman pour n =∞,
comme c’est le cas ici, et on peut trouver une inﬁnité de
représentations inéquivalentes de l’algèbre de Weyl AW .
On remarquera qu’il n’a jamais été question d’espace-
temps courbe ou non. La seule condition technique (cru-
ciale) fut que (M, g) soit globalement hyperbolique. La
problématique des théories quantiques des champs ne re-
lève pas du fait qu’elles sont formulées sur un espace-
temps courbe ou plat, mais que ce sont des théories de
champs, donc d’une inﬁnité de degrés de liberté. Néan-
moins l’espace-temps de Minkowski est particulier et sur
celui-ci, comme nous le verrons, on pourra départager les
diﬀérentes représentations de l’algèbre de commutation
sur un critère d’énergie positive.
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❦ Lien avec la méthode heuristique :
Redescendons sur un terrain plus pragmatique. Consi-
dérons que le champs scalaire φ soit complexe, la forme
symplectique ω engendre un produit scalaire :
(1.13) 〈φ, ψ〉 = iω(φ, ψ) = i
∫
φ
←→
∂0ψ dΣ,
où dans la dernière égalité on a choisi un système de coor-
données tel que les hypersurfaces Σ soient à x0 = Const.
On reconnaît dans (1.13) le produit scalaire de Klein-
Gordon. Alors, si l’espace de Hilbert H des solutions de
(1.6) muni du produit scalaire (1.13) est engendré par une
base hilbertienne {ϕk} et ses complexes conjuguées {ϕk}
tel que :
H = H1 + H 1,
avec :
〈ϕk, ϕk′〉 = δkk′ , 〈ϕk, ϕk′〉 = 0,(1.14)
〈ϕk, ϕk′〉 = −δkk′ .
On obtient la fonction de commutation G˜ avec :
G˜(x, x′) = 2 ℑm
∑
k
ϕk(x)ϕk(x
′),(1.15)
= 2 ℑm W (x, x′),(1.16)
où W est la fonction de Wightman. Ce système réalise une
quantiﬁcation canonique, dans le sens précédent, avec le
champ :
(1.17) φˆ =
∑
k
(aˆkϕk + aˆ
†
kϕk),
et les relations de commutations :
[aˆk, aˆk′ ] = [aˆ
†
k, aˆ
†
k′ ] = 0, [aˆk, aˆ
†
k′ ] = δkk′1F1
déduites de l’expression (1.12) pour le champ d’opérateur
(1.17) avec la fonction de commutation G˜ déﬁnie telle que
dans (1.15). L’espace de Fock F1 est construit sur l’espace
de Hilbert H1 par produits tensoriels symétrisés :
F1 = F (H1) = C⊕
( ∞⊕
i=1
H ⊗si1
)
,
où ⊗si indique un produit tensoriel symétrisé. La notation
F (H ) se lit « construction de l’espace de Fock sur l’es-
pace de Hilbert H ». Cet espace de Fock F1 possède un
unique vecteur Ω1, « le vide », déﬁni par aˆkΩ1 = 0, ∀k.
❦ Sur la fonction de Wightman et l’espace H1 :
De l’orthonormalité (1.14) des solutions ϕk la fonction
de Wightman est autoreproduisante pour le produit sca-
laire (1.13), c’est-à-dire :
〈W (., x),W (., x′)〉 = W (x, x′).
Étant donné ces propriétés on a immédiatement :
〈W (., x), ϕk〉 = ϕk(x), 〈W (., x), ϕk〉 = 0.
Ainsi, étant donné le produit scalaire (1.13), 〈W (x, .), •〉
est un projecteur sur H1 et caractérise cet espace. Intro-
duisons de même la fonction de Hadamard G(1) :
G(1)(x, x′) = 2 ℜe W (x, x′).
La fonction de commutation G˜ étant déterminée par la
physique classique, les propagateurs avancés et retardés,
la partie quantique tient dans le choix de la fonction de
Hadamard G(1). Ainsi, la donnée d’une fonction de Wight-
man, et plus particulièrement celle de sa partie réelle, est
la réalisation d’une quantiﬁcation.
❦ Les transformations de Bogolioubov :
Précédemment nous avons choisi un ensemble de modes
{ϕk, ϕk} pour base hilbertienne de l’espace des solutions
H . Nous pourrions choisir un tout autre ensemble de
modes {̺l, ̺l}, toujours tel que :
H = H2 + H 2,
relié au précédent par :
(1.18) ̺ = Aϕ+ tB ϕ,
avec des notations abusives mais explicites. Dans ces no-
tations la fonction de Wightman (1.16) s’écrit :
W (x, x′) = ϕ†(x′)ϕ(x).
Alors, pour A†A = 1 et B = 0 la fonction de Wightman
est laissée invariante. Par contre, si on considère les trans-
formations (1.18) qui laissent la fonction de commutation
G˜, déﬁnie par (1.15), invariante on a accès à une classe
plus large de transformations, précisément à celles qui vé-
riﬁent :
A†A−BB† = 1H , A† tB −BA = 0.
Ce sont les transformations de Bogolioubov. Que G˜ soit
laissée invariante assure aux modes {̺l, ̺l} d’être com-
plets dans H . On notera qu’une telle transformation est
équivalente à une transformation symplectique des ρ0(φ),
ρ1(φ).
Ainsi, sous les transformations de Bogolioubov le
champ φˆ opère sur un nouvel espace de Fock F2, avec
un nouveau vecteur Ω2, construit sur l’espace de Hilbert
H2. En soi cela n’est pas problématique, mais, de façon
générale ces transformations engendrent une représenta-
tion de l’algèbre de Weyl AW unitairement inéquivalente
à la précédente.
Pour conclure, la quantiﬁcation canonique des champs
peut s’eﬀectuer de manière similaire à celle de la méca-
nique quantique. Cependant, à un moment il y a un choix
à eﬀectuer, e.g. le choix d’une base de solutions, qui déter-
mine la représentation de l’algèbre de commutation. C’est
de ce choix dont il faut avoir conscience et qu’il est né-
cessaire de justiﬁer (physiquement). Enﬁn, pour corriger
un abus de langage fréquent : il n’y a pas une inﬁnité de
vides. Il y a une inﬁnité d’espaces de représentations qui
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chacuns possèdent un unique vecteur cyclique. Le vide est
toujours unique, dire qu’il est laissé invariant par le groupe
des isométries ne détermine pas l’espace de représentation
uniquement un vecteur de cet espace de représentation (de
l’algèbre de commutation). Il faut une donnée supplémen-
taire, généralement le spectre d’un opérateur, pour déter-
miner l’espace de représentation qu’on préférera à tous les
autres. Comme nous le rappellerons en §. sur l’espace-
temps de Minkowski on distingue l’espace de représenta-
tion par un critère d’énergie positive.
Pour plus de détails concernant l’émergence des repré-
sentations unitairement inéquivalentes en théorie quan-
tique des champs on se reportera aux références suivantes.
Sur l’espace-temps de Minkowski, Wightman et Gårding
ont classiﬁés toutes les représentations inéquivalentes de
l’algèbre de commutation [48]. De même, on pourra lire les
propos de Friedrichs [49] qui, avec ses champs myriotiques
et amyriotiques, montre, entre autres choses, que placer
un champ dans une boîte ne nous dispense pas du pro-
blème des représentations inéquivalentes. Dans le tome 2
de Reed et Simon [34, Appendix to X.7 The Weyl relation
for free ﬁelds] est reproduite la démonstration (complète)
de l’inéquivalence pour des champs de masses diﬀérentes.
On pourra aussi consulter la ﬁn du tome 4 de Guelfand et
Vilenkin [50, Ch.4 §5.4.p355]. Pour terminer, et toujours
sur l’espace-temps de Minkowski, on pourra contruire des
représentations inéquivalentes à l’aide de [51].
§.Axiomes d’une tqc
Précédemment nous avons rappelé de quelle façon on
peut quantiﬁer canoniquement un champ. Quand bien
même nous aurions eﬀectué avec succès cette entreprise,
ceci n’est pas suﬃsant pour que le champ quantique soit
physiquement acceptable. Dans cette section nous rappel-
lerons les axiomes de Wightman-Gårding qui, sur l’espace-
temps de Minkowski, spéciﬁent l’ensemble minimal de pro-
priétés qu’un champ libre doit satisfaire. Ensuite, nous
discuterons des généralisations qu’on peut apporter en
espace-temps courbe. Notamment, en espace-temps de de
Sitter tous les axiomes peuvent être reproduits à l’ex-
ception du critère spectral auquel on peut substituer un
critère d’holomorphie de la fonction de Wightman sur
l’espace-temps de de Sitter complexiﬁé. Sur un espace-
temps plus général on dispose d’autres critères, nous en
rappelerons quelques uns.
..Axiomes de Wightman
C’est à Gårding et Wightman [52] que nous devons
d’avoir identiﬁé l’ensemble minimal de propriétés que doit
satisfaire un champ quantique libre sur l’espace-temps de
Minkowski. Ici, pour rester simple, nous les énonçons pour
un champ scalaire φ.
Une théorie quantique et relativiste doit satisfaire aux
huit conditions qui suivent.
1. Relativité : H porte une représentation unitaire Ug
de SL(2,C)⋉R4 = P˜↑+.
Plutôt que d’utiliser le groupe de Poincaré il est nécessaire
d’impliquer son recouvrement universel SL(2,C)⋉R4 qui
ne possède pas de représentations projectives non-triviales.
De plus, le théorème de Wigner [53] assure que pour G
connexe, ici SL(2,C), on peut travailler, avec une repré-
sentation projective de G, sur un espace de Hilbert H , au
lieu de l’espace des rayons H [54].
Parmi toutes les représentations unitairement inéquiva-
lentes des relations de commutations le critère spectral
en distingue une :
2. Condition spectrale : Pˆ a son spectre dans le cône à
énergie positive : V
+
= {p2 ≥ 0, p0 ≥ 0}.
Où Pˆ est l’opérateur quantité de mouvement, c’est le gé-
nérateur des translations, Pˆ 0 est l’opérateur énergie. Une
fois l’espace de représentation ﬁxé on peut en distinguer
le vide :
3. Cyclicité du vide : ∃!Ω ∈ H : ∀g ∈ SL(2,C) ⋉
R4, UgΩ = Ω.
On a le cadre quantique : un espace de Hilbert H et rela-
tiviste : une représentation unitaire à énergie positive du
groupe de Poincaré. Il faut maintenant spéciﬁer les pro-
priétés du champ quantique :
4. Compatibilité du vide et domaines invariants : ∃D :
D ⊂ dom(φˆ), D ⊂ dom(φˆ∗), Ω ∈ D, UgD ⊂ D.
5. Régularité du champ : l’application f 7→ 〈ψ′, φˆ(f)ψ〉,
∀ψ,ψ′ ∈ D, ∀f ∈ S (R4) est une distribution tem-
pérée.
6. Covariance : Ugφˆ(f)U
−1
g Ψ = φˆ(g
−1f)Ψ, ∀g ∈ P↑+,
∀Ψ ∈ D.
7. Micro-causalité :
[
φˆ(f), φˆ(f ′)
]
= 0 si J±(suppf) ∩
suppf ′ = ∅.
8. Complétude : l’espace engendré par les vecteurs de
la forme φˆ(f1)..φˆ(fn)Ω est dense dans H .
Formulons quelques commentaires. Les champs quantiques
présentent des singularités qu’on lisse par des fonctions
test f , à support sur l’espace-temps, prises (généralement)
dans l’espace de Schwartz S . Pratiquement cela revient à
dire que la quantité∫
〈Ψ, φˆ(x)Φ〉f(x)µ(dx)
est ﬁnie, avec Ψ,Φ ∈ dom(φˆ) et µ(dx) une mesure in-
variante. Les champs autour de deux points non causale-
ments connectés sont indépendants, leur action doit com-
muter. Ces huit axiomes déﬁnissent la structure minimale
de toute théorie prétendant être une théorie quantique des
champs sur l’espace-temps de Minkowski. Pour une discus-
sion de ces axiomes on pourra consulter le livre de Streater
et Wightman [52], celui de Jost [55], la discussion IX.8 du
tome 2 de Reed et Simon [34] et le beau résumé qu’est le
chapitre II du livre de Haag [54].
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..Théorème de reconstruction et fonctions de Wightman
Généralement l’étude d’une théorie quantique des
champs se fait par celle de ses fonctions à n-points, ou
fonctions de corrélation vide-vide :
W (n)(x1, x2, ..., xn) = 〈Ω, φˆ(x1)φˆ(x2)...φˆ(xn)Ω〉.
Ici, par simplicité, dans le cas scalaire. Il existe pléthore de
fonctions de Green mais toutes se déduisent de la fonction
de Wightman W (n). Étant donné l’ensemble {W (n)}∞n=1
des fonctions à n-points, supposons qu’elles satisfassent
aux conditions suivantes :
(a) Covariance : ∀g ∈ P↑+,
W (n)(x1, x2, .., xn) = W
(n)(g.x1, g.x2, .., g.xn),
(b) Condition spectrale : W˜ (q1, ..., qn−1) = 0 si qi 6∈
V
+
avec :
W˜ (n)(p1, ...pn) = (2π)
4δ(p1 + ...+ pn)×
× W˜ (p1, p1 + p2, ..., p1 + p2 + ...+ pn−1)
où W˜ (n) est la transformée de Fourier de W (n).
(c) Hermiticité :
W (n)(x1, x2, ..., xn) = W (n)(xn, ..., x2, x1)
(d) Commutativité locale : pour (xj −xj+1)2 < 0,∀j ∈
{1, 2, ..., n− 1} :
W (n)(.., xj , xj+1, ..) = W
(n)(.., xj+1, xj , ..).
(e) Positivité : ∀fi ∈ S (R4) :
∑∫
· · ·
∫
fi(x1, ..., xi)W
(i+j)(x1, ..., xi, y1, ..., yj)
× fj(y1, ..., yj) dx1...dxidy1...dyj ≥ 0,
pour toute partition des n points.
Alors, il existe un espace de Hilbert séparable H , une
représentation unitaire continue Ug de P
↑
+ sur H , un
unique vecteur Ω ∈ H invariant sous Ug, et un champ
scalaire φˆ hermitien tel que :
W (n)(x1, x2, ..., xn) = 〈Ω, φˆ(x1)φˆ(x2)...φˆ(xn)Ω〉.
C’est-à-dire que l’espace H et l’action de φˆ(f) peuvent
être restaurés en satisfaisant les axiomes 1 à 8. C’est
l’énoncé du théorème de reconstruction.
Quand les champs sont libres, la hiérarchie des fonc-
tions à n-points est complètement déterminée par la fonc-
tion à deux points (formule de Wick). Alors, dans ce cas,
il suﬃt de vériﬁer que la fonction de Wightman à deux
points vériﬁent les points (a) à (e) pour que toutes les
autres les vériﬁent aussi.
Concluons ce paragraphe par une observation impor-
tante. Dans l’espace-temps de Minkowski on a la stricte
équivalence entre la condition (b) et la condition suivante
(b)-bis les W (n)(x1, ..., xn) sont les valeurs aux bords
de fonctions W (n)(ξ1, ..., ξn−1) holomorphes dans le
domaine T′+n , où ξi = xi+1−xi et T′+n est un domaine
tubulaire.
Brièvement introduisons le domaine tubulaire T′+n . Sur
l’espace-temps de Minkowski, le champ scalaire massif est
solution de l’équation ( + m2)φ(x) = 0. La fonction à
deux points vériﬁe cette équation en chacune de ses va-
riables. En considérant sa transformée de Fourier on a :
W (2)(x, y) =
1
2(2π)2
∫
e−ip(x−y)
[
aθ(p0)δ(p2 −m2)
+ bθ(−p0)δ(p2 −m2)]d4p.
La condition spectrale impose b = 0. Cette fonction est
valeur au bord de la fonction
W (2)(ξ) =
1
2(2π)2
∫
eipξθ(p0)δ(p2 −m2)d4p
avec ξ = z2− z1 ∈ T+ = M − iV + ⊂M C. Ce domaine pri-
mitif de convergence a un prolongement analytique maxi-
mal en T′+ = M C×M C\{(z1, z2) ∈M C×M C | (z1−z2)2 =
a > 0}.
..Généralisation des axiomes de Wightman en espace-
temps courbe
Considérons les axiomes de Wightman formulés sur la
fonction à n points. La question est de savoir si on peut
les généraliser à un espace-temps arbitraire.
Notons déjà que les points (c), (d) et (e) peuvent im-
médiatement être retranscrits sur un espace-temps de la
relativité générale à cela près qu’on choisira de prendre
des fonctions tests dans D(M) comme sur (M, g) on a, gé-
néralement, pas d’analogue aux fonctions de la classe de
Schwarz S .
Le point (a) peut être généralisé au groupe des iso-
métries de (M, g). Néanmoins, à l’exception des espaces-
temps d’anti-de Sitter et de de Sitter toute autre va-
riété métrique n’a pas de groupe d’isométries à 10 pa-
ramètres. On pourrait étendre cette proposition aux dif-
féomorphismes de M , mais, même sur l’espace-temps de
Minkowski et de de Sitter, cette propriété n’est pas vériﬁée
par le champ invariant conforme, voir Ch III. où l’action
de groupe doit être modiﬁée.
Le point (b) est problématique. Sur un espace-temps
statique, par déﬁnition, il existe un vecteur de Killing, glo-
balement, de genre temps, alors on dispose d’une notion
pertinente de temps et donc d’hamiltonien. En l’absence de
cette symétrie de l’espace-temps il est nécessaire de choisir
un autre critère qui distinguera l’espace de représentation
de l’algèbre de commutation. Le critère dominant dans la
communauté est que la fonction de Wightman ait le com-
portement de Hadamard [44] c’est-à-dire qu’on suppose W
de la forme :
(1.19) W (x, x′) =
U(x, x′)
σ + iǫ(t− t′)
+ V (x, x′) ln[σ + iǫ(t− t′)] +W (x, x′)
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en dimension d = 4 d’espace-temps, avec σ (la fonction de
Synge [56]) donné par :
σ =
1
2
µ2(x, x′)
où µ(x, x′) est la distance géodésique entre deux points de
(M, g), ǫ > 0 tel que contre des fonctions de D(M) on
prenne la limite ǫ ↓ 0 et
V (x, x′) =
∞∑
i=0
vi(x, x
′)σi, W (x, x′) =
∞∑
i=0
wi(x, x
′)σi.
Les coeﬃcients U , vi sont obtenus en insérant (1.19) dans
l’équation du mouvement. Ayant choisi w0 il en est de
même pour les wi≥1. Ce choix de forme de la fonction de
Wightman est motivé par le fait qu’on désire que le com-
portement inﬁnitésimal de W reproduise celui de la fonc-
tion minkowskienne. Ainsi, la détermination de l’espace
de représentation de l’algèbre de commutation ne tient
plus qu’à celle de la constante w0. Celle-ci est générale-
ment choisie par renormalisation par "point-splitting" du
tenseur 〈Tµν〉 [57].
Notons qu’en un tour de force, Radzikowski [58, 59]
a aﬃné le critère spectral en critère spectral micro-local
(µSC). Avec la condition de Hadamard celui-ci a déjà été
appliqué avec succès [60] au champ scalaire.
Un autre point de vue est de choisir la formulation ana-
lytique (b)-bis qui peut conserver un sens : variété com-
plexiﬁée et tube futur. On justiﬁe alors le choix de cette
condition par analogie avec l’espace-temps de Minkowski.
Mais, en dehors du cas des espaces-temps de Minkowski et
de de Sitter [1, 2], cette détermination n’a pas remportée
l’adhésion de la majorité.
On peut, de même, considérer une condition thermique
le long des géodésiques [61–63] selon laquelle tous les ob-
servateurs inertiels voient un champ à l’équilibre ther-
mique.
Finalement, le dernier point de vue est de ne pas choi-
sir de représentation mais de toutes les considérer, c’est le
point de vue de l’Algebraic Quantum Field Theory [64].
§.Vers une tqc desittérienne
Dans la section § nous avons rappelé en quoi l’espace-
temps de de Sitter était intéressant, tant du point de vue
cosmologique que mathématique. Après quelques rappels
sur la quantiﬁcation canonique de la mécanique classique
nous avons abordé en section § la quantiﬁcation cano-
nique des champs. Maintenant, nous souhaiterions ﬁxer
le cadre dans lequel notre groupe a choisi de quantiﬁer
les champs en espace-temps de de Sitter. Dans cette sec-
tion, pour commencer, nous rappellerons quelques proprié-
tés de l’espace-temps de de Sitter. Ensuite, on rappellera
la classiﬁcation des représentations unitaires irréductibles
de SO0(1, 4) due à Dixmier [65] et précisée par Takahashi
[66]. Enﬁn, avec le champ scalaire, nous illustrerons notre
approche de la quantiﬁcation.
..Géométrie de Sitterienne
L’espace-temps de de Sitter admet une immersion dans
un espace minkowskien ambiant de dimension 5 :
XH = {y ∈ R5 | y2 = (y0)2 − ‖y‖2 − (y4)2 = −H−2}.
Cet hyperboloïde à une nappe a pour groupe d’isométries
O(1, 4). Le groupe de de Sitter est sa composante connexe
à l’identité SO0(1, 4). Dix vecteurs de Killing engendrent
l’algèbre de Lie so(1, 4) et font de XH une variété maxi-
malement symétrique. Cependant, XH ne possède pas de
champs de vecteurs de Killing de genre temps en chaque
point. Alors, on ne peut déﬁnir, globalement, une notion
de temps et donc d’hamiltonien. Néanmoins, cet espace-
temps est globalement hyperbolique : les équations d’évo-
lution sont des problèmes de Cauchy bien posés une fois
les conditions « initiales » spéciﬁées sur une hypersurface
de genre espace.
Cette approche ambiante déﬁnit une structure causale :
pour deux événements y, y′ ∈ XH , y′ est dans le cône fu-
ture de y, y′ < y ssi y − y′ ∈ V + = {y ∈ R5 | y2 ≥ 0, y0 >
0}. Le passé causal se déﬁnit similairement. Le complé-
ment dans XH de ces deux ensembles forme l’ailleurs de
y. Nous avons rassemblé quelques formules concernant le
formalisme ambiant dans Rd+1 dans l’appendice A, autre-
ment on se référera à la section II.A. Ambient space no-
tations and Casimir operators de [5] qui généralise cette
approche introduite par Dirac dans l’article [67].
La courbure R de XH est reliée à la constante cosmo-
logique : R = −12H2 = −4Λ. À la limite Λ → 0, en un
point, on atteint l’espace-temps de Minkowski. De même,
le groupe de de Sitter SO0(1, 4) contracte vers le groupe
de Poincaré P↑+ [68].
..Champs élémentaires quantiques
L’axiomatique de Wightman de la section § se porte
telle quelle sur l’espace-temps de de Sitter à ceci près que :
1. on substitue SO0(1, 4) à P
↑
+ et
2. de l’absence d’un opérateur hamiltonien global on
choisit la condition (b)-bis à la place de (b).
En fait, au chapitre III, plutôt que la généralisation de la
condition (b)-bis, on utilisera un critère d’énergie conforme
positive. Il est important de noter que nous adopterons
une condition plus forte que la condition de covariance (a)
sous l’action du groupe de de Sitter SO0(1, 4). En eﬀet, on
suivra le point de vue des systèmes élémentaires de Wi-
gner [53] en choisissant les champs dans les représentations
unitaires irréductibles de SO0(1, 4).
Le groupe de de Sitter n’est pas simplement connexe,
on fait intervenir le groupe symplectique :
Sp(2, 2) =
{
g =
(
a b
c d
) | det g = 1, g†γ0g = γ0},
recouvrement double et universel de SO0(1, 4). Les coef-
ﬁcients a, b, c, d sont des quaternions réels et γ0 =
(
1 0
0 −1
)
est élément d’une algèbre de Cliﬀord [66]. Les champs en
tant que systèmes élémentaires sont pris dans les repré-
sentations unitaires irréductibles de ce groupe. Dans ces
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rui les opérateurs de Casimir quadratiques et quartiques
sont proportionnels à l’identité :
Q1 = 〈Q1p,q〉1 = −[p(p+ 1) + (q + 1)(q − 2)]1,
Q2 = 〈Q2p,q〉1 = −p(p+ 1)q(q − 1)1.
Les nombres p et q indexent les représentations [65]. On
distingue trois séries de rui :
• Principale Up,ν : ∆ = (p, 12 + iν) avec p ∈ N/2,
ν ∈ R+. Up,ν et Up,−ν sont unitairement équiva-
lentes.
 Complémentaire Vp,ν : ∆ = (p, 12 +ν) avec 0 < |ν| <
3
2 quand p = 0 et 0 < |ν| < 12 pour p ∈ N∗. Cette sé-
rie ne possède pas de champs fermioniques. Ici aussi
V ±p,ν et V
±
p,−ν sont unitairement équivalentes.
 Discrète Πp,0 et Π±p,q : ∆ = (p, q) avec q = p, p −
1, ..., 1 pour p entier, q = p, p− 1, ...., 12 pour p demi-
entier.
Les représentations de la série principale contractent vers
celles massives du groupe de Poincaré [69]. De même,
les représentations sur la ligne q = p ≥ 12 , invariante
conforme, tendent vers les représentations d’hélicité. Le
terme V0, 1
2
de la série complémentaire tend, lui, vers le
champ scalaire de masse nulle minkowskien.
1
2
3
4
−1 0 1 2 3 4
p
ℜe q
 
  
   
    

 
  
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Figure I.1. Schéma des représentions unitaires irré-
ductibles suivant les valeurs de p et q. Avec : • les termes
de la série principale,  ceux de la série complémentaire
et  ceux de la série discrète.
Si on désire adopter un point de vue minkowskien, avec
toute l’ambiguïté d’une telle démarche [70], p a le sens d’un
spin pour les séries principales et complémentaires. Dans
la série discrète pour p = q il garde ce rôle. Pour ce qui
est de la masse on peut adopter la formule [70] :
(mHc
2/~H)2 = 〈Q1p,q〉 − 〈Q1p,p〉 = [(p− q)(p+ q − 1)]
qui tend vers la masse minkowskienne quand m2H > 0 et
s’annule sur les représentations invariantes conforme Π±p,p,
sur le scalaire conforme et V ±
0,− 1
2
≃ V ±
0, 1
2
et sur le champ
minimalement couplée Π1,0.
..L’exemple scalaire
Illustrons nos propos avec l’exemple du champ scalaire.
L’équation de champ est le problème aux valeurs propres
Q1φ = κφ, avec κ = 〈Q10,q〉. Dans la représentation sca-
laire Q1 est relié à l’opérateur de Laplace-Beltrami sur
l’hyperboloïde par −H2Q1 = H . Les fonctions homo-
gènes :
φξ(x) = cµ vb (Hz · ξ)µ, z ∈ T +, ξ ∈ C+
forment une base de modes, valeurs au bord de fonctions
analytiques dans le tube T + [1]. Elles sont solutions avec,
par exemple, µ = −3/2− iν pour la série principale. Dans
ce cas la fonction à deux points est donnée par :
W (2)(z, z′) = |cµ|2
∫
γ
(Hz · ξ)µ(Hz′ · ξ)µdσγ(ξ),
avec z ∈ T +, z′ ∈ T −, dσγ une mesure invariante sur la
base orbitale γ du cône positif C+ ∋ ξ [2]. Cette fonction
satisfait, par construction, au critère d’analyticité et le
champ vit dans le vide de Bunch-Davies [57] (ou vide Eu-
clidien [71]). La constante cµ est ﬁxée en imposant le com-
portement d’Hadamard à W (2)(x, x′) = vb W (2)(z, z′).
Pour Λ → 0 le champ φξ(x) qui vit dans une rui de
la série principale tend vers une rui de P à énergie po-
sitive [10]. Cette propriété est exceptionnelle : tout autre
vide fait, en plus, apparaître des représentations à éner-
gie négative. Donc, vis-à-vis de la limite à courbure nulle,
le critère d’analyticité est l’analogue de la condition spec-
trale. De plus, on montre [2] que ce critère implique que
W (2)(x, x′) vériﬁe la relation K.M.S. [72] à la température
[71] T = ~H/2πkb.
Le cas conforme 〈Q1〉 = 2 se traite aussi par cette mé-
thode mais la limite à courbure nulle nécessite un autre
procédé [11] que nous détaillerons au chapitre II et III.
Chapitre II.
Étude d’une limite à courbure nulle
Dans ce chapitre nous examinons la limite à courbure
nulle du champ scalaire desittérien. Cette étude est moti-
vée par les données suivantes. On sait que l’espace-temps
de de Sitter peut-être vu comme une déformation par la
courbure de l’espace-temps de Minkowski [68]. De plus,
certaines représentations desittériennes admettent une li-
mite minkowskienne à la limite de courbure nulle. Il doit
en être de même pour les champs qui vivent dans ces repré-
sentations. Cette limite, quand elle existe, apparaît alors
comme une vériﬁcation a posteriori de nos résultats desit-
tériens, qui doivent être compatibles avec ceux minkows-
kiens. Nous disposons des deux résultats suivants :
1. celui de Mickelsson et Niederle [69] qui, de manière
imprécise, est souvent énoncé comme : « à la limite
de courbure nulle les représentations de SO0(1, d) se
décomposent sur des représentations à énergie posi-
tive et négative du groupe de Poincaré. »
2. un calcul direct montre que, sous les bonnes condi-
tions, la fonction à deux points desittérienne scalaire
tend uniquement vers la fonction à deux points à
énergie positive minkowskienne.
On observe alors une apparente contradiction entre ces
deux résultats. En fait, le résultat général de Mickelsson
et Niederle contient, en tant que cas particulier, la limite,
à courbure nulle, de la série principale desittérienne vers
les représentations massives à énergie positive du groupe
de Poincaré [10]. Ce qui conﬁrme le calcul sur la fonction
à deux points. Dans ce chapitre nous complétons ce ré-
sultat en eﬀectuant la limite à courbure nulle du champ
scalaire invariant conforme. L’originalité de ce calcul tient
à ce qu’il est explicitement eﬀectué au niveau de l’espace
de Hilbert des solutions, voir l’équation (2.24).
Dans un premier temps, nous considérerons la limite à
courbure nulle de l’espace-temps de de Sitter vers l’espace-
temps de Minkowski. Après avoir adopté un système de co-
ordonnées dans l’espace ambiant Rd+1 nous verrons com-
ment cette limite se transmet au groupe de de Sitter. En-
suite, nous spéciﬁerons la limite que l’on souhaite observer
sur les solutions de l’équation ( + κH2)φ = 0. Pour ce
faire nous utiliserons les ondes planes desittériennes [1, 2]
comme base de solutions. Nous décomposerons ces solu-
tions sur une base de solutions de carré sommable. Alors,
muni de ces deux représentations des solutions scalaires
nous rappellerons la limite « massive » à courbure nulle
et, ﬁnalement, nous calculerons la limite à courbure nulle
du champ de « masse nulle » conformément couplé.
§.Une limite sur l’espace-temps
Dans cette section nous étudierons la limite à courbure
nulle de l’espace-temps de de Sitter vers celui de Min-
kowski. Nous commencerons cette étude en justiﬁant cette
limite grâce aux équations d’Einstein dans le vide. En-
suite, nous porterons cette limite sur l’hyperboloïde dans
l’espace ambiant Rd+1, limite sous laquelle le groupe de de
Sitter « contractera » vers une représentation projective
du groupe de Poincaré. Enﬁn, nous préciserons la limite à
courbure nulle, que nous résoudrons en §, sur le champ
scalaire, calculé en §.
..La limite sur les équations d’Einstein
Reprenons les équations d’Einstein, avec la constante
cosmologique Λ, dans le vide :
(2.1) Gµν − Λgµν = 0,
où Gµν sont les composantes du tenseur d’Einstein :
Gµν = Rµν − 1
2
Rgµν ,
avec Rµν les composantes du tenseur de Ricci et R la cour-
bure scalaire : R = gµνRµν . En prenant la trace de l’équa-
tion d’Einstein (2.1) on en tire :
(2.2) R = − 2d
d− 2Λ.
Ainsi, la courbure scalaire R est constante et proportion-
nelle à la constante cosmologique. On en tire le tenseur de
Ricci :
Rµν =
1
d
Rgµν = − 2
d− 2Λgµν .
Alors, la variété métrique solution de (2.1) est maxima-
lement symétrique [73]. Pour Λ > 0 la solution de (2.1)
est l’espace-temps de de Sitter, resp. Minkowski et anti-de
Sitter pour Λ = 0 et Λ < 0. En se rappelant que l’équation
(2.1) porte sur les éléments de la métrique, nous avons :
lim
Λ→0
gΛµν = g
0
µν ,
où g0µν sont les éléments de la métrique minkowskienne
dans un système arbitraire de coordonnées.
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..La limite dans l’espace ambiant
L’espace-temps de de Sitter peut être vu comme un
hyperboloïde à une nappe plongé dans Rd+1 :
XH = {y ∈ Rd+1 | y2 = ηκϑyκyϑ = −H−2}.
La métrique sur XH est induite par la métrique minkows-
kienne ambiante avec :
ds2 = ηκϑdy
κdyϑ = gΛµν(x) dx
µdxν ,
où les {xµ} forment un système arbitraire de coordonnées
paramétrant les points de XH . Alors, la courbure de l’hy-
perboloïde est :
(2.3) R = −d(d− 1)H2.
En comparant (2.2) à (2.3) on en déduit que la constante
de Hubble H est liée à la constante cosmologique Λ par :
Λ =
1
2
(d− 1)(d− 2)H2.
Pour étudier les champs sur l’espace-temps de de Sitter
choisissons le système de coordonnées conformes :
y0 = H−1 tg ρ,
yi = H−1 cos−1 ρ sinα ni,
yd = H−1 cos−1 ρ cosα,
avec −π/2 < ρ < π/2, 0 ≤ α < π et n ∈ Sd−2 ⊂ Rd−1.
On notera les d − 2 angles qui paramètrent n par θ. De
même, on notera u ∈ Sd−1 de composantes ui = sinα ni,
ud = cosα, tel que :
y0 = H−1 tg ρ, ya = H−1 cos−1 ρ ua.
Les coordonnées conformes sont globales sur l’hyperbo-
loïde XH et dans ce système l’élément de ligne s’écrit :
ds2 = H−2 cos−2 ρ[dρ2 − dΩ2d−1]
= H−2 cos−2 ρ[dρ2 − (dα2 + sin2 αdΩ2d−2)],
avec dΩ2d−1 l’élément de ligne sur S
d−1. Ces coordonnées
sont « conformes » en cela qu’elles rendent manifeste la
transformation de Weyl entre l’espace-temps de de Sitter
et une portion de l’espace-temps statique d’Einstein, où
l’élément de ligne s’écrit ds2 = dρ2 − dΩ2d−1.
Nous cherchons la limite à constante cosmologique
nulle, c’est-à-dire à courbure nulle, ou H → 0. En identi-
ﬁant les angles θ sur Sd−2 dans de Sitter et Minkowski les
limites à vériﬁer sont :
lim
H→0
H−2 cos−2 ρ dρ2 = dt2,(2.4)
lim
H→0
H−2 cos−2 ρ dα2 = dr2,(2.5)
lim
H→0
H−2 cos−2 ρ sin2 α = r2.(2.6)
Au premier ordre en H :
ρ(H, t, r) = f1(t, r) +Hf2(t, r) + o(H),
α(H, t, r) = g1(t, r) +Hg2(t, r) + o(H).
Alors, pour que les limites (2.4)–(2.6) soient vériﬁées on
a, au premier ordre en H, :
ρ(H, t, r) = Ht+ o(H), α(H, t, r) = Hr + o(H).
Les termes d’ordre supérieurs restent quant à eux indé-
terminés. Sans autre équation pouvant les contraindre, et
sans unicité de ceux-ci, posons les tous nuls. On en déduit :
dvolH = H
−d cos−d ρ sind−2 α dρdα dVd−2
H→0−−−→ rd−2dtdr dVd−2 = ddx
et l’élément de volume sur l’espace-temps de de Sitter tend
vers celui sur l’espace-temps de Minkowski.
..La contraction du groupe de de Sitter vers le groupe
de Poincaré
Dans l’espace ambiant Rd+1, de la dépendance des va-
riables ρ et α en t, r et H nous avons :
lim
H→0
y0y
yd
→
 tx
H−1
 .
Les d premières composantes tendent vers les coordon-
nées cartésiennes sur l’espace-temps de Minkowski, la der-
nière composante diverge. De prime abord, nous pourrions
considérer ce problème comme superﬂu. Mais, si on fait
agir le groupe de de Sitter, le mélange entre les compo-
santes qui en résultera pourrait s’avérer désastreux. Pour
régulariser la limite introduisons l’opérateur AH tel que :
AH =

1
. . .
1
H
 .
Ainsi, la limite à courbure nulle donne :
lim
H→0
AH
y0y
yd
→
 tx
1

qui est une représentation projective de l’espace-temps de
Minkowski. Alors, les applications linéaires sur les points
de l’espace-temps de de Sitter se portent en celles sur
l’espace-temps de Minkowski comme :
M0 = lim
H→0
AHMA
−1
H
, M ∈ Mat(Rd+1),
si la limite existe. Parmi les applications linéaires nous
avons la représentation matricielle du groupe de de Sitter
avec :
lim
H→0
AH
(
Λ
1
)
A−1
H
=
(
Λ
1
)
,
pour Λ ∈ SO0(1, d − 1) ⊂ SO0(1, d). C’est-à-dire que les
éléments du sous-groupe de Lorentz SO0(1, d − 1) sont
laissés invariants pour la limite de courbure nulle. Restent
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les éléments du groupe qui impliquent yd. Pour un boost
pur :
AHB
0d(ϕ)A−1
H
=
 chϕ H−1 shϕ1
H shϕ chϕ
 ,
ou une rotation :
AHR
i d(θi)A−1
H
=

1
cos θi H−1 sin θi
1
−H sin θi cos θi
 ,
la limite à courbure nulle diverge. Cette divergence peut-
être résorbée en redéﬁnissant ϕ → Ha0 et θi → Hai, où
aµ = (a0, ai) a la dimension d’une longueur. Dans ce cas,
pour un élément quelconque M ∈ SO0(1, d) on a :
lim
H→0
A
H
MA−1
H
=
(
Λµν a
µ
1
)
.
Ainsi, la matrice AH et la redéﬁnition des paramètres du
groupe permettent de briser le groupe de de Sitter vers
celui de Poincaré à courbure nulle. Ceci se transporte à
l’algèbre :
AH exp(c
µνXµν + ϕX0d + θ
iXid)A
−1
H
= exp[cµνXµν +AH(ϕX0d + θ
iXid)A
−1
H
]
→ exp[cµνXµν + aµAH(HXµd)A−1H ]
Ainsi,
lim
H→0
AHHXµdA
−1
H
= Pµ
où AH est, maintenant, adapté à la représentation sur la-
quelle la limite est eﬀectuée. Considérons, par exemple,
les générateurs du groupe de de Sitter réalisés en tant que
vecteurs de Killing dans Rd+1 avec :
XHκϑ = yκ∂ϑ − yϑ∂κ.
Dans le système des coordonnées conformes on a :
lim
H→0
XHµν = lim
H→0
yµ
∂
∂yν
− yν ∂
∂yµ
= xµ
∂
∂xν
− xν ∂
∂xµ
,
lim
H→0
XHµd = lim
H→0
yµ
∂
∂yd
− yd ∂
∂yµ
∼ H2xµ ∂
∂...
+
1
H
∂
∂xµ
,
en se souvenant que yd = −yd. Ici l’opérateur AH com-
mute avec les générateurs inﬁnitésimaux. Alors,
lim
H→0
HXHµd =
∂
∂xµ
= Pµ.
De ces générateurs on peut former l’opérateur de Casimir
quadratique :
Q1 = 1
2
XHκϑX
H κϑ = −H−2H ,
où H est l’opérateur de Laplace-Beltrami sur l’espace-
temps de de Sitter. Ayant utilisé les vecteurs de Killing,
nous sommes dans la représentation scalaire de SO0(1, d).
Nous cherchons un champ scalaire φH qui satisfait à l’équa-
tion aux valeurs propres :
Q1φH = κφH .
Suivant la valeur de κ le champ φH vit dans diﬀérentes rui
de SO0(1, d). On distingue trois cas :
κ ≥
(d− 1
2
)2
,(sp)
0 < κ <
(d− 1
2
)2
,(sc)
κ = −n(n+ d− 1), n ∈ N,(sd)
pour lesquels le champ sera respectivement dans la sé-
rie principale (sp), complémentaire (sc) et discrète (sd)
de SO0(1, d). Dans le système des coordonnées conformes
nous avons :
(2.7) H = H
2 cos2 ρ
[ ∂2
∂ρ2
+ (d− 2) tg ρ∂
∂ρ
−∆Sd−1
]
où le laplacien ∆Sd−1 sur S
d−1 se décompose comme
∆Sd−1 =
∂
2
∂α2
+ (d− 2)cosα
sinα
∂
∂α
+
1
sin2 α
∆Sd−2 .
Après avoir posé ρ = Ht et α = Hr on a :
lim
H→0
H =
∂
2
∂t2
−
( ∂2
∂r2
+ (d− 2)1
r
∂
∂r
+
∆Sd−2
r2
)
= 0,
avec, dans le membre de droite, le d’alembertien sur
l’espace-temps de Minkowski.
Nous avons vu comment le groupe de de Sitter pou-
vait à la limite de courbure nulle se briser vers le groupe
de Poincaré. Nous aimerions étudier cette limite sur la re-
présentation scalaire. Ici, on souhaiterait observer quelque
chose ressemblant à :
(H + κH
2)φH = 0
H→0−−−→ (0 +m2)φ0 = 0
en faisant éventuellement dépendre κ de H. Étant donné
que l’opérateur de Laplace-Beltrami sur de Sitter tend vers
celui sur Minkowski à courbure nulle, nous souhaiterions
plus fortement que :
lim
H→0
φH = φ0.
C’est à cette limite que ce chapitre est dévolu. Pour ce
faire, nous utiliserons d’abord un ensemble de solutions
adaptées à l’espace-temps de de Sitter, puis nous eﬀectue-
rons la limite dans le cas « massif » [10] (la série princi-
pale) et « masse nulle » conformément couplé (un terme
de la série complémentaire).
§.Les solutions scalaires desittériennes
Dans cette section nous rappellerons les ondes planes,
scalaires, desittériennes et comment celles-ci résolvent
l’équation au valeur propre Q1φ = κφ. Ensuite, nous dé-
composerons ces ondes sur une base de solutions de carré
intégrable dues à Chernikov et Tagirov [74].
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..Les ondes planes ambiantes dans Rd+1
Si on considère les champs homogènes dans Rd+1 l’opé-
rateur de Casimir quadratique Q1 s’écrit :
Q1 = 1
2
XHκϑX
H κϑ = −H−2∂2
= −H−2[∂2 +H2y ·∂(y ·∂ + d− 1)].
Un ensemble des solutions de Q1φH = κφH est fourni par
les ondes planes [1, 2] :
(2.8) φσ±ξ (y) = cν vb (HyC ·ξ)σ± ,
déﬁnies comme valeur au bord (vb) de la fonction yC 7→
(HyC·ξ)σ holomorphe dans le tube futur compléxiﬁé T + =
T+∩XC
H
, où T+ = M Cd+1 − iV
+
d+1 est le tube futur ambiant
et XC
H
l’hyperboloïde complexiﬁé :
XC
H
= {yC = y + ip ∈ Cd+1 | y2C = −H−2}
= {(y, p) ∈ Rd+1× Rd+1 | y2 − p2 = −H−2, y · p = 0}.
La variable ξ appartient au cône nul positif ambiant déﬁni
par :
C+ = {ξ ∈M Cd+1 | ξ2 = ξ · ξ = 0, ξ0 > 0}.
La constante σ± est liée à κ par la relation :
(2.9) σ± = −
(d− 1
2
)
±
√(d− 1
2
)2
− κ.
Pour rester lisible on posera σ± = σ, sachant pertinem-
ment qu’il y a un choix à eﬀectuer dans la détermination
de σ. L’évolution de ces deux racines σ+ et σ− en fonction
de la valeur que prend κ dans la série principale, resp. com-
plémentaire et discrète, est reproduite dans le graphique
ci-dessous.
−d + 1−d−d− 1
0 1 2
σ+
σ−
ℑm σ±
ℜe σ±
sd sc
sp
sdsc
sp
Figure II.1. Tracé de σ+ et σ− dans le plan complexe
en fonction de κ croissant . Les deux droites se rencontrent
pour κ =
(
d−1
2
)2
en σ+ = σ− = −
(
d−1
2
)
. Ici les deux
courbes ont étés légèrement décalées de l’axe des abscisses
afin de mieux les distinguer.
De même, dans (2.8) cν est une constante que l’on
ﬁxe, dans la série principale, en requérant le comporte-
ment d’Hadamard pour la fonction à deux points, c’est-à-
dire qu’à la limite de coïncidence y → y′ le propagateur
se confond avec son expression minkowskienne. Pour la
dimension d = 4 on a :
cν =
√
H2(ν2 + 1/4)
2(2π)3(1 + e−2πν)m2
avec m2 la masse minkowskienne de la limite de coïnci-
dence et ν =
[
κ− (d−12 )2] 12 dans la série principale.
Notons que l’action naturelle du groupe de de Sitter :
[TΛφ
σ
ξ ](y) = φ
σ
ξ (Λ
−1.y) = φσΛ.ξ(y), Λ ∈ SO0(1, d),
se porte sur les variables ambiantes ξ ∈ C+. Les cônes C+
et C− sont séparément laissés invariants sous l’action de
SO0(1, d).
..Décomposition des ondes planes
Les ondes planes desittériennes φξ(x) partagent avec
les ondes planes minkowskiennes la propriété d’être des
fonctions génératrices des solutions de carré sommable
pour le produit de Klein-Gordon. En eﬀet, si on consi-
dère Hy · ξ dans le système des coordonnées conformes
nous avons :
Hy · ξ = tg ρ ξ0 − u.ξ
cos ρ
=
ξ0eiρ
2i cos ρ
(1− 2zt+ z2),
après avoir posé t = u.v et ξa = |ξ0|va avec v ∈ Sd−1 tel
que |ξ0| = ‖ξ‖ et ainsi ξ ∈ C. Le point dans u.ξ, ou u.v,
marque le produit euclidien sur Sd−1 ⊂ Rd. La variable z
est déﬁnie par z = ie−iρ sgn ξ0. Ainsi, on peut écrire l’onde
plane telle que :
(2.10) (Hy · ξ)σ =
( ξ0eiρ
2i cos ρ
)σ 1
(1− 2zt+ z2)−σ .
On peut se rappeler la fonction génératrice des polynômes
de Gegenbauer :
(2.11)
1
(1− 2zt+ z2)µ =
∞∑
n=0
Cµn(t)z
n, |z| < 1.
De même, on se remémorera la formule qui permet de dé-
velopper les polynômes de Gegenbauer sur les polynômes
de Gegenbauer [75] :
(2.12) Cµn(t) =
⌊n
2
⌋∑
s=0
Cs(n, µ, ν)C
ν
n−2s(t),
avec
Cs(n, µ, ν) =
(n− 2s+ ν)Γ(s+ µ− ν)Γ(µ+ n− s)Γ(ν)
Γ(1 + s)Γ(µ− ν)Γ(n− s+ ν + 1)Γ(µ) .
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Enﬁn, ces polynômes peuvent être issus d’une sommation
sur Sd−1 [76] :
(2.13)
Γ
(
d−2
2
)
4π
d
2
C
d−2
2
L (t) =
∑
M
YLM (u)Y∗LM (v)
2L+ d− 2 ,
où les YLM sont des fonctions hypersphériques.
Alors, en développant (2.11) avec µ = −σ puis le poly-
nôme de Gegenbauer avec (2.12) en choisissant ν =
(
d−2
2
)
pour utiliser l’identité (2.13) on obtient :
1
(1− 2zt+ z2)−σ = 2π
d
2
∑
LM
Γ(−σ + L)
Γ(−σ)Γ(L+ d2 )
×
× zL2F1(L− σ,−σ − d− 2
2
;L+
d
2
;−e−i2ρ)×
× YLM (u)Y∗LM (v),
où dans la somme nous avons tenu compte du fait que :
∞∑
n=0
⌊n
2
⌋∑
s=0
=
∞∑
s=0
∞∑
L=0
, L = n− 2s
ainsi que :
∞∑
s=0
Γ(s− σ − ν)Γ(−σ + L+ s)
Γ(L+ s+ ν + 1)
z2s
s!
=
Γ(−σ − ν)Γ(−σ + L)
Γ(L+ ν + 1)
×
× 2F1(L− σ,−σ − ν;L+ ν + 1; z2),
où, dans le membre de droite, 2F1 est une fonction hy-
pergéométrique. De la déﬁnition de z on peut développer
(2.10) par la formule :
(2.14) (Hy · ξ)σ = (2i)−σ 2π
d
2
Γ(−σ)
∑
LM
iL
Γ(−σ + L)
Γ(L+ d2 )
×
× (ξ0)σ(sgn ξ0)LY∗LM (v) 1N σLd
ΨσLM (ρ, u),
où nous avons posé :
(2.15) ΨσLM (ρ, u) = N σLd cos−σ ρ e−i(L−σ)ρ×
× 2F1
(
L− σ,−σ − d− 2
2
;L+
d
2
;−e−i2ρ
)
YLM (α,θ).
Avant toute chose remarquons que ce développement
n’est pas licite en |z| = 1. Pour contourner ce problème
on donne à ρ une partie imaginaire négative ρ 7→ ρ − iǫ
ce qui assure la convergence de la série (2.11) et étend
y à yC ∈ T +, ce qu’on vériﬁe en constatant que ℑm yC ∈
−V +d+1. Alors, les ondes planes ainsi étendues dans le plan
complexe coïncident avec celles de la formule (2.8).
Avec l’expression de l’opérateur de Laplace-Beltrami
(2.7) dans les coordonnées conformes on vériﬁe que les
ΨσLM sont solutions de (H + κH
2)ΨσLM = 0. Ces solu-
tions apparaissent dans la publication de N. Chernikov et
E. Tagirov [74], aux changements de conventions près.
Dans la série principale, ou complémentaire, l’équation
ℜe(2σ+d−1) > 0 est vériﬁée. Alors, la fonction hypergéo-
métrique 2F1 reste déﬁnie sur le disque unité, c’est-à-dire
à la limite ǫ ↓ 0.
On pourra aussi noter que les coeﬃcients de la fonction
hypergéométrique 2F1 vériﬁent la relation :
L− σ −
(
−σ − d− 2
2
)
+ 1 = L+
d
2
.
Ainsi, il existe une transformation quadratique [77] qui
permet d’écrire la fonction hypergéométrique en terme
de fonctions de Legendre. Cette remarque permet, par
exemple, de retrouver les polynômes de Legendre on the
cut de la publication [3].
❦ La constante de normalisation N σLd :
Pour déterminer la constante N σLd on muni l’espace des
solutions du produit scalaire de Klein-Gordon :
(2.16) 〈ψ, φ〉 = i
∫
y0=0
ψ∗
←→
∂
∂y0
φ dΣ0,
où :
dΣ0 = ∂0⌋dy0 ∧ .. ∧ dyd
∣∣∣
y2=−H−2
= H−(d−1)dVd−1,
avec dVd−1 l’élément de volume sur Sd−1. De même, dans
les coordonnées conformes on a :
∂
∂y0
∣∣∣
y0=0
= H
∂
∂ρ
∣∣∣
ρ=0
.
Alors on peut écrire le produit scalaire (2.16) comme :
〈ψ, φ〉 = iH−(d−2)
∫
ρ=0
ψ∗
←→
∂
∂ρ
φ dVd−1.
Par un calcul direct sur les solutions (2.15) on établit que :
(2.17) N σLd =
H
d−2
2
2ℜeσ+
d−1
2
√
Γ(L+ σ + d− 1)Γ(L− σ)
Γ
(
L+ d2
) .
Pour écrire cette formule il est utile de se rappeler la for-
mule de duplication des fonctions Γ :
Γ(2z) =
22z−1√
π
Γ(z)Γ
(
z +
1
2
)
.
Il s’agit de faire attention. La formule (2.17) n’est tenue
que pour σ donné par la formule (2.9), autrement (2.17)
adopterait une forme plus compliquée. De plus, on remar-
quera que dans la série discrète la constante de normali-
sation N σLd explose. En fait, dans ce cas, nous sommes en
présence de solutions de normes nulles. Comme nous consi-
dérerons uniquement des champs dans la série principale
et complémentaire ceci ne nous concernera pas. Pour plus
de détails quant au champ de « masse nulle minimalement
couplé », i.e. pour κ = 0, on se reportera à l’article [3].
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Avec la constante de normalisation (2.17) le dévelop-
pement en (2.14) se simpliﬁe en :
(Hy·ξ)σ = 2
d+1
2
−iℑmσπ
d
2
H
d−2
2 Γ(−σ)
∑
LM
iL−σ
√
Γ(L− σ)
Γ(L+ σ + d− 1)×
× (ξ0)σ(sgn ξ0)LY∗LM (v)ΨσLM (ρ, u)
et reste valable dans la série principale et complémentaire.
§.Deux limites à courbure nulle
Nous avons maintenant sur l’espace-temps de de Sitter
une base de solutions à l’équation Q1φH = κφH , tant dans
l’espace ambiant qu’en termes des coordonnées (intrin-
sèques) conformes. On peut maintenant étudier la limite à
courbure nulle de ces solutions. En premier lieu, nous re-
produirons, brièvement, les propos de la publication [10]
où il est montré que dans la série principale les ondes
planes desittériennes peuvent tendre uniquement vers les
ondes planes massives à énergie positive sur l’espace-temps
de Minkowski. Ensuite, en deuxième lieu, nous étudierons
la limite à courbure nulle du champ scalaire conformément
couplé pour lequel nous utiliserons les fonctions ΨσLM .
..La limite dans la série principale
Dans ce paragraphe nous suivrons les propos de la pu-
blication [10]. Dans la série principale on pose :
σ = σ− = −
(d− 1
2
)2
− imH−1,
où m est la masse minkowskienne vers laquelle la limite
tend. Les solutions (2.8), en conséquence de la condition
d’holomorphie dans le tube futur T +, s’écrivent :
φσξ (y) = [Θ(Hy · ξ) + Θ(−Hy · ξ)eiπ(
d−1
2
)2−πmH−1 ]×
× Cν |Hy · ξ|−(
d−1
2
)2−imH−1 .
où les Θ sont des fonctions de Heaviside. À la limite de
courbure nulle l’exponentielle exp(−πmH−1) est suppri-
mée et seule restera Θ(Hy · ξ). Dans le système de coor-
données conformes nous avons :
Hy · ξ ≈ −ξd +Hηµνxµξν ,
et Θ(Hy · ξ) → Θ(−ξd). Pour ξd < 0 la limite est non
nulle, on a alors :
φσξ (y) ≈ (−ξd)σ
(
1 +H
ξµx
µ
−ξd
)σ
.
À la limite de courbure nulle on obtient σ → ∞, pour
ξd = −1 la limite sur la fonction φσξ existe. Avec la base
orbitale hyperbolique γ = C1∪C2 sur le cône C+ on pose :
ξ = (m−1ωk ,m
−1k,−1) ∈ C1,
ξ = (m−1ωk ,m
−1k,+1) ∈ C2,
avec ωk =
√‖k‖2 +m2. Alors, dans ce cas :
lim
H→0
φσξ (y) =
1√
2(2π)d−1
e−i(ωkx
0−k.x),
où la constante Cν peut-être ajustée pour qu’à la limite
on retrouve les facteurs
√
2(2π)d−1. Ainsi, grâce au cri-
tère d’analyticité dans le tube futur T +, le terme cor-
respondant aux énergies négatives sur l’espace-temps de
Minkowski est exponentiellement supprimé et à la limite
de courbure nulle subsistent uniquement des ondes planes
à énergie positive.
..La limite du scalaire conforme
La deuxième limite qui nous intéresse est celle sur le
champ conformément couplé pour lequel :
κ =
d(d− 2)
4
, σ = σ− = −d
2
.
Pour cette valeur de κ le champ est dans la série complé-
mentaire. La constante σ est ﬁxée et le processus ayant été
suivi pour les ondes planes φσξ (y) ne peut être reproduit.
Par contre, il reste les fonctions ΨσLM qui, pour cette va-
leur particulière de κ, se simpliﬁent grandement. En eﬀet,
pour la constante de normalisation on obtient :
(2.18) N− d2Ld =
2H
d−2
2√
2L+ d− 2 .
De même, la fonction hypergéométrique s’exprime en
terme de fonctions plus simples :
(2.19) 2F1(L+
d
2
, 1;L+
d
2
;−e−i2ρ) = 1
2
eiρ
cos ρ
.
En remplaçant dans (2.15) la constante N σLd par (2.18) et
la fonction hypergéométrique par (2.19) on obtient pour
solution :
Ψ
− d
2
LM (y) =
(H cos ρ)
d−2
2√
2L+ d− 2e
−i( d−2
2
+L)ρYLM (α,θ).
Notons que la fonction à deux points se resomme immé-
diatement :
DH(y, y
′) =
∑
LM
Ψ
− d
2
LM (y)Ψ
∗−
d
2
LM (y
′)
= (H2 cos ρ cos ρ′e−i(ρ−ρ
′))
d−2
2 ×
×
∑
L
e−iL(ρ−ρ
′)
∑
M
YLM (α,θ)Y∗LM (α′, θ ′)
2L+ d− 2 .
La somme sur M s’eﬀectue par la formule (2.13) et le ré-
sultat est sommé sur L en reconnaissant que le membre
de gauche est la fonction génératrice des polynômes de
Gegenbauer. Ainsi :
DH(y, y
′) =
Γ
(
d−2
2
)
4π
d
2
(H2 cos ρ cos ρ′e−i(ρ−ρ
′))
d−2
2
[1− 2e−i(ρ−ρ′)u.u′ + e−2i(ρ−ρ′) + iǫ sgn(ρ− ρ′)] d−22
.
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Dans le système des coordonnées conformes on a :
tg ρ tg ρ′ − cos−1 ρ cos−1 ρ′u.u′ = −Z,
et l’écriture de la fonction à deux points se simpliﬁe en :
DH(y, y
′) =
(−1)− d−22 12 (2π)−
d
2Γ(d−22 )
[H−2(Z − 1)− iǫ sgn(ρ− ρ′)] d−22
.
Étant donné que H−2(Z − 1) → σ0 = (x − x′)2/2 à la
limite de courbure nulle on obtient :
lim
H→0
DH(y, y
′) =
(−1)− d−22 12 (2π)−
d
2Γ(d−22 )
[σ0 − iǫ sgn(t− t′)] d−22
.
Comme nous venons de le voir la limite de courbure
nulle sur la fonction à deux points est directe. On peut
espérer qu’il en soit de même sur les fonctions Ψ−d/2LM . Re-
marquons, pour commencer, qu’on ne peut se contenter
de tenir compte de la dépendance des coordonnées en la
courbure. En eﬀet, les fonctions hypersphériques portent
une rui de SO(d), ce groupe des rotations doit être brisé
comme :
SO(d)
H→0−−−→ SO(d− 1)⋊Rd−1.
Pour ce faire, on pose :
ρ = Ht, α = Hr, L = kH−1,
où k a la dimension de l’inverse d’une longueur. Alors :
lim
H→0
cos ρ = 1,(2.20)
lim
H→0
e−iLρ = lim
H→0
e−ikt = e−ikt.(2.21)
Dans la fonction Ψ−d/2LM on trouve une fonction hypersphé-
rique, celle-ci se développe comme :
YLM (α,θ) = Γ
(
l +
d− 2
2
)
2l+
d−2
2 ×
×
√
(2L+ d− 2)Γ(L− l + 1)
4πΓ(L+ l + d− 2) ×
× sinl αCl+
d−2
2
L−l (cosα)Ylm(θ),
ce qu’on montre en résolvant par récurrence le laplacien
sur Sd−1. De même, le polynôme de Gegenbauer peut être
réécrit grâce à la relation :
Cλn(z) =
Γ(n+ 2λ)
Γ(n+ 1)Γ(2λ)
2F1
(
−n, n+ 2λ;λ+ 1
2
;
1− z
2
)
.
Alors :
H
d−2
2 YLM (α,θ)√
2L+ d− 2 =
Ylm(θ)
2l+
d−2
2 Γ(l + d−12 )
×
×H d−22
√
Γ(L+ l + d− 2)
Γ(L− l + 1) sin
l α×
× 2F1
(
−L+ l, L+ l + d− 2; l + d− 1
2
;
1− cosα
2
)
.
Dans le calcul de la limite laissons pour l’instant le terme
de la deuxième ligne pour nous concentrer sur la fonction
hypergéométrique. Les fonctions hypergéométriques sont
déﬁnies par la série de Gauss :
2F1(a, b; c; z) =
∞∑
n=0
(a)n (b)n
(c)n
zn
n!
,
où les (a)n sont les symboles de Pochhammer (ou facto-
rielles décalées) déﬁnis par :
(a)n =

Γ(a+ n)
Γ(a)
si a > 0,
(−1)n Γ(−a+ 1)
Γ(−a− n+ 1) si a < 0 et − a ≥ n,
0 si a < 0 et − a < n.
Étant donné que l ≤ L le terme général de la série est :
Γ(L+ l + d− 2 + n)
Γ(L+ l + d− 2)
(−1)nΓ(L− l + 1)
Γ(L− l − n+ 1) ×
× 1
(l + d−12 )n
1
n!
(1− cosα
2
)n
,
en permutant la limite et le signe de sommation, ce qu’on
justiﬁe par un critère de convergence dominée en annexe
A.p.99, et en tenant compte de la formule :
(ℓΓ) lim
k→∞
Γ(k + a)
Γ(k + b)
kb−a = 1,
on en déduit :
Γ(L+ l + d− 2 + n)
Γ(L+ l + d− 2)
(−1)nΓ(L− l + 1)
Γ(L− l − n+ 1) ∼
(
−
( k
H
)2)n
,
pour H ≪ 1. De plus, pour cette limite (1 − cosα)/2 ∼
r2H2/4, alors :
lim
H→0
2F1
(
; ;
1− cosα
2
)
=
∞∑
n=0
1
(l + d−12 )n
1
n!
(
−
(kr
2
)2)n
= 0F1
(
; l +
d− 1
2
;−
(kr
2
)2)
.
La fonction 0F1 qui apparaît dans le membre de droite est
connue :
0F1(; b; z) = Γ(b) (−z)
1−b
2 Jb−1(2
√−z),
où Jb−1 est une fonction de Bessel de première espèce.
Ainsi, la fonction hypergéométrique a pour limite :
(2.22) lim
H→0
2F1
(
; ;
1− cosα
2
)
= Γ
(
l +
d− 1
2
)( 2
kr
)l+ d−3
2
Jl+ d−3
2
(kr).
Le dernier terme de la limite se calcule grâce à la formule
(ℓΓ) sur la limite des fonctions Γ, ici :
(2.23) H
d−2
2
√
Γ(L+ l + d− 2)
Γ(L− l + 1) sin
l α ∼
√
Hkl+
d−2
2 rl.
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Alors, en collectant les limites (2.20)–(2.23) on en déduit :
(2.24) lim
H→0
AHΨ
− d
2
LM (y) = φklm(x),
avec AH = 1/
√
H et où nous avons posé :
φklm(x) =
1√
2
e−iktr−
d−3
2 Jl+ d−3
2
(kr)Ylm(θ).
Les φklm sont solutions de l’équation φ = 0 et sont ortho-
normées, au sens des distributions, pour le produit scalaire
de Klein-Gordon. De plus, elles sont à énergie positive. No-
tons, pour terminer, qu’il est attendu d’obtenir des fonc-
tions de Bessel. À la limite de courbure nulle on a brisé
SO(d) vers SO(d−1)⋊Rd−1 et les fonctions de Bessel sont
les fonctions spéciales du groupe des déplacements [78].
C’est, entre autres, la limite (2.24) qui a motivée notre
étude des champs invariants conformes sur de Sitter. En
eﬀet, nous ne comprenions pas pourquoi il était nécessaire
d’eﬀectuer de telles manipulations sur les solutions sca-
laires conformément couplées pour retrouver les solutions
minkowskiennes. De plus, on avait le sentiment qu’une mé-
thode plus simple était disponible. En clariﬁant la notion
« d’invariance conforme » nous avons réalisé que cette
limite pouvait-être trivialisée.
Chapitre III.
Étude des champs conforméments invariants
Les équations de Maxwell en dimension d = 4 sont
invariantes conformes. Sur l’espace-temps de de Sitter il
existe déjà de nombreux propagateurs vectoriels [79–86].
Néanmoins, leur covariance sous SO0(1, 4) n’est, générale-
ment, pas manifeste. Qui plus est, on s’attend à ce qu’une
« invariance conforme » apparaisse. Dans ce chapitre,
dans un esprit proche de celui de Fronsdal, Binegar et
al. [87–90], nous aborderons explicitement ces questions
de covariance sous SO0(1, d) et « conformes ». Nous es-
pérons que les sections § à § de ce chapitre apporteront
de substantiels éléments de réponses à cette interrogation.
Dans ce chapitre nous nous intéresserons aux champs
invariants conformes desittériens. Le champ scalaire
conforme desittérien admet pour limite minkowskienne le
scalaire de masse nulle [69]. Avec les ondes planes de-
sittériennes [1, 2] une telle limite sur le champ n’a rien
d’évident, cf. Ch II., alors même qu’elle est triviale sur
la fonction à deux points. Nous verrons que ce problème
peut être plus simplement résolu, cf.§. Notre méthode
tire proﬁt de la proximité d’avec l’espace de Minkowski
et pourrait, par exemple, fournir les ferments à une étude
originale des champs tensoriels conformément invariants
de rang quelconque.
Le terme « invariance conforme » recouvre diverses
notions, dès lors, celui-ci peut prêter à confusion ; c’est
pour cela que dans un premier temps, en section §, et,
aﬁn d’éviter toutes ambiguïtés, nous ﬁxerons notations et
vocabulaire. Précisément, nous distinguerons deux cas :
l’invariance sous les transformations de Weyl et celle sous
le groupe conforme SO0(2, d).
En combinant ces deux points de vue nous constate-
rons, dans un deuxième temps, qu’il est opportun de réa-
liser les espaces-temps de Minkowski et de de Sitter comme
des ouverts du même ensemble C′. Ceci nous permettra,
en §, de résoudre l’équation du champ scalaire invariant
conforme à la fois sur l’espace-temps de Minkowski et sur
celui de de Sitter. On établira que les espaces de Hilbert
des solutions desittériennes et minkowskiennes sont reliés
par un opérateur unitaire ΞˆH . Cet opérateur simpliﬁera
l’étude de la covariance du champ, i.e. l’invariance de
l’espace des solutions, sous l’action du groupe conforme
(dont les groupes de Poincaré et de de Sitter sont des
sous-groupes). Les espaces de solutions sur de Sitter et
Minkowski étant reliés par l’opérateur ΞˆH il sera suﬃ-
sant d’établir l’invariance de l’un d’entre eux, raison pour
laquelle en section § on analysera l’invariance conforme
minkowskienne. Le résultat est que l’opérateur ΞˆH entre-
lace la représentation scalaire du groupe conforme entre
les diﬀérents espaces de Hilbert.
Après avoir résolu le scalaire invariant conforme nous
étudierons le champ vectoriel. Premièrement, en §, nous
construirons l’équation minkowskienne invariante sous
l’action de SO0(2, d) pour trouver, ensuite, l’équation in-
variante de Weyl en espace-temps courbe, notamment sur
l’espace-temps de de Sitter. On constatera que pour les
dimensions d 6= 4 on peut procéder comme pour le cas
scalaire et qu’une fois encore il existe un opérateur d’en-
trelacement qui nous permettra d’écrire nos résultats sur
de Sitter. Aﬁn d’appréhender le cas physique pour d = 4
en section § nous étendrons au champ vectoriel les pro-
priétés géométriques établies en §. Particulièrement, nous
expliciterons l’action indécomposable de SO0(2, d) sur les
espaces-temps de Minkowski et de de Sitter. Enﬁn, en §,
nous requantiﬁerons le champ vectoriel en dimension d ar-
bitraire. Nos résultats sont cohérents avec ceux de la sec-
tion §. Sur l’espace-temps de de Sitter la fonction à deux
points vectorielle admet alors une expression particulière-
ment compacte.
Les propos de ce chapitre couvrent les publications [11]
et [12], le traitement en est quelque peu diﬀérent. Les ré-
sultats sur le champ vectoriel adoptent un point de vue
autre que celui de [13]. Avec les résultats sur le tenseur
de rang 2, trop récents et inachevés pour être reproduits
ici, ils feront éventuellement l’objet d’une publication ulté-
rieure. La dimension d = 2 est particulière [91–93], nous ne
l’aborderons pas et nous nous placerons toujours à d ≥ 3.
§.Notations et définitions générales
Dans cette section, aﬁn que nos propos soient clairs,
nous ﬁxons en quel sens on entend les notions de transfor-
mations conformes et d’invariance conforme. Spéciﬁque-
ment, nous distinguerons les transformations de Weyl de
celles du groupe conforme SO0(2, d). Une fois ces déﬁ-
nitions posées nous conclurons en émettant quelques re-
marques liant ces deux types de transformations. Concer-
nant le développement des transformations conformes, de
l’invariance de l’équation d’onde découverte par H. Bate-
man en  [94] à la correspondance AdS/CFT en vogue
à ce jour, nous ne saurions trop conseiller la lecture du
très bel article de H.A. Kastrup [95].
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..Transformations de Weyl, Invariance de Weyl
Pour une variété métrique (M, g) la transformation de
Weyl [96], ou scaling de Weyl, est l’application :
(M, g) 7→ (M, g) où gµν(x) = ω2(x)gµν(x).
Cette application préserve le cône de lumière : l’ensemble
des géodésiques nulles, en un point, des variétés mé-
triques (M, g) et (M, g) est la même sous-variété de M
car ds2(x) = ω2(x)ds2(x) = 0. Cette transformation est
l’application d’une géométrie en une autre, les quantités
dérivées de g varient [97] comme :
Γ
ρ
µν = Γ
ρ
µν + ω
−1(δ{µ
ρδν}
σ − gµνgρσ)ω,σ,
R
µ
ρνσ = R
µ
ρνσ − ω−1(δ[νµδσ]τδρϕ − gρ[νδσ]τgµϕ)ω;τϕ
+ ω−2(2δ[ν
µδσ]
τδρ
ϕ − 2gρ[νδσ]τgµϕ
− δµ[νgσ]ρgτϕ)ω,τω,ϕ,
Rµν = Rµν − ω−1[gµνgρσ + (d− 2)δµρδνσ]ω;ρσ
+ ω−2[2(d− 2)δµρδνσ − (d− 3)gµνgρσ]ω,ρω,σ,
R = ω−2R− ω−3 2(d− 1)ω;µµ
− ω−4(d− 4)(d− 1)ω,µω,µ.
Le point virgule marque la dérivée covariante vis-à-vis de
g et d la dimension de l’espace-temps. Par exemple, l’opé-
rateur de Laplace-Beltrami scalaire est modiﬁé comme :
φ = ω−2φ+ ω−3(d− 2)gµνω ,µφ ,ν .
Une équation, symboliquement notée E(F ) = 0 dépen-
dant généralement de la métrique, est dite invariante de
Weyl, aussi appelée invariante conforme, s’il existe un réel
s tel que : E(F ) = ωtE(F ) = 0 avec F = ωsF et t ∈ R.
Le nombre s s’appelle le poids conforme du champ. Les
équations du scalaire conforme et de Maxwell :[
− 1
4
d− 2
d− 1R
]
φ = 0,
∇µFµν = 0 où Fµν = ∇µAν −∇νAµ,
sont invariantes en ce sens pour φ = ω−(d−2)/2φ et Aµ =
Aµ, A
µ
= gµνAν = ω
−2Aµ avec, dans ce cas, d = 4.
..Groupe conforme d’une variété métrique
Pour une variété métrique lorentzienne (M, g) on ap-
pellera groupe conforme le groupe laissant invariant le cône
de lumière. Précisément, le fait que deux points de M
soient joints par une géodésique nulle de g, i.e. tels que
ds2 = 0 le long de la géodésique, sera laissé invariant par
l’action du groupe conforme : ces points ainsi que leurs
images seront toujours joints par une géodésique nulle. La
causalité de (M, g) est préservée par l’action de ce groupe.
Le groupe conforme minkowskien sera noté C0, celui desit-
térien CH , ceux-ci sont localement isomorphes à SO0(2, d).
Ce groupe est alors celui des isométries de (M, g) complété
par les transformations dont le générateur X satisfait à
l’équation de Killing conforme :
(3.1) LXg = 2fX(x)g.
Le facteur 2 est conventionnel, LX est la dérivée de Lie
suivant X et fX(x) est une fonction sur l’espace-temps
dépendant du générateur X.
..Groupe dynamique d’une équation
Un groupe continu G sera qualiﬁé de groupe dynamique
[98] de l’équation E(F ) = 0 si on peut réaliser son algèbre
de Lie g de telle sorte que [E, g] = ζE avec ζ une fonction.
Ainsi, l’espace des solutions de E est fermé sous l’action
de G et en porte une représentation. Le groupe dynamique
de E est généralement plus large que celui des isométries.
Dans ce chapitre nous nous intéresserons à G ≈ SO0(2, d).
..Conséquences et remarques
Considérons un point p de la variété M et
V gp = {p′ ∈M | ds2(p, p′) = 0},
le cône de lumière (pour la métrique g) qui en est issu.
L’action du groupe conforme de (M, g) laisse invariant
V gp ⊂ M,∀p ∈ M , par déﬁnition. Mais, V gp est aussi le
cône de lumière issu de p pour la métrique g = ω2g :
V gp = V
g
p. Donc, le groupe conforme de (M, g) laisse in-
variant V gp, c’est-à-dire : le groupe conforme de (M, g) est
aussi celui de (M, g). Ainsi, un vecteur de Killing conforme
pour la métrique g satisfait à l’équation (3.1) pour g avec
LXg = 2ω2(fX(x)− ω ,µXµ)g = 2fX(x)g,
par application de la déﬁnition de LX à g = ω2g, sachant
par ailleurs que LXg = 2fXg. Par exemple, une isométrie
de (M, g) sera, de même, une isométrie de (M, g) si son
générateur vériﬁe ω ,µXµ = X(ω) = 0.
Les transformations de Weyl et celles du groupe
conforme peuvent être appliquées conjointement aﬁn
d’étendre la notion d’invariance conforme aux classes
d’équivalences g ≡ λg, avec λ une fonction positive surM ,
c’est-à-dire modulo toutes les transformations de Weyl de
g avec λ = ω2. Expliquons-nous. Dans ce chapitre nous
utiliserons ces deux types de transformations conformes
successivement, dans l’approche ici mentionnée elles sont
employées simultanément. Considérer un tel cas change
la donne, p.ex., la géométrie de (M, g ≡ λg) n’est plus
(pseudo-)riemannienne, en particulier sa connexion n’est
plus de Levi-Civita [99]. Sur (M, g ≡ λg) on dispose néan-
moins de tenseurs caractéristiques, tel le tenseur de Weyl,
de composantes :
Cτ νρσ = g
τµ
[
Rµνρσ − 1
d− 2(gµ[ρRσ]ν − gν[ρRσ]µ)
+
1
(d− 1)(d− 2)Rgµ[ρgσ]ν
]
,
qui est indépendant de λ. Notons que, par conséquent,
deux variétés métriques dont les tenseurs de Weyl diﬀèrent
ne peuvent pas être liées par une transformation de Weyl.
Pour une variété maximalement symétrique ce tenseur est
nul. Ce formalisme permet d’établir l’invariance conforme
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d’une équation sous les deux sens précédents mais n’a,
à notre connaissance, pas été particulièrement fructueux
quant à la quantiﬁcation des champs associés.
On notera que le formalisme des twisteurs [100], adapté
à la question des champs invariants conformes, oﬀre une
approche alternative à notre problématique.
§.Les variétés C et Xξ
Le groupe SO0(2, d) a une action naturelle, linéaire,
dans Rd+2 muni de la métrique ds2 = ηαβdzαdzβ . Son
algèbre de Lie, engendrée par les (d+1)(d+2)/2 vecteurs
de Killing :
Xαβ = zα∂β − zβ∂α,
laisse invariante la sous-variété à z2 = Const. On considère
le cône nul C de Rd+2 :
C = {z ∈ Rd+2 | z2 = z · z = ηαβzαzβ = 0}
et Pξ le plan
Pξ = {z ∈ Rd+2 | (1 + ξ)zd+1 + (1− ξ)zd = 2}, ξ ∈ R.
On notera zc les points appartenant à C. On pose :
Xξ = C ∩ Pξ.
Ces sous-variétés lorentziennes sont maximalement symé-
triques avec les d(d + 1)/2 vecteurs de Killing {Xµν , Y ξµ}
où :
2Y ξµ = [(1 + ξ)Xµd − (1− ξ)Xµd+1].
Alors,Xξ de courbure scalaire Rξ = −d(d−1)ξ s’identiﬁe à
un espace-temps de de Sitter pour ξ > 0, resp. Minkowski
et anti-de Sitter pour ξ = 0 et ξ < 0. Les générateurs des
isométries de Xξ vériﬁent les relations de commutation :
[Xµν , Xρσ]=−(ηµρXνσ + ηνσXµρ − ηµσXνρ − ηνρXµσ),
[Xµν , Y
ξ
σ]=−(ηµσY ξν − ηνσY ξµ), [Y ξµ, Y ξν ]= ξXµν ,
et forment dans so(2, d) l’algèbre du groupe de de Sit-
ter pour ξ > 0, resp. Poincaré et anti-de Sitter pour
ξ = 0 et ξ < 0. Le paramètre ξ déforme continûment
ces algèbres. On remarquera que les algèbres des diﬀé-
rents groupes d’isométries possèdent une sous-algèbre de
Lorentz commune engendrée par les Xµν .
§.Action projective de SO0(2, d) sur Xξ
Aﬁn de résoudre l’équation du champ scalaire sur Xξ
nous adopterons un système particulier de coordonnées
paramétrant C. Avant cela, dans cette section, nous sou-
haitons retrouver les coordonnées usuelles sur Minkowski
et de Sitter, puis expliciter de quelle manière les transfor-
mations de SO0(2, d) sur C induisent celles de Cξ le groupe
conforme de Xξ.
Par linéarité de SO0(2, d) dans Rd+2 nous avons :
Λ.λzc = λ(Λ.zc), ∀λ > 0, ∀Λ ∈ SO0(2, d),
c’est-à-dire que SO0(2, d) agit naturellement sur le cône
semi-projectif λzc ≡ zc, λ > 0. Les cas minkowskien et
desittérien diﬀéreront par le choix de λ.
Nous procéderons ainsi : dans un premier temps nous
examinerons le cas minkowskien pour lequel, essentielle-
ment, nous rappelerons les propos de Dirac [101] ainsi que
ceux de Mack et Salam [102] ; semblablement nous distin-
guerons les coordonnées ambiantes desittériennes, l’action
du groupe conforme sur l’hyperboloïde et, ce faisant, nous
exposerons de quelle manière le formalisme ambiant de
Rd+1 incorpore naturellement les générateurs des trans-
formations, purement, conformes. Finalement, après avoir
réalisé ces deux variétés sur le cône modulo les dilatations
positives, distingué les systèmes de coordonnées, usuelle-
ment privilégiés, nous retrouverons le système de Gürsey
[103].
..Le cas minkowskien
Sur l’espace-temps de Minkowski les coordonnées car-
tésiennes possèdent un statut privilégié. Dans ce para-
graphe nous retrouverons celles-ci comme sous-ensemble
de coordonnées dans Rd+2. Enﬁn, nous rappellerons com-
ment l’action ambiante de SO0(2, d) « descend » sur les
coordonnées rectangulaires.
Pour ξ = 0 l’appartenance à P0 entraîne dzd+1 =
−dzd. Alors, l’élément de ligne ηαβdzαdzβ se simpliﬁe en
ηµνdz
µdzν . Réduis à C, seuls subsistent d degrés de li-
berté. Choisissons les zcµ pour degrés de liberté et identi-
ﬁons xµ = zcµ : les coordonnées cartésiennes dans Rd où
zc ∈ X0. Avec les contraintes z2 = 0 et zd+1 + zd = 2 on
établit :
x2 = xµx
µ = 2(zc
d − zcd+1),(3.2)
zc
d+1 =
(
1− x
2
4
)
, zc
d =
(
1 +
x2
4
)
.(3.3)
Un point du cône se projette sur X0 en divisant ses
composantes par
x+ =
1
2
(zc
d+1 + zc
d).
Alors, l’action de SO0(2, d) dans Rd+2 induit les trans-
formations du groupe conforme minkowskien C0 sur les
coordonnées cartésiennes avec le diagramme :
t(zc
d+1, zc
µ, zc
d)
g∈SO0(2,d)
//
× 1
x+

t(z′c
d+1, z′c
µ, z′c
d)
× 1
x′+

t(zcd+1
x+
,
zc
µ
x+
,
zc
d
x+
) t(z′cd+1
x′+
,
z′c
µ
x′+
,
z′c
d
x′+
)
xµ
g˜∈C0
//
≡
x′µ
≡
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ayant noté g˜ la transformation de C0 induite par celle de
SO0(2, d). Spéciﬁquement, et aﬁn d’être complet, on ob-
serve que le groupe à d(d − 1)/2 paramètres représenté
matriciellement parz′d+1z′µ
z′d
 =
1 Λµν
1
zd+1zν
zd
 ,
induit les transformations de Lorentz, de même, le groupe
à d paramètres :
z′d+1
z′µ
z′d
 =

(
1− a28
) − 12aν −a28
aµ
2 δ
µ
ν
aµ
2
a2
8
1
2aν
(
a2
8 + 1
)


zd+1
zν
zd
 ,
donne lieu aux translations dans Minkowski, avec a2 =
aµa
µ. Dans ces deux cas x+ est laissé invariant. Par
ailleurs,
(3.4)
z′d+1z′µ
z′d
 =
chϕ shϕδµν
shϕ chϕ
zd+1zν
zd
 ,
induit sur l’espace-temps les dilatations et
(3.5)z′d+1z′µ
z′d
 =
(1− 2b2) 2bν 2b2−2bµ δµν 2bµ
−2b2 2bν (1 + 2b2)
zd+1zν
zd
 ,
les transformations spéciales conformes (sct). La section
§ examine la réalisation de C0 plus en détail.
..Le cas desittérien
Le contenu de ce paragraphe est similaire au précédent,
le point de vue adopté étant original nous serons plus ex-
plicite. Dans un premier temps, par un changement de
variables nous retrouverons, sur les contraintes, l’équation
de l’hyperboloïde dans Rd+1. Puis, nous recouvrerons les
isométries ainsi que les d + 1 transformations conformes
de l’hyperboloïde. Concernant celles-ci nous constaterons
qu’elles s’identiﬁent, dans l’espace ambiant, aux dérivées
transverses.
Pour ξ 6= 0, avec le changement de coordonnées :
2u = [(1 + ξ)zd+1 + (1− ξ)zd],
2w = [(1− ξ)zd+1 + (1 + ξ)zd],
inversible pour ξ 6= 0, les contraintes z2 = 0 et u = 1
impliquent :
ηµνzc
µzc
ν − ξ−1 w2 = −ξ−1.
Pour ξ > 0, en posant ξ = H2 on reconnaît l’équation
de l’hyperboloïde desittérien dans l’espace ambiant Rd+1,
resp. anti-de Sitter pour ξ < 0 avec ξ = −H2. Jusqu’au
terme de cette section on pose H =
√
ξ avec ξ > 0, c’est-
à-dire que nous nous limitons au cas desittérien.
Un point du cône, de coordonnées t(H−1u, zcµ,H−1w),
est projeté sur un point deXξ en divisant l’ensemble de ses
coordonnées par u. Si ce point appartient déjà à Xξ cette
projection est l’identité. Dans l’espace ambiant Rd+1 on
identiﬁe les coordonnées :
y = t(yµ, yd) = t(u−1zc
µ,H−1u−1w) ∈ Rd+1.
La construction se résume par le diagramme suivant :
t
(
1
H u, zc
µ, 1Hw
) g∈SO0(2,d)
//
× 1
u

t
(
1
H u
′, z′c
µ, 1Hw
′
)
× 1
u′

t
(
1
H ,
zc
µ
u ,
1
H
w
u︸ ︷︷ ︸) t( 1H , z′cµu′ , 1H w′u′︸ ︷︷ ︸)
t(yµ, yd)
g˜∈CH
// t(y′µ, y′d)
où g˜ est la transformation de CH sur l’espace-temps in-
duite par celle de SO0(2, d) sur le cône nul de Rd+2.
Explicitons l’action du groupe conforme sur l’hyper-
boloïde. SO0(2, d) agit naturellement sur les coordonnées
t(H−1u, zc
µ,H−1w) = t(H−1u, uy). Les rotations du plan(
u′H−1
u′y′κ
)
=
(
1
Λκλ
)(
uH−1
uyλ
)
,
avec Λ ∈ SO0(1, d) ⊂ SO0(2, d), sont les isométries de
Xξ : elles laissent invariant le cône C et le plan Pξ (ici
u). On rappelle que les générateurs inﬁnitésimaux de ces
isométries sont les d(d+ 1)/2 :
XHϑκ = yϑ∂κ − yκ∂ϑ.
Par contre, la rotationu′H−1u′y′0
u′y′a
 =
cos θ − sin θsin θ cos θ
δab
uH−1uy0
uyb

modiﬁe u et fait sortir le point de Pξ, celle-ci induit sur
les coordonnées desittériennes :
y′0 =
cos θy0 +H−1 sin θ
cos θ −H sin θ y0 , y
′a =
ya
cos θ −H sin θ y0 .
De même, les d rotations hyperboliques
u′H−1
u′y′a
 =

chϕ shϕ
1
shϕ chϕ
1


uH−1
uya

induisent sur les coordonnées :
y′a =
chϕya +H−1 shϕ
chϕ+H shϕya
, y′κ =
yκ
chϕ+H shϕya
,
avec κ 6= a. On vériﬁe que y′2 = y2 = −H−2 et
dy′2 = (cos θ −H sin θy0)−2dy2,
dy′2 = (chϕ+H shϕya)−2dy2,
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i.e. ces transformations préservent l’hyperboloïde mais
n’en sont pas des isométries. En les diﬀérentiant on en
tire les d+ 1 générateurs :
Vϑ = H
−1∂ϑ +Hyϑy ·∂, [Vϑ, y2] = 0.
Ces vecteurs Vϑ satisfont à l’équation de Killing conforme
(3.1) avec le facteur :
fVϑ(y) = Hyϑ.
❦ Générateurs conformes et dérivées transverses :
Remarquons que le générateur conforme s’écrit :
Vϑ = H
−1∂ϑ,
où ∂ est la dérivée transverse du formalisme ambiant, cf.
appendice A. Celle-ci se ré-interprète alors comme une
opération du groupe conforme.
Appliqués aux champs scalaires la dérivée transverse
et le générateur conforme se confondent. Qu’en est-il sur
les champs de tenseurs ?
Considérons un champ de vecteurs. Le générateur inﬁ-
nitésimal des transformations conformes dans sa représen-
tation vectorielle s’écrit :(
Vϑ
)κ
λ = −H(yϑδκλ + yκηϑλ) + δκλH−1∂ϑ.
La transversalité est préservée : y · VϑA = 0 si y · A = 0.
Sur les champs transverses la dérivée transverse s’écrit :
Trpr ∂ϑA
κ
= Θκλ∂ϑA
λ
= ∂ϑA
κ −H2yκAϑ,
avec Θκλ = δκλ + H2yκyλ le projecteur transverse. Ces
deux notions ainsi diﬀèrent pour le champ vectoriel. Du
moins en apparence. En eﬀet, et en empiétant sur les pro-
pos de la section §, aﬁn que ces générateurs Vϑ soient,
essentiellement, auto-adjoints il est nécessaire de les mo-
diﬁer de telle façon que :(
Vϑ
)κ
λ = −H(yϑδκλ + yκηϑλ) + δκλH−1∂ϑ − vHδκλyϑ,
où le terme supplémentaire vient d’une transformation
spéciﬁque au champ, v ∈ R. De même, pour le générateur
scalaire nous devrions considérer l’apparition du nouveau
terme avec :
Vϑ = H
−1∂ϑ − sHyϑ, s ∈ R.
Par récurrence sur le degré de tensorialité on établit,
cf.A.§.p.100, la formule :
(3.6) VϑT = H
−1Trpr ∂ϑT −Hyϑ(p− q + hpq)T ,
avec T un champ tensoriel de type
(
p
q
)
transverse,
i.e. vériﬁant Trpr T = T , et dans les notations précédentes
h00 = s et h10 = v. En choisissant hpq = q − p on peut
faire coïncider la dérivée transverse et le générateur inﬁni-
tésimal. Par ailleurs, on montre, cf. eq.(3.58) p.53, que les
générateurs Vϑ seront formellement auto-adjoints vis-à-vis
d’un certain produit scalaire pour :
hpq = −
(d− 2
2
)
+ q − p.
En conclusion, nous nous trouvons essentiellement de-
vant l’alternative suivante : soit, seule l’action géométrique
nous importe : dans ce cas, les générateurs s’identiﬁent aux
dérivées transverses par leur action sur les tenseurs trans-
verses de type
(
p
p
)
; soit, on désire assurer l’unitarité de la
représentation de SO0(2, d) sur l’hyperboloïde : alors, les
deux notions diﬀèrent d’un terme proportionnel à
(
d−2
2
)
.
Notons qu’à d = 2 on peut rendre Vϑ symétrique tout en
l’identiﬁant à Trpr ∂ϑ. Quelque soit la position adoptée la
formule (3.6) permettra toujours de relier Vϑ aux dérivées
transverses.
..Le système de coordonnées de Gürsey
Dans Rd+2 nous avons distingué les coordonnées
usuelles sur de Sitter et Minkowski :
zc =
t(zc
d+1, x+xµ, zc
d) = t(H−1u, uy).
À un point de de Sitter on associe un point sur Minkowski :
xµ =
2yµ
1 +Hyd
.
Réciproquement, un point de Minkowski se projette sur
l’hyperboloïde :
yµ =
xµ
1−H2x2/4 , y
d =
1
H
1 +H2x2/4
1−H2x2/4 .
Dans Rd+1 ce changement de variables correspond à la pro-
jection stéréographique inverse du plan tangent au point
y = t(0,0,H−1) sur l’hyperboloïde. Ces coordonnées sont
connues sous le nom de coordonnées de Gürsey [103], cf.
Fig.III.(a). On établit les identités :
H−2(Z − 1) = σ0(
1−H2x2/4)(1−H2x′2/4) ,(3.7)
σ0 =
2
1 +Hyd
2
1 +Hy′d
H−2(Z − 1),(3.8)
avec Z = −H2y · y′ et σ0 = (x − x′)2/2. Dans ce sys-
tème de coordonnées le cône de lumière de de Sitter
est l’image de celui de Minkowski et réciproquement :
{σ0 = 0} ⇔ {Z = 1}.
Il convient de faire attention. Autant Xξ contient glo-
balement de Sitter, Minkowski ou anti-de Sitter suivant
la valeur de ξ, autant la projection n’a de sens que si
on peut eﬀectuer la division, i.e. pour u 6= 0 sur de Sit-
ter et 2x+ = zcd+1 + zcd 6= 0 sur Minkowski. Ainsi, les
coordonnées de Gürsey ne sont en aucun cas globales
sur l’hyperboloïde. La région qu’elles ne couvrent pas est
l’intérieur du cône de lumière du point de coordonnées
t(0,0,−H−1) = t(0,0,H−1). De même, les transforma-
tions conformes, sur de Sitter ou Minkowski, sont non-
linéaires et la présence d’un dénominateur fait qu’elles ne
sont pas déﬁnies sur toute la variété et, à ce titre, méritent
quelques égards quant à leur manipulation.
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C
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pi
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0
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0
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0
−pi
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0
−pi
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0
−pi
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ξ = 1
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0
−pi
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ξ > 1
pi
0
−pi
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α
β
Figure III.1. En (a) : tracé des coordonnées de Gürsey à x0 = Const. et ‖x‖ = Const. sur l’hyperboloïde dans
Rd+1. Autour de l’origine t(0,0,H−1) le réseau de coordonnées est peu déformé dû à la proximité du plan tangent. La
limite ‖x‖ → ∞, en gardant x0 constant, est le point antipodal à l’origine. En (b) les différentes variétés : Minkowski,
Anti-de Sitter et de Sitter en tant que sous-variétés du cône nul C de Rd+2. Le paramètre ξ ∈ R s’identifie à l’angle
réalisant la coupe entre le cône C et le plan Pξ. On remarquera le point fixe t(1, zc0, zc, 1) commun à toutes les variétés.
Sur le schéma (c) de droite les variétés Xξ, en bleu clair, sont réalisées comme sous-ensembles de C′, identifié au
cône modulo les dilatations positives. Les quatre premiers diagrammes sont des espaces d’anti-de Sitter, le cinquième
Minkowski puis quatre espaces de de Sitter, différant par leur courbure.
§.Le cône modulo les dilatations
identifié à C ′
Précédemment, nous avons établi des propriétés géo-
métriques générales entre le cône C, Minkowski et de Sit-
ter. Aﬁn de résoudre l’équation de champ sur Xξ nous
choisirons un système de coordonnées sur C. En impo-
sant la contrainte zc ∈ Pξ on observera que la variété à
(zc
d+1)2+(zc
0)2 = 1 équipée de diﬀérentes métriques est le
lieu propice à l’écriture de l’équation de champ.
Adoptons :
zc =
t(zc
d+1, zc
0, zc
i, zc
d)
= t(rc cosβ, rc sinβ, rc sinαn
i, rc cosα),
avec rc > 0, β ∈ [−π, π[, α ∈ [0, π], ni ∈ Sd−2 ⊂ Rd−1,
pour système de coordonnées sur C ⊂ Rd+2. Les points de
Sd−2 sont paramétrés par d− 2 angles {θ1, ..., θd−2} notés
θ. La contrainte Pξ ∩ C impose à rc :
rc|Pξ = ωξ(β, α) =
2
(1 + ξ) cosβ + (1− ξ) cosα > 0,
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avec ωξ positif comme rc l’est. On en tire l’élément de ligne
induit sur Xξ :
ds2
ξ
= ω2
ξ
(β, α)dsC′
2 ,
avec dsC′2 = dβ2 − (dα2 + sin2 α dΩ2d−2) et dΩ2d−2 l’élé-
ment de ligne sur Sd−2. L’élément de ligne dsC′2 est celui
induit par l’espace ambiant sur la sous-variété C′ déﬁnie
par rc = 1, avec le système de coordonnées :
z = t(zd+1, z0, zi, zd) = t(cosβ, sinβ, sinαni, cosα).
Notons que : d’une part, les éléments de la métrique
induite sur C′ sont liés par une transformation de Weyl à
ceux induits sur Xξ :
gξ(β, α,θ) = ω
2
ξ
(β, α)gC′(β, α,θ) ;
d’autre part, les points de Xξ s’identiﬁent à un sous-
ensemble de ceux de C′ :
zc = rc z ≡ z, rc > 0.
Dorénavant, au lieu d’agir sur Xξ nous travaillerons
sur les ouverts de C′ munis de la métrique gξ. Le béné-
ﬁce de ce choix est qu’en réalisant toutes les variétés sur
le même sous-ensemble et en travaillant sur celui-ci on
traite toutes les autres d’un seul geste. Implicitement, Xξ
dénotera (C′, gξ) et C′ ≃ (C′, gC′). Remarquons que cette
dernière variété métrique a la structure de S1 × Sd−1 et
SO(2) × SO(d) pour groupe d’isométries. Rappelons que
SO0(2, d) a une action naturelle projective sur le cône mo-
dulo les dilatations positives, que nous identiﬁerons à C′.
Les variétés Xξ comme sous-ensembles de C′ s’illustrent
sur la ﬁgure III.(c) ci-avant.
§.Résolution de l’équation du champ
scalaire
Les espaces-temps de de Sitter, Minkowski et anti-de
Sitter sont, maintenant, réalisés comme des ouverts de C′
diﬀérenciés par leur métriques. Le système de coordon-
nées z est global sur C′, dans celui-ci nous écrirons, pour
les métriques gC′ et gξ, l’équation du champ scalaire in-
variante sous les transformations de Weyl. Sur (C′, gC′)
cette équation a une expression particulièrement simple :
nous en dégagerons un ensemble de solutions. Les solu-
tions sur (C′, gξ) ≃ Xξ se déduiront de celles sur (C′, gC′)
par une transformation de Weyl. En munissant les es-
paces vectoriels de solutions d’un produit scalaire nous
mettrons à jour l’application ωˆH , héritée des transforma-
tions de Weyl, unitaire pour les produits scalaires entre
les diﬀérents espaces de solutions (dorénavant des espaces
de Hilbert). Pour terminer cette section nous caractérise-
rons les diﬀérents espaces de Hilbert en calculant le noyau
auto-reproduisant de ceux-ci, c’est-à-dire la fonction de
Wightman du champ.
..L’équation de champ et ses solutions
Avec (C′, gC′) de courbure RC′ = −(d− 1)(d− 2), resp.
(C′, gξ) de courbure Rξ = −d(d−1)ξ, l’équation du champ
scalaire invariante sous les transformations de Weyl, sur
chacun des espaces, se lit :[
C′ +
1
4
(d− 2)2
]
φ = 0,(3.9) [
ξ +
1
4
d(d− 2)ξ
]
φξ = 0,(3.10)
respectivement. Dans le système de coordonnées {β, α,θ}
on obtient :
C′ = ∂
2
ββ −∆Sd−1 ,
ξ = ω
−2
ξ
C′ +
d− 2
2
ω−1
ξ
[(1 + ξ)∂α − (1− ξ)∂β ],
où ∆Sd−1 est le laplacien sur S
d−1. Dans ce système de
coordonnées l’écriture de C′ est plus simple que celle de
ξ. Sur C′ l’équation (3.9) admet pour solution les
(3.11) φLM (β, α,θ) = CLde
−i(L+ d−22 )βYLM (α,θ)
avec CLd une constante de normalisation à déterminer.
On notera que nos solutions diﬀèrent de celles d’Onofri
[104], pour le problème de Kepler, d’un facteur de phase.
Les fonctions hypersphériques [76] YLM vériﬁent l’équa-
tion aux valeurs propres :
∆Sd−1YLM (α,θ) = −L(L+ d− 2)YLM (α,θ),
forment une base hilbertienne de L2(Sd−1) et à L ﬁxé
portent une rui de SO(d). Notons que ce choix de solu-
tions, notamment le choix du signe devant β, correspond,
nous le verrons, à un choix d’énergie conforme positive.
Les solutions de (3.10) sur Xξ se déduisent de celles sur
C′ avec :
φξLM (β, α,θ) = ω
− d−2
2
ξ (β, α)φLM (β, α,θ).
Ces fonctions dépendent de la courbure au travers des
fonctions ωξ et se déforment les unes en les autres, no-
tamment la « limite » minkowskienne, qu’on comparera à
celle du chapitre II, se réduit à poser ξ = 0.
..Définition du produit scalaire
Bornons nous aux variétés globalement hyperboliques :
de Sitter et Minkowski. En eﬀet, cette condition tech-
nique nous assure l’existence d’hypersurfaces de Cauchy
de genre espace. De plus, elle nous garantit l’indépendance
du produit scalaire vis-à-vis du choix de l’hypersurface de
Cauchy sur laquelle l’intégration est eﬀectuée. On pose
ξ = H2 ≥ 0. Nous noterons ωξ ∼ ωH , Pξ ∼ PH et φξ ∼ φH .
On considère Cˇ′ l’ouvert de C′ :
Cˇ′ =]− π, π[×Sd−1.
Les espaces Cˇ′ etXH sont globalement hyperboliques, l’hy-
persurface de genre espace à β = 0 est une hypersurface
de Cauchy commune aux deux variétés, cf. Fig.III.(c) ci-
avant pour ξ = H2 ≥ 0.
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Les solutions φLM sur C′ forment un espace vectoriel
sur C. On munit celui-ci du produit scalaire :
(3.12) 〈ψ, φ〉Cˇ′ = i
∫
β=0
ψ∗
←→
∂β φ dVd−1,
avec dVd−1 l’élément de volume sur Sd−1. On en déduit
la constante de normalisation :
CLd = (2L+ d− 2)− 12 .
Les φLM forment une base hilbertienne pour le produit
(3.12) et engendrent l’espace de Hilbert :
HCˇ′ =
{
φ(z) =
∑
LM
cLMφLM (z)
∣∣ cLM ∈ ℓ2(C)}.
De même, sur XH , dans notre système de coordonnées, le
produit scalaire de Klein-Gordon s’écrit :
(3.13) 〈ψH , φH〉H = i
∫
β=0
ψH∗
←→
∂β φ
H ωd−2
H
dVd−1.
Entre espaces de solutions l’application :
ωˆH : HCˇ′ → HH ,
φ 7→ ωˆH(φ) = φH = ωH−
d−2
2 φ.
est unitaire pour les produits scalaire sur C′ et XH , i.e.
〈ωˆH(ψ), ωˆH(φ)〉H = 〈ψ, φ〉Cˇ′ ,
avec HH l’espace de Hilbert dont les φHLM forment une
base hilbertienne :
HH =
{
φH(z) =
∑
LM
cLM φ
H
LM (z)
∣∣ cLM ∈ ℓ2(C)}.
Entre espaces de Hilbert l’application ωˆH est bijective, uni-
taire pour le produit scalaire sur chacun des espaces. Par
cet opérateur on peut, maintenant, restreindre notre étude
du champ à un seul de ces espaces de Hilbert.
Nous souhaitons étudier le champ desittérien, néan-
moins il est probable que les calculs sur le champ min-
kowskien soient plus simples. On déﬁnit :
ΞˆH : H0 → HH ,
φ0 7→ φH = ΞˆH(φ0) = ωˆH(ωˆ−10 (φ0)),
qui tire parti de l’équivalence unitaire entre les espaces de
Hilbert qui nous intéressent et gomme l’intermédiaire de
calcul que sont les fonctions sur le cône modulo les dilata-
tions positives. Avec cet opérateur un endomorphisme O0
de H0 se transporte en un endomorphisme sur HH par
OH = ΞˆHO0ΞˆH−1, idem, via le lemme de Riesz les fonction-
nelles linéaires sur H0 se portent en celles sur HH .
..Fonctions à deux points
Nous souhaitons caractériser les espaces de Hilbert HCˇ′
et HH indépendamment des bases par lesquelles nous les
avons construits. Le noyau auto-reproduisant (de HCˇ′ et
HH), i.e. la fonction à deux points de Wightman, est pré-
cisément l’objet permettant cela.
❦ Le noyau auto-reproduisant de HCˇ′ :
La base orthonormée {φLM} fournit le noyau auto-
reproduisant de HCˇ′ par la formule :
D+
C′
(z, z′) =
∑
LM
φLM (z)φ
∗
LM (z
′).
En tenant compte de la formule de sommation [76] sur
Sd−1 :
(3.14)∑
M
YLM (α,θ)Y∗LM (α′, θ′)
2L+ d− 2 =
Γ
(
d−2
2
)
4π
d
2
C
d−2
2
L (cosω),
avec ω l’angle entre les deux vecteurs sur Sd−1 ⊂ Rd pa-
ramétrés par (α,θ) et (α′, θ′), et CL un polynôme de Ge-
genbauer. Le noyau se développe comme :
D+
C′
(z, z′) =
Γ
(
d−2
2
)
4π
d
2
e−i
d−2
2
(β−β′)×
×
∞∑
L=0
e−iL[(β−β
′)−iǫ]C
d−2
2
L (cosω)
ayant introduit le régulateur ǫ > 0 pour que la série
converge. On en tire, au sens des distributions,
(3.15) D+
C′
(z, z′) =
1
2 (2π)
− d
2Γ
(
d−2
2
)
[z · z′ + iǫ(z0z′d+1 − z′0zd+1)] d−22
.
❦ La fonction à deux points sur XH :
Les solutions sur l’espace-temps se déduisent de celles
sur C′ par un scaling de Weyl suivant la relation : φH =
ωH
−(d−2)/2φ. La fonction à deux points sur XH s’obtient
de celle sur C′ par :
D+
H
(z, z′) = ω−
d−2
2
H
(z)D+
C′
(z, z′)ω−
d−2
2
H
(z′)
et dépend de la courbure au travers des fonctions ωH(z).
Ainsi,
lim
H→0
D+
H
(z, z′) = D+0 (z, z
′),
par construction. En remarquant que, d’une part :
D+
C′
(z, z′) est une fonction homogène, de degré −(d−2)/2,
de ses variables et que, d’autre part :
zc = rc z = ωH(z)z ∈ XH ,
on en déduit l’écriture de la fonction à deux points sur
XH :
(3.16) D+
H
(z, z′) = D+
C′
(zc, z
′
c), zc, z
′
c ∈ XH .
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❦ La fonction de Wightman desittérienne :
L’écriture précédente de la fonction à deux points sur
XH est générale, elle contient autant la fonction sur de
Sitter que celle sur Minkowski. Dans le système de coor-
données que nous avons adopté celle-ci reste diﬃcilement
maniable. Par ces quelques lignes nous lui donnerons une
apparence plus familière, ici dans le cas desittérien.
Pour H > 0 et zc ∈ XH en tenant compte de l’identité
zc
d+1z′c
d+1 − zcdz′cd = −H−2ww′ +H−2,
on fait apparaître le produit invariant
zc ·zc′ = zc0z′c0 − zc.zc′ −H−2ww′ +H−2
= y · y′ +H−2 = −H−2(Z − 1),
la fonction Z vériﬁant :
H−2(Z − 1)
∣∣∣
|µH |≪1
= σH + o(σH),
lim
H→0
H−2(Z − 1) = σ0,
en rappelant que σH = µ2H/2 avec µH la distance géodé-
sique entre les deux points.
On en déduit la fonction de Wightman sur de Sitter :
D+
H
(y, y′) =
(−1)− d−22 12 (2π)−
d
2Γ
(
d−2
2
)
[H−2(Z − 1)− iǫ(zc0z′cd+1 − z′c0zcd+1)] d−22
.
Celle-ci possède le comportement de Hadamard [44, 105].
❦ La fonction de Wightman minkowskienne :
Dans ce paragraphe, comme dans le précédent, nous
désirons écrire la fonction à deux points en termes d’in-
variants connus sur Minkowski. Qui plus est, nous nous
assurerons du bon comportement de celle-ci sur le cône de
lumière.
Pour H = 0 et zc ∈ X0 en réécrivant zc·zc′ en terme des
coordonnées minkowskiennes on a :
zc ·zc′ = zcd+1z′cd+1 − zcdz′cd + ηµνzcµz′cν
=
1
2
[(zc
d+1 + zc
d)(z′c
d+1 − z′cd)
+ (zc
d+1 − zcd)(z′cd+1 + z′cd)] + ηµνzcµz′cν
= −1
2
(x2 + x′2 − 2x · x′) = −σ0,
en utilisant les identités (3.2) et (3.3). De plus, on doit vé-
riﬁer que zc0z′cd+1−z′c0zcd+1 a le comportement adéquat à la
limite σ0 → 0. En vertu des identités (3.2)–(3.3) établies
en § on a :
zc
0z′c
d+1 − z′c0zcd+1 = t− t′ + 4−1(x2t′ − x′2t)
= (t− t′) + 4−1[(t− t′)tt′ + t‖x′‖2 − t′‖x‖2].
En remarquant que
‖x′‖2 = ‖x − x′‖2 + ‖x‖2 − 2x.(x − x′)
= ‖x − x′‖2 + ‖x‖2 − 2‖x‖‖x − x′‖ cos̟,
où ̟ est l’angle que forment x et x−x′ sur Sd−2, et qu’à
la limite σ0 → 0 on a ‖x − x′‖ = |t − t′| = (t − t′)δ avec
δ = sgn(t− t′) on en déduit
sgn lim
σ0→0
zc
0z′c
d+1 − z′c0zcd+1
= sgn{(t− t′)[1 + 4−1(t2 − 2δt‖x‖ cos̟ + ‖x‖2)]}
= sgn(t− t′),
avec la minoration :
0 ≤ (|t| − ‖r‖)2 ≤ (t2 − 2δt‖r‖ cos̟ + ‖r‖2).
La fonction à deux points sur Minkowski s’écrit alors :
(3.17) D+0 (x, x
′) =
Γ
(
d−2
2
)
2 (2π)
d
2
(−1)− d−22
[σ0 − iǫ sgn(t− t′)] d−22
.
On remarquera que les fonctions à deux points de cette
section diﬀèrent de celles de la publication [11]. Elles cor-
rigent l’erreur suivante : passer (−1)(d−2)/2 au numérateur
est indolore pour d pair, mais n’est pas licite pour d im-
pair.
§.Le scalaire conforme minkowskien
Nous avons construit H0 l’espace des solutions sur
l’espace-temps de Minkowski, resp. HH sur l’espace-temps
de de Sitter. L’opérateur ΞˆH relie unitairement ceux-ci.
Jusqu’à présent nous ne nous sommes pas posé la ques-
tion de la covariance du champ, et covariance sous quel
groupe ?
Ramené à sa réalisation sur l’espace-temps de Min-
kowski par ΞˆH on identiﬁera H0 à H + l’espace des so-
lutions à énergie positive. Cette identiﬁcation nous sera
utile : le champ satisfait au critère spectral minkowskien
et le vide du champ est celui communément admis. L’es-
pace de Hilbert H + porte la rui de masse nulle, d’hélicité
nulle et d’énergie positive, notée P>(0, 0), du groupe de
Poincaré ce qui nous assurera la covariance du champ ne
serait-ce que sous ce groupe.
L’action de C0 ≈ SO0(2, d) sur l’espace-temps et sur le
champ scalaire sera ensuite explicitée. Pour assurer l’uni-
tarité de l’action de groupe, vis-à-vis du produit scalaire
de Klein-Gordon, le champ devra inclure une transforma-
tion interne de scaling. Une fois les générateurs inﬁnitési-
maux écrits on vériﬁera que l’équation de champ φ = 0
admet C0 pour groupe dynamique, dans une certaine re-
présentation de celui-ci. Alors, plus que la rui du groupe
de Poincaré c’est une rui de SO0(2, d) que H0 porte.
Cette rui est aussi portée par HH via l’opérateur ΞˆH
qui, de fait, est un opérateur d’entrelacement de SO0(2, d)
entre H0 et HH . La covariance du champ sous l’action de
SO0(2, d) est alors assurée, elle l’est aussi sous les sous-
groupes de SO0(2, d) que sont le groupe de Poincaré et
celui de de Sitter. Après avoir distingué la sous-algèbre
de de Sitter soH(1, d) dans so(2, d) nous écrirons, grâce à
ΞˆH , ses générateurs tant dans les coordonnées minkows-
kiennes (i.e. de Gürsey) qu’ambiantes dans Rd+1. Enﬁn,
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pour conclure cette section, nous identiﬁerons la représen-
tation de SO0(2, d) comme étant à énergie K-ﬁnie [87] et
vériﬁant une équation de représentation [106].
..Représentation à énergie positive
L’espace de Hilbert H0 des solutions sur l’espace-temps
de Minkowski a été construit en réalisant ce dernier sur le
cône modulo les dilatations positives identiﬁé à C′. Ces
solutions possèdent divers avantages quant à leur mani-
pulation mais en termes des coordonnées cartésiennes ne
ressemblent à rien de connu. On vise à se garantir de tra-
vailler sur le bon espace de Hilbert, c’est-à-dire celui dont
les éléments ont leur transformée de Fourier dans le cône
à énergie positive, i.e. qui satisfont au critère spectral. En
vériﬁant que H0 et H +, l’espace de Hilbert des solu-
tions à énergie positive de carré sommable vis-à-vis du
produit de Klein-Gordon, sont pourvus du même noyau
auto-reproduisant nous identiﬁerons H0 à H +. Ainsi, le
champ « vit » dans le vide usuel.
L’ensemble des solutions H + à énergie positive et de
carré sommable vis-à-vis du produit de Klein-Gordon ad-
met pour base extérieure les :
φ+klm(x) =
1√
2
e−iktr−νJl+ν(kr)Ylm(θ),
avec k > 0 et ν =
d− 3
2
.
Dans les notations précédentes on a lm ≡M ayant identi-
ﬁés les angles sur Sd−2, de plus on pose t = x0 et r = ‖x‖,
J(kr) est une fonction de Bessel.
Les fonctions φ+klm sont à énergie positive :
P0φ
+
klm = i∂tφ
+
klm = kφ
+
klm ,
orthonormées pour le produit scalaire de Klein-Gordon :
〈φ+klm , φ+k′l′m′ 〉 = δ(k − k′)δll′δmm′ .
Dans le système des coordonnées {β, α,θ} sur C′ nous
avons :
t± r
2
= tg
(β ± α
2
)
,
dont on tire :
∂
∂β|β=0=
∂
∂t|t=0.
Ainsi, le produit scalaire (3.13) sur l’espace-temps de Min-
kowski déduit par transformation de Weyl du produit sca-
laire (3.12) sur C′ est bien le produit de Klein-Gordon
usuel.
De la décomposition en modes on tire le noyau autore-
produisant de H + :
D+(x, x′) =
∫
k>0
∑
lm
φ+klm(x)φ
+∗
klm(x
′)dk.
La sommation sur m s’eﬀectue au moyen de la formule
(3.14) sur Sd−2. La somme sur l :
1
2
∞∑
l=0
Jl+ν(kr)
rν
Jl+ν(kr
′)
r′ν
(2l + 2ν)
Γ(ν)
4π
d−1
2
Cνl (cosω),
est, à peu de choses près, le théorème d’addition de Ge-
genbauer sur les fonctions de Bessel [107]. La fonction à
deux points admet alors la représentation intégrale :
1
4π
d−1
2
1
(2‖x − x′‖)ν
∫
k>0
e−ik(t−t
′)Jν(k‖x − x′‖)kνdk.
Pour k → 0 la fonction est localement sommable, on peut
inclure ce point et l’intégrale devient un cas particulier
de l’intégrale de Lipschitz généralisée par Hankel [107].
Celle-ci converge si ℜe[i(t− t′)] > 0. En eﬀectuant la sub-
stitution (t − t′) 7→ (t − t′ − iǫ) avec le régulateur ǫ > 0
cette condition est vériﬁée. On en déduit la fonction de
Wightman :
D+(x, x′) =
Γ(d−22 )
2(2π)
d
2
(−1)− d−22
[σ0 − iǫ(t− t′)] d−22
.
Ce noyau est le même que celui, en (3.17), de H0.
Alors, H + muni du produit scalaire de Klein-Gordon et
du noyau auto-reproduisant (3.17) s’identiﬁe à H0. Les
fonctions obtenues via le cône modulo les dilatations sont
alors à fréquence positive, le champ vériﬁe la condition
spectrale et « choisit » le vide habituel. Une fois le vide ﬁxé
dans F (H0) il l’est aussi dans F (HH). Ainsi, comme nous
l’évoquions, les champs invariants conformes sont exempts
de l’ambiguïté quant au choix du vide, ou, plus justement,
ont un choix naturel du vide hérité du champ minkowskien
satisfaisant au critère spectral. Ceci est dû au fait, nous le
verrons, que les champs sont à énergie conforme positive
—qui est toujours déﬁnie sur Minkowski et de Sitter—.
H + porte la rui de masse nulle, d’hélicité nulle et
d’énergie positive, notée P>(0, 0), du groupe de Poincaré.
Il en est de même pour HH , H ≥ 0.
..Action de SO0(2, d) sur l’espace-temps de Minkowski
Après avoir brièvement rappelé l’action du groupe
conforme minkowskien C0 ≈ SO0(2, d) sur l’espace-temps
nous considérerons son action sur le champ scalaire. L’ac-
tion sur le champ autorise la présence d’un multiplicateur.
Dans les faits, nous constaterons que celui-ci est néces-
saire pour que l’action de groupe soit unitaire vis-à-vis du
produit scalaire de Klein-Gordon. On en déduira les géné-
rateurs inﬁnitésimaux, leurs relations de commutation et
nous les identiﬁerons dans l’algèbre so(2, d). Enﬁn, on vé-
riﬁera que l’équation du mouvement commute avec c0 fai-
sant de C0 ≈ SO0(2, d) le groupe dynamique de l’équation
φ = 0. Ainsi, le groupe conforme laisse invariant l’espace
H0 des solutions de l’équation de champ, cet espace porte
une représentation de SO0(2, d). Grâce à l’opérateur ΞˆH
il en est de même pour tous les espaces de Hilbert HH≥0.
La conclusion sera la suivante : HH≥0 porte une rui de
SO0(2, d), le champ (quelque soit sa réalisation d’espace-
temps) plus que d’être covariant sous l’action du groupe
des isométries l’est sous tout le groupe conforme.
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❦ Action sur les points de Md :
Nous avons vu, en §.., que les transformations am-
biantes de SO0(2, d) dans Rd+2 induisent sur l’espace-
temps de Minkowski les :
– d(d− 1)/2 transformations de Lorentz,
– d translations,
– 1 dilatation et
– d transformations spéciales conformes (sct),
soit, au total, un ensemble de (d+1)(d+2)/2 transforma-
tions sur l’espace-temps qui dans les coordonnées rectan-
gulaires se lisent :
x′µ = Λµνx
ν , x′µ = xµ + aµ,
x′µ = λxµ, x′µ =
xµ + bµx2
1 + 2b·x+ b2x2 .
Les sct ne sont pas linéaires sur l’espace-temps, de plus
le dénominateur pouvant s’annuler elles ne sont pas déﬁ-
nies globalement sur l’espace-temps. Comme, incessament,
nous passerons au niveau inﬁnitésimal on négligera un tel
problème, autrement il nous faudrait travailler sur Min-
kowski compactiﬁé.
Ces transformations forment la chaîne :
SO0(1, d− 1) ⊂ P = SO0(1, d− 1)⋊Rd
⊂ W = {SO0(1, d− 1)×D}⋊Rd ⊂ C0,
avec respectivement les groupes de Lorentz, Poincaré,
Weyl et conforme minkowskien.
Le groupe conforme d’une variété métrique a été dé-
ﬁni comme étant celui qui laisse invariant la sous-variété
ds2 = 0, i.e. le cône de lumière issu du point considéré. Les
isométries appartiennent à ce groupe comme ds′2 = ds2,
que l’élément de ligne soit nul ou non. La déﬁnition au-
torise un facteur multiplicatif : ds′2 = Ω2ds2 qui laisse
invariant l’élément de ligne quand celui-ci est nul. Sur un
argument analytique bien connu [108, 54] on détermine
que pour d > 2 le groupe conforme est à (d+1)(d+2)/2 pa-
ramètres. Les transformations induites par celles de Rd+2
sont de ce type : d’une part, nous avons celles du groupe
de Poincaré et, d’autre part, les dilatations ainsi que les
sct avec respectivement :
Ω = λ, Ω = (1 + 2b·x+ b2x2)−1.
Donc, le groupe que nous n’avons jamais cessé d’appeler
groupe conforme l’est bien sous la précédente déﬁnition.
Terminons en remarquant que Ω ne peut être quel-
conque, par transitivité de l’action de groupe on a Ωgg′ =
ΩgΩg′ , i.e.Ω est un multiplicateur.
❦ Représentation scalaire :
L’action du groupe sur le champ scalaire se lit :
(3.18)
[
T sgφ
]
(x) =
(
Ωg(g
−1.x)
)s
φ(g−1.x),
qui est l’action naturelle sur un champ scalaire, modiﬁée
par la présence du multiplicateur Ω que nous déﬁnissons
comme :
(3.19) (dg.x)2 =
(
Ωg(x)
)2
dx2.
La notation est importante. Par application de la déﬁni-
tion celui-ci satisfait à l’équation d’un cocycle :
Ωgg′((gg
′)−1.x) = Ωg(g
−1.x)Ωg′−1(g
′−1.(g−1.x)),
ainsi qu’à l’identité :
Ωg−1(x) =
(
Ωg(g
−1.x)
)−1
.
On remarquera que l’action (3.18) n’est pas l’action tan-
gente induite par celle sur les coordonnées. Plus précisé-
ment, pour un diﬀéomorphisme f de la variété un champ
scalaire, identiﬁé aux tenseurs de type
(
0
0
)
, se transforme
comme : (f∗φ)(f(x)) = φ(x), avec f∗ le pushforward de
f . Les transformations de C0 induisent des diﬀéomor-
phismes locaux. Sous les isométries le champ satisfait au
critère de tensorialité, mais, pour une dilatation ou une
sct, avec l’occurrence du multiplicateur Ω 6= 1 ce n’est
plus le cas. Le champ n’est plus un champ scalaire au
sens de la géométrie diﬀérentielle, la référence [108] les
nomme champs quasi-primaires. La présence du multipli-
cateur peut être vue comme une transformation interne
spéciﬁque au champ, le paramètre s est, pour l’instant, un
réel libre.
Sur les isométries Ωg = 1, ainsi l’action de groupe
(3.18) est compatible avec l’action usuelle du groupe de
Poincaré [109]. Pour les transformations non-isométriques
particulières que sont les dilatations et les sct on obtient :
Ωλ(g
−1.x) = λ, Ωb(g
−1.x) = (1− 2b·x+ b2x2),
en confondant la transformation et son paramètre, i.e. g ≡
λ et g ≡ b pour une dilatation et une sct, respectivement.
❦ Produit scalaire et unitarité :
L’espace des champs muni du produit scalaire de Klein-
Gordon :
(3.20) 〈ψ, φ〉 = i
∫
Jµ(x)dΣ
µ(x)
permet de donner un sens à l’unitarité de l’action de
groupe (3.18). Le courant :
Jµ(x) =
[
ψ∗(x)
(
∂µφ(x)
)− (∂µψ∗(x))φ(x)]
est conservé sur l’espace des solutions de l’équation φ =
0. La valeur de l’intégrale est déterminée en eﬀectuant
celle-ci sur une hypersurface de Cauchy, généralement celle
à x0 = Const. = 0. On vériﬁe, en A.§.p.103, que l’action
de groupe (3.18) est unitaire vis-à-vis de ce produit sca-
laire :
〈T sgψ, T sgφ〉 = 〈ψ, φ〉
quand le paramètre s est donné par :
(3.21) s = −
(d− 2
2
)
.
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❦ Générateurs infinitésimaux :
De l’action ﬁnie (3.18) on obtient par diﬀérentiation
les générateurs inﬁnitésimaux :
Mµν = xµ∂ν − xν∂µ, Pµ = ∂µ,
Kµ = x
2∂µ − 2xµ(x·∂− s), D = x·∂− s,
avec les relations de commutations :
[Mµν ,Mρσ]=−(ηµρMνσ + ηνσMµρ − ηµσMνρ − ηνρMµσ),
[Mµν , Pσ]=−(ηµσPν − ηνσPµ), [Pµ, Pν ]= 0,
[Mµν ,Kσ]=−(ηµσKν − ηνσKµ), [Kµ,Kν ]= 0,
[Mµν , D]= 0, [Pµ, D]= Pµ,
[Pµ,Kν ]= 2(Mµν − ηµνD), [Kµ, D]=−Kµ.
Sous le changement de variables :
Mµν = Xµν , Pµ =
1
2
(Xµd +Xµd+1),(3.22)
D = Xd+1d, Kµ = 2(Xµd −Xµd+1),(3.23)
cette algèbre est isomorphe à so(2, d) ≃ c0. Ce change-
ment de base dans so(2, d) n’est pas anodin, il vient di-
rectement de la paramétrisation du plan P0 en §. À cet
égard formulons une petite remarque. Dans tout un en-
semble de publications on peut trouver ces générateurs di-
versement identiﬁés dans l’algèbre abstraite so(2, d), ceci
au motif qu’algébriquement ils sont compatibles avec les
relations de commutations. Ici, en ayant ﬁxé les coordon-
nées et étant passé à la représentation concrète de so(2, d)
nous n’avons plus cette latitude.
Ces générateurs satisfont à l’équation de Killing
conforme (3.1) de facteurs respectifs :
fD(x) = 1, fKµ(x) = −2xµ.
❦ Espace de représentation :
Nous avons l’action du groupe qui nous intéresse
(3.18), le produit scalaire vis-à-vis duquel la représenta-
tion est unitaire (3.20), il nous reste à spéciﬁer l’espace de
représentation sur lequel opère le groupe : quels champs ?
Considérons les champs appartenant à H0, c’est-à-
dire ceux vériﬁant l’équation de champ invariante sous
les transformations de Weyl, l’équation de Klein-Gordon :
φ = 0. Une question plus pertinente est : cet espace
est-il laissé invariant sous l’action de C0 ? Ayant réalisé
sur l’espace-temps l’algèbre c0 ≃ so0(2, d) on examine les
relations de commutations :
[,Mµν ] = [, Pµ] = 0, [, D] = 2,
[,Kµ] = −4xµ+ 2(d− 2 + 2s) ∂µ,
qui s’annulent sur l’espace des solutions dès lors que
s = −(d− 2)/2. Plus précisément, c’est l’espace de toutes
les solutions qui est laissé invariant, or dans c0 il n’y a pas
d’opérateur changeant le signe de P0, i.e. les fréquences
positives et négatives sont séparément laissées invariantes.
Ainsi, H0 est laissé invariant.
Un autre point de vue est de considérer la fonction à
deux points :
(3.24) D+(x, x′) =
Γ(d−22 )
2(2π)
d
2
(−1)− d−22
[σ0 − iǫ(t− t′)] d−22
.
Celle-ci est manifestement invariante sous les transfor-
mations de Lorentz propres orthochrones, les translations
d’espace-temps et les dilatations.
Restent les transformations spéciales conformes. On vé-
riﬁe, par un calcul direct, la relation suivante :
(3.25) σ0(g
−1.x, g−1.x′) =
σ0(x, x
′)
Ωb(g−1.x) Ωb(g−1.x′)
.
Pour ce qui est de la singularité sur le cône de lumière il
nous faut étudier :
lim
σ0→0
sgn
[
(g−1.x)0 − (g−1.x′)0].
La fonction à deux points étant invariante par translation
on peut, sans perte de généralité, prendre x′ comme l’ori-
gine du repère, alors :
(3.26) lim
σ0→0
sgn
[
(g−1.x)0 − (g−1.x′)0]
= lim
x2→0
sgn(g−1.x)0 = sgn
( t
1− 2b·x
)
.
Ainsi, le signe de t − t′ sur le cône de lumière peut être
inversé par une sct. Par contre, toujours pour une sct,
le multiplicateur Ω−(d−2)/2b (g
−1.x) s’incorpore au dénomi-
nateur dans la fonction à deux points (3.24) et
sgn
[
(1− 2b·x) sgn
( t
1− 2b·x
)]
= sgn t,
sachant que Ωb(g−1.x′) = 1, les sct stabilisant l’origine.
L’espace de Hilbert des solutions minkowskiennes H0 est
laissé invariant par l’action de C0 ≈ SO0(2, d). On notera
que les sct ne posent pas de problème quant à la causalité,
de plus les transformations singulières sur l’espace-temps
sont régulières dans H0.
Alors, d’une part, H0 ≡ H + porte une rui du groupe
de Poincaré. D’autre part, H0 est laissé invariant sous l’ac-
tion de C0 ≃ SO0(2, d) dont P est un sous-groupe. Donc,
H0 porte une rui de C0. Mais le résultat est plus général.
L’action de SO0(2, d) est linéaire sur H0, avec l’applica-
tion ΞˆH elle se porte sur HH avec :
ΞˆHTg = T
′
gΞˆH ,
où T ′g est la représentation de SO0(2, d) sur HH . On en
déduit deux résultats : HH porte une rui de SO0(2, d)
∀H ≥ 0 et ΞˆH entrelace les diﬀérentes réalisations de cette
représentation entre les espaces de Hilbert H0 et HH . Le
résultat persiste pour l’opérateur ωˆH . Donc, la covariance
du champ, c’est-à-dire l’invariance de l’espace des solu-
tions, est garantie sous l’action de C0. Il en est de même
pour ses sous-groupes que sont les groupes de de Sitter et
de Minkowski.
§.Le scalaire conforme minkowskien 33
..Miscellanées
L’étude du champ scalaire invariant conforme est main-
tenant complète, nous avons : construit les espaces de Hil-
bert des solutions avec une base explicite, identiﬁé dans
so(2, d) les générateurs des isométries et les générateurs
des transformations conformes quel que soit H, établi les
fonctions de Wightman ainsi que les applications ΞˆH et
ωˆH qui nous permettent de passer d’un espace de Hilbert
à un autre. Nous tirerons proﬁt de cette position privilé-
giée en portant les générateurs minkowskiens sur de Sitter
par l’opérateur ΞˆH , puis en confrontant la représentation
que nous utilisons avec celle identiﬁée dans les publications
[87, 110, 111].
❦ Les générateurs sur de Sitter :
L’opérateur ΞˆH porte les applications linéaires sur H0
en les applications linéaires sur HH :
OH = ΞˆH O0 ΞˆH−1 ∈ End(HH), O0 ∈ End(H0).
L’action de SO0(2, d) est linéaire sur H0, il en est de
même de celle de ses générateurs inﬁnitésimaux. Expri-
mons ces derniers sur HH en les indexant par un H. En
coordonnées minkowskiennes (i.e. de Gürsey), resp. am-
biantes dans Rd+1, l’opérateur ΞˆH se lit :
ΞˆH =
(
1− H
2x2
4
)−s
=
[1
2
(1 +Hyd)
]s
=
(
ΞH
)s
.
Dans les coordonnées de Gürsey, d’un calcul direct, on
obtient :
MHµν = xµ∂ν − xν∂µ,
PHµ = ∂µ − sH
2
2
xµ
1−H2x2/4 ,
DH = x · ∂− 2s
1−H2x2/4 + s,
KHµ = x
2∂µ − 2xµ
(
x · ∂− s
1−H2x2/4
)
.
Par ailleurs, on peut toujours résorber ce système de
coordonnées, que nous savons être pathologique sur l’hy-
perboloïde, au proﬁt des coordonnées ambiantes de Rd+1.
Rappelons les notations :
XHϑκ = yϑ∂κ − yκ∂ϑ, Vϑ = H−1∂ϑ,
avec XHϑκ les générateurs des isométries et Vϑ les généra-
teurs des transformations purement conformes de l’hyper-
boloïde. On en tire :
MHµν = X
H
µν , P
H
µ =
H
2
(XHµd + Vµ − sHyµ),
DH = −Vd + sHyd, KHµ = 2
H
(XHµd − Vµ + sHyµ).
Notamment :
XHµd =
1
H
(
PHµ +
H2
4
KHµ
)
,
Vµ − sHyµ = 1
H
(
PHµ − H
2
4
KHµ
)
.
Le dernier terme exhibe le facteur dû au scaling du champ
pour les d + 1 transformations non-isométriques sur l’hy-
perboloïde. De plus, on remarquera que l’opérateur PH0
ne peut pas être un candidat pour un hamiltonien sur
de Sitter. En eﬀet, celui-ci particularise trop le point
y =
t
(0,0,H−1) autour duquel le système de Gürsey lie
l’hyperboloïde au plan minkowskien.
On notera, par ailleurs, que Keane et Barrett [112]
ont aussi portés les générateurs de SO0(2, 4) de l’espace-
temps de Minkowski vers les espaces-temps de Friedman-
Robertson-Walker, donc aussi vers l’espace-temps de de
Sitter. Néanmoins, comme ils ne considèrent que l’ac-
tion géométrique de SO0(2, 4), les vecteurs de Killing, ils
omettent le facteur de scaling du champ.
Pour la valeur idoine, s = −(d−22 ), on obtient :
PHµP
H µ = (ΞH)
2
(
H +
1
4
d(d− 2)H2
)
,
qui s’annule sur HH . C’est par un tel calcul qu’on com-
prend que ΞˆH est hérité des transformations de Weyl mais
n’est pas une transformation de Weyl. En eﬀet, sous une
transformation de Weyl nous aurions obtenu un préfacteur
diﬀérent de (ΞH)2, il en est de même pour les générateurs
(avec l’ambiguïté de la règle virgule donne point virgule).
Dans la publication [12] nous mentionnions que l’opé-
rateur :
IHµ = x
2PHµ +K
H
µ
vériﬁe l’équation IHµ = I0µ, ∀H, c’est-à-dire :[
ΞˆH , I
H
µ
]
= 0.
En coordonnées ambiantes cet opérateur n’a pas une écri-
ture éclairante.
❦ Identification des représentations :
Dans cette étude nous avons construit les espaces de
Hilbert de solutions : H0, HH et HCˇ avec leurs bases ex-
plicites. Ces espaces portent diverses représentations de
groupes cinématiques : Poincaré, de Sitter, SO(2)×SO(d)
et SO0(2, d). Par ces lignes nous établirons à quelles va-
leurs les opérateurs de Casimir quadratiques sont ﬁxés.
Finalement, on identiﬁera la représentation K-ﬁnie de
SO0(2, d) que tous ces espaces de Hilbert portent.
Sur H0 pour l’action (3.18) de SO0(2, d), avec s =
−(d−22 ), on établit :
P 2 = K2 = 0.
Par les applications ΞˆH et ωˆH il en sera de même sur HH
et HCˇ.
Tous ces espaces de Hilbert portent une rui de
SO0(2, d), dans celle-ci la valeur de tous les opérateurs de
Casimir est ﬁxée. Par exemple, pour le premier Casimir
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on obtient :
Q1SO0(2,d) = −
1
2
XαβX
αβ
= −1
2
MµνM
µν +D2 +
1
2
{
Kµ, P
µ
}
= s(s+ d) = −
(d2 − 4
4
)
.
En calculant cet opérateur on remarque que celui-ci est
particulier : il est proportionnel à l’identité indépendam-
ment de l’espace de représentation. Il ne fait pas intervenir
l’équation du mouvement, la valeur de s n’a pas à être spé-
ciﬁée.
De même, HH porte une rui du groupe de de Sitter.
Par l’application ΞˆH , ou ωˆH , les autres espaces de Hilbert
porteront aussi cette rui. Après avoir identiﬁé la repré-
sentation de l’algèbre physique soH(1, d) dans la représen-
tation de so(2, d) avec :
XHµν = Xµν = Mµν ,
HXHµd = Y
H
µ =
1
2
[Xµd −Xµd+1 +H2(Xµd +Xµd+1)]
=
(
Pµ +
H2
4
Kµ
)
,
on vériﬁe que la valeur du premier Casimir du groupe de
de Sitter est ﬁxée :
Q1SO0(1,d) = −
1
2
XHϑκX
H ϑκ = −1
2
MµνM
µν +
1
4
{
Kµ, P
µ
}
=
sd
2
= −d(d− 2)
4
.
Contrairement au Casimir quadratique Q1SO0(2,d) de
SO0(2, d), Q1SO0(1,d) se diagonalise uniquement sur l’es-
pace des solutions pour la valeur particulière s = −(d−22 ).
On en déduit que D2 + {Kµ, Pµ}/4 est aussi ﬁxé sur
tous les espaces de Hilbert concernés :
D2 +
1
4
{Kµ, Pµ} = Q1SO0(2,d) −Q1SO0(1,d) = −
(d− 2
2
)
.
Terminons ces propos en identiﬁant la représentation
scalaire à la manière de la référence [87]. Dans so(2, d) on
distingue une sous-algèbre de Cartan Hi telle que :
H1 = X0d+1, Hi 6=1 ∈ so(d) ⊂ so(2, d),
avec i = 1, ...,
⌊
d+2
2
⌋
. Nous n’aurons pas à spéciﬁer Hi 6=1,
le seul fait qu’ils appartiennent à so(d) sera suﬃsant. Le
générateur H1 = X0d+1 est l’énergie conforme, sur HCˇ
celui-ci s’écrit X0d+1 = i∂β dans le système de coordon-
nées {zα} que nous avons adopté sur C′. Un calcul direct
sur la base des φLM (3.11) révèle le spectre discret et po-
sitif de l’énergie conforme :
σ(X0d+1) =
{
L+
d− 2
2
}
L∈N
,
borné inférieurement par (d − 2)/2 : ce que les auteurs
nomment énergie K-ﬁnie. Réduit à L = 0 nous avons :
Hi 6=1φ = 0 où φ ∈ HCˇ|L=0.
En eﬀet, pour L = 0 les fonctions de HCˇ|L=0 sont de
la forme φ|L=0 = exp
(−id−22 β) × Const. Les éléments
du sous-groupe compact maximal SO(d) appartiennent
aux isométries de S1 × Sd−1. Alors, sur HCˇ, leurs généra-
teurs inﬁnitésimaux sont purement dérivatifs en les angles
{α,θ}, sur φ|L=0 ils s’annulent tous. Cette représentation
est identiﬁée comme :
C>
(d− 2
2
, 0, 0, ..., 0
)
,
où les zéros apparaissent
⌊
d+2
2
⌋− 1 fois et l’indice > note
la positivité du spectre de l’énergie conforme.
Dans la littérature, avec les références [113] et [114] par
exemple, apparaît le diagramme suivant :
C>(1, 0, 0) ←− P>(0, 0)
V 0,
1
2 −→ ⊕ ⊕
C<(−1, 0, 0) ←− P<(0, 0)
avec P>(0, 0) la représentation du groupe de Poincaré
d’énergie positive, de masse nulle et d’hélicité nulle, resp.
négative pour <, V 0,
1
2 est la représentation du scalaire
conformément invariant sur de Sitter, la ﬂèche −→ in-
dique une extension de représentation. De nos résultats
on tire que : d’une part, la représentation desittérienne ne
se décompose pas nécessairement sur une somme directe
de représentations de SO0(2, 4) et, d’autre part, qu’il n’est
nul besoin d’impliquer une extension de représentation :
les espaces de Hilbert des solutions portent concomitam-
ment les représentations de tous ces groupes. En fait, en
dimension d = 4, le diagramme se simpliﬁe en :
V 0,
1
2 ≡ C>(1, 0, 0) ≡ P>(0, 0).
Ce résultat est connu [110, 111], en dimension d arbitraire :
(a) les rui de masse nulle du groupe de Poincaré (celles
dont le petit groupe est un recouvrement du groupe Eu-
clidien Ed−2) s’étendent à une unique rui de SO0(2, d)
notée dd,ǫ−(s+ d−2
2
),s , avec ǫ = ± suivant le choix d’éner-
gie conforme positive ou négative. Remarquons que cette
représentation pour le scalaire est celle que nous notons
C>
(
d−2
2 , 0, 0, ..., 0
)
avec s = 0, s = 0, et ǫ = + =>.
(b) la représentation dd,ǫ−(s+ d−2
2
),s restreinte à SO0(1, d)
reste irréductible. Il n’en est pas de même pour la res-
triction vis-à-vis de SO0(2, d− 1).
❦ Équation de représentation :
Dans leur article [106] concernant la réduction de
SO(2, 4) relativement à SO(1, 4) et SO(2, 3) A.O. Barut et
A. Böhm font intervenir une équation de représentation :
{Xαβ , Xαγ} = 2aηβγ .
Sous le changement de base (3.22)–(3.23) cette équation
est vériﬁée avec a = (d − 2)/2 si le champ satisfait à
l’équation du mouvement et que la représentation d’indice
s = −(d− 2)/2 est utilisée. Par exemple :
{Xαµ, Xαν} = (2−d−2s)(xµ∂ν+xν∂µ)+2xµxν−2sηµν .
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Pour les représentations qui proviennent de l’extension
d’une rui de masse nulle du groupe de Poincaré cette équa-
tion est vériﬁée [110, 111]. Il ne s’agit d’ailleurs que d’un
intermédiaire de calcul sur lequel les auteurs ne s’appesan-
tissent pas. Celui-ci satisfait à :
{Xαβ , Xαγ} = 4
d+ 2
ηβγQ1SO0(2,d),
la diﬀérence de signe entre la publication [111] et nos ré-
sultats vient du fait que dans l’algèbre enveloppante de
soC(d + 2) ils déﬁnissent : 2F βγ = {Xβα, Xαγ} alors que
nous utilisons {Xαβ , Xαγ}.
§.Le champ vectoriel I
Dans la section § nous avons établi un cadre géomé-
trique général qui nous permet de relier le cône nul C de
Rd+2, l’hyperboloïde de Rd+1 et le plan minkowskien. On
en a déduit de quelle façon l’action du groupe conforme
se transporte sur les espaces-temps et comment nous de-
vions tenir compte des transformations non-isométriques.
Après cela, nous avons résolu le champ scalaire invariant
conforme, sous le groupe conforme C ≈ SO0(2, d) et les
transformations de Weyl. Dans cette section, ainsi que
dans la suivante, nous étudierons le champ vectoriel in-
variant conforme.
Avant de poser les équations nous savons qu’en dimen-
sion d = 4 on devra contourner le problème de l’invariance
de jauge. Heureusement, l’invariance conforme telle que
nous l’utilisons fera oﬃce de guide et nous permettra de
discerner la condition de jauge adéquate. Rappelons que si
l’invariance conforme nous est chère ce n’est pas parce que
nous croyons que celle-ci est présente dans la « réalité des
faits » mais parce qu’elle nous permet d’établir de façon
transparente des résultats sur de Sitter.
Dorénavant, nos écrits adopteront la structure d’un
dialogue. Par facilité de calcul nous travaillerons sur Min-
kowski. Ensuite, grâce à la transformation de Weyl et à
l’opérateur qu’elle induit sur l’espace des solutions, nous
traduirons ces résultats en espace-temps courbe.
Notre plan sera le suivant : dans un premier temps nous
écrirons la représentation vectorielle du groupe conforme
minkowskien. Il sera établi que cette représentation n’est
pas unitaire vis-à-vis du produit scalaire de Klein-Gordon,
un nouveau produit scalaire saura suppléer à ce pro-
blème. On en déduira l’espace de représentation qui ad-
met C0 ≈ SO0(2, d) pour groupe dynamique. À ce point
il nous faudra distinguer d = 4 des autres dimensions. En
eﬀet, pour cette dimension les équations de champ sont in-
variantes de jauge. La quantiﬁcation en présence de jauges
est plus complexe qu’en leurs absence, c’est pour cela que
nous étudierons dans cette section le cas d 6= 4 avec l’es-
poir d’en tirer quelques enseignements préliminaires sur
d = 4. Dans la section §, à l’aide du champ vectoriel sur
le cône nul C de Rd+2 écrit en §, nous quantiﬁerons le
champ à la Gupta-Bleuler quelle que soit la dimension d.
..Représentation Vectorielle
L’action vectorielle de C0 ≈ SO0(2, d) s’écrit comme
l’action tangente modiﬁée par la présence du multiplica-
teur Ω, ici :
(3.27)[
T vgA
]µ
(x) =
(
Ωg(g
−1.x)
)v (
Mg(g
−1.x)
)
µ
νA
ν(g−1.x).
La matrice Mg(g−1.x) est déﬁnie par :
d(g.x) = Mg(x)dx,
et vériﬁe la relation :
Mgg′((gg
′)−1.x) = Mg(g
−1.x)Mg′(g
′−1.(g−1.x)).
Avec la déﬁnition de Ωg, en (3.19), les matrices Mg satis-
font à la relation :
ηµνM
µ
ρM
ν
σ = Ω
2ηρσ.
On en déduit que detMg = (Ωg)d et l’élément de volume
varie tel que : ddg.x = Ωdg d
dx. Pour une dilatation ou
une transformation spéciale conforme les éléments de la
matrice Mg sont donnés par :(
Mλ(g
−1.x)
)µ
ν = λδ
µ
ν ,(
Mb(g
−1.x)
)µ
ν = (1− 2b·x+ b2x2)(δµν − 2xµbν)
+ 2(bµxν − x2bµbν − b2xµxν + b2x2 xµbν).
La remarque concernant le champ scalaire persiste : Aµ
n’est plus un champ vectoriel de la géométrie diﬀérentielle.
À ce titre nous souhaitons insister sur le fait qu’on ne peut
pas utiliser la métrique de façon transparente pour monter
et descendre les indices. De manière générale :
ηµν [T
v
gA]
ν(x) 6= [T fg A]µ(x), ∀v, f ∈ R.
Si les indices de représentation satisfont à :
f − 2 = v,
l’inégalité se transforme en égalité. En eﬀet, la représen-
tation sur les champs de formes fait intervenir les ma-
trices mg liées aux matrices Mg par la relation mµν =
Ω−2ηµρη
νσMρσ. De cette relation on vériﬁe que la repré-
sentation sur le champ de formes se transforme en celle sur
le champ vectoriel en montant les indices par la métrique
pour f − 2 = v. À ce stade nous ne connaissons rien de
ces indices.
..Unitarité de la représentation
Nous souhaitons que la représentation de SO0(2, d) soit
unitaire sur l’espace des champs. De prime abord, nous
serions tentés de munir cet espace du produit scalaire de
Klein-Gordon :
〈ψ, φ〉 = −i
∫
ηµνJµ(x)dΣν(x),
où le courant Jµ est donné par la formule :
Jµ(x) = ηρσ
[
ψ∗ρ
←→
∂µφ
σ
]
.
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Rappelons que le −i devant le produit scalaire vient du fait
que ce sont les vecteurs de genre espace qui nous intéres-
seront. En eﬀet, les « états physiques » sont transverses et
donc de genre espace. L’action du groupe de Poincaré est
unitaire pour ce produit. Il en est de même pour celle du
groupe de Weyl W si v = −d/2. Mais pas celle du groupe
conforme dans son ensemble.
En annexe, cf. A.§.p.104, nous établissons qu’il faut
substituer à Jµ le nouveau courant :
J˜µ = ηρσ
[
ψ∗ρ
←→
∂µφ
σ
]− 2
d
ηµν
[
ψ∗ν
←→
∂ ·φ− φν←→∂ ·ψ∗].
Moyennant cette altération l’action (3.27) du groupe
conforme est unitaire vis-à-vis du produit scalaire
(3.28) 〈ψ, φ〉 = −i
∫
ηµν
[
ηρσψ
∗ρ←→∂µφσ
− 2
d
ηµρ
(
ψ∗ρ
←→
∂ ·φ− φρ←→∂ ·ψ∗)]dΣν ,
si l’indice v vériﬁe :
v = −d
2
.
..Espace de représentation
Le produit scalaire sélectionne son espace de repré-
sentation comme étant celui sur lequel le courant est
conservé : ∂·J˜ = 0. Si l’équation du mouvement :(
δµν − 4
d
∂
µ
∂ν
)
Aν = µ2Aν ,
est satisfaite le courant J˜ est conservé. Le terme massif,
proportionnel à µ2, n’est pas invariant sous les dilatations,
nous le poserons nul. Nous noterons dorénavant :
c =
4
d
,
(
M
)
µ
ν = δ
µ
ν − c ∂µ∂ν .
Pour d = 4, M est l’opérateur de Maxwell, comme at-
tendu. Attention, c n’est pas un paramètre libre, c n’est
pas un paramètre de Lagrange ﬁxant la jauge (des équa-
tions de Maxwell). Nous aurons une discussion à ce sujet
pour la dimension d = 4. C’est cette équation que nous
étudierons dans cette section, incidemment pour d = 4
elle adopte la forme de l’équation de Maxwell.
De l’action (3.27) on déduit les générateurs inﬁnitési-
maux du groupe conforme minkowskien dans sa représen-
tation vectorielle :(
Mµν)
ρ
σ = δ
ρ
µηνσ − δρνηµσ + δρβ(xµ∂ν − xν∂µ),(
Pµ)
ρ
σ = δ
ρ
σ∂µ,(
D)ρσ = δ
ρ
σ(x·∂− v − 1),(
Kµ)
ρ
σ = 2(x
ρηµσ − δρµxσ),
+ δρσ(x
2∂µ − 2xµx·∂ + 2(v + 1)xµ).
Quel que soit v ∈ R ces générateurs satisfont aux relations
de commutations du groupe conforme.
Muni de ces générateurs et de l’équation du mouvement
M on obtient les relations de commutations suivantes :
[M,Mµν ] = [M, Pµ] = 0, [M, D] = 2M,(
[M,Kρ]
)
µ
ν = −4xρ
(
M
)
µ
ν + 2(d+ 2v)δ
µ
ν∂ρ
− 2(2 + cv)δµρ∂ν + 2[2− c(d+ v)]ηρν∂µ,
qui s’annulent sur l’espace des solutions dès lors que :
v = −d
2
et c =
4
d
.
Ainsi, l’équation M(A) = 0 admet le groupe conforme
pour groupe dynamique.
Eﬀectuons une courte pause. En quelques lignes nous
avons : écrit l’action vectorielle du groupe conforme min-
kowskien, énoncé que l’unitarité de la représentation se
réalisait vis-à-vis d’un nouveau produit scalaire (conçu à
cet eﬀet), enﬁn, nous en avons déduit une nouvelle équa-
tion du mouvement pour laquelle SO0(2, d) est un groupe
dynamique. On peut se questionner sur le transport de ces
résultats en espace-temps courbe.
..Traduction en espace-temps courbe
Ayant établi l’invariance de l’espace des solutions et
du produit scalaire sous C0 ≈ SO0(2, d) sur Minkowski on
peut espérer que ces résultats se traduirons aisément sur
de Sitter. Pour qu’il en soit ainsi il nous faut établir l’inva-
riance du produit scalaire et de l’équation du mouvement
sous les transformations de Weyl.
Commençons en remarquant que le produit scalaire de
Klein-Gordon :
〈ψ, φ〉 = −i
∫
gµνgρσ
(
ψ∗ρ
←→
∂µφ
σ
)
dΣν ,
est invariant sous les transformations de Weyl φ 7→ φ =
ωvφ pour v = −d/2 mais présente des problèmes. Le pre-
mier est que réduit à Minkowski ce produit n’est pas in-
variant sous les transformations de SO0(2, d), le second
est qu’en espace-temps courbe ∂µ n’a pas de signiﬁcation
intrinsèque, c’est la dérivée ∇µ qu’il faudrait utiliser. Le
produit où le courant gρσ(ψ∗ρ
←→∇µφσ
)
apparaît n’est plus
invariant sous les transformations de Weyl. En utilisant le
courant
J˜µ = gρσ
[
ψ∗ρ
←→∇µφσ
]− 2
d
gµν
[
ψ∗ν
←→∇·φ− φν←→∇·ψ∗]
on vériﬁe que le produit scalaire :
〈ψ, φ〉H = −i
∫
gµν J˜µdΣν
est simultanément invariant sous les transformations de
Weyl et a une écriture intrinsèque. Alors, comme pour le
champ scalaire, les transformations de Weyl induisent une
application unitaire pour le produit scalaire sur les diﬀé-
rents espaces de solutions :
〈ΞˆH(ψ), ΞˆH(φ)〉H = 〈ψ, φ〉,
où :
ΞˆH(φ) =
(
ΞH
)− d
2 φ.
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Cette application nous permettra de retranscrire nos ré-
sultats minkowskiens sur l’espace-temps de de Sitter.
Des formules en page 22 on établit que l’équation :
(3.29) Aµ − 4
d
∇ν∇µAν − 1
4
d(d− 4)
(d− 1)(d− 2)RA
µ
+
2
d
d− 4
d− 2R
µ
νA
ν = 0,
est invariante sous les transformations de Weyl. Pour
d = 4 cette équation est celle de Maxwell en espace-temps
courbe. À la limite de courbure nulle elle coïncide avec
l’équation M(A) = 0 invariante sous SO0(2, d).
L’espace-temps de de Sitter est maximalement symé-
trique, sa courbure et son tenseur de Ricci vériﬁent :
R = −d(d− 1)H2, Rµν = −(d− 1)H2δµν .
L’équation de champ (3.29) sur de Sitter se simpliﬁe en :
Aµ
H
− 4
d
∇ν∇µAνH +
d− 4
4d
(d2 + 2d− 4)H2Aµ
H
= 0.
Avec la relation [∇ν ,∇µ]AνH = −H2(d− 1)AµH cette équa-
tion s’écrit aussi :
(3.30) Aµ
H
− 4
d
∇µ∇·AH + 1
4
(d2 − 2d+ 4)H2Aµ
H
= 0,
que nous noterons, par moment, MH(AH) = 0.
Jusqu’à présent, nous avons su trouver une équation
invariante tant sous l’action de SO0(2, d) que sous les
transformations de Weyl. Nous avons pu exhiber un pro-
duit scalaire qui garantit l’unitarité de l’action du groupe
conforme et permet de passer de Minkowski à de Sitter
grâce à l’application ΞˆH entre espace de solutions.
..Espace des solutions
Dans les paragraphes qui suivent nous étudierons l’es-
pace des solutions de l’équation de champ M(A) = 0. Dans
un premier temps nous constaterons que ces champs satis-
font à une seconde équation dont une partie de l’espace des
solutions est laissée invariante sous l’action de SO0(2, d).
Là, suivant que d égale ou non 4 nous aurons à marquer
une diﬀérence. Quand d 6= 4 cette nouvelle équation est
automatiquement satisfaite par les champs solutions de
l’équation du mouvement. Autrement, pour d = 4, ce n’est
pas une nécessité. Dans tous les cas ce sous-espace vectoriel
de solutions est laissé invariant sous l’action de SO0(2, d).
Pour d 6= 4 nous résoudrons en transformée de Fourier
l’équation de champ et nous en tirerons la fonction à deux
points. Malheureusement, de par la nature lorentzienne
de l’espace-temps nous devrons garder un sous-espace de
solutions de norme nulle.
Pour d = 4 les problèmes sont plus aigus encore, nous
avons l’invariance de jauge et on s’attend à devoir consi-
dérer des vecteurs de norme négative.
❦ Remarque préliminaire :
Retournons à l’espace-temps plat. Nous cherchons à
résoudre l’équation M(A) = 0. Nous pouvons, avant cela,
établir quelques propriétés de ses solutions. En prenant la
divergence de l’équation du mouvement on obtient :
(1− c)∂·A = 0,
c’est-à-dire que pour d 6=4, la divergence de A satis-
fait à l’équation d’un champ scalaire de masse nulle.
C’est étonnant. Il n’est pas attendu que la divergence du
champ vectoriel invariant conforme soit le scalaire inva-
riant conforme. De fait, la divergence de A n’est pas exac-
tement un champ scalaire conforme dans le sens qui est le
nôtre. En eﬀet, de la divergence des éléments de matrice
et du multiplicateur (pour une sct) nous avons :
div[T vgA](x) 6= [T sg divA](x),
avec dans le membre de gauche la réprésentation vecto-
rielle du groupe conforme, dans le membre de droite sa
représentation scalaire. Si on développait le membre de
gauche nous aurions [T sg divA](x) ainsi que des termes dé-
pendants de A par x ·A et b ·A.
De même, sur de Sitter, avec la relation [∇µ,H ]Aµ =
−H2(d−1)∇·A, la divergence de l’équation (3.30) se sim-
pliﬁe en :
(1− c)
[
H +
1
4
d(d− 2)H2
]
∇·A = 0,
qui est aussi l’équation du scalaire conforme sur de Sitter.
Pour un espace-temps général la divergence de l’équa-
tion (3.29) donne :
(3.31) (1− c)
[
∇·A+ d
d− 2×
×
((∇µRµνAν)− 1
4
d
d− 1
(∇µRAµ))] = 0.
Sans hypothèses sur les symétries de l’espace-temps sous-
jacent cette équation ne se réduit pas à l’équation du sca-
laire invariant conforme. Si l’espace-temps est à courbure
constante, avec Rµν = gµνR/d, le couplage à la courbure
ξ se simpliﬁe :
ξ =
d
d− 2
(1
d
− 1
4
d
d− 1
)
= −1
4
d− 2
d− 1 .
Pour cette valeur l’équation scalaire ( + ξR)φ = 0 est
invariante sous les transformations de Weyl. En consé-
quence, la simpliﬁcation de la divergence de A à un scalaire
vériﬁant l’équation Weyl-invariante est spéciﬁque aux va-
riétés à courbure constante de dimension d 6= 4.
L’équation (3.29) est invariante sous les transforma-
tions de Weyl, pour d 6= 4 et (M, g) a courbure constante
elle entraîne l’équation :
(3.32) (+ ξR)∇·A = 0, ξ = −1
4
d− 2
d− 1 .
Ainsi, pour une transformation de Weyl entre (M, g) et
(M, g), toutes deux à courbure constante, l’équation (3.32)
est invariante de Weyl sur l’espace des solutions de (3.29).
Remarquons que cette invariance de Weyl est plus faible
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que la déﬁnition générale donnée en §. comme il faut
spéciﬁer que (M, g) et (M, g) sont à courbure constante et
que, de plus, l’équation (3.32) n’est pas invariante en soi
mais que A doit vériﬁer l’équation (3.29). Sur un espace-
temps général, pour d 6= 4 c’est l’équation (3.31) qui est
invariante sous les transformations de Weyl sur l’espace
des solutions de (3.29). Pour la dimension d = 4 East-
wood et Singer [115] montrent que le terme entre crochet
dans (3.31) est invariant sous les transformations de Weyl
sur l’espace des solutions de l’équation de Maxwell.
❦ Équation secondaire et groupe conforme :
Revenons à l’espace-temps de Minkowski. L’espace des
solutions de M(A) = 0 est laissé invariant sous l’action de
C0. De plus, pour d 6=4, ces solutions satisfont nécessaire-
ment à divA = 0. Cette équation devrait alors admettre
C0 pour groupe dynamique. Il n’en est rien. En eﬀet, les
relations de commutation avec les générateurs sont :
[div,Mµν ] = [div, Pµ] = 0,
[div, D] = (2 + s− v)div,(
[div,Kµ]
)
σ = −2(2 + s− v)xµ∂σ
+ 2(d− 2 + 2v)∂µ∂σ
+ 2(d+ v)ηµσ,
où nous devons aussi impliquer la représentation scalaire,
bien que s n’ait pas à être ﬁxé comme il apparaît dans
un facteur multiplicatif devant l’équation divA = 0. Par
contre, si A est solution de l’équation M(A) = 0 inva-
riante sous l’action du groupe conforme on peut substituer
ηµσ→ c∂µ∂σ ainsi :
[div,Kµ]
)
σ = −2(2 + s− v)xµ∂σ
+ 2
(
d− 2 + 2v + c(d+ v))∂µ∂σ,
et pour c = 4d et v = −d2 le coeﬃcient
d− 2 + 2v + c(d+ v)
s’annule. Ainsi, le sous-espace des solutions de divA = 0
qui sont, également, solutions de M(A) = 0 est laissé inva-
riant sous l’action de C0 ≈ SO0(2, d). Nous avons plusieurs
remarques à formuler. Premièrement, pour d 6= 4 l’espace
des champs solutions de divA = 0 est plus large que
celui de M(A) = 0, par exemple :
Aµ = xµ(x2)−
d−2
2
est solution de divA = 0 sans l’être de M(A) = 0.
L’autre point sur lequel nous souhaitons insister est que
l’espace des solutions de divA = 0 qui sont solutions de
M(A) = 0 est laissé invariant par le groupe conforme quel
que soit d. Quand nous avons remplacé ηµσ par c ∂µ∂σ
il était nécessaire que c = 4/d, que d soit égale à 4 ou
non. La diﬀérence est que : pour d 6=4 la première équa-
tion est automatiquement satisfaite et non pour d = 4.
De cette constation on en tire une équation de ﬁxation de
jauge doublement légitime au regard du groupe conforme
C0 : d’une part, les solutions des équations de Maxwell
qui y satisfont sont laissées invariantes par l’action de
C0 ≈ SO0(2, d) et, d’autre part, en dimension arbitraire
(autre que d = 4) cette équation est toujours satisfaite
par le champ vectoriel covariant sous C0, pour d = 4 cette
pathologie se rectiﬁe en l’imposant comme condition jauge.
divA = 0
MA = 0
d 6= 4 : divA = 0
MA = 0
d = 4 :
Figure III.2. Schéma des espaces de solutions pour
d 6=4 et d = 4. Pour d 6=4 les solutions de M(A) = 0
vérifient divA = 0, toujours. Pour d = 4 les solutions
de M(A) = 0 ne satisfont plus nécessairement à la se-
conde équation. Dans tous les cas considérés le domaine
dépeint en bleu clair est laissé invariant sous l’action de
C0 ≈ SO0(2, d).
Pour d = 4, tous les cas sont possibles. Des solutions
de divA = 0, p.ex. :
Aµ = ηµ0x2,
qui ne vériﬁent pas M(A) = 0. Des solutions de l’équation
de champ, p.ex. :
Aµ = xµ(x2)n, ∀n 6=
{
0,−d
2
,−d− 2
2
}
qui ne le sont pas de divA = 0. La synthèse de ces re-
marques s’illustre sur la ﬁgure ci-dessus.
❦ Premières solutions :
La conﬁguration dans laquelle nous nous trouvons est
pratiquement un cas d’école [116–119]. Cherchons des so-
lutions sur une base d’ondes planes :
(3.33) Aµk(x) = N (k)V µ(k)e−ik·x, k0 > 0,
avec N (k) qui servira à la normalisation de Aµ. En in-
jectant une telle fonction dans l’équation de champ on
obtient :
−M˜ V (k)e−ik·x = 0, (M˜ )µν = k2δµν − ckµkν .
On reconnaît une équation aux valeurs propres. Le poly-
nôme caractéristique de M˜ se calcule directement :
pλ(M˜ ) = det(M˜ − λ1) = [(1− c)k2 − λ](k2 − λ)d−1.
Pour c 6= 1, c’est-à-dire d 6= 4, la matrice M˜ admet la va-
leur propre λ = 0 ssi k2 = 0. Le problème de l’invariance
de jauge à d = 4 peut se résumer à ce que, quel que soit
k, M˜ possède une valeur propre nulle dans son spectre.
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Bornons nous à d 6=4. Réduit à k2 = 0, on en déduit que
V (k) doit satisfaire à :
k ·V (k) = 0.
Le vecteur k étant de genre lumière V (k) est soit de genre
lumière proportionnel à k, soit de genre espace.
On peut lire, parfois, que les solutions sont nécessai-
rement à divergence nulle. En fait, c’est le cas quand on
cherche des solutions sous la forme de (3.33) où V (k) est
une fonction. Mais, par exemple, Aµ = xµ est solution
sans que sa divergence soit nulle, sa transformée de Fou-
rier quant à elle est une distribution.
En munissant l’espace des solutions du produit scalaire
(3.28) on obtient la relation d’orthogonalité :
〈Ak, Ak′〉 = −N 2(k) 2k0(2π)d−1V 2(k)δd−1(k − k′).
En tenant compte de la remarque ci-avant ce produit est
positif pour V (k) de genre espace, nul pour V (k) de genre
lumière.
Il serait légitime de chercher un espace de solutions sur
lequel le produit scalaire est déﬁni positif (avec le dessein
d’obtenir un espace de Hilbert). Pour ce faire, nous se-
rions tentés de sélectionner uniquement les vecteurs V (k)
de genre espace en négligeant le vecteur de genre lumière
V (k) ∝ k. Malheureusement sous l’action du groupe de
Lorentz de telles solutions apparaîtront toujours. Pour
montrer cela introduisons les d vecteurs :
Eh(k) ∝ k, Eti(k), Eg(k),
déﬁnis par les relations :
Eh ·Eh = 0, Eh ·Eti = 0, Eh ·Eg = 1,
Eti ·Etj = ηij , Eti ·Eg = 0,
Eg ·Eg = 0.
On peut réaliser de tels vecteurs en posant :
Eh(k) =
(
k0
k
)
, Eti(k) =
(
0
ni
)
, Eg(k) = 1
2k0
(
k0
−k
)
,
avec les relations ni.nj = δij et k.ni = 0. Le vecteur V (k)
se décomposera uniquement sur ces vecteurs, par ailleurs,
comme Eg ·k 6= 0 la composante de V (k) suivant Eg est
nulle. Les vecteurs Eti sont transverses et de genre espace,
ce sont de parfaits candidats pour les solutions à norme
positive.
Considérons le boost de Lorentz :
(Λ.v)0 = γ (v0 + β.v),
Λ.v = v +
γ − 1
‖β‖2 (β.v)β + γβv
0,
avec γ = 1/
√
1− ‖β‖2 et ‖β‖ < 1, dans les notations
standards de la relativité restreinte. Sous ces boosts nous
avons :
Λ.Eh(k) = Eh(Λ.k),
pratiquement par déﬁnition. Pour les vecteurs transverses
on obtient :
Λ.Eti(k) = Eti(Λ.k) +
β.ni
k0 + β.k
Eh(Λ.k).
C’est-à-dire que les vecteurs transverses ne sont pas fer-
més sous l’action du groupe de Lorentz et qu’ils débordent
sur des vecteurs de norme nulle, i.e. on a une action indé-
composable :
Et −→ Eh.
Un calcul supplémentaire montre la structure indécompo-
sable sous le groupe de Lorentz :
Eg −→ Et −→ Eh.
Ainsi, l’action du groupe de Lorentz (il n’est même pas
question du groupe conforme) engendrera toujours des so-
lutions de norme nulle. Nous serons contraints de consi-
dérer l’espace des solutions dans son ensemble, avec ses
vecteurs de norme nulle.
..La fonction à deux points minkowskienne
Dans ce paragraphe nous discutons de la fonction à
deux points minkowskienne, on vériﬁera l’invariance de
celle-ci sous SO0(2, d) aﬁn de s’assurer que le passage vers
l’espace-temps de de Sitter se fera sans mal.
En prenant l’inverse de l’opérateur d’onde en transfor-
mée de Fourier la fonction de Wightman admet la repré-
sentation intégrale :
(3.34) Dµν(x, x′) = i
∫ [ηµν
k2
+ λ
kµkν
(k2)2
]
e−ik·(x−x
′) d
dk
(2π)d
,
étant entendu que l’intégrale dans le plan k0 complexe
enserre (uniquement) le pôle à énergie positive k0 = ‖k‖
dans le sens direct. La constante λ est donnée par :
λ =
c
1− c =
4
d− 4 .
Pour atteindre la fonction à deux points desittérienne
il est nécessaire d’écrire celle minkowskienne dans l’espace
réel, c’est-à-dire calculer explicitement l’intégrale (3.34).
Avec la représentation :
D00(x, x′) = −
∫ [ 1
2‖k‖ +
λ
4
( 1
‖k‖ − i(t− t
′)
)]
dk˜,
D0i(x, x′) =
λ
4
i(t− t′)
∫
ki
‖k‖dk˜,
Dij(x, x′) =
∫ [−ηij
2‖k‖ +
λ
4
kikj
‖k‖2
( 1
‖k‖ + i(t− t
′)
)]
dk˜,
où dk˜ = exp[−ik · (x − x′)]dd−1k/(2π)d−1, de la fonc-
tion à deux points on vériﬁe que celle-ci n’est pas auto-
reproduisante pour le produit de Klein-Gordon, avec :
〈D·0(·, x), D·µ(·, x′)〉
kg
=
(
1 +
λ
2
)
D0µ(x, x′),
〈D·i(·, x), D·j(·, x′)〉
kg
=
(
1 +
λ
2
)
Dij(x, x′)
− λ
2
∫ (
δij − k
ikj
‖k‖2
) dk˜
2‖k‖ .
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Il en est de même pour le produit scalaire (3.28). Cette
constatation, de prime abord un peu troublante, sera clari-
ﬁée en § où la structure auto-reproduisante est retrouvée.
❦ Écriture explicite du propagateur :
Après intégration le propagateur s’écrit :
Dµν(x, x′) =
(−1)− d−22 Γ(d−22 )
2(2π)
d
2
×
×
[(
1 +
λ
2
) −ηµν
(σ0 − iǫ(t− t′)) d−22
(3.35)
+
λ
2
(d− 2
2
) (xµ − x′µ)(xν − x′ν)
(σ0 − iǫ(t− t′)) d2
]
.
Cette fonction satisfait à l’équation MD = 0 en chacune
de ses variables. Notons que cette formule reste valide quel
que soit λ et quel que soit d, bien qu’analytiquement il est
nécessaire de séparer d = 3, d = 4 et d ≥ 5 pour atteindre
le résultat.
En adoptant la convention selon laquelle µ est un in-
dice sur TpM où le point p a x pour coordonnées, resp. ν
sur Tp′M avec p′ de coordonnées x′, cette fonction peut se
réécrire :
Dµν(x, x′) =
Γ
(
d−2
2
)
2(2π)
d
2
−ηµν(−1)− d−22
(σ0 − iǫ(t− t′)) d−22
+
λ
2
Γ
(
d−4
2
)
2(2π)
d
2
∂
∂xµ
∂
∂x′ν
(−1)− d−42
(σ0 − iǫ(t− t′)) d−42
,(3.36)
avec d 6=4. Dans le second membre le terme proportion-
nel à λ apparaît comme la dérivée d’une fonction scalaire,
dans le langage des équations de Maxwell cet élément est
un terme de jauge. Il est alors commun de poser λ = 0
sous le motif que la contribution physique de ce terme sera
nulle. Ici λ est ﬁxé et nous ne résolvons pas les équations
de Maxwell. Ce terme sera crucial à deux titres : l’inva-
riance de la fonction à deux points sous SO0(2, d) et le
transport sur de Sitter via ΞˆH .
❦ Invariance de Dµν(x, x′) sous SO0(2, d) :
Que ce soit par sa représentation intégrale (3.34) ou la
forme (3.35) ci-avant, la fonction à deux points est ma-
nifestement invariante sous les transformations du groupe
de Weyl W = {SO0(1, d− 1)×D}⋊Rd :[
T vg T
′v
g D
]
µν(x, x′) = Dµν(x, x′), ∀g ∈ W,
pour v = −d2 . Une fois encore ce sont les transformations
spéciales conformes qui nous incommodent. De plus, sous
l’action du groupe de Poincaré, chaque terme dans (3.36)
est indépendamment invariant.
Pour démontrer l’invariance sous les sct nous utilise-
rons deux approches. La première, infructueuse, est men-
tionnée pour ses résultats intermédiaires instructifs. La
deuxième, dans l’espace réel avec la forme (3.36) du pro-
pagateur, est un calcul direct.
Comme il est aisé de vériﬁer l’invariance sous W de la
fonction à deux points par un changement de variable dans
l’intégrale (3.34) on pourrait tenter de faire de même pour
une sct. Dans un premier temps il faut examiner l’argu-
ment de l’exponentielle. Pour les transformations linéaires
de x et x′, telles que celles du groupe de Weyl, l’identité :
k ·(g−1.x− g−1.x′) = k ·[g−1.(x− x′)]
= (g.k)·(x− x′),
déﬁnit, par écriture, comment l’action de W se porte sur
les variables k. Au cas par cas celle-ci se confond avec
l’action (co-)tangente. Sous ce groupe les variables k sont
des vecteurs, i.e. se transforment comme tels. Les sct ne
sont pas linéaires sur l’espace-temps, l’identité précédente
n’est pas vériﬁée. Nonobstant la non-linéarité, forçons la
déﬁnition :
k ·(g−1.x− g−1.x′) := (g.k)·(x− x′).
Le calcul explicite donne :
g.kµ =
1
σ−b(x)σ−b(x
′)
[{
1−b·(x+x′)+ b
2
2
(x2+x′2)
}
δµν
+
{
bµ − b
2
2
(xµ + x′µ)
}
(xν + x
′
ν)
− {[1− b·(x+ x′)](xµ + x′µ) + (x2 + x′2)bµ}bν
]
kν
où σ−b(x) = (1− 2b·x+ b2x2), qui se notera :
(g.k)µ = [g(b, x, x′)]µνk
ν .
L’action non linéaire sur l’espace-temps se porte en une ac-
tion linéaire sur les variables k, celle-ci, par contre, n’est
en rien l’action (co-)tangente. On remarquera qu’à la li-
mite de coïncidence, c’est-à-dire pour x′ → x, l’élément de
matrice se simpliﬁe :
[g(b, x, x)]µν k
ν =
(
M−b(x)
)
ρ
σηρνη
σµ kν ,
et n’est pas loin d’être l’action co-tangente sur les k (et
le serait si detM = 1). Ceci est cohérent et attendu. En
eﬀet, pour x ≈ x′ :
kµ(g.x− g.x′)µ ≈ kµdg.xµ = kµ
(
Mg(x)
)
µ
νdx
ν ,
où, pour alléger les notations, nous avons considéré g au
lieu de g−1 . À la limite de coïncidence, ayant facto-
risé (x− x′), l’approximation devient une égalité. La pre-
mière remarque est que, sous les transformations spéciales
conformes, k perd le statut de vecteur que nous lui attri-
buons usuellement et ne reste plus qu’une variable.
Le deuxième point vient de la quantité (g.k)2 :
(g.k)2 =
1
(σ−bσ
′
−b)
2
[(σ−bσ′−b
2
)2
k2
− 2σ0
(
b2
[
1− b · (x+ x′)](b · k)[(x+ x′) · k]
+
[
1− b · (x+ x′)]2(b · k)2 + b4
4
[
(x+ x′) · k]2)],
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formule intéressante en cela que k2 = m2 > 0 n’est pas
invariant sous les sct, c’est attendu, mais k2 = 0 non plus
n’est pas invariant sous les sct. Par contre, sur le cône
de lumière à σ0 = (x − x′)2/2 = 0 la quantité k2 = 0
est invariante sous toutes les transformations du groupe
conforme. La formule précédente illustre la relation entre
masse nulle et support de la fonction à deux points.
Si nous souhaitions persévérer et établir l’invariance du
propagateur il faudrait eﬀectuer le changement de variable
q = g.k. Malheureusement, il n’y a pas de simpliﬁcation
évidente et pour arriver au terme du calcul il faudrait ef-
fectuer l’intégrale ce qui, excepté les deux remarques pré-
cédentes, amoindrit l’attrait de cette approche.
L’autre méthode est d’utiliser la forme toute intégrée
de la fonction à deux points. Dans sa représentation (3.36)
le calcul de l’invariance sous les sct est plus aisé. En eﬀet,
dans ce cas on bénéﬁcie de l’identité :
(3.37)
(
Mg(g
−1.x)
)
µ
ρ
∂
∂g−1.xρ
= Ω2g(g
−1.x)
∂
∂xµ
,
dérivée de la déﬁnition de Mg et de Ωg. En tenant compte
des équations (3.25) et (3.26) avec la remarque attenante
on conclut à l’invariance de la fonction à deux points et
ainsi à la covariance du champ.
..Le propagateur sur l’espace-temps de de Sitter
Nous avons précédemment écrit le propagateur sur
l’espace-temps de Minkowski. Hormis la positivité, de par
la présence de solutions de norme nulle, ce propagateur
jouit de toutes les propriétés désirées : covariance sous
SO0(2, d), condition spectrale, hermiticité et commuta-
tivité locale pour σ0 < 0. Avec les précautions prises
dans l’édiﬁcation de cette fonction on peut espérer que
son transport à l’espace-temps de de Sitter se passe sans
heurts.
Au moyen de l’application ΞˆH la fonction à deux points
sur de Sitter est déﬁnie telle que : DH = ΞˆHDΞˆH . En réali-
sant cette fonction sur l’espace-temps nous pourrions gar-
der les coordonnées minkowskiennes sur de Sitter, i.e. les
coordonnées de Gürsey sur l’hyperboloïde, mais, l’expres-
sion du propagateur ne serait pas manifestement cova-
riante et perdrait de son élégance. Adoptons les coordon-
nées ambiantes dans Rd+1 avec la convention selon laquelle
l’indice κ est attaché à y et ϑ à y′, le propagateur s’écrit
alors :
Dκϑ
H
(y, y′) = Ξ
− d
2
H (y)Ξ
− d
2
H (y
′)
∂yκ
∂xµ
∂y′ϑ
∂x′ν
Dµν(x, x′).
Le propagateur doit être transverse en chacuns de ses in-
dices, il ne peut être construit que sur les trois quantités
suivantes :
Θκ(y) ·Θϑ(y′), Θκ(y) · y′, y ·Θϑ(y′).
Quand bien même nous connaissons les quantités suscep-
tibles d’apparaître dans le propagateur le calcul devient
rapidement inextricable avec l’expression (3.35) du pro-
pagateur minkowskien. Accordons notre préférence à l’ex-
pression (3.36) pour laquelle nous pouvons faire usage de
l’identité :
(3.38) ηµ1µ2
∂yκ1
∂xµ1
∂yκ2
∂xµ2
= Ξ2
H
(y)Θκ1κ2(y).
Aﬁn d’alléger les notations posons : Θ(y) = Θ et Θ(y′) =
Θ′. Tous calculs faits nous obtenons l’expression suivante :
Dκϑ
H
(y, y′) =
Γ
(
d−2
2
)
2(2π)
d
2
−Θκ ·Θ′ϑ(−1)− d−22
(H−2(Z − 1)− iǫ) d−22
+
λ
2
Γ
(
d−4
2
)
2(2π)
d
2
∂
∂yκ
∂
∂y′ϑ
(−1)− d−42
(H−2(Z − 1)− iǫ) d−42
,(3.39)
les dérivées sont transverses, le facteur 12 [y
0 − y′0 +
H(y0y′4 − y′0y4)] multiplie ǫ et nous sommes toujours à
d 6=4.
La similarité entre cette fonction et l’expression (3.35)
du propagateur minkowskien est confondante. Il s’agit
néanmoins de faire attention. Chaque terme de (3.36)
engendre des termes que d’aucuns pourraient qualiﬁer
de « violemments non-covariants », ceux-ci se simpliﬁent
deux à deux uniquement pour λ =
(
4
d−4
)
. Qui plus est,
rien n’est évident, p.ex. : en calculant la composante Ddd
H
on constate que le terme Θd ·Θ′d est entièrement issu du
terme de jauge minkowskien. Identiquement au cas min-
kowskien, il est bon de remarquer que, sous l’action du
groupe de de Sitter, chaque terme dans (3.39) est indé-
pendamment invariant.
La fonction (3.39) se développe ainsi :
Dκϑ
H
(y, y′) =
(−1)− d−22 Γ(d−22 )
2(2π)
d
2
×
×
[(
1 +
λ
2
) −Θκ ·Θ′ϑ
(H−2(Z − 1)− iǫ) d−22
(3.40)
− λ
2
(d− 2
2
) Θκ ·y′ Θ′ϑ ·y
(H−2(Z − 1)− iǫ) d2
]
.
On notera le signe devant le terme Θκ ·y′ Θ′ϑ ·y qui est
opposé à celui devant le terme en (xµ− x′µ)(xν − x′ν) sur
l’espace-temps de Minkowski.
Par un calcul direct, mais fastidieux, nous vériﬁons que
le propagateur (3.40) est solution de l’équation (3.30) avec
les équivalents ambiants :

H
Aµ
H
≡ ∂2 Aκ − 2H2yκ∂ ·A−H2Aκ,
et ∇µ∇·AH ≡ ∂κ∂ · A, où les membres de gauche sont les
expressions intrinsèques et les membres de droite en sont
les expressions ambiantes dans Rd+1.
Nous sommes maintenant dotés d’une fonction à deux
points sur de Sitter solution des équations de champ, in-
variante sous l’action de SO0(2, d) et qui à la limite de
courbure nulle tendra, par construction, vers la fonction
minkowskienne dont la transformée de Fourier est dans le
cône à énergie positive. Nous pouvons à présent clore nos
propos concernants le champ vectoriel invariant conforme
en dimension d 6= 4.
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..La dimension d = 4 et ses difficultés, un aperçu
Dans cette section nous avons étudié l’équation inva-
riante sous l’action du groupe conforme sur les espaces-
temps de Minkowski et de de Sitter. Pour d 6= 4, nous
avons résolu les équations du mouvement et retrouvé la
fonction à deux points qui possède les bonnes proprié-
tés d’invariance et se transporte sur l’espace-temps de de
Sitter grâce à l’application ΞˆH . Dans ce paragraphe nous
étudions quelles informations ces résultats nous donnent
quant à la dimension d = 4.
Si on cherche à construire une fonction à deux points
invariante sous l’action du groupe conforme nous avons
peu de choix quant à ses ingrédients : les transformations
de Lorentz imposent le respect de la tensorialité, les trans-
lations que la fonction dépende de x et x′ par leur diﬀé-
rence x− x′ et les dilatations qu’elle soit homogène de ses
variables de degré −(d− 2)|d=4 = −2, soit une fonction de
la forme :
Dµν
Essai
(x, x′) =
−1
8π2
[(
1 +
λ
2
) −ηµν
σ0 − iǫ(t− t′)
+
λ
2
(xµ − x′µ)(xν − x′ν)
(σ0 − iǫ(t− t′))2
]
où λ est maintenant un réel libre. Cette fonction peut se
réécrire telle que :
Dµν
Essai
(x, x′) =
−1
8π2
[ −ηµν
σ0 − iǫ(t− t′)
+
λ
2
∂
∂xµ
∂
∂x′ν
ln(σ0 − iǫ(t− t′))
]
.
Le premier terme de cette fonction est le noyau de Aµ =
0 et n’est pas solution des équations de champs. Le
deuxième terme est de pure jauge, i.e. est une solution
triviale des équations du mouvement. Déﬁnissons :
(3.41) Gµν
PJ
(x, x′) =
−1
(4π)2
∂
∂xµ
∂
∂x′ν
ln(σ0 − iǫ(t− t′)).
Étonnement, cette fonction est laissée invariante sous l’ac-
tion de C0 ≈ SO0(2, 4). Pour une sct, par exemple, en te-
nant compte de l’identité (3.37) on fait apparaître les dé-
rivées en x et x′, le terme de scaling dû à l’équation (3.25)
se factorise dans l’argument du logarithme, le logarithme
transforme le produit en somme et ce terme supplémen-
taire s’annule :
−∂
∂xµ
∂
∂x′ν
ln
[
Ωb(g
−1.x)Ωb(g
−1.x′)
]
= 0.
De même, la formule (3.25) fait apparaître un terme en
Ω2g(g
−1.x)Ω2g(g
−1.x′)
qui est compensé par le terme de scaling avec v =
−d2
∣∣
d=4
= −2. Tout concourt à ce que les termes se contre-
balancent de telle façon que la fonction soit invariante.
En suivant le même raisonnement avec l’équation
(3.38) et les identités (3.7)–(3.8) de la section § on ob-
tient :
HGκϑ
PJ
(y, y′) = Ξ−2
H
(y)Ξ−2
H
(y′)
∂yκ
∂xµ
∂y′ϑ
∂x′ν
Gµν
PJ
(x, x′)
=
−1
(4π)2
∂
∂yκ
∂
∂y′ϑ
ln[H−2(Z − 1)− iǫ],
qui est un terme de pure jauge pour les équations de Max-
well dans leur formulation ambiante (on se souvient du
fait que Trpr[∂κ1 , ∂κ2 ]φ = 0).
Autrement, un réﬂexe conditionné [120] est de poser
d = 4 + ε pour développer le propagateur (3.35) en puis-
sance de ε. Rappelons la formule :
Γ
(ε
2
)
=
2
ε
+ ψ(1) + o(1)
où ψ(x) est une fonction polygamma avec
ψ(1) = Γ′(1) = −γ = −0, 577 215 ...
l’opposé de la constante γ d’Euler-Mascheroni. Un calcul
explicite donne :
Gµν(x, x′) =
(4
ε
+ 2(K − ln σ˜0) + o(1)
)
Gµν
PJ
(x, x′),
où K = ψ(1) + 1 − ln(2π) − iπ et σ˜0 = σ0 − iǫ(t − t′).
Notons que GPJ se factorise complètement quel que soit
l’ordre du développement. Nous pourrions fonder quelques
espoirs sur le terme ln σ˜0GPJ, malheureusement dans le dé-
veloppement de M G = 0 en puissance de ε il s’agit de ne
pas oublier que l’opérateur M a une dépendance explicite
en la dimension d. Après calcul nous obtenons :
M GPJ = 0,
pour terme proportionnel à 1/ε. Le terme linéaire est :
M µρ(K − ln σ˜0)GρνPJ +
1
2
∂
µ
∂ρG
ρν
PJ
= 0.
La première équation est trivialement satisfaite, la
deuxième équation de même en remarquant que :
ln σ˜0 G
µν
PJ
(x, x′)
=
−1
(4π)2
(1
2
∂
∂xµ
∂
∂x′ν
ln2 σ˜0 +
(xµ − x′µ)(xν − x′ν)
σ˜20
)
.
Ainsi, on ne peut rien attendre des ordres supérieurs à
1
ε . En eﬀet, l’opérateur M dépend de la dimension par le
coeﬃcient c = 4d = (1 +
ε
4 + ...) et, à tout ordre supé-
rieur à 1ε , l’équation à d = 4 implique plusieurs fonctions,
construites sur GPJ, qui ne vériﬁent pas MG = 0. Seul GPJ
est solution de l’équation MG = 0, c’est cette fonction
que nous pouvons considérer comme la limite à d = 4 de
Gµν(x, x′) avec :
lim
d↓4
1
λ
Gµν(x, x′) = Gµν
PJ
(x, x′)
où λ = 4/(d− 4).
Pour résumer. D’une part, nous avons tenté de trouver
une fonction à deux points pour d = 4 en lui choisissant
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une forme susceptible d’être invariante sous l’action du
groupe conforme. On a établi que la fonction de jauge GPJ
satisfaisait à ce critère. De plus, celle-ci est transportée
par l’application ΞˆH en la fonction des modes de jauge sur
de Sitter, pour d = 4. D’autre part, nous espérions trou-
ver une fonction à deux points non triviale en régularisant
dimensionnellement le propagateur (3.35). Le résultat est
qu’on peut donner un sens à ce développement et que le
propagateur Dµν(x, x′) avec une limite appropriée tend
vers la fonction de jauge GµνPJ précédente et qu’ainsi l’in-
variance sous SO0(2, d) passe à la limite dimensionnelle.
Ces résultats montrent une cohérence du formalisme que
nous avons développé. Malheureusement, nous ne pouvons
pas en rester là. En eﬀet, la fonction GPJ aussi intéres-
sante soit-elle par les propriétés particulières dont elle jouit
en dimension d = 4 reste une fonction de jauge. Celle-ci
correspond aux solutions triviales de l’équation de champ
dont on ne peut construire de quantités physiquement ob-
servables.
§.Une parenthèse géométrique : vecteurs
de Rd+2, vecteurs de XH et action
indécomposable de SO0(2, d)
Dans la section § nous avons distingué les coordon-
nées usuelles sur Minkowski et de Sitter, i.e. les coordon-
nées cartésiennes et ambiantes sur l’hyperboloïde de Rd+1.
Ensuite, nous avons explicité de quelle manière les trans-
formations de SO0(2, d) induisent sur XH les transforma-
tions de CH . Nous poursuivrons cette démarche dans cette
section avec le champ vectoriel de Rd+2. On montrera,
dans un premier temps, comment extraire de celui-ci deux
champs scalaires et un champ vectoriel sous les isométries
deXH . La méthode est générale, nous ne spéciﬁerons pas si
XH est l’espace-temps de de Sitter ou celui de Minkowski.
L’action des transformations non-isométriques se révélera
plus intéressante : elle exhibe l’action indécomposable de
SO0(2, d) sur le triplet composé des deux champs scalaires
et du champ vectoriel. Ces transformations conformes se-
ront explicitées tant sur l’espace-temps de Minkowski que
sur celui de Sitter.
Rappelons que ces calculs sont destinés au champ vec-
toriel en dimension d = 4. En eﬀet, pour cette dimen-
sion l’équation invariante sous l’action du groupe conforme
C ≈ SO0(2, d) est invariante de jauge. Aﬁn de quantiﬁer
le champ nous souhaiterons ﬁxer la jauge tout en préser-
vant l’invariance sous C. Pour ce faire nous utiliserons les
résultats de cette section.
Un champ vectoriel ambiant de Rd+2 dans le système
des coordonnées {zα} s’écrit :
(3.42) a = aα(z)
∂
∂zα
.
D’un calcul direct, les champs qui diagonalisent XαβXαβ
sur le cône nul C à z2 = 0 sont des fonctions homogènes
des d+ 2 variables {zα}. Admettons que les composantes
aα(z) soient homogènes de degré n ∈ R.
Considérons le système de coordonnées {h, ζµ, g}. Les
coordonnées ζµ sont censées être pertinentes sur la sous-
variété XH que nous souhaitons étudier, e.g. les coordon-
nées cartésiennes sur l’espace-temps de Minkowski. Les
coordonnées h et g sont des fonctions uniquement des
contraintes que nous imposerons, ici z2 = 0 et u = 1.
Alors, dans ce système de coordonnées le champ vectoriel
a se développe comme :
a = Ah(ζ, h, g)
∂
∂h
+Aζ
µ
(ζ, h, g)
∂
∂ζµ
+Ag(ζ, h, g)
∂
∂g
.
Les champs Ah et Ag se placent le long des contraintes,
en cela ils jouent le rôle de paramètres de Lagrange.
Considérons, de même, le système {ζ ′µ, h′, g′} relié au
précédent par :
h′ = h, ζ ′µ = fµ(ζ) = g.ζµ, g′ = g,
où nous utilisons g pour la transformation (supposant
implicitement que celle-ci vient d’un groupe) et pour la
variable g, le contexte permettant de lever cette ambi-
guïté de notation. Sous ce changement de coordonnées les
contraintes sont préservées, cette transformation laisse in-
variantXH . Si g, de plus, appartient à SO0(2, d) alors c’est
une isométrie deXH . Le champ vectoriel s’écrit indiﬀérem-
ment :
a = Ah(ζ, h, g)
∂
∂h
+Aζ
µ
(ζ, h, g)
∂
∂ζµ
+Ag(ζ, h, g)
∂
∂g
= Ah(ζ ′, h, g)
∂
∂h
+Aζ
′µ
(ζ ′, h, g)
∂
∂ζ ′µ
+Ag(ζ ′, h, g)
∂
∂g
.
Après avoir identiﬁé ces deux lignes, posé ζ = g−1.ζ ′ , puis
s’être dispensé du prime, les champs Ah, Aζ
µ
et Ag issus
des contraintes se transforment sous l’action de l’isométrie
g comme :
[TgA
h](ζ) = Ah(g−1.ζ), [TgA
g](ζ) = Ag(g−1.ζ),
[TgA
ζµ ](ζ) =
∂g.ζµ
∂ζν
(g−1.ζ)Aζ
ν
(g−1.ζ).
Alors, sous l’action des isométries de XH , les champs Ah et
Ag satisfont au critère de tensorialité de champs scalaires,
Aζ
µ
se transforme comme un vecteur.
Pour les transformations non-isométriques le calcul est
identique dans le principe, des propos précédents, factuel-
lement celui-ci est délicat et repose sur notre choix de va-
riables. Nous reprendrons les coordonnées précédemment
identiﬁées, pour lesquelles il nous faut distinguer le cas
minkowskien de celui desittérien. Avant cela revenons sur
le cas plus simple du champ scalaire qui illustre simple-
ment l’émergence du facteur de scaling Ωg de l’action sur
un champ ambiant homogène de Rd+2.
❦ Retour sur l’action scalaire de SO0(2, d) :
Dans ce court paragraphe nous montrons comment, par
un choix judicieux de variables, on fait apparaître le fac-
teur de scaling (3.19) et de quelle façon l’action naturelle
de SO0(2, d) sur un champ scalaire homogène de Rd+2 in-
duit une action scalaire telle qu’en (3.18).
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Supposons que nous ayons eﬀectué le changement de
variables {zα} 7→ {h, ζµ, g}. Supposons de plus que h soit
l’unique variable homogène, de degré 1, c’est-à-dire telle
que :
(3.43) zα
∂
∂zα
= h
∂
∂h
et que la contrainte z2 = 0 se lise, dans les nouvelles va-
riables, g = 0. Remarquons d’abord que sur le cône nul C
la métrique induite par la métrique dans Rd+2 est dégéné-
rée. En eﬀet, nous avons :
dzα|z2=0 =
(∂zα
∂h
dh+
∂zα
∂ζµ
dζµ
)∣∣∣
g=0
=
(zα
h
dh+
∂zα
∂ζµ
dζµ
)∣∣∣
g=0
où la simpliﬁcation de la première à la seconde ligne vient
du fait que l’équation (3.43) est vériﬁée. Étant donné que
sur le cône nul C on a :
z · dz|z2=0 = 0,
ceci implique que sur C les éléments de la métrique in-
duite suivant dh disparaissent et l’élément de ligne induit
s’écrit :
ds2|z2=0 = ηαβdzαdzβ |z2=0 = h2gµν(ζ)dζµdζν |g=0
où nous avons posé :
h2gµν(ζ) =
∂zα
∂ζµ
∂zβ
∂ζν
ηαβ
∣∣∣
z2=0
avec gµν(ζ) les éléments de la métrique induite sur la sous-
variété de C à h = 1, pour nous il s’agira de XH ou de C′.
Par analyse dimensionnelle les gµν(ζ) sont des fonctions
uniquement des {ζµ}.
Considérons une transformation g de SO0(2, d), celle-ci
laisse invariant l’élément de ligne ds2|z2=0, ainsi :
(3.44) h2gµν(ζ)dζ
µdζν = (g.h)2gµν(g.ζ)d(g.ζ)
µd(g.ζ)ν .
Or les transformations de SO0(2, d) induisent les transfor-
mations conformes (et les isométries) de la sous-variété à
h = 1 de C, ainsi le membre de droite de (3.44) s’écrit
aussi :
(3.45) (g.h)2gµν(g.ζ)d(g.ζ)
µd(g.ζ)ν
= (g.h)2
(
Ωg(ζ)
)2
gµν(ζ)dζ
µdζν .
En remplaçant le membre de droite de (3.44) par celui de
(3.45) et en identiﬁant on en tire :
(3.46) Ωg(ζ) =
h
(g.h)
∣∣∣
C
,
ce qui permet de retrouver aisément le facteur de scaling
Ωg(ζ). Notons que, par analyse dimensionnelle, celui-ci
n’est fonction que des {ζµ}.
Nous avons obtenu l’action de SO0(2, d) sur les points,
paramétrés par {ζµ}, de la sous-variété à h = 1 de C.
Considérons maintenant un champ scalaire φ sur C homo-
gène de degré n des {zα}. L’action naturelle de SO0(2, d)
se lit :
[Tgφ](ζ, h) = φ(g
−1.ζ, g−1.h)
=
(g−1.h
h
)n
φ(g−1.ζ, h)
=
( g−1.h
gg−1.h
)n
φ(g−1.ζ, h)
=
(
Ωg(g
−1.ζ)
)n
φ(g−1.ζ, h),
où l’homogénéité de φ est utilisée pour passer de la pre-
mière ligne à la deuxième puis l’équation (3.46) pour pas-
ser de la troisième à la quatrième. Alors, pour l’action
réduite (
[Tgφ](ζ, h)
)∣∣∣
h=1
on retrouve l’action sur le champ scalaire telle qu’en
(3.18).
Les calculs qui suivent choisissent pour le cas min-
kowskien et desittérien des variables adaptées et sont raf-
ﬁnés au champ vectoriel, ce qui implique d’être plus rigou-
reux quant à la manière de tenir compte des contraintes.
Comme le cas général des isométries a déjà été traité dans
le paragraphe précédent nous nous concentrerons sur les
transformations purement conformes qui exhibent l’action
indécomposable de SO0(2, d) sur le triplet composé des
deux champs scalaires et du champ vectoriel.
❦ Le cas minkowskien :
Dans les lignes qui suivent nous nous intéresserons à
l’espace-temps de Minkowski. Dans un premier temps nous
choisirons notre système de coordonnées. Les coordonnées
cartésiennes seront un sous-ensemble de ces coordonnées.
Nous extrairons ensuite le champ vectoriel et les deux
champs scalaires du champ vectoriel ambiant. Sous l’ac-
tion du groupe de Poincaré les champs (Ah, Aµ, Ag) se
transforment comme deux scalaires et un vecteur. Nous
établirons leur loi de transformation sous les dilatations
et les transformations spéciales conformes. Ces dernières
transformations manifesteront l’action indécomposable de
SO0(2, d) sur le triplet (Ah, Aµ, Ag). Nous terminerons
cette étude en écrivant les générateurs inﬁnitésimaux des
dilatations et des transformations spéciales conformes.
Choisissons pour système de coordonnées dans Rd+2 :
h =
zd+1 + zd
2
, xµ =
2zµ
zd+1 + zd
, g =
4z2
(zd+1 + zd)2
,
avec h = u|ξ=0 = x+. Les coordonnées xµ et g sont pro-
jectives, h est la seule coordonnée portant la dimension
d’une longueur de Rd+2. On en tire :
zα
∂
∂zα
= h
∂
∂h
.
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Les champs homogènes des variables zα le sont de l’unique
variable h, toujours avec le degré n. Les xµ sont les coor-
données rectangulaires dans Minkowski. Le changement de
variables s’inverse comme :
zd+1 = h
[
1− 1
4
(x2 − g)
]
, zµ = hxµ,
zd = h
[
1 +
1
4
(x2 − g)
]
.
On retrouve les identités (3.2)–(3.3) en imposant les
contraintes h = 1 et g = 0.
Dans ce système le champ vectoriel s’écrit :
(3.47) a = hAh(x, h, g)
∂
∂h
+Aµ(x, h, g)
∂
∂xµ
+Ag(x, h, g)
∂
∂g
,
ayant posé hAh de telle sorte que les champs Ah, Aµ et
Ag aient la même dimension. En développant dans l’équa-
tion (3.42) les dérivées partielles en les coordonnées am-
biantes {zα} sur les variables {h, xµ, g} et en identiﬁant
avec l’équation (3.47) ci-dessus on en déduit :
Ah =
ad+1 + ad
2h
=
ad+1 + ad
zd+1 + zd
,
Aµ =
1
h
[
aµ − xµ a
d+1 + ad
2
]
=
2
zd+1 + zd
[
aµ − zµ a
d+1 + ad
zd+1 + zd
]
,
Ag =
2
h
[
ad+1 − ad − x
2 + g
4
(ad+1 + ad) + xµa
µ
]
=
8
(zd+1 + zd)2
[
z · a− z2 a
d+1 + ad
zd+1 + zd
]
,
qui s’inverse en le système :
ad+1 = zd+1Ah +
zd+1 + zd
8
Ag − 1
2
zµA
µ
=
h
4
[(
4− x2 + g)Ah +Ag − 2x ·A],
aµ =
zd+1 + zd
2
Aµ + zµAh = h(Aµ + xµAh),
ad = zdAh − z
d+1 + zd
8
Ag +
1
2
zµA
µ
=
h
4
[(
4 + x2 − g)Ah −Ag + 2x ·A].
Sous la contrainte z2 = 0 l’écriture de Ag se simpliﬁe en :
Ag|z2=0 = 2
h2
zc · a.
Le champ aα étant une fonction homogène de degré n, on
en déduit que les champs Ah, Aµ et Ag sont homogènes,
de la variable h, de degré n − 1. Idem, pour un champ
tensoriel t :
t = ..+Tµ1..µpν1..νq
∂
∂xµ1
⊗ ..⊗ ∂
∂xµp
⊗dxν1 ⊗ ..⊗dxνq + ..
Si t est homogène de la variable h de degré n, T l’est, par
analyse dimensionnelle, pour le degré n+ q − p.
Considérons la transformation (3.4) de SO0(2, d) qui
induit les dilatations de l’espace-temps, dans notre sys-
tème celle-ci se lit :
h′ = λ−1h, x′µ = λxµ, g′ = λ2g,
avec λ = e−ϕ > 0 dans les notations précédentes. Alors,
les champs issus de X0 se transforment tels que :
[TλA
h](x) = λn−1Ah
(x
λ
)
, [TλA]
µ(x) = λnAµ
(x
λ
)
,
[TλA
g](x) = λn+1Ag
(x
λ
)
,
avec n le degré d’homogénéité du champ a.
Les propriétés les plus intéressantes se révèlent sous
les transformations spéciales conformes. La transforma-
tion ambiante (3.5) induit sur notre système de coordon-
nées :
h′ = [1 + 2b·x+ b2(x2 − g)]h,
x′µ =
xµ + bµ(x2 − g)
1 + 2b·x+ b2(x2 − g) ,
g′ =
g
[1 + 2b·x+ b2(x2 − g)]2 .
En re-développant dans (3.47) les dérivées partielles en
{h′, x′µ, g′} sur celles en {h, xµ, g}, après avoir identiﬁé les
coeﬃcients de la forme et posé, en ﬁn de calcul, h = 1 et
g = 0, ces transformations induisent la loi de transforma-
tion sur les champs :
(3.48)

A′h = σn−1Ah − b2σnAg
+ 2σn−1
[
bµ(1− 2b·x) + xµb2
]
Aµ,
A′µ = σn−1
(
Mb
)
µ
νA
ν + σn(b2xµ − bµ)Ag,
A′g = σn+1Ag,
où les champs du membre de gauche sont évalués en x et
ceux du membre de droite en g−1.x avec
g−1.xµ =
xµ − bµx2
1− 2b·x+ b2x2 = σ
−1(xµ − bµx2),
en posant σ = (1 − 2b ·x + b2x2). La matrice Mb a pour
éléments :(
Mb(g
−1.x)
)
µ
ν = (1− 2b·x+ b2x2)(δµν − 2xµbν)
+ 2(bµxν − bµbνx2 − b2xµxν + b2x2xµbν)
et coïncide avec celle de l’action tangente de la section §.
Alors, le triplet de champs (Ah, Aµ, Ag) se trans-
forme sous une représentation indécomposable de C0 ≈
SO0(2, d) que nous pouvons schématiser par la matrice :A′hA′µ
A′g
 =
 hh hν hgµν µg
gg

AhAν
Ag
 .
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L’équation Ag = 0 est laissée invariante sous l’action de
C0, de même que Ag = Aµ = 0, avec la chaîne [87] :
Ag −→ Aµ −→ Ah,
où la ﬂèche → indique quel espace de représentation
s’épanche vers quel autre. À la lecture de l’action du
groupe conforme C0 ≈ SO0(2, d) sur le triplet de champs
minkowskiens (Ah, Aµ, Ag), par exemple sur (3.48), les
champs Ah et Aµ ont un poids conforme de n − 1, resp.
n+ 1 pour Ag.
Pour conclure, on en déduit les générateurs inﬁnitési-
maux :
DAh = [x·∂− (n− 1)]Ah,
DAµ = [x·∂− n]Aµ,
DAg = [x·∂− (n+ 1)]Ag,
pour les dilatations, ainsi que :
KρA
h = [2(n− 1)xρ + x2∂ρ − 2xρx·∂]Ah − 2Aρ,
KρA
µ = [2(nxρδ
µ
ν + x
µηρν − δµρxν)
+ δµν(x
2∂ρ − 2xρx·∂)]Aν + δµρAg,
KρA
g = [2(n+ 1)xρ + x
2∂ρ − 2xρx·∂]Ag
pour les transformations spéciales conformes.
❦ Le cas desittérien :
Considérons maintenant le champ vectoriel desittérien.
Nous procéderons d’une manière similaire au cas minkows-
kien. Néanmoins, il sera avisé d’être légèrement plus pré-
cautionneux. En eﬀet, avec le formalisme ambiant dans
Rd+1 la lecture de l’action de SO0(1, d) sur l’hyperboloïde
est aisée. Rendre apparentes les deux contraintes dans le
système de coordonnées, sous quelque forme que ce soit,
reviendrait à se priver de ce formalisme. Nous adopte-
rons une position médiane : on explicitera la contrainte
qui place le champ sur Pξ ∼ PH mais nous garderons im-
plicite celle imposant d’être sur le cône nul C. Nous dé-
composerons le champ vectoriel ambiant en deux scalaires
et un vecteur, ce faisant, nous utiliserons de concert le
formalisme ambiant de Rd+2 et celui de Rd+1 pour for-
mer un vecteur composite de Rd+3. Les transformations
non-isométriques mettent en évidence la structure indé-
composable de SO0(2, d) sur le triplet de champs, nous
écrirons les d+ 1 générateurs conformes correspondants.
Choisissons le nouveau système de coordonnées :
hH =
(1 +H2)zd+1 + (1−H2)zd
2
,
yµ =
2zµ
(1 +H2)zd+1 + (1−H2)zd ,
yd =
1
H
(1−H2)zd+1 + (1 +H2)zd
(1 +H2)zd+1 + (1−H2)zd ,
avec hH |H=0 = h dans les notations précédentes. La re-
marque précédente s’applique : les yκ sont des coordonnées
projectives, seule hH porte la dimension d’une longueur de
Rd+2 et l’équation :
zα
∂
∂zα
= hH
∂
∂hH
,
est vériﬁée. Ce changement de variables s’inverse avec :
zd+1 =
hH
2H2
[(1 +H2)− (1−H2)Hyd], zµ = hHyµ,
zd =
hH
2H2
[(1 +H2)Hyd − (1−H2)].
L’identité :
z2 = h2
H
(H−2 + y2),
indique qu’imposer z2 = 0 revient à ce que y2 = −H−2,
indépendamment de la valeur de hH . Nous garderons ce
résultat à l’esprit et, en ﬁn de calcul, nous placerons les
champs sur l’hyperboloïde de Rd+1.
Développons le champ vectoriel comme :
a = hHA
hH (y, hH)
∂
∂hH
+Aκ(y, hH)
∂
∂yκ
.
La particularité est que Aκ, qui est sans conteste un vec-
teur sous SO0(1, d), n’est pas un champ satisfaisant. Sous
les contraintes ce champ, ambiant de Rd+1, n’a pas de si-
gniﬁcation desittérienne, notamment il ne sera pas tangent
à l’hyperboloïde. Écrivons plutôt :
Aκ(y, hH) = A
κ
(y, hH) +
1
y2
yκ ψ(y, hH),
où ψ = y ·A. Sous les contraintes Aκ est tangent à l’hy-
perboloïde et ψ est un scalaire du groupe de de Sitter. En
terme des composantes de aα nous obtenons :
AhH =
1
2hH
[(1 +H2)ad+1 + (1−H2)ad],
A
µ
=
1
y2hH
(
y2aµ − yµyνaν + y
µyd
2H
×
× [(1−H2)ad+1 + (1 +H2)ad]
)
,
A
d
=
yν
y2hH
( yν
2H
[(1−H2)ad+1 + (1 +H2)ad]− aνyd
)
,
ψ =
1
hH
(
yνa
ν − 1
2H
yd[(1−H2)ad+1 + (1 +H2)ad]
− 1
2
y2[(1 +H2)ad+1 + (1−H2)ad]
)
.
Les formules permettant d’écrire le champ desittérien en
terme du champ ambiant (et réciproquement) sont com-
pilées en A.§.p.102. Sur le cône nul C à z2 = 0 l’écriture
du champ ψ se simpliﬁe :
ψ|z2=0 = 1
h2
H
zc · a.
Précédemment, nous avons identiﬁé et explicité l’action
sur de Sitter des d+1 transformations conformes complé-
tant SO0(1, d) dans SO0(2, d). L’action ﬁnie de celles-ci
sur le triplet (AhH , A
κ
, ψ) a une écriture lourde et abs-
conse, que le lecteur trouvera en A.§.p.103. Par contre,
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les générateurs inﬁnitésimaux de ces transformations pu-
rement conformes gardent une taille raisonnable et une
écriture à la covariance manifeste :
VϑA
hH = [H−1∂ϑ − (n− 1)Hyϑ]AhH +HAϑ −H3yϑψ,
VϑA
κ
= [H−1∂ϑ − nHyϑ]Aκ −HyκAϑ −HΘκϑψ,
Vϑψ = [H
−1∂ϑ − (n+ 1)Hyϑ]ψ.
On remarquera qu’à l’ordre linéaire, au niveau des généra-
teurs, on a un élément de matrice entre AhH et ψ, celui-ci
n’apparaît qu’à l’ordre quadratique sur Minkowski. L’ex-
ponentiation de so(2, d) exhibe la structure indécompo-
sable de l’action du groupe conforme CH sur le triplet de
champs. Celle-ci peut se représenter par :A′hHA′κ
ψ′
 =

hHhH hHϑ hψ
κϑ κψ
ψψ

AhHAϑ
ψ
 ,
avec la chaîne de débordement sous SO0(2, d) :
ψ −→ Aκ −→ AhH .
❦ Liaison entre les champs : transformation de Weyl gé-
néralisée :
En section §, dans Rd+2, nous avons distingué les co-
ordonnées, projectives, sur l’hyperboloïde et sur l’espace-
temps de Minkowski. Nous en terminions l’étude en les
liant pour retrouver le système de Gürsey. Le résultat de
ces lignes en est la généralisation aux champs sur le cône
semi-projectif.
En eﬀet, les champs sont homogènes de la variable hH ,
∀H ≥ 0, pour les champs minkowskiens on notera :
Aλ(x, h, 0) = hn−1Aλ(x, 1, 0) = hn−1Aλ(x),
avec λ = {h, µ, g}. Idem, pour les champs desittériens nous
écrirons :
AhH (y, 1) = AhH (y), A(y, 1) = A(y) et ψ(y, 1) = ψ(y),
sous la contrainte y2 = −H−2. Muni de l’identité :
h
hH
=
(
1
1− H24 x2
)
=
[1
2
(1 +Hyd)
]
= ΞH ,
on établit le système :
(3.49)

AhH (y) = Ξn−1
H
Ah(x)− H
2
2
Ξn
H
x ·A(x)
+
H2
4
Ξn
H
Ag(x),
Aµ
H
(y) = Ξn−1
H
Aµ(x) +
H2
4
xµΞn
H
Ag(x),
ψ(y) =
1
2
Ξn+1
H
Ag(x),
où l’on a exprimé le champ vectoriel sur l’hyperboloïde
dans les coordonnées de Gürsey, c’est-à-dire :
Aµ
H
(y) = A
κ
(y)
∂xµ
∂yκ
∣∣∣
y2=−H−2
.
La transformation (3.49) est similaire à une transforma-
tion de Weyl. Elle lie le triplet de champs sur Minkowski à
celui sur de Sitter. De plus, elle présente une structure qui
pourrait être dite indécomposable. Notons que l’identité :
xµ = − 2
H2
∂
µ
Ξ−1
H
,
permet de résorber le système de coordonnées et d’écrire
le système de façon intrinsèque.
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Dans la section § nous avons étudié, une première fois,
le champ vectoriel invariant conforme. À cause de l’inva-
riance de jauge présente à d = 4 nous avons dû délaisser
cette dimension. Le formalisme utilisé pour le champ sca-
laire s’est montré pertinent sur le cas vectoriel pour lequel
nous avons obtenu des résultats cohérents sur l’espace-
temps de Minkowski et sur celui de de Sitter. En déve-
loppant ces résultats autour de d = 4 nous en avons tiré
une fonction à deux points satisfaisant aux propriétés d’in-
variance souhaitées mais qui correspond à des modes de
jauges. Solution dont on ne peut se satisfaire.
Dans cette section, dans la lignée de la publication
[87, 89], nous utiliserons l’ensemble du formalisme déve-
loppé précédemment pour contourner ce problème d’inva-
riance de jauge. À ce titre, dans un premier temps, nous
rappellerons brièvement en quoi l’invariance de jauge est
problématique, au niveau classique et quantique et com-
ment elle se manifeste. Nous détaillerons la méthode de
quantiﬁcation de Gupta-Bleuler que nous utiliserons aﬁn
de passer outre l’invariance de jauge.
Aﬁn d’appliquer la méthode de quantiﬁcation un nou-
veau jeu d’équations nous sera nécessaire, grâce aux résul-
tats de la section § nous déduirons celui-ci des équations
sur le cône nul C de Rd+2. La restriction à l’espace-temps
de Minkowski, ou à celui de Sitter, préserve l’invariance
sous SO0(2, d) si les champs ont un poids conforme adé-
quat. Ce que nous vériﬁerons en examinant les relations
de commutations entre les générateurs du groupe conforme
et le nouveau système d’équations. Alors, nous pourrons
appliquer la quantiﬁcation à la Gupta-Bleuler à notre sys-
tème tout en préservant, à chaque étape, la covariance sous
les groupes d’isométries et sous le groupe conforme. No-
tons que notre démarche va à rebours des us de la théorie
quantique des champs pour laquelle la présence de l’in-
variance conforme est accidentelle. En eﬀet, quel que soit
d, l’invariance sous U(1) engendre les équations de Max-
well qui sont toujours invariantes de jauge sans être, pour
d 6= 4, invariantes conforme. Alors, généralement, sur Min-
kowski, l’invariance de jauge est brisée tout en brisant l’in-
variance sous le groupe conforme qu’on ne considère pas.
Dans notre cas on cherchera à briser l’invariance de jauge
tout en préservant l’invariance conforme.
L’équation de champ sera résolue sur le cône nul C, où
SO0(2, d) a son action naturelle, nous munirons l’espace
des solutions d’un produit scalaire pour lequel la repré-
sentation est unitaire. Après avoir reconstruit la fonction
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à deux points dans Rd+2 nous projetterons l’ensemble des
résultats sur l’espace-temps de Minkowski et sur celui de
de Sitter.
..Problème de l’invariance de jauge
Dans la section précédente nous avons qualiﬁé la solu-
tion à d = 4 comme non pertinente du fait qu’elle était de
jauge. Dans ce paragraphe nous rappelerons les problèmes
liés à l’invariance de jauge des équations de Maxwell.
À d = 4 le champ électromagnétique (les champs E
et B) est décrit par les quatre équations de Maxwell. En
faisant l’hypothèse que ces champs dérivent d’un quadri-
vecteur A une équation subsiste :
Aµ − ∂µ∂·A = jµ.
Les solutions de celle-ci sont déterminées modulo une so-
lution ∂µφ qui est une solution triviale de l’opérateur
(δµν − ∂µ ∂ν). C’est la solution de (pure) jauge.
Au niveau classique ce problème n’est guère ennuyeux,
les observables physiques sont formées à partir de quantités
invariantes de jauge telles que le tenseur de Faraday Fµν .
Pour contourner ce problème on impose au champ A de
vériﬁer une (ou plusieurs) équation(s) supplémentaire(s)
tel que le système :
équation de Maxwell
+
équation de ﬁxation de jauge
admette un ensemble non-trivial de solutions. Ainsi, au ni-
veau classique, on contourne le problème de l’invariance de
jauge (solutions triviales non-observables) en impliquant
une condition de jauge suivant nos convenances.Une autre
façon de voir cela est que l’équation invariante de jauge est
un système sous-déterminé et que l’équation de ﬁxation de
jauge va être l’équation qui rend le système déterminé.
Au niveau quantique la problématique est plus sévère,
dans ce cas l’invariance de jauge est une obstruction à la
quantiﬁcation. Notons d’abord que la quantiﬁcation est un
algorithme (de notre choix) qui ne préjuge pas du fait que
A, en déﬁnitive, n’est pas une observable.
Si on ne peut quantiﬁer le champ c’est qu’il ne satisfait
pas aux hypothèses nécessaires à sa quantiﬁcation. L’une
de celles-ci est l’existence de la fonction de commutation
G˜ qui est un noyau pour l’équation de champ E(A) = 0. Si
E possède une valeur propre nulle dans l’espace réciproque
on ne peut pas lui associer de noyau. Dans la section §,
nous avons constaté qu’il en était ainsi pour l’opérateur
invariant conforme M quand c = 1, c’est-à-dire pour la
dimension d = 4. Ceci se comprend, il reste quelque chose
d’indéterminé par les équations du mouvement : le champ
φ. Que ∂µφ soit solution des équations de champs n’est
pas un problème en soi, ce qui l’est c’est que quel que soit
φ, ∂µφ est solution. Quand on impose une équation de
ﬁxation de jauge c’est ce quel que soit qui est brisé. Par
exemple, en imposant la condition de Lorenz divA = 0, le
champ φ doit alors satisfaire à φ = 0.
Un synonyme pragmatique, au niveau quantique, de
l’existence de solutions de pure jauge est qu’il existe, dans
l’espace des solutions VM muni d’un produit scalaire, des
vecteurs APJ de norme nulle orthogonaux à tous les élé-
ments de VM. Pour le produit scalaire (3.28) et A
µ
PJ = ∂
µ
φ
on obtient :
(3.50) 〈∂φ,A〉 = i4
d
∫
φ∗
[
Aµ −
(d− 2
2
)
∂
µ
∂ ·A
]
dΣµ,
en supposant les intégrations par parties licites et que
tous les termes de bords s’annulent. Alors, pour d = 4,
et d = −2, on reconnaît dans le terme entre crochet de
(3.50) l’équation du mouvement M(A). Donc, quel que
soit A de VM le produit scalaire (3.50) s’annule. Pour d = 4
cela revient à exhiber un problème d’invariance de jauge,
par contre cela ne constitue pas une démonstration de son
absence pour d 6= 4.
Parmi les méthodes connues pour contourner cette dif-
ﬁculté nous adopterons une procédure de quantiﬁcation
à la Gupta-Bleuler. Cette méthode a l’avantage d’être
simple et proche de l’espace de Hilbert des solutions.
❦ Quantification à la Gupta-Bleuler :
Cette méthode procède d’une hypothèse simple et eﬃ-
cace : plutôt que de chercher à quantiﬁer un champ dont
l’équation est invariante de jauge autant étudier une autre
équation sans ce problème. Comme in fine c’est bien au
champ invariant de jauge que nous nous intéresserons il
faut que l’un se réduise à l’autre d’une certaine façon. Par
exemple, on souhaite quantiﬁer le champ de Maxwell dont
les équations sont invariantes de jauge, notons VM l’en-
semble de ses solutions :
VM = {A | M(A) = 0}.
Nous savons résoudre explicitement l’équation (δµν −
ξ∂
µ
∂ν)A
ν = 0 pour ξ 6= 1. Le choix usuel est celui de
la jauge de Feynman avec ξ = 0. Notons V ′ξ l’espace des
solutions de cette équation :
V ′ξ = {A | (δµν − ξ∂µ∂ν)Aν = 0}.
Ces solutions ne sont pas en général solutions des équa-
tions de Maxwell. Mais l’ensemble V qui admet la double
écriture :
V = {A ∈ V ′ξ | G′(A) = divA = 0}
= {A ∈ VM | G(A) = divA = 0}
appartient simultanément à V ′ξ et aux solutions des équa-
tions de Maxwell. Notons que pour d 6= 4 en posant
ξ = c = 4/d il nous suﬃrait d’utiliser les résultats de
la section § pour quantiﬁer le champ de Maxwell.
Plus généralement, on cherche V tel que :
V ⊂ (V ′ ∩ VM) 6= ∅.
La condition qui restreint VM à V est notée G(A) = 0,
resp. de V ′ à V G′(A). Précédemment, pour la jauge de
Lorenz, ces deux contraintes étaient les mêmes G(A) =
G′(A) = divA. Après avoir choisi V et V ′ le champ est
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quantiﬁé sur V ′, ce que nous savons faire par hypothèse.
De V ′ l’espace de Fock F ′ est construit, on en tire les
fonctions à deux points. Le champ quantique Aˆ est main-
tenant construit, il n’y a plus rien à faire quant à celui-ci.
La condition classique G′(A) = 0 qui réduit V ′ à V est
tenue en sélectionnant le sous-espace F ⊂ F ′ tel qu’en
moyenne 〈G′(Aˆ)〉 = 0. Par exemple, la jauge de Lorenz,
en développant le champ quantique Aˆ, induit la condition
subsidiaire :
div Aˆ(+)|ψ〉 = 0, ∀|ψ〉 ∈ F ,
le (+) désignant la partie à fréquence positive du champ,
qui sélectionne les éléments |ψ〉 de F .
VM
V ′
V
Les espaces V et V ′ relèvent d’un choix. Pour
que le champ soit covariant il est nécessaire qu’ils
soient tous deux fermés sous l’ac-
tion du groupe des isométries.
Ici nous chercherons V et V ′
fermés sous l’action du groupe
conforme. Les déﬁnitions des
espaces VM , V et V ′ peuvent
être raﬃnées par des critères de
sommabilité, de fréquence posi-
tive, de comportement à l’inﬁni, etc. Notons ﬁnalement
que cette méthode n’est pas restreinte aux champs qui
souﬀrent d’un problème d’invariance de jauge. S’il est plus
simple d’étendre le champ à un espace de solutions plus
large tant que la réduction d’un espace à l’autre est connue
la procédure est licite.
..Condition de jauge et modes de jauges
Dorénavant plaçons nous à d quelconque. Il s’agit de sé-
lectionner un sous-espace des solutions de M(A) = 0. Dans
la section § nous avons vériﬁé que l’équation divA = 0
est invariante sous l’action de SO0(2, d) si A est solution
de M(A) = 0. Mentionnons qu’il en est de même [88] pour
∂µ(A
2Aµ) = 0, cette dernière équation étant non-linéaire
nous ne l’étudierons pas. Posons :
V0 = {A |M(A) = 0, G(A) = divA = 0},
sur l’espace-temps de Minkowski et
VH = {AH |MH(AH) = 0,
GH(AH) =
(
H +
1
4
d(d− 2)H2
)
∇·AH = 0},
sur celui de de Sitter. Pour d 6= 4 la deuxième équation
est satisfaite dès que la première l’est, ainsi V = VM. À la
limite de courbure nulle VH tend vers V0. De même, ΞˆH
applique les éléments de V0 dans VH , ce qui est évident
pour d 6= 4. Rappelons que l’expression la plus générale,
c’est-à-dire sur des espace-temps qui ne sont pas maxi-
malement symétriques, s’obtiendra avec l’équation (3.29)
muni de la condition de jauge (3.31).
Sur l’espace-temps de Minkowski, le champ A qui dé-
rive d’un scalaire φ appartient à V0 si φ vériﬁe :
2φ = 0.
On peut établir la fonction à deux points de ce champ :
G(x, x′) = i
(2π)d
∫
1
(k2)2
e−ik·(x−x
′)ddk,
où le contour est pris sur le pôle à énergie positive. Pour
d ≥ 5 l’intégrale se calcule directement :
G(x, x′) = 1
2
Γ
(
d−4
2
)
2(2π)
d
2
(−1)− d−42
(σ0 − iǫ(t− t′)) d−42
.
Pour d = 3 ou d = 4 l’intégrale diverge par des termes
constants inﬁnis. Si on néglige ceux-ci, pour d = 3 on a la
formule précédente et pour d = 4 on obtient :
G(x, x′) = −1
(4π)2
ln(σ0 − iǫ(t− t′)).
La fonction à deux points correspondante sur le champ
vectoriel est donnée par :
Gµν
PJ
(x, x′) =
∂
∂xµ
∂
∂x′ν
G(x, x′),
et correspond, dans tous les cas, au terme de jauge de la
fonction à deux points (3.36) obtenue en section § et est
précisément la fonction (3.41) pour d = 4. Notons la dif-
férence. La fonction à deux points vectorielle (3.35) est
déﬁnie pour d ≥ 3 puis réduite à sa forme (3.36) où la
partie de jauge GµνPJ , ci-dessus, se distinguait. Rappelons
qu’exception faite de la dimension d = 4, cf.§., les modes
de jauges minkowskiens ne s’appliquent pas (uniquement)
sur ceux desiterriens.
Ayant distingué V ⊂ VM reste à trouver une équation
dont l’espace des solutions V ′ se réduit à V d’une manière
à préciser.
..Le champ vectoriel sur C
Dans la section § nous avons constaté que le champ
vectoriel, sur l’espace-temps de Minkowski ou sur celui de
Sitter, peut être obtenu du champ vectoriel ambiant de
Rd+2. Sous cette forme nous avons en sus deux champs
scalaires auxquels il faudra donner un sens. Considérons
l’équation de champ :
aα(z) = 0.
L’espace de ses solutions est manifestement invariant sous
l’action naturelle de SO0(2, d) :
(3.51) [TΛa]
α(z) = Λαβ a
β(Λ−1.z), Λ ∈ SO0(2, d).
Rappelons que par hypothèse ce champ satisfait aussi à
l’équation :
z · ∂
∂z
a = na, n ∈ R.
Comme [Xαβ , z · ∂] = 0 l’espace des champs vériﬁant
ces deux équations est laissé invariant sous l’action de
SO0(2, d). En § nous avons (ré-)établi le formalisme né-
cessaire à l’étude du champ vectoriel. Dans les paragraphes
qui suivent nous appliquerons ce formalisme au cas min-
kowskien et desittérien.
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❦ Le cas minkowskien :
Aﬁn d’étudier les champs sur l’espace-temps de Min-
kowski nous avons réalisé le changement de variables :
h =
zd+1 + zd
2
, xµ =
2zµ
zd+1 + zd
, g =
4z2
(zd+1 + zd)2
,
pour lequel l’opérateur de Laplace-Beltrami de Rd+2
s’écrit :
 = − 4
h2
g
∂
2
∂g2
+
2
h2
(d− 2 + 2n)∂
∂g
+
1
h2

où le laplacien du membre de droite est celui sur Min-
kowski  = ηµν ∂
∂xµ
∂
∂xν . Le champ a est censé, à terme,
vivre sur C, s’il se développe en série de puissances en-
tières de g le terme proportionnel à g pourrait contribuer
dans l’équation du mouvement ce qui entraînerait une am-
biguïté. Celle-ci est levée pour :
n = s = −
(d− 2
2
)
.
L’équation ambiante induit sur le triplet de champs
(Ah, Aµ, Ag) le système d’équations :
(3.52)

Ah = 0,
Aµ + 2∂
µ
Ah = 0,
Ag − 4∂·A− 2dAh = 0.
En posant Ag = 0 l’ensemble se simpliﬁe à :
(3.53) MA = 0, divA = 0, Ah = −2
d
divA,
où M est l’opérateur conforme de la section §. Alors, en
annulant le champ Ag le système se réduit aux équations
souhaitées et l’ensemble coïncide avec V . Posons :
V ′ = {a(z), z ∈ Rd+2 | a = 0, z ·∂ a = na},
et
V = {a ∈ V ′ | G′(a) = zc ·a(zc) = 0, zc ∈ C ⊂ Rd+2},
sachant que sur le cône C le champ Ag s’écrit Ag =
2zc · a/h2. Les champs auxiliaires Ah et Ag ne présentent
pas de problème d’interprétation : l’un est nul, l’autre est
une incarnation du champ physique Aµ.
Dans sa réalisation ambiante dans Rd+2, les espaces
V et V ′ sont laissés invariants par l’action naturelle de
SO0(2, d). Par contre, il n’est en rien évident que la res-
triction à l’espace-temps de Minkowski préserve cette in-
variance. De l’action indécomposable Ag → Aµ → Ah
montrée en § l’équation Ag = 0 est invariante. Par
ailleurs, si on s’autorise à noter les opérateurs sur le triplet
(Ah, Aµ, Ag) par des matrices. L’opérateur d’onde s’écrit :
E =
 2∂µ 
−2d −4∂µ 
 ,
et l’équation du mouvement se lira EA = 0. Les généra-
teurs du groupe conforme, quant à eux, s’écriront :
Mµν =
x[µ∂ν] δρ[µην]σ + δρσx[µ∂ν]
x[µ∂ν]
 ,
Pµ =
∂µ δρσ∂µ
∂µ
 ,
D =
x·∂− (n− 1) δρσ(x·∂− n)
x·∂− (n+ 1)
 ,
avec Kµ :
KµA
h = [2(n− 1)xµ + x2∂µ − 2xµx·∂]Ah − 2Aµ,
KµA
ρ = [2(nxµδ
ρ
σ + x
ρηµσ − δρµxσ)
+ δρσ(x
2∂µ − 2xµx·∂)]Aσ + δρµAg,
KµA
g = [2(n+ 1)xµ + x
2∂µ − 2xµx·∂]Ag,
qui serait représenté par une matrice triangulaire supé-
rieure, s’il prenait moins de place. Pour n = s = −(d−22 )
on obtient les relations de commutation suivantes :
[Mµν , E] = 0, [Pµ, E] = 0,
[D,E] = 2E, [Kµ, E] = −4xµE.
Les équations du mouvement commutent avec l’action in-
décomposable de SO0(2, d) et l’espace des solutions est
fermé sous cette action. En conséquence, pour le facteur
de scaling adéquat, n = s = −(d− 2)/2, l’invariance sous
SO0(2, d) passe au travers de la réduction à l’espace-temps
de Minkowski. En comparant les générateurs de la section
§ et ceux-ci on notera que : v = n − 1. De plus, pour
Ag = 0, et en faisant appel à l’équation du mouvement,
on notera que l’action induite par la réalisation ambiante
de SO0(2, d) sur Aµ est indistinguable de celle présentée
en §.
Notons, que dans le système (3.52) nous pourrions
aussi poser Ag = 0 pour obtenir le système (3.53)
d’équations : M(A) = 0 et divA = 0. Ce choix n’est pas
considéré, l’équation Ag = 0 n’est pas invariante sous
C0 ≈ SO0(2, d), le champ Ag n’a pas le poids conforme
adéquat.
❦ Le cas desittérrien :
Dans Rd+2 nous procédons au changement de va-
riables :
hH =
(1 +H2)zd+1 + (1−H2)zd
2
,
yµ =
2zµ
(1 +H2)zd+1 + (1−H2)zd ,
yd =
1
H
(1−H2)zd+1 + (1 +H2)zd
(1 +H2)zd+1 + (1−H2)zd ,
et le laplacien s’écrit :
 =
H2
h2
H
(
hH
∂
∂hH
− y · ∂
∂y
− 1
)(
hH
∂
∂hH
− y · ∂
∂y
)
+

h2
H
,
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où dans le membre de droite  = ηκϑ ∂
∂yκ
∂
∂yϑ
. En soi
cet opérateur n’a pas de sens, c’est appliqué aux champs
(AhH , A
κ
, ψ) qu’il en acquerra éventuellement un. Suppo-
sons le formalisme ambiant de Rd+1 licite. Les champs sont
homogènes de leurs (d + 1) variables {yκ} pour un degré
λ qu’il n’y a pas à préciser. Alors, l’écriture du laplacien
se simpliﬁe en :
 = ∂
2
+ n(n− 1)H2 − λ(2n+ d− 2),
avec ∂
2
= ∂κ∂
κ
et ∂ sont les dérivées transverses sur l’hy-
perboloïde dans Rd+1. Le calcul donne :(
∂
2
+ n(n− 1)H2)AhH = λhH (2n+ d− 2)H2AhH ,
(∂
2
δκϑ − 2H2yκ∂ϑ −H2δκϑ)Aϑ
+ (n2 − n+ 1)H2Aκ + 2∂κ(AhH −H2ψ)
= λ(2n+ d− 2)H2Aκ,(
∂
2
+ (n(n+ 1) + 2(d− 1))H2)ψ
+ 2(n− 1)AhH − 2∂·A = λψ(2n+ d− 2)H2ψ.
Les membres de droite font apparaître explicitement le
degré d’homogénéité de chacun des champs, ce qui ne de-
vrait être. Une fois encore l’ambiguité se lève pour n = s.
Simpliﬁcations faites, en utilisant les formules de l’appen-
dice A, on obtient que l’écriture intrinsèque des équations
ci-dessus est :
(3.54)

(
H +
1
4
d(d− 2)H2
)
AhH = 0,(
H +
1
4
(d2 − 2d+ 4)H2
)
Aµ
H
+ 2∇µ(AhH −H2ψ) = 0,(
H +
1
4
d(d+ 2)H2
)
ψ
− dAhH − 2∇·AH = 0.
Notons que le champ ψ se manifeste aussi dans l’équation
concernant Aµ alors qu’à courbure nulle, dans le système
(3.52), Ag en est absent. Pour ψ = 0 le système se réduit
à :
(3.55)

(
H +
1
4
(d2 − 2d+ 4)H2
)
Aµ
H
− 4
d
∇µ∇·A
H
= 0,(
H +
1
4
d(d− 2)H2
)
∇·AH = 0,
AhH = −2
d
∇·AH .
Posons :
V ′ = {a(z), z ∈ Rd+2 | a = 0, z ·∂a = na},
et
V = {a ∈ V ′ | G′(a) = zc ·a(zc) = 0, zc ∈ C ⊂ Rd+2},
où sur le cône ψ s’écrit ψ = zc ·a/h2H . La restriction à
l’espace-temps de de Sitter préserve l’invariance des es-
paces de solutions V ′ et V . L’équation ψ = 0 est invariante
sous l’action indécomposable de SO0(2, d) sur le triplet de
champs (AhH , A
κ
, ψ), comme nous l’avons montré en §.
Les générateurs de SO0(2, d) commutent avec le système
d’équations sur l’espace des solutions, dans l’espace am-
biant Rd+1 :
[E,XHκϑ] = 0, [E, Vϑ] = 2HyϑE, [Vκ, Vϑ] = −XHκϑ.
Pour atteindre ce résultat il peut être utile de se rappeler
que ηκϑA
ϑ
= ΘκϑA
ϑ
et y·A = 0, de même écrire l’équation
et les générateurs sous la forme de matrices (d+3)×(d+3)
peut aider.
Notons que dans (3.54) l’équation :(
H +
1
4
d(d+ 2)H2
)
ψ − dAhH − 2∇·AH = 0
s’écrit tout autant sous la forme :(
H +
1
4
d(d− 2)H2
)
ψ − d(AhH −H2ψ)− 2∇·AH = 0.
Alors, identiquement au cas minkowskien, dans le système
d’équations (3.54) en posant
(
H +
1
4d(d − 2)H2
)
ψ = 0
nous obtiendrions le système d’équations (3.55). Pour la
même raison que le cas minkowksien on ne considère pas
ce cas : l’équation
(
H +
1
4d(d − 2)H2
)
ψ = 0 n’est pas
invariante sous l’action du groupe conforme, le champ ψ
n’a pas le poids conforme adéquat.
Que ce soit sur l’espace-temps de Minkowski ou sur ce-
lui de de Sitter les espaces V et V ′ sont les mêmes. Les
champs minkowskiens ou desittériens ne relèvent que d’un
choix de point vue sur ces espaces.
De plus, on vériﬁe avec l’écriture intrinsèque (3.54) des
équations de champs, par exemple en coordonnées min-
kowskiennes, que les solutions minkowskiennes de (3.52)
se portent en celles desittériennes sous la transformation
de Weyl généralisée (3.49).
..Résolution de l’équation de champ dans Rd+2
Les espaces V et V ′ nécessaires à la quantiﬁcation à la
Gupta-Bleuler du champ vectoriel sur l’espace-temps de
Minkowski et sur celui de de Sitter ont étés spéciﬁés. La
résolution de l’équation a = 0 dans Rd+2 implique de
choisir un système de coordonnées. Parmis ceux que nous
utilisons l’équation se simpliﬁe en reprenant les coordon-
nées sur C′. Posons :
zd+1 = r1 cosβ, z
0 = r1 sinβ, z = r2n
avec n ∈ Sd−1 ⊂ Rd, r1, r2 ≥ 0. Pour imposer les
contraintes choisissons les variables :
h =
1
2
(r1 + r2), g = 4
r1 − r2
r1 + r2
.
Nous avons choisi cette police en soulignant h et g aﬁn
d’être cohérent avec les coordonnées {zα} sur la sous-
variété C′. Se placer sur le cône nul C de Rd+2 revient
à poser g = 0. Réduit à C, poser h = 1 nous restreint à la
sous-variété C′ à r1 = r2 = r = 1 utilisée, en §, pour le
champ scalaire. L’équation :
zα
∂
∂zα
= h
∂
∂h
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est vériﬁée et le champ est homogène de degré n = s =
−(d−22 ). En terme de ces coordonnées le laplacien s’écrit :
 = −4g
h2
∂
2
∂g2
− 2dn g
(16− g2)h2
+
32
(16− g2)h2
[
(2n+d−2)+
(d− 2
2
)
g+(d−2−2n)
(g
4
)2]∂
∂g
− n(
1− ( g4 )2)h2
d− 2
2
+
1
h2(1 + g4 )
2
∂
2
∂β2
− 1
h2(1− g4 )2
∆Sd−1 .
Sur les champs homogènes de degré n = s = −(d−22 )
et sur le cône nul C uniquement la dernière ligne contri-
buera dans le calcul de a. C’est pour cela que nous ne
résoudrons pas l’équation a = 0 dans sa généralité. Nous
sommes intéressés par les champs sur le cône nul C, c’est-à-
dire pour g → 0. Supposons a(z) indépendant de g . Étant
donné que h ∂
∂h
a = na, on vériﬁe que :
(3.56) a(α)LM (z) = e
(α)h−
d−2
2 φLM (z),
est solution sur C. Les φLM sont les solutions scalaires
(3.11) normalisées, avec CLd = (2L + d − 2)− 12 . Les vec-
teurs constants e(α) forment une base de Rd+2, prenons
ceux de la base canonique : e(α)β = −ηαβ , avec (α) un in-
dice qui repère le vecteur dans la base et β la composante
de ce vecteur.
Remarquons que sur l’espace des solutions (3.56), avec
z2 = 0, l’énergie conforme X0d+1 se diagonalise :
X0d+1a
±
LM =
(
L+
d− 2
2
± 1
)
a±LM ,
X0d+1a
(a)
LM =
(
L+
d− 2
2
)
a
(a)
LM ,
avec a±LM = (a
(d+1)
LM ∓ia(0)LM ). Ainsi, X0d+1 a un spectre po-
sitif, pour d ≥ 4, borné inférieurement par E0 =
(
d−2
2
)−1.
❦ Le produit scalaire :
Pour donner un sens à l’unitarité de l’action (3.51)
de SO0(2, d) on munit l’espace des solutions d’un produit
scalaire. Étant donné que l’action purement vectorielle,
les matrices Λ, commute avec
←→
∂β , et en tenant compte des
résultats sur le champs scalaire, on considère le produit
scalaire :
(3.57) 〈ψ, φ〉 = −i
∫
β=0
ηγδ
(
ψ∗γ
←→
∂β φ
δ
)
dVd−1
∣∣∣∣h=1
g=0
.
Ce produit scalaire peut aussi s’écrire :
〈ψ, φ〉 = −ηγδ〈ψγ , φδ〉Cˇ′ ,
où dans le membre de droite apparaît le produit scalaire
(3.12). Étant donné que tΛηΛ = η, ∀Λ ∈ SO0(2, d), la
question de l’invariance du produit scalaire (3.57) sous
l’action (3.51) se réduit à la question de l’invariance du
produit scalaire (3.12) sous l’action scalaire de SO0(2, d).
De l’homogénéité de ψγ et φδ, et en remarquant que :( h
hH
)∣∣∣
z2=0
= ωH ,
chaque composante se comporte comme un champ sca-
laire. Or, pour celui-ci, nous avons déjà établi l’unitarité
de la représentation de SO0(2, d) pour (3.12).
Les solutions (3.56) vériﬁent :
〈a(α)LM , a(β)L′M ′〉 = −ηαβδLL′δMM ′ .
Elles sont de norme positive ou négative. Identiquement
aux propos de la section § on ne peut se contenter des so-
lutions à norme positive, l’action de SO0(2, d) engendrera
des solutions de norme négative, et c’est tout l’espace des
solutions qu’il faut considérer.
En terme du triplet minkowskien de champs
(Ah, Aµ, Ag) le produit scalaire (3.57) s’écrit :
〈a, a′〉 = −i
∫
ηρσ
[
ηµν(A
∗µ←→∂ρA′ν)
+ 2ηρτ (A
∗τA′h −A∗hA′τ )
+
1
2
(A∗h
←→
∂ρA
′g +A∗g
←→
∂ρA
′h)
]
dΣσ.
En posant Ag = 0 et en faisant intervenir l’équation de
champ (3.52) il se réduit à :
〈a, a′〉 = −i
∫
ηρσ
[
ηµν(A
∗µ←→∂ρA′ν)
− 4
d
ηρτ (A
∗τ∂A′ − ∂A∗A′τ )
]
dΣσ.
Ce produit diﬀère du produit scalaire (3.28) de la sec-
tion §. Cela s’explique. Le produit de la section § a été
conçu aﬁn d’être manifestement invariant sous l’action du
groupe conforme, indépendamment de l’équation que véri-
ﬁe le champ. Le produit scalaire (3.57) est manifestement
invariant sous l’action (3.51) dans Rd+2. Il perd cette in-
variance manifeste quand on pose Ag = 0 et après avoir
fait appel à l’équation du mouvement. Sur l’espace des
solutions les deux produits coïncident, puisque :∫
[A∗σ
←→
∂ A′−←→∂ A∗A′σ]dΣσ = 2
∫
[A∗σ∂A′−∂A∗A′σ]dΣσ,
ce qu’on vériﬁe en utilisant le noyau (3.34) de la section
§. Sinon, on peut voir que ce produit scalaire se réduit à
(3.28) si l’intégration par partie est licite et que les termes
aux bords s’annulent.
Les tenseurs t de rang r = p+ q munis du produit :
i(−1)r
∫
ηα1γ1 ..ηαpγpη
β1δ1 ..ηβqδq
(
t∗α1..αpβ1..βq
←→
∂β t
γ1..γp
δ1..δq
)
dVd−1
∣∣∣∣h=1
g=0
portent une représentation unitaire de l’action (naturelle)
de SO0(2, d), quand les champs t sont homogènes de de-
gré n = s = −(d − 2)/2. Le tenseur sur l’espace-temps
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de Minkowski, ou sur celui de de Sitter, Tµ1..µpν1..νq a un
facteur de scaling, qui sera son poids conforme, égale à :
(3.58) hpq = −
(d− 2
2
)
+q − p.
La réduction, en annulant tous les champs en amont du
tenseur T dans la structure indécomposable et en faisant
intervenir l’équation du mouvement, permet de donner un
produit scalaire uniquement sur le tenseur T qui réalise
l’unitarité du groupe conforme sur l’espace des solutions.
..Fonctions à deux points
Nous venons, en (3.56), de trouver un ensemble de
modes solutions de l’équation du mouvement sur C. Pour le
produit scalaire (3.57), pour lequel SO0(2, d) a une action
unitaire, les modes (3.56) sont de norme positive ou né-
gative. De ceux-ci on peut reconstruire la fonction à deux
points :
Dαβ(zc, z
′
c) = −ηγδ
∑
LM
a
(γ)α
LM (zc)a
∗(δ)β
LM (z
′
c),
où les modes de norme positive sont sommés avec un signe
+ et ceux de norme négative avec un signe −, de telle
sorte que, par construction, celui-ci soit auto-reproduisant
pour le produit scalaire (3.57). Le noyau (3.34), ou ses
formes (3.35) et (3.36), de la section § n’était pas auto-
reproduisant, ceci ce comprend par le fait que c’est V ′ qui
porte cette structure et non V , l’espace sur lequel nous
avons travaillé en §. En un mot, il manquait le champ
auxiliaire Ag.
Des résultats sur le champ scalaire la fonction à deux
points se resomme :
Dαβ(zc, z
′
c) = −ηαβh−
d−2
2 D+C′(z, z
′)h′−
d−2
2
= −ηαβD+C′(zc, z′c),
où h = r est réintroduit par homogénéité dans la fonction
à deux points avec zc = hz. Pour h ﬁxé on peut redonner
à la fonction à deux points son apparence minkowskienne
ou desittérienne.
Retrouver l’ensemble des fonctions à deux points sur
le triplet de champs n’est alors qu’un jeu d’écriture qui se
déduit des résultats de la section §, par exemple :
Dµν(x, x′) =
∂xµ
∂zα
∂x′ν
∂z′β
Dαβ(z, z′)
∣∣∣∣h = 1
g = 0
,
tous calculs faits on obtient :
Dgg(x, x′) = 4σ0D
+
0 (x, x
′),
Dgh(x, x′) = −2D+0 (x, x′),
Dgν(x, x′) = −2(xν − x′ν)D+0 (x, x′),
Dµν(x, x′) = −ηµνD+0 (x, x′),
Dµh(x, x′) = 0,
Dhh(x, x′) = 0.
On remarquera le cas particulier de Dgg qui se comporte
comme σ0−
d−4
2 , pour d = 4 c’est une fonction constante.
Identiquement, nous pouvons exprimer les fonctions
à deux points entre les champs du triplet desittérien
(AhH , A
κ
, ψ), que nous écrivons dans les coordonnées am-
biantes :
Dψψ(y, y′) = H−2(Z − 1)D+
H
(y, y′),
DψhH (y, y′) = −D+
H
(y, y′),
Dψϑ(y, y′) = −Θ′ϑ ·y D+
H
(y, y′),
Dκϑ(y, y′) = −Θκ ·Θ′ϑD+
H
(y, y′),
DκhH (y, y′) = 0,
DhHhH (y, y′) = −H2D+
H
(y, y′).
En dépit de quelques étapes de calculs éventuellement
fastidieuses nous récoltons ici les fruits du point de vue
adopté en § : chaque terme du triplet a manifestement la
tensorialité adéquate sous l’action du groupe de de Sitter.
Les éléments vectoriels sont bien transverses en chacuns de
leurs indices. La transformation de Weyl (3.49) générali-
sée au triplet nous assure qu’à la limite de courbure nulle
chaque élément tend vers son comparse minkowksien (avec
le facteur 2 entre ψ → Ag). On remarquera qu’à H 6= 0
le champ scalaire AhH en bas de la hiérarchie indécom-
posable propage : DhHhH est non nul proportionnel à la
courbure.
Sur l’espace-temps de Minkowski, on peut remarquer
que la fonction à deux points Dµν(x, x′) est le noyau de
l’équation Aµ = 0. Dans ce cas, pour obtenir Dµν(x, x′)
nous aurions pu nous dispenser de tout l’appareillage géo-
métrique développé en sections § et §. Par contre, sur
l’espace-temps de de Sitter, en portant Dκϑ(y, y′) dans
l’expression ambiante de l’équation :
(3.59) HA
µ
H
− c∇µ∇·AH + µ2H2AµH = 0
on constate qu’il n’existe pas de coeﬃcients c, µ2 ∈ R tels
que la fonction à deux points Dκϑ(y, y′) en soit le noyau.
Pour être plus explicite cela signiﬁe qu’une quantiﬁcation,
à la Gupta-Bleuler, dans une jauge similaire à celle de
Lorenz ne peut pas atteindre la fonction à deux points
Dκϑ(y, y′).
Considérons par exemple le résultat, faisant oﬃce de
référence, d’Allen et Jacobson sur les fonctions à deux
points vectorielles [79]. Ils considèrent une quantiﬁcation,
à la Gupta-Bleuler, en jauge de Lorenz du champ de Max-
well et posent dans (3.59) c = 0 et µ2 = (d − 1). Pour
d = 4, c’est-à-dire la dimension pour laquelle nous résol-
vons le même problème, ils trouvent pour fonction à deux
points :
DAJµν′(x, x
′) = α(Z)gµν′(x, x′) + β(Z)nµ(x, x′)nν′(x, x′)
où gµν′(x, x′) est le propagateur parallèle le long de la
géodésique liant les points x et x′ et nµ et nν′ les vec-
teurs unité tangents à la géodésique, cf. Ann.A.§.p.98.
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Les coeﬃcients α et β sont alors donnés par :
α(Z) = H
2
24π2
[
− 3Z − 1 +
1
Z + 1
+
( 2
Z + 1 +
2
(Z + 1)2
)
log
(Z − 1
2
)]
,
β(Z) = H
2
24π2
[
1− 2Z + 1
+
( 2
Z + 1 +
4
(Z + 1)2
)
log
(Z − 1
2
)]
.
Par ailleurs l’écriture intrinsèque de notre fonction à deux
points est :
(3.60) Dµν′(x, x
′) =
H2
8π2
( gµν′
Zǫ − 1 − nµnν
′
)
,
où Zǫ = Z − iǫ(t− t′). Ainsi, pour obtenir une telle fonc-
tion à deux points il nous a fallu, certes, considérer la
décomposition dans Rd+2 construite en § mais le résultat
s’avère particulièrement simple. De plus, notre quantiﬁca-
tion porte la même physique que celle d’Allen et Jacobson
en cela que la fonction à deux points du Fµν :
∇[µ∇[ρ′Dν]σ′](x, x′)
=
1
8π2
1
[H−2(Zǫ − 1)]2
(
g[µ[ρ′g
ν]
σ′] + 4n
[µgν][σ′nρ′]
)
est identique à la leur, c’est-à-dire qu’il existe une transfor-
mation de jauge A 7→ A+ ∂φ qui transforme leurs champs
en les nôtres. Néanmoins, pour une théorie en interaction
c’est la fonction à deux points Dµν′ qui est utilisée et
comme nos quantiﬁcations sont équivalentes, modulo des
transformations de jauge, autant utiliser (3.60) dont l’ex-
pression est compacte tout en restant complètement, et
manifestement, covariante.
Chapitre IV.
États cohérents généralisés
Dans le premier chapitre nous avons rappelé la quantiﬁ-
cation canonique de la mécanique classique. Cette quanti-
ﬁcation est relativement directe quand l’espace des phases
(V, ω) est tel que V a la structure d’un espace vectoriel,
c’est par exemple le cas pour V = T ∗Rn ≃ R2n. Autre-
ment, suivant la géométrie ou la topologie de l’espace des
phases nombre d’observables ne peuvent être quantiﬁées
en respectant les règles de quantiﬁcation canonique. En
un certain sens la quantiﬁcation par états cohérents gé-
néralisés, que nous exposons dans ce chapitre, permet de
contourner ces diﬃcultés, ou, du moins fournit des idées
quant à la façon de les contourner.
Ce chapitre est articulé de la façon suivante. Dans un
premier temps, nous rappellerons l’exemple élémentaire
mais fondamental des états cohérents de l’oscillateur har-
monique. Ensuite, après avoir établi les propriétés remar-
quables que vériﬁent ces états cohérents, on rappellera le
formalisme des états cohérents généralisés scalaires. Fina-
lement, on présentera les états cohérents généralisés vecto-
riels qui sont ceux que nous utilisons dans les deux travaux
qui suivent ce chapitre.
§.États cohérents de l’oscillateur
harmonique
L’oscillateur harmonique est un problème bien connu
de la mécanique quantique pour lequel l’hamiltonien est :
H =
P 2
2m
+
1
2
mω2Q2.
L’opérateur position dans la représentation de Heisenberg
s’écrit :
Q(t) = e
i
~
HtQe−
i
~
Ht
et on peut trouver des états |z〉 paramétrés par z ∈ C, tels
qu’en moyenne le mouvement classique soit retrouvé :
〈z|Q(t)|z〉 = 2
√
~
2mω
|z| cos(ωt+ ϕ),
où ϕ = arg z. Ces états cohérents |z〉 canoniques [7, 8, 121,
122] peuvent être construits comme :
|z〉 = e− |z|
2
2
∞∑
k=0
zk√
k!
φk
où les φk forment une base hilbertienne de l’espace des
états HOH . De fait, pour l’oscillateur harmonique le pro-
blème est analytiquement résoluble et, en représentation
position ou en représentation impulsion, les φk sont des po-
lynômes de Hermite proprement normalisés. On distingue
quatre propriétés remarquables que vériﬁent ces états co-
hérents :
1. Les états |z〉 saturent l’inégalité de Heisenberg :
〈∆Q〉z〈∆P 〉z = ~
2
,
avec 〈∆Q〉z =
√〈z|Q2|z〉 − 〈z|Q|z〉2.
2. Les états |z〉 sont des vecteurs propres d’un opéra-
teur d’annihilation de valeur propre z :
a|z〉 = z|z〉, z ∈ C,
avec a = (2m~ω)−
1
2 (mωQ+ iP ).
3. Les états |z〉 s’obtiennent comme orbite de l’état
fondamental |0〉 sous l’action unitaire du groupe de
Weyl-Heisenberg :
|z〉 = e(za†−za)|0〉.
On rappelle que l’algèbre de Heisenberg AH ,
de l’oscillateur harmonique, est engendrée par
{Q,P,1HOH} telle que [Q,P ] = i~1HOH , c’est-à-
dire : [a, a†] = 1HOH .
4. Les états |z〉 forment une base surcomplète dans l’es-
pace de Hilbert des états HOH , ce qui se lit sur la
résolution de l’identité :
1HOH =
1
π
∫
C
|z〉〈z| dxdy,
où z = x+ iy, x, y ∈ R.
Ces quatre propriétés servent, chacune, de point de départ
pour déﬁnir des états cohérents généralisés. Par exemple,
la propriété 3 est au cœur de l’approche des états cohé-
rents par Perelomov [122]. Les états cohérents générali-
sés que nous utilisons suivent l’approche de la quantiﬁca-
tion, dite de Klauder-Berezin-Toeplitz, telle que dévelop-
pée dans [7, 8]. Brièvement, soit X un espace muni d’une
mesure µ et l’espace de Lebesgue L2(X,µ) des fonctions
de carré intégrable :
‖f‖2 =
∫
X
|f(x)|2 dµ(x) < +∞,
〈f |g〉 =
∫
X
f(x)g(x) dµ(x).
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Pour se ﬁxer les idées on peut considérer X comme étant
l’espace des phases, mais ce n’est pas une nécessité. Parmi
L2(X,µ) on choisit un sytème orthonormé φk de L2(X,µ)
qui engendre un sous-espace séparable H de dimension
ﬁnie N ou inﬁnie. Dans le cas de la dimension inﬁnie, on
demande à ce que ces vecteurs vériﬁent la condition (cru-
ciale !) :
0 < N (x) =
∑
k
|φk(x)|2 < +∞
vériﬁée presque partout vis-à-vis de µ. Enﬁn, on construit
les états cohérents par la formule :
|x〉 = 1√N (x)∑
k
φk(x)|φk〉 ∈ H .
Notons que, par construction, les états cohérents |x〉 véri-
ﬁent alors les deux propriétés :
1. Normalisation :
〈x|x〉 = 1,
2. Résolution de l’identité dans H :∫
X
N (x)|x〉〈x|dµ(x) = 1H .
Grâce à ces états cohérents on quantiﬁe les observables
“classiques” f , c’est-à-dire des fonctions sur X possédant
certaines propriétés mathématiques, par :
fˆ = Af =
∫
X
f(x)|x〉〈x| N (x) dµ(x)
où f(x) est le symbole, dit supérieur, de l’opérateur Af =
fˆ . De même, la valeur moyenne dans un état cohérent :
〈x|Af |x〉 = Aˇf est appelé le symbole inférieur de Af . On
remarquera qu’il n’y a aucune ambiguïté dans ce pro-
cessus de quantiﬁcation, pas de problème d’ordonnance-
ment par exemple. Par contre, il n’y a pas nécessairement
Aq2 = (Aq)
2. Enﬁn, on notera que cette quantiﬁcation
est associée au choix de l’espace engendré par les φk dans
L2(X,µ). Il faudra alors justiﬁer la pertinence du choix
de cet espace de hilbert H en comparant les propriétés
spectrales des opérateurs quantiﬁés de cette façon et les
valeurs observées.
§.États cohérents vectoriels
Les états cohérents vectoriels [123] étendent la
construction des états cohérents généralisés où les états
cohérents sont à plusieurs composantes |x, i〉 avec x ∈ X,
comme précédemment, et i appartient à un ensemble dis-
cret d’indices (généralement ﬁni). On considère deux es-
paces de Hilbert H = H et K complexes séparables. Soient
φk et χi des bases hilbertiennes de, respectivement, H et
K. On considère B2(K) l’espace vectoriel des opérateurs
de Hilbert-Schmidt sur K. Soit Fk : X → B2(K) une ap-
plication linéaire continue qui vériﬁe les deux propriétés
suivantes :
1. normalisabilité, ∀x ∈ X :
0 < N (x) =
dimK∑
k=0
Tr |Fk(x)| < +∞
où |Fk(x)|2 = |Fk(x)F †k (x)| est la partie positive de
l’opérateur Fk(x).
2. résolution de l’identité dans K :∫
X
Fk(x)F
†
l (x)dν(x) = δkl1K.
Alors, on construit les états cohérents |x, i〉 par :
|x, i〉 = 1√N (x)
dimK∑
k=0
Fk(x)χ
i ⊗ φk
et ceux-ci vériﬁent les deux relations :
(a) normalisation :
dimK∑
i=1
‖|x, i〉‖2 = 1,
(b) résolution de l’identité :
dimK∑
i=1
∫
X
N (x) |x, i〉〈x, i| dν(x) = 1H ⊗ 1K.
Enﬁn, à une observable classique f sur X on associe l’opé-
rateur :
fˆ = Af =
dimK∑
i=1
∫
x
f(x) |x, i〉〈x, i| N (x)dν(x)
et la valeur moyenne dans un état cohérent :
Aˇf =
dimK∑
i=1
〈x, i| fˆ |x, i〉.
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Abstract
We give a review of two approaches to the quantization of the parti-
cle motion in an infinite square well potential. We first revisit the von
Neumann self-adjoint extension of momentum and energy operators
and then proceed to their construction using coherent state quanti-
zation. A new family of 2-component vector-valued coherent states
for the quantum is then presented. They allow a consistent quan-
tization of the classical phase space and observables for a particle in
this potential. We then study the resulting position and (well-defined)
momentum operators. We also consider their mean values in coherent
states and their quantum dispersions.
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1
1 Introduction
The infinite square well potential does not represent a realistic physical situ-
ation. Nevertheless, it is a familiar textbook problem and a simple tractable
model for the confinement of a quantum particle. Now this model gives rise to
serious mathematical questions when it is analyzed in more detail. Namely,
when one proceeds to the quantization based on canonical commutation rules,
the definition of a momentum operator with the usual form −i~d/dx has a
questionable meaning. This matter has been discussed in many places (see
[1] for instance), and the attempts of circumventing this anomaly range from
self-adjoint extensions [2, 3, 1, 4, 5] to PT symmetry approaches [6].
The canonical quantization assumes the existence of a momentum opera-
tor (essentially) self-adjoint in L2(R) that respects some boundary conditions
on the boundaries of the well. But these conditions cannot be fullfilled by the
usual derivative form of the momentum without the consequence of losing
self-adjointness. Moreover there exists an uncountable set of self-adjoint ex-
tensions of such a derivative operator which makes truly delicate the question
of a precise choice based on physical requirements [1, 5].
In the first part of this work we will review the question of self-adjointness
of the Hamiltonian and the momentum operator. We will explain the ratio-
nale of the construction of the set of self-adjoint extensions for momentum
and Hamiltonian operators.
In a second part we present an alternative procedure of quantization based
on generalized coherent states recently published [7]. For this purpose we first
describe the construction of the CS’s for the motion on the circle and the
resulting quantization. We then revisit the infinite square well problem and
propose a family of vector CS’s suitable for the quantization of the related
classical phase space. Finally, we present the consequences of our choice
after examining basic quantum observables, derived from this quantization
scheme, like position, energy, and a quantum version of the problematic
momentum. In particular we focus on their mean values in CS’s (“lower
symbols”) and quantum dispersions. As will be shown, the classical limit is
recovered after choosing appropriate limit values of some parameters present
in the expression of our CS’s.
2
2 Conventional approach to quantization of
a particle on an interval.
We consider a free nonrelativistic one-dimensional massive particle of mass
m on an interval [0, L] of the real axis. Assuming the position of the particle
to be x ∈ [0, L] and its momentum p ∈ R1 = (−∞,+∞), the phase space of
this system is a strip [0, L]×R1 in classical mechanics. The Poisson bracket
of x and p is {x, p} = 1, with 0 ≤ x ≤ L, and the evolution is conventionally
defined by the canonical Hamilton equations of motion with free Hamiltonian
H = p2/2m. This system is peculiar since its phase space is a space with
boundaries and the behavior of the particle near these boundaries must be
specified by some additional conditions as elastic reflection, delay, trapping,
or something else.
I. The problem of boundaries causes some paradoxes when quantizing
naively this system as is demonstrated in what follows. A quantum-mechanical
particle position operator xˆ and the momentum operator pˆ obey nonzero
canonical commutation relations [xˆ, pˆ] = i~{x, p} = i~ . We take the x-
representation so that the spectrum of xˆ is consistently σ (xˆ) = {x ∈ [0, L]}
and correspondingly we realize the Hilbert space H of states as the space
L2 (0, L) of functions on the interval [0, L]. Then xˆ is the multiplication op-
erator xˆ = x which is defined on the whole L2 (0, L) and is bounded and
self-adjoint, xˆ = xˆ†. The above commutation relations and the classical re-
lation H = p2/2m imply for the quantum momentum and the quantum
Hamiltonian the following differential expressions1
pˇ = −i~ d
dx
, Hˇ =
pˇ2
2m
= − ~
2
2m
d2
dx2
, (1)
which can be considered as operators only naively. To become real operators
one has to define their definition domains. Nonetheless, considering pˇ and Hˇ
as self-adjoint operators, we have a set of three self-adjoint operators with[
pˇ , Hˇ
]
= 0.
Such a naive approach to the quantization in the case under considera-
tion leads to well-known paradoxes. For example, the canonical commuta-
tion relation between the coordinate and momentum operators implies the
Heisenberg uncertainty relation, ∆x ·∆p ≥ ~/2 , where ∆x and ∆p are the
1In contrast with well defined operators specified by hats, differential expressions are
specified by reverse hats.
3
respective dispersions of the position and momentum for any state ψ of a
particle. However, in the case of a finite interval, ∆x ≤ L, and for an eigen-
state ψp (x) of the quantum momentum, pˇψp (x) = pψp (x), where ∆p = 0,
we have, therefore,
∆x ·∆p = 0 and 〈[xˆ, pˇ]〉 = (ψp, [xˆ, pˇ]ψp) = 0, (2)
so that the uncertainty relation and the canonical commutation relation for
xˆ and pˇ are certainly violated for such a state. A solution to the paradox
is related to the fact that a set of eigenvectors of a rigorously defined self-
adjoint operator pˆ (there exists a one-parameter family of such operators,
see below) belongs to the definition domain of the operator xˆpˆ, but does not
belong to the definition domain of the operator pˆxˆ, and, therefore, does not
belong to the definition domain of the commutator [xˆ, pˆ].
Another paradox is related to the self-adjointness of pˇ, the definition of
Hˇ by (1), and the commutativity of pˇ and Hˇ. One of the basic notions of
quantum mechanics introduced in any textbook is the notion of a complete
set of observables which have a common set of eigenfunctions and whose
joint spectrum is nondegenerate and completely specifies the state. This is
based on the statement that any two commuting self-adjoint operators have
common eigenstates. In particular, if the spectrum of one of the commut-
ing self-adjoint operators is nondegenerate, then its eigenstates must be the
eigenstates of another self-adjoint operator. Let all the possible wave func-
tions selected as to obey the boundary conditions ψ (0) = ψ (L) = 0 , which
are usually assumed for a particle in an infinitely deep potential well. The
spectrum of the quantum Hamiltonian (1) and the corresponding eigenfunc-
tions are well-known from any textbook:
En =
~2
2m
(π
L
)2
n2 , ψn (x) =
√
2
L
sin
(πn
L
x
)
, n = 1 , 2 , . . . . (3)
It is also well-known that these eigenfunctions form an orthonormal basis in
L2 (0, L), which confirms the self-adjointness of the Hamiltonian Hˇ . Because
the two self-adjoint operators pˇ and Hˇ commute, they must have a common
set of eigenfunctions. At the same time, because the spectrum of Hˇ is nonde-
generate, its eigenfunctions ψn (x) must be the eigenfunctions of pˇ, however,
pˇψn (x) 6= pnψn (x) , for any pn, in contradiction with the basic spectral the-
orem. A solution of the paradox is related to the following facts: first of
all, a self-adjoint Hamiltonian that implies (3), cannot be represented in the
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form Hˆ = (1/2m)pˆpˆ. Second, the eigenfunctions of any self-adjoint operator
pˆ (from a family of such operators) do not belong to the definition domain
of Hˆ. In fact, the operators Hˆ and pˆ do not commute (this is consistent with
the physical fact that the particle momentum changes due to the reflection
from the wall).
II. Now we recall a conventional strict approach to the quantization of a
particle in an interval [0, L], see e.g. [3, 1, 4].
a) To construct a self-adjoint momentum operator pˆ associated to the
formal differential expression pˇ we do the following:
• We construct a minimally densely defined symmetric operator pˆ(0)
associated to pˇ. Its domain is a linear space D (0, L) of smooth
functions (infinitely differentiable) with a compact support. Any
function from this domain and all its derivatives vanish at the ends
of the interval. It is known that D (0, L) is dense in L2 (0, L) and
all the functions pˇϕ (x) belong to L2 (0, L), which allows defining
a differential operator pˆ(0) associated with each differential expres-
sion pˇ as pˆ(0)ϕ = pˇϕ , ∀ϕ ∈ D (0, L).
• Then we calculate the adjoint to pˆ(0) operator (pˆ(0))+ = pˆ∗. Its
domain D∗ is a subspace of L
2 (0, L) of square-integrable functions
ψ∗, absolutely continuous
2 on [0, L], and such that the functions
ψ′∗ are also square integrable. On D∗ we have pˆ
∗ψ∗ = pˇψ∗ . It is
evident that the subspace D (0, L) belongs to D∗, D (0, L) ⊂ D∗ ,
and by virtue of the fact that D (0, L) is dense in L2 (0, L) , the
domain D∗ is all the more dense in L
2 (0, L) such that the operator
pˆ∗ is densely defined.
• Applying von Neumann theory of self-adjoint extensions to the
case under consideration, we find deficiency indices of the oper-
ator pˆ(0)solving the equation pˆ∗ψ∗ = ±κiψ∗ . These indices are
equal to (1, 1). Then, following the same theory, we find that
there exists a one-parameter U(1)-family (a circle) of self-adjoint
extensions of the symmetric operator pˆ(0), the operators pˆϑ with
act as pˇ on their domains of definition Dϑ. The functions ψϑ ∈ Dϑ
are absolutely continuous on [0, L] , they and their derivatives are
2A absolutely continuous function is differentiable almost everywhere and is restored
by its derivative ψ′ (x) as ψ (x) =
∫
x
x0
dξψ′ (ξ) + ψ (x0), and can be integrated by parts in
the ordinary way.
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square integrable on the interval, ψϑ, ψ
′
ϑ ∈ L2(0, L), and they obey
the following boundary conditions:
ψϑ (L) = e
iϑψϑ (0) , (4)
where 0 ≤ ϑ ≤ 2π , 0 ∽ 2π .Thus, the momentum operator for a
particle on a finite segment is defined nonuniquely.
The spectrum of the operator pˆϑ reads
pˆϑψϑn (x) = pϑnψϑn (x) , ψϑn (x) = C exp
(
i
pϑn
~
x
)
, pϑn = ~
(
2πn + θ
L
)
.
A solution of the first above mentioned paradox is related to the
fact that the function xψϑ (x) does not belong to the domain of
definition of the operator pˆϑ, such that the commutator [xˆ, pˆθ] is
not defined on such a domain.
b) To construct a self-adjoint quantum Hamiltonian associated to the for-
mal differential expression Hˇ, we need to construct first the symmet-
ric operator Hˆ(0). Its domain is a linear space D (0, L) . Calculating
Hˆ∗ =
(
Hˆ(0)
)+
, we find that its domain D∗ is a set of functions that
are absolutely continuous in the interval [0, L], together with their first
derivative, and square integrable on this interval as their second deriva-
tive. Acting according to von Neumann, one can find that the deficiency
indices of Hˆ(0) are respectively (2, 2). Then, we find the four-parameter
U(2)-family of associated self-adjoint operators HˆU , U ∈ U(2) with act
as Hˇ on their domains of definition DU . The functions ψU ∈ DU
and their first derivatives are absolutely continuous on [0, L] , and are
square integrable on this interval together with their second derivative.
In addition they obey the following boundary conditions:
E+ (l) EΨ (l) = E+ (0) EΨ (0) , E =
(
0 −1
1 0
)
, Ψ (x) =
(
ψU (x)
ψ′U (x)
)
,
(5)
where the 2× 2 matrix E (x) is defined as
Ekm (x) =
(
e+,m +
2∑
i=1
Uime+,i
)(k−1)
, k,m = 1, 2 ,
e+,1 = exp π (1− i) x
L
, e+,2 = exp π
(
1− (1− i) x
L
)
.
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Below, we present the particular examples of the self-adjoint operators HˆU
corresponding to a specific choice of the unitary matrix U ; each of them is a
candidate for the quantum-mechanical Hamiltonian for a free nonrelativistic
particle moving on the interval [0, L]. Further, we omit the subscript U in
the notation of the corresponding functions.
Choosing U = I, I is the identity 2×2 matrix, we obtain the Hamiltonian
HˆI specified by the boundary conditions:
ψ (L) = − cosh π ψ (0)− L
π
sinh π ψ′ (0) ,
ψ′ (L) = −π
L
sinh π ψ (0)− cosh π ψ′ (0) . (6)
Choosing U = −I, we obtain the Hamiltonian Hˆ−I specified by the fa-
miliar boundary conditions
ψ (0) = ψ (L) = 0 (7)
usually describing the behavior of a particle in an infinite square potential
well. We note that in this case the self-adjoint Hamiltonian allows the rep-
resentation Hˆ−I = (pˆ
(0))+ pˆ(0).
Choosing U = iI, we obtain the Hamiltonian HˆiI specified by the bound-
ary conditions
ψ′ (0) = ψ′ (l) = 0 . (8)
This Hamiltonian allows the representation HˆiI = pˆ(0) (pˆ
(0))+.
Choosing U = −1
2
[(1− i) I + (1 + i) σ1] , σ1 is the first of the Pauli ma-
trices, we obtain a self-adjoint Hamiltonian HˆU specified by the periodic
boundary conditions
ψ (0) = ψ (L) , ψ′ (0) = ψ′ (L) , (9)
which are conventionally adopted when quantizing the ideal gas in a box.
The spectrum of HˆU for any U can be found in [1].
One ought to say that in the general case functions HˆUψU do not belong
to the domain DU . Thus the operator
(
HˆU
)2
is not defined on DU and
calculating 〈E2〉 by the help of this operator, we may get a wrong result, see
e.g. [1].
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3 The approach via coherent state quantiza-
tion
Given that self-adjoint extension approach proves not to be conclusive for a
unique definition of momentum operator given the boundary conditions for
the infinite well, we explore the quantization through generalized coherent
states (CS) as another possibility.
Note that various constructions of CS’s for the infinite square well have
been carried out, like the one in [8] or yet the one resting upon the dynamical
SU(1, 1) symmetry [9]. As will be shown later, our CS definition will be based
on more general criteria.
Coherent state quantization [10, 11, 12, 13, 14, 15, 16, 17] is an alternative
way of representing classical observables into a quantum system. The states
used in it include Glauber and Perelomov CS’s but lie in a wider definition
that admits a large range of state families resolving the identity. Identity
resolution is here the crucial condition.
In fact, these states form a frame of reference well suited to represent
classical quantities and, in that sense, work as a natural quantization pro-
cedure which is in one-to-one correspondence with the choice of the frame.
The validity of a precise frame choice is asserted by comparing spectral char-
acteristics of quantum observables f̂ with measured data. Unlike canonical
quantization where the whole model rests upon a pair of conjugated variables
within the Hamilton formalism [18], here we need the following elements.
First of all let X = {x ∈ X} be a set equipped with a measure µ(dx),
and let L2(X,µ) be the Hilbert space of square integrable functions f(x) on
X:
|f |2 =
∫
X
|f(x)|2 µ(dx) <∞ , 〈f1|f2〉 =
∫
X
f1(x)f2(x)µ(dx) . (10)
The set X can be taken as the phase space of a particular problem as will
be the case in this paper. Next we need a finite or infinite orthonormal set
S = {φn(x), n = 1, 2, . . .}, selected among the elements of L2(X,µ). This set
spans, by definition, the separable Hilbert subspace HS and must obey the
following condition:
0 < N (x) ≡
∑
n
|φn(x)|2 <∞ almost everywhere . (11)
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Now let us define the family of coherent states {|x〉}x∈X in HS through the
following linear superposition:
|x〉 ≡ 1√N (x)∑n φn(x)|n〉 , (12)
where the states |n〉 are in one to one correspondence with the functions in
the set S. This is an injective map X ∋ x 7→ |x〉 ∈ HS (which should be
continuous with respect to some minimal topology affected to X for which
the latter is locally compact): These coherent states have two main features:
they are normalized, 〈x|x〉 = 1 and crucially, they resolve the identity in HS∫
X
|x〉〈x| N (x)µ(dx) = IHS . (13)
The CS quantization of a classical observable f(x) on X, consists then in
associating to f(x) the operator
f̂ :=
∫
X
f(x)|x〉〈x| N (x)µ(dx). (14)
This “diagonal” decomposition (in a topological weak sense) may reveal to
be valid for a wide class of operators. The function f(x) is called upper (or
contravariant) symbol of the operator f̂ and is non-unique in general. On
the other hand, the mean value 〈x|f̂ |x〉 is called lower (or covariant) symbol
of f̂ .
4 Quantization of the particle motion on the
circle S1
The motion in the infinite square well potential can be seen as a particular
case of the motion on the circle S1, once we have identified the boundaries of
the well with each other and imposed Dirichlet conditions on them. Functions
on this domain will behave as pinched waves on a circle so it is useful to expose
first the more general case.
Applying our scheme of quantization we can define the CS’s on the circle.
The measure space X is the cylinder S1×R = {x ≡ (q, p) | 0 ≤ q < 2π, p, q ∈
R}, i.e. the phase space of a particle moving on the circle, where q and p are
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canonically conjugate variables. We consistently choose the measure on X
as the usual one, invariant (up to a factor) with respect to canonical trans-
formations: µ(dx) = 1
2π
dq dp. The functions φn(x) forming the orthonormal
system needed to construct CS’s are suitably weighted Fourier exponentials:
φn(x) =
( ǫ
π
)1/4
e−
ǫ
2
(p−n)2 einq , n ∈ Z , (15)
where ǫ > 0 can be arbitrarily small. This parameter possibly includes the
Planck constant together with the physical quantities characterizing the clas-
sical motion (frequency, mass, etc.). Actually, it represents a regularization.
Notice that the continuous distribution x 7→ |φn(x)|2 is the normal law cen-
tered at n (for the angular momentum variable p). We establish a one-to-one
correspondence between the functions φn and the states |n〉 which form an
orthonormal basis of some generic separable Hilbert space H that can be
viewed or not as a subspace of L2(X,µ(dx)). CS’s, as vectors in H, read
then as
|p, q〉 = 1√N (p)
( ǫ
π
)1/4∑
n∈Z
e−
ǫ
2
(p−n)2 e−inq|n〉 , (16)
where the normalization factor
N (x) ≡ N (p) =
√
ǫ
π
∑
n∈Z
e−ǫ(p−n)
2
<∞ , (17)
is a periodic train of normalized Gaussian functions and is proportional to
an elliptic Theta function. Applying the Poisson summation yields the al-
ternative form:
N (p) =
∑
n∈Z
e2πinp e−
π2
ǫ
n2 . (18)
From this formula it is easy to prove that limǫ→0N (p) = 1.
The CS’s (16) have been previously proposed, however through quite dif-
ferent approaches, by De Bie`vre-Gonza´lez (1992-93) [19], Kowalski-Rembielin´ski-
Papaloucas (1996) [20], and Gonza´lez-Del Olmo (1998) [21].
4.1 Quantization of classical observables
The quantum operator acting on H, associated to the classical observable
f(x), is obtained as in (14). For the most basic one, i.e. the classical observ-
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able p itself, the procedure yields
p̂ =
∫
X
N (p) p |p, q〉〈p, q|µ(dx) =
∑
n∈Z
n |n〉〈n|, (19)
and this is nothing but the angular momentum operator, which reads in
angular position representation (Fourier series): p̂ = −i ∂
∂q
.
For an arbitrary function f(q), we have
f̂(q) =
∫
X
µ(dx)N (p)f(q) |p, q〉〈p, q|
=
∑
n,n′∈Z
e−
ǫ
4
(n−n′)2 cn−n′(f)|n〉〈n′|, (20)
where cn(f) is the n-th Fourier coefficient of f . In particular, we have for
the angular position operator q̂ :
q̂ = πIH + i
∑
n 6=n′
e−
ǫ
4
(n−n′)2
n− n′ |n〉〈n
′| . (21)
The shift operator is the quantized counterpart of the “Fourier fundamental
harmonic”:
êiq = e−
ǫ
4
∑
n
|n+ 1〉〈n|. (22)
The commutation rule between (19) and (22) gives
[ p̂, êiq ] = êiq, (23)
and is canonical in the sense that it is in exact correspondence with the
classical Poisson bracket {
p, eiq
}
= ieiq. (24)
Some interesting aspects of other such correspondences are found in [22]. For
arbitrary functions of q the commutator
[ p̂, f̂(q) ] =
∑
n,n′
(n− n′)e− ǫ4 (n−n′)2 cn−n′(f) |n〉〈n′|, (25)
can give rise to interpretational difficulties. In particular, when f(q) = q, i.e.
for the angle operator
[ p̂, q̂ ] = i
∑
n 6=n′
e−
ǫ
4
(n−n′)2 |n〉〈n′| , (26)
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the comparison with the classical bracket {p, q} = 1 is not direct. Actually,
these difficulties are only apparent if we consider instead the 2π-periodic
extension to R of f(q). The position observable f(q) = q, originally de-
fined in the interval [0, 2π), acquires then a sawtooth shape and its periodic
discontinuities are accountable for the discrepancy. In fact the obstacle is
circumvented if we examine, for instance, the behaviour of the corresponding
lower symbols at the limit ǫ→ 0. For the angle operator we have
〈p0, q0| q̂ |p0, q0〉 = π + 1
2
(
1 +
N (p0 − 12)
N (p0)
) ∑
n 6=0
i
e−
ǫ
2
n2+inq0
n
∼
ǫ→0
π +
∑
n 6=0
i
einq0
n
, (27)
where we recognize at the limit the Fourier series of f(q). For the commu-
tator, we recover the canonical commutation rule modulo Dirac singularities
on the lattice 2πZ.
〈p0, q0|[ p̂, q̂ ] |p0, q0〉 = 1
2
(
1 +
N (p0 − 12)
N (p0)
)(
−i +
∑
n∈Z
ie−
ǫ
2
n2+inq0
)
∼
ǫ→0
−i + i
∑
n
δ(q0 − 2πn). (28)
5 Coherent state quantization of the motion
in an infinite well potential
When the classical particle is trapped in an infinite well of real interval ∆, the
Hilbert space of quantum states is L2(∆, dx) and the quantization problem
has something to do with the quantization of the motion on the circle S1.
Notwithstanding the fact that boundary conditions are not periodic but, as
was discussed in Section 2, induce that the wave functions in position repre-
sentation vanish at the boundary, the momentum operator p̂ for the motion
in the infinite well should be the counterpart of the angular momentum oper-
ator for the motion on the circle. Since the energy spectrum for the infinite
square well is, in suitable units, {n2, n ∈ N∗}, we should expect that the
spectrum of p̂ should be Z∗, like the one for the angular momentum, without
the null eigenvalue. We now wish to exploit this similarity between the two
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problems. We will adapt the coherent states (CS’s) on the circle [19, 20, 21]
to the present situation by constructing two-component vector CS’s, in the
spirit of [23], as infinite superpositions of spinors eigenvectors of p̂ .
5.1 The standard quantum context
Any quantum system trapped inside the infinite square well 0 6 q 6 L must
have its wave function equal to zero beyond the boundaries. It is thus natural
to impose on the wave functions the conditions
ψ(q) = 0, q > L and q 6 0 . (29)
Since the motion takes place only inside the interval [0, L], we may as well
ignore the rest of the line and replace the constraints (29) by those given in
(7), i.e.:
ψ ∈ L2([0, L], dq), ψ(0) = ψ(L) = 0 . (30)
Moreover, one may consider the periodized well and instead impose the cyclic
boundary conditions ψ(nL) = 0, ∀n ∈ Z.
In either case, stationary states of the trapped particle of mass m are
easily found from the eigenvalue problem for the Schro¨dinger operator with
Hamiltonian:
H ≡ Hw = − ~
2
2m
d2
dx2
. (31)
We explained in Section 2 that this Hamiltonian is self-adjoint [2] on an
appropriate dense domain in (30). Then
Ψ(q, t) = e−
i
~
HtΨ(q, 0) , (32)
where Ψ(q, 0) ≡ ψ(q) obeys the eigenvalue equation
Hψ(q) = Eψ(q) , (33)
together with the boundary conditions (30). Normalized eigenstates and
corresponding eigenvalues are then given by (3) (that we rewrite here in
more details)
ψn(q) =
√
2
L
sin
(
nπ
q
L
)
, 0 6 q 6 L , (34)
Hψn = Enψn , n = 1, 2, . . . , (35)
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with
En =
~2π2
2mL2
n2 ≡ ~ωn2 , ω = ~π
2
2mL2
≡ 2π
Tr
, (36)
where Tr is the “revival” time to be compared with the purely classical round
trip time.
5.2 The quantum phase space context
The classical phase space of the motion of the particle is the infinite strip
X = [0, L]×R = {x = (q, p) | q ∈ [0, L] , p ∈ R} equipped with the measure:
µ(dx) = dq dp. A phase trajectory for a given non-zero classical energy
Eclass =
1
2
mv2 is represented in the figure 1.
Typically, we have two phases in the periodic particle motion with a given
energy: one corresponds to positive values of the momentum, p = mv while
the other one is for negative values, p = −mv. This observation naturally
leads us to introduce the Hilbert space of two-component complex-valued
functions (or spinors) square-integrable with respect to µ(dx) :
L2
C2
(X,µ(dx)) ≃ C2⊗L2
C
(X,µ(dx)) =
{
Φ(x) =
(
φ+(x)
φ−(x)
)
, φ± ∈ L2C(X,µ(dx))
}
.
(37)
We now choose our orthonormal system as formed of the following vector-
valued functions Φn,ǫ(x), κ = ±,
Φn,+(x) =
(
φn,+(x)
0
)
, Φn,−(x) =
(
0
φn,−(x)
)
,
φn,κ(x) =
√
c e
− 1
2ρ2
(p−κpn)2 sin
(
nπ
q
L
)
, κ = ± , n = 1, 2, . . . , (38)
where
c =
2
ρL
√
π
, pn =
√
2mEn =
~π
L
n , (39)
and the half-width ρ > 0 is a parameter which has the dimension of a momen-
tum, say ρ = ~πϑ/L with ϑ > 0 a dimensionless parameter. This parameter
can be arbitrarily small (like for the classical limit) and, of course, arbitrarily
large (for a very narrow well, for instance).
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The functions Φn,κ(x) are continuous, vanish at the boundaries q = 0 and
q = L of the phase space, and obey the essential finiteness condition (11):
0 < N (x) ≡ N (q, p) ≡ N+(x) +N−(x) =
∑
κ=±
∞∑
n=1
Φ†n,κ(x)Φn,κ(x)
= c
∞∑
n=1
[
e
− 1
ρ2
(p−pn)2 + e
− 1
ρ2
(p+pn)2
]
sin2
(
nπ
q
L
)
<∞ . (40)
The expression of N (q, p) ≡ c S(q, p) can be simplified to :
S(q, p) = ℜ
{
1
2
∞∑
n=−∞
[
1− ei2πn qL ]e− 1ρ2 (p−pn)2} . (41)
It then becomes apparent that N and S can be expressed in terms of elliptic
theta functions. Function S has no physical dimension whereas N has the
same dimension as c, that is the inverse of an action.
We are now in measure of defining our vector CS’s [23]. We set up a
one-to-one correspondence between the functions Φn,κ’s and the following
two-component states
|n,±〉 def= |±〉 ⊗ |n〉 , |+〉 =
(
1
0
)
, |−〉 =
(
0
1
)
, (42)
forming an orthonormal basis of some separable Hilbert space of the form
K = C2⊗H. The latter can be viewed also as the subspace of L2
C2
(X,µ(dx))
equal to the closure of the linear span of the set of Φn,κ’s. Next, we choose the
following set of 2× 2 diagonal real matrices for our construction of vectorial
CS’s:
Fn(x) =
(
φn,+(q, p) 0
0 φn,−(q, p)
)
. (43)
Note that N (x) =∑∞n=1 tr(Fn(x)2). Vector CS’s, |x, χ〉 ∈ C2 ⊗H = K, are
now defined for each x ∈ X and χ ∈ C2 by the relation
|x, χ〉 = 1√N (x)
∞∑
n=1
Fn(x) |χ〉 ⊗ |n〉 . (44)
In particular, we single out the two orthogonal CS’s
|x, κ〉 = 1√N (x)
∞∑
n=1
Fn(x)|n, κ〉 , κ = ± . (45)
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By construction, these states also satisfy the infinite square well boundary
conditions, namely |x, κ〉q=0 = |x, κ〉q=L = 0. Furthermore they fulfill the
normalizations
〈x, κ|x, κ〉 = Nκ(x)N (x) ,
∑
κ=±
〈x, κ|x, κ〉 = 1 , (46)
and the resolution of the identity in K:∫
X
|x〉〈x|N (x)µ(dx) =
∑
κ=±
∞∑
n,n′=1
∫ ∞
−∞
∫ L
0
Fn(q, p)Fn′(q, p)|n, κ〉〈n′, κ|dqdp
=
∑
κ=±
∞∑
n=1
|n, κ〉〈n, κ| = σ0 ⊗ IH = IK . (47)
where σ0 denotes the 2×2 identity matrix consistently with the Pauli matrix
notation σµ to be used in the following.
5.3 Quantization of classical observables
The quantization of a generic function f(q, p) on the phase space is given by
the expression (14), that is for our particular CS choice:
f̂ =
∑
κ=±
∫ ∞
−∞
∫ L
0
f(q, p)|x, κ〉〈x, κ|N (q, p)dqdp
=
∞∑
n,n′=1
|n〉〈n′| ⊗
(
f̂+ 0
0 f̂−
)
, (48)
where
f̂± =
∫ ∞
−∞
dp
∫ L
0
dq φn,±(q, p)f(q, p)φn′,±(q, p) . (49)
Note that we could even extend the quantization map f 7→ f̂ to functions
f(q, p, κ) on the “doubled” phase space where the two motion phases (left-
right) are taken into account. This interesting possibility will not be explored
here. Let us just give the corresponding formulas:
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f̂ =
∑
κ=±
∫ ∞
−∞
∫ L
0
f(q, p, κ)|x, κ〉〈x, κ|N (q, p)dqdp
=
∞∑
n,n′=1
|n〉〈n′| ⊗
(
f̂+ 0
0 f̂−
)
, (50)
where
f̂± =
∫ ∞
−∞
dp
∫ L
0
dq φn,±(q, p)f(q, p,±)φn′,±(q, p) . (51)
For the particular case in which f is function of p only, f(p), the operator
is given by
f̂ =
∑
κ=±
∫ ∞
−∞
∫ L
0
f(p)|x, κ〉〈x, κ|N (q, p)dqdp
=
1
ρ
√
π
∞∑
n=1
|n〉〈n| ⊗
(
f̂+ 0
0 f̂−
)
, (52)
with
f̂± =
∫ ∞
−∞
dp f(p) exp
(− 1
ρ2
(p∓ pn)2
)
. (53)
Note that this operator is diagonal on the |n, κ〉 basis.
5.3.1 Momentum and Energy
In particular, using f(p) = p, one gets the diagonal operator with spectrum
Z∗:
p̂ =
∞∑
n=1
pn σ3 ⊗ |n〉〈n| , (54)
where σ3 =
(
1 0
0 −1
)
is a Pauli matrix.
We thus get a satisfying self-adjoint momentum operator For f(p) = p2,
which is proportional to the Hamiltonian, the quantum counterpart reads as
p̂2 =
ρ2
2
IK +
∞∑
n=1
p2n σ0 ⊗ |n〉〈n| =
ρ2
2
IK + (p̂ )
2 . (55)
Note that this implies that the operator for the square of momentum does not
coincide with the square of the momentum operator. Actually they coincide
up to O(~2).
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5.3.2 Position
For a general function of the position f(q) our quantization procedure yields
the following operator:
f̂ =
∞∑
n,n′=1
e
− 1
4ρ2
(pn−pn′)
2
[dn−n′(f)− dn+n′(f)]σ0 ⊗ |n〉〈n′| , (56)
where
dm(f) ≡ 1
L
∫ L
0
f(q) cos
(
mπ
q
L
)
dq . (57)
In particular, for f(q) = q we get the “position” operator
q̂ =
L
2
IK − 2L
π2
∞∑
n,n′≥1,
n+n′=2k+1
e
− 1
4ρ2
(pn−pn′)
2
[
1
(n− n′)2 −
1
(n+ n′)2
]
σ0 ⊗ |n〉〈n′| ,
(58)
with k ∈ N. Note the appearance of the classical mean value for the position
on the diagonal.
5.3.3 Commutation rules
Now, in order to see to what extent these momentum and position opera-
tors differ from their classical (canonical) counterparts, let us consider their
commutator:
[ q̂, p̂ ] =
2~
π
∞∑
n6=n′
n+n′=2k+1
Cn,n′ σ3 ⊗ |n〉〈n′| (59)
Cn,n′ = e
− 1
4ρ2
(pn−pn′)
2
(n− n′)
[
1
(n− n′)2 −
1
(n+ n′)2
]
. (60)
This is an infinite antisymmetric real matrix. The respective spectra of
finite matrix approximations of this operator and of position and momentum
operators are compared in figures 2 and 3 for various values of the regulator
ρ = ~πϑ/L = ϑ in units ~ = 1, L = π. When ρ takes large values, one can
see that the eigenvalues of [ q̂, p̂ ] accumulate around ±i, i.e. they become
almost canonical. Conversely, when ρ→ 0 all eigenvalues become null, which
corresponds to the classical limit.
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5.3.4 Evolution operator
The Hamiltonian of a spinless particle trapped inside the well is simply H =
p2/2m. Its quantum counterpart therefore is Ĥ = p̂2/2m. The unitary
evolution operator, as usual, is given by
U(t) = e−
i
~
bHt = e−iωϑt
∞∑
n=1
e−
ip2nt
2m~ σ0 ⊗ |n〉〈n| . (61)
Note the appearance of the global time-dependent phase factor with fre-
quency ωϑ which can be compared with the revival frequency
ωϑ =
~π2ϑ2
4mL2
=
ωϑ2
2
. (62)
6 Quantum behaviour through lower symbols
Meanvalues in coherent states, i.e. lower symbols, are computed with nor-
malized CS’s. The latter are denoted as follows
|x〉 = |x,+〉+ |x,−〉 . (63)
Hence, the lower symbol of a quantum observable A should be computed as
Aˇ(x) = 〈x|A|x〉 ≡ Aˇ++(x) + Aˇ+−(x) + Aˇ−+(x) + Aˇ−−(x) .
This gives the following results for the observables previously considered :
6.0.5 Position
In the same way, the mean value of the position operator in a vector CS |x〉
is given by:
〈x|q̂ |x〉 = L
2
−Q(q, p) , (64)
where we can distinguish the classical mean value for the position corrected
by the function
Q(q, p) =
2L
π2
1
S
∞∑
n,n′=1,n 6=n′
n+n′=2k+1
e
− 1
4ρ2
(pn−pn′)
2
[
1
(n− n′)2 −
1
(n+ n′)2
]
×
×
[
e
− 1
2ρ2
[(p−pn)2+(p−pn′)
2]
+
+ e
− 1
2ρ2
[(p+pn)2+(p+pn′)
2]
]
sin
(
nπ
q
L
)
sin
(
n′π
q
L
)
. (65)
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This function depends on the parameter ϑ as is shown in figure 4 with a
numerical approximation using finite matrices. As for p̂, we calculate the
dispersion defined as
∆Q =
√
qˇ2 − qˇ2. (66)
Its behaviour for different values of ϑ is shown in figure 6.
6.0.6 Time evolution of position
The change through time of the position operator is given by the transforma-
tion q̂ (t) := U †(t) q̂ U(t), and differs from q̂ by the insertion of an oscillating
term in the series. Its lower symbol is given by
〈x|q̂ (t)|x〉 = L
2
−Q(q, p, t) , (67)
where this time the series have the form
Q(q, p, t) =
2L
π2
1
S
∞∑
n,n′=1,n 6=n′
n+n′=2k+1
e−
i
2m~
(p2n−p
2
n′
) t e
− 1
4ρ2
(pn−pn′)
2×
×
[
1
(n− n′)2 −
1
(n+ n′)2
]
sin
(
nπ
q
L
)
sin
(
n′π
q
L
)
×
×
[
e
− 1
2ρ2
[(p−pn)2+(p−pn′ )
2]
+ e
− 1
2ρ2
[(p+pn)2+(p+pn′)
2]
]
. (68)
Note that the time dependence manifests itself in the form of a Fourier series
of with frequencies (n2−n′2) ~π2/2mL2. This corresponds to the circulation
of the wave packet inside the well.
6.0.7 Momentum
The mean value of the momentum operator in a vector CS |x〉 is given by
the affine combination:
〈x|p̂ |x〉 = M(x)N (x) ,
M(x) = c
∞∑
n=1
pn
[
e
− 1
ρ2
(p−pn)2 − e− 1ρ2 (p+pn)2
]
sin2
(
nπ
q
L
)
. (69)
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This function reproduce the profile of the function p, as can be seen in the
figure 5. We calculate then the dispersion ∆P , defined as
∆P =
√
pˇ2 − pˇ2, (70)
using the mean values in a CS |x〉. Its behaviour as a function of x is shown
in figure 7.
6.0.8 Position-momentum commutator
The mean value of the commutator in a normalized state Ψ =
( φ+
φ−
)
is the
pure imaginary expression:
〈Ψ|[ q̂, p̂ ]|Ψ〉 = 2i~
π
∞∑
n6=n′
n+n′=2k+1
e
− 1
4ρ2
(pn−pn′)
2
(n− n′)×
×
[
1
(n− n′)2 −
1
(n + n′)2
]
ℑ(〈φ+|n〉〈n′|φ+〉 − 〈φ−|n〉〈n′|φ−〉) .
(71)
Given the symmetry and the real-valuedness of states (45), the mean value of
the commutator when Ψ is one of our CS’s vanish, even if the operator does
not. This result is due to the symmetric spectrum of the commutator around
0. As is shown in Part c) of figures 2, the eigenvalues of the commutator tend
to ±i~ as ρ, i.e. ϑ, increases. Still, there are some points with modulus less
than ~. This leads to dispersions ∆Q∆P in CS’s |x〉 that are no longer
bounded from below by ~/2. Actually, the lower bound of this product, for
a region in the phase space as large as we wish, decreases as ϑ diminish. A
numerical approximation is shown in figure 8.
7 Discussion
From the mean values of the operators obtained here, we verify that the
vector CS quantization presented in the previous sections gives well-behaved
momentum and position operators. The classical limit is reached once the
appropriate limit for the parameter ϑ is found. If we consider the behaviour
of the observables as a function of the dimensionless quantity ϑ = ρL/~π,
at the limit ϑ → 0 and when the Gaussian functions for the momentum
21
become very narrow, the lower symbol of the position operator is qˇ ∼ L/2.
This corresponds to the classical average value position in the well. On the
other hand, at the limit ϑ → ∞, for which the involved Gaussians spread
to constant functions, the mean value 〈x|qˆ|x〉 converges numerically to the
function q. In other words, our position operator yields a fair quantitative
description for the quantum localization within the well. The lower symbol
〈x|pˆ|x〉 behaves as a stair-step function for ρ close to 0 and progressively fits
the function p when ρ increases. These behaviours are well illustrated in the
figures 4 and 5. The effect of the parameter ϑ is also noticeable in the disper-
sions of q̂ and p̂. Here, the variations of the full width at half maximum of the
Gaussian function reveal different dispersions for the operators. Clearly, if a
classical behaviour is sought, the values of ϑ have to be chosen near 0. This
gives localized values for the observables. The numerical explorations shown
in figures 6 and 7 give a good account of this modulation. Consistently with
the previous results, the behaviour of the product ∆Q∆P at low values of ϑ
shows uncorrelated observables at any point in the phase space, whereas at
large values of this parameter the product is constant and almost equal to
the canonical quantum lowest limit ~/2. This is shown in figure 8.
It is interesting to note that if we replace the Gaussian distribution, used
here for the p variable in the construction of the CS’s, by any positive even
probability distribution R ∈ p 7→ ̟(p) such that ∑n̟(p − n) < ∞ the
results are not so different! The momentum spectrum is still Z∗ and the
energy spectrum has the form {n2+constant}. In this regard, an interesting
approach combining mathematical statistics concepts and group theoretical
constructions of CS’s has been developed by Heller and Wang [24, 25] and
recently extended in [26] to a large class of (vector) coherent states of the
nonlinear class within a Bayesian duality context.
The work presented here could have applications to those particular phys-
ical problems where the square well is used as a model for impenetrable
barriers [27], in the spirit of what has been done in [28].
The generalization to higher-dimensional infinite potential wells is more
or less tractable, depending on the geometry of the barriers. This includes
quantum dots and other quantum traps. Nevertheless, we believe that the
simplicity and the universality of the method proposed in the present work
should reveal itself useful for this purpose.
Author Garc´ıa de Leo´n wishes to acknowledge the Consejo Nacional de
Ciencia y Tecnolog´ıa (CONACyT) for its support.
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Figure 1: Phase trajectory of the particle in the infinite square-well.
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Figure 2: Eigenvalues of q̂, p̂ and [ q̂, p̂ ] for increasing values of the char-
acteristic momentum ρ = ~πϑ/L of the system, and computed for N × N
approximation matrices. Units have been chosen such that ~ = 1, L = π so
that ρ = ϑ and pn = n. Note that for q̂ with ρ small, the eigenvalues adjust
to the classical mean value L/2. The spectrum of p̂ is independent of ρ as is
shown in (54). For the commutator, the values are purely imaginary.
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Figure 3: Continued from figure 2: N×N approximation matrices eigenvalues
of q̂, p̂ and [ q̂, p̂ ] for increasingly larger values of ρ = ~πϑ/L = ϑ in units
~ = 1, L = π. The spectrum of p̂ is independent of ρ as is shown in
(54). For the commutator, the eigenvalues are purely imaginary and tend to
accumulate around i~ and −i~ as ρ increases.28
Figure 4: The lower symbol qˇ depicted for various values of ρ = ~πϑ/L = ϑ
in units ~ = 1, L = π. Note the way the mean value fits the function q when
ρ is large, and approaches the classical average in the well for low values of
the parameter.
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Figure 5: The lower symbol pˇ depicted for various values of ρ = ~πϑ/L = ϑ
in units ~ = 1, L = π. The function becomes smoother when ρ is large.
30
Figure 6: Variance of q depicted for various values of ρ = ~πϑ/L = ϑ in units
~ = 1, L = π. Note how different dispersions are revealed just by changing
the width of the Gaussian function of the p variable. Low dispersion, close
to classical, is found for ϑ near 0 and the quantum behaviour is recovered at
large values of the parameter.
31
Figure 7: Variance of p depicted for various values of ρ = ~πϑ/L = ϑ in units
~ = 1, L = π. Consistently with qˇ, a well localized momentum is found for
low values of the parameter. This is actually expected since the Gaussian
becomes very narrow.
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Figure 8: Product ∆Q∆P for various values of ρ = ~πϑ/L = ϑ in units
~ = 1, L = π. Note the modification of the vertical scale from one picture
to another. Again, the pair position-momentum tends to decorrelate at low
values of the parameter, like they should do in the classical limit. On the
other hand it approaches the usual quantum-conjugate pair at high values of
ρ.
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1Fuzzy de Sitter space-times via coherent states
quantization
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Abstract. A construction of the 2d and 4d fuzzy de Sitter (dS) hyperboloids
is carried out by using a (vector) coherent state quantization. The issue is a
natural discretization of the dS “time” axis based on the spectrum of Casimir
operators of the respective maximal compact subgroups SO(2) and SO(4) of
the de Sitter groups SO0(1,2) and SO0(1,4). The continuous limit at infinite
spins is examined.
1 Introduction
The Madore construction of the fuzzy sphere [1] is based on the replace-
ment “by hand” of coordinate functions of the sphere by components of
the angular momentum operator in a (2 j+ 1)-dimensional UIR of SU(2).
In this way, the commutative algebra of functions on S2, viewed as restric-
tions of smooth functions on R3, becomes the non-commutative algebra of
(2 j+ 1)× (2 j+ 1)-matrices, with corresponding differential calculus. The
commutative limit is recovered at j → ∞ while another parameter, say ρ ,
goes to zero with the constraint jρ = 1 (or R for a sphere of radius R). The
aim of the present work is to achieve a similar construction for the 2d and 4d
de Sitter hyperboloids. The method is based on a generalization of coherent
state quantization a` la Klauder-Berezin (see [2, 3] and references therein).
We recall that the de Sitter space-time is the unique solution of the vacuum
Einstein’s equations with positive cosmological constant Λ. This constant
is linked to the constant Ricci curvature 4Λ of this space-time. There ex-
ists a fundamental length H−1 :=
√
3/(cΛ). The isometry group of the de
Sitter manifold is the ten-parameter de Sitter group SO0(1,4), the latter is a
deformation of the proper orthochronous Poincare´ group P↑+.
22 Coherent state quantization: the general framework
Let X be a set equipped with the measure µ(dx) and L2(X ,µ) its associated
Hilbert space of square integrable functions f (x) on X . Among the elements
of L2(X ,µ) let us select an orthonormal set {φn(x)}Nn=1, N being finite or infi-
nite, which spans, by definition, a separable Hilbert subspace H . This set is
constrained to obey: 0<N (x) := ∑n |φn(x)|2 < ∞. Let us then consider the
family of states {|x〉}x∈X in H through the following linear superposition:
|x〉 := 1√
N (x)
∑
n
φn(x)|φn〉. (1)
This defines an injective map (which should be continuous w.r.t. some topol-
ogy affected to X) X ∋ x 7→ |x〉 ∈H . These coherent states obey normaliza-
tion and resolution of the unity in H :
〈x |x〉= 1,
∫
X
|x〉〈x|N (x)µ(dx) = IH . (2)
A classical observable is a function f (x) on X having specific properties. Its
quantization a` la Berezin-Klauder-“Toeplitz” consists in associating to f (x)
the operator
A f :=
∫
X
f (x)|x〉〈x|N (x)µ(dx). (3)
For instance, the application to the sphere X = S2 with normalized measure
µ(dx) = sinθ dθ dφ/4pi is carried out through the choice as orthonormal
set the spin spherical harmonics σYjm(rˆ) for fixed σ and j. One obtains
[4] in this way a family of inequivalent (with respect to quantization) fuzzy
spheres, labeled by the the spin parameter 0< |σ | ≤ j, j ∈ N∗/2. Note that
the spin is necessary in order to get a nontrivial quantization of the cartesian
coordinates.
3 Application to the 2d de Sitter space-time
De Sitter space is seen as a one-sheeted hyperboloid embedded in a three-
dimensional Minkowski space:
MH = {x ∈ R3 : x2 = ηαβ xαxβ = (x0)2− (x1)2− (x2)2 =−H−2}. (4)
The de Sitter group is SO0(1,2) or its double covering SU(1,1)≃ SL(2,R).
Its Lie algebra is spanned by the three Killing vectors Kαβ = xα∂β − xβ ∂α
3(K12: compact, for “space translations”, K02: non compact, for “time transla-
tions”, K01: non compact, for Lorentz boosts). These Killing vectors are rep-
resented as (essentially) self-adjoint operators in a Hilbert space of functions
onMH , square integrable with respect to some invariant inner (Klein-Gordon
type) product.
The quadratic Casimir operator has eigenvalues which determine the
UIR’s:
Q=−1
2
MαβM
αβ =− j( j+1)I=
(
ρ2+
1
4
)
I (5)
where j =−1
2
+ iρ , ρ ∈ R+ for the principal series.
Comparing the geometric constraint (4) to the group theoretical one
(5) (in the principal series) suggests the fuzzy correspondence [5]:
xα 7→ x̂α = r
2
εαβγ Mβγ , i.e. x̂0 = rM21, x̂1 = rM02, x̂2 = rM10.
r being a constant with length dimension. The following commutation rules
are expected
[x̂0, x̂1] = irx̂2, [x̂0, x̂2] =−irx̂1, [x̂1, x̂2] = irx̂0, (6)
with ηαβ x̂α x̂β = −r2(ρ2+ 14)I, and its “commutative classical limit”, r→
0, ρ → ∞, rρ = H−1.
Let us now proceed to the CS quantization of the 2d dS hyper-
boloid. The “observation” set X is the hyperboloid MH . Convenient global
coordinates are those of the topologically equivalent cylindrical structure:
(τ,θ), τ ∈ R, 0 ≤ θ < 2pi, through the parametrization, x0 = rτ, x1 =
rτ cosθ − rρ sinθ , x2 = rτ sinθ + rρ cosθ , with the invariant measure:
µ(dx) = 1
2pi dτ dθ . The functions φm(x) forming the orthonormal system
needed to construct coherent states are suitably weighted Fourier exponen-
tials:
φm(x) =
( ε
pi
)1/4
e−
ε
2
(τ−m)2 eimθ , m ∈ Z, (7)
where the parameter ε > 0 can be arbitrarily small and represents a necessary
regularization. Through the superposition (1) the coherent states read
|τ,θ〉= 1√
N (τ)
( ε
pi
)1/4
∑
m∈Z
e−
ε
2
(τ−m)2 e−imθ |m〉, (8)
where |m〉 ≡ |φm〉. The normalization factor N (τ) =
√
ε
pi ∑m∈Z e
−ε(τ−m)2 <
∞ is a periodic train of normalized Gaussians and is proportional to an elliptic
Theta function.
4The CS quantization scheme (3) yields the quantum operator A f , act-
ing on H and associated to the classical observable f (x). For the most basic
one, associated to the coordinate τ , one gets
Aτ =
∫
X
τ |τ,θ〉〈τ,θ |N (τ)µ(dx) = ∑
m∈Z
m|m〉〈m|. (9)
This operator reads in angular position representation (Fourier series): Aτ =
−i ∂∂θ , and is easily identified as the compact representative M12 of the
Killing vector K12 in the principal series UIR. Thus, the “time” component
x0 is naturally quantized, with spectrum rZ through x0 7→ x̂0 = −rM12. For
the two other ambient coordinates one gets:
x̂1=
re−
ε
4
2
∑
m∈Z
{
pm|m+1〉〈m|+h.c.
}
, x̂2=
re−
ε
4
2i
∑
m∈Z
{
pm|m+1〉〈m|−h.c.
}
,
with pm=(m+
1
2
+ iρ). Commutation rules are those of so(1,2), that is those
of (6) with a local modification to [x̂1, x̂2] = −ire− ε2 x̂0. The commutative
limit at r→ 0 is apparent. It is proved that the same holds for higher degree
polynomials in the ambient space coordinates.
4 Application to the 4d de Sitter space-time
The extension of the method to the 4d-de Sitter geometry and kinemat-
ics involves the universal covering of SO0(1,4), namely, the symplectic
Sp(2,2) group, needed for half-integer spins. In a given UIR of the latter, the
ten Killing vectors are represented as (essentially) self-adjoint operators in
Hilbert space of (spinor-)tensor valued functions on the de Sitter space-time
MH , square integrable with respect to some invariant inner (Klein-Gordon
type) product: Kαβ → Lαβ . There are now two Casimir operators whose
eigenvalues determine the UIR’s:
Q(1) =−1
2
LαβL
αβ , Q(2) =−WαWα , Wα :=−1
8
εαβγδηLβγLδη .
Like in the 2-dimensional case, the principal series is involved in the con-
struction of the fuzzy de Sitter space-time. Indeed, by comparing both
constraints, the geometric one: ηαβ x
αxβ = −H−2 and the group theoret-
ical one, involving the quartic Casimir (in the principal series with spin
s > 0): Q(2) = −WαWα =
(
ν2+ 1
4
)
s(s+ 1)I suggests the correspondence
5[5]: xα 7→ x̂α = rWα , and the “commutative classical limit” : r→ 0, s→
∞, ν → ∞, rsν = H−1.
For the CS quantization of the 4d-dS hyperboloid, suitable global
coordinates are those of the topologically equivalent R × S3 structure:
(τ,ξ ), τ ∈ R, ξ ∈ S3, through the following parametrization, x0 = rτ, x =
(x1,x2,x3,x4)† = rτ ξ + rsν ξ⊥, where ξ⊥ ∈ S3 and ξ · ξ⊥ = 0, with the
invariant measure: µ(dx) = dτ µ(dξ ). We now consider the spectrum
{τi | i ∈Z} of the compact “dS fuzzy time” operatorW 0 in the Hilbert space
L2
C2s+1
(S3) which carries the principal series UIR Us,ν , s> 0. This spectrum
is discrete. Let us denote by {ZJ (ξ )}, where J represents a set of in-
dexes including in some fashion index i, an orthonormal basis of L2
C2s+1
(S3)
made up with the eigenvectors ofW 0. The functions φJ (x), forming the or-
thonormal system needed to construct coherent states, are suitably weighted
Fourier exponentials:
φJ (x) =
( ε
pi
)1/4
e−
ε
2
(τ−τi)2 ZJ (ξ ), (10)
where ε > 0 can be arbitrarily small. The resulting vector coherent states
read as
|τ,ξ 〉= 1√
N (τ,ξ )
( ε
pi
)1/4
∑
J
e−
ε
2
(τ−τi)2 ZJ (ξ )|J 〉, (11)
with normalization factor
N (x)≡N (τ,ξ ) =
√
ε
pi ∑J
e−ε(τ−τi)
2
Z †J (ξ )ZJ (ξ )< ∞.
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Annexe A
Recueil de résultats intermédiaires
§. Formalisme ambiant dans Rd+1
L’espace-temps de de Sitter admet une immersion dans un espace minkowskien ambiant d’une dimension supérieure.
On l’identiﬁe à l’hyperboloïde à une nappe donné par :
XH = {y ∈ Rd+1 | (y0)2 − ‖y‖2 − (yd)2 = −H−2},
où H, l’inverse du rayon de l’hyperboloïde, correspond à la constante de Hubble. Les champs de vecteurs sur l’espace-
temps de de Sitter sont tangents à l’hyperboloïde et vériﬁent :
y · T (y)
∣∣∣
y2=−H−2
= 0,
c’est-à-dire qu’ils sont transverses en chacun de leurs indices. L’écriture intrinsèque d’un tel champ est alors
TH(x) =
∂xµ1
∂yκ1
..
∂xµp
∂yκp
∂yϑ1
∂xν1
..
∂yϑq
∂xνq
T (y)
∣∣∣
y2=−H−2
que nous écrirons, aﬁn d’alléger les notations, TH ≡ T . On établit alors une correspondance entre les quantités
intrinsèques sur l’espace-temps de de Sitter et les champs de tenseurs transverses dans l’espace ambiant Rd+1. De
fait, plutôt que de considérer les champs de tenseurs dont le support est restreint à l’hyperboloïde il est plus simple
d’étendre ceux-ci aux champs homogènes de Rd+1, c’est-à-dire tels que :
y · ∂
∂y
T (y) = λT (y), λ ∈ R.
On obtient alors leur valeur sur l’hyperboloïde avec :
T (y)
∣∣∣
y2=−H−2
= (−y2H2)λ2 T (y).
Dans ce manuscrit nous ferons souvent l’aller-retour entre les deux formalismes, raison pour laquelle nous rassemblons
les formules utiles à notre travail ci-après.
❦ Dérivées transverses et projecteurs transverses :
Dans l’espace ambiant Rd+1 les dérivées partielles usuelles ne sont pas des opérateurs intrinsèques sur l’hyperboloïde.
Par exemple, elles ne sont pas à valeur dans l’espace tangent à l’hyperboloïde. Introduisons l’opération de projection
transverse à l’hyperboloïde :
T
κ1..κp
ϑ1..ϑq (y) =
(
TrprT (y)
)κ1..κp
ϑ1..ϑq = Θ
κ1
λ1 ..Θ
κp
λpΘϑ1
η1 ..Θϑq
ηqTλ1..λpη1..ηq ,
où Θ est la projection transverse suivant un indice avec :
Θκλ(y) = (δ
κ
λ +H
2yκyλ).
Notons immédiatement la relation très importante :
gµν(x) ≡ Θκϑ(y).
Nous noterons la dérivée ambiante transverse ∂κ avec
∂κ = (∂κ +H
2yκy ·∂) = (∂κ +H2λyκ),
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sur un champ de tenseurs homogène de degré λ. On a de même :
∂
2
= ∂κ∂
κ
= [∂
2
+H2λ(λ+ d− 1)].
Finalement, on notera les identités suivantes :
[∂ϑ, ∂κ] = −H2y[ϑ∂κ] = −H2y[ϑ∂κ], ∂κyϑ = Θκϑ, ∂κΘϑλ = H2(Θκϑyλ + yϑΘκλ).
❦ Le champ scalaire :
Sur le champ scalaire on a les équivalents suivants :
∇µφ ≡ Trpr ∂κφ = ∂κφ = (∂ϑ + λH2yϑ)φ,
∇µ∇νφ ≡ Trpr ∂κTrpr ∂ϑφ = (∂κ∂ϑ −H2yϑ∂κ)φ,
∇[µ∇ν]φ ≡ Trpr ∂[κTrpr ∂ϑ]φ = (∂[κ∂ϑ] −H2y[ϑ∂κ])φ = 0,
Hφ ≡ ΘκϑTrpr ∂κTrpr ∂ϑφ = ∂2φ = ∂κ∂κφ.
❦ Le champ vectoriel :
On peut, bien sûr, faire de même pour les quantités où apparaît le champ vectoriel :
∇µAρ ≡ Trpr ∂κAλ = ∂κAλ −H2yλAκ,
∇µ∇νAρ ≡ Trpr ∂κTrpr ∂ϑAλ
= ∂κ∂ϑA
λ −H2ΘκλAϑ −H2yϑ∂κAλ −H2yλ
(
∂{κAϑ} −H2y{κAϑ}
)
,
∇[µ∇ν]Aρ ≡ Trpr ∂[κTrpr ∂ϑ]Aλ = −H2Θλ[κΘϑ]ηAη ≡ RρσµνAσ,
HA
ρ ≡ ΘκϑTrpr ∂κTrpr ∂ϑAλ = ∂2Aλ − 2H2yλ∂·A−H2Aλ,
où, pour faire apparaître le tenseur de Riemann, il est utile de se souvenir que :
Rµρνσ =
R
d(d− 1)gµ[νgσ]ρ = −H
2gµ[νgσ]ρ,
en tenant compte du fait que l’espace-temps de de Sitter est maximalement symétrique et en sachant que le scalaire
de courbure, en terme de H, s’écrit : R = −d(d− 1)H2.
Quelques autres quantités qui se sont avérées intéressantes dans les calculs du chapitre III sont les suivantes :
∇σ∇·A ≡ ΘηκΘϑλTrpr ∂κTrpr ∂ϑAλ = ∂η ∂·A,
∇µ∇ν Aµ(x) ≡ ΘϑλΘκη Trpr ∂ϑTrpr ∂κAλ = ∂η ∂·A−H2(d− 1)Aη,[∇ν ,∇µ]Aν ≡ −H2(d− 1)Aκ ≡ RµνAν ,
H∇·A ≡ ∂2∂ ·A,
[∇ν ,H ]Aν ≡ −H2(d− 1)∂·A.
❦ Le propagateur parallèle de Allen et Jacobson en coordonnées ambiantes :
Dans leur article concernant le champ vectoriel Allen et Jacobson [79] introduisent deux quantités sur l’espace-
temps de de Sitter et d’anti-de Sitter. Leurs résultats faisant oﬃce de référence il nous a paru important de comparer
nos fonctions à deux points aux leurs. Pour ce faire nous introduisons, en suivant leurs propos, le propagateur parallèle
gµν′ et les vecteurs normaux nµ et nν′ , puis nous traduisons ces quantités en bitenseurs ambiants dans Rd+1.
Allen et Jacobson postulent que les fonctions à deux points doivent être fonctions uniquement de la distance
géodésique µ(y, y′). Alors, les fonctions à valeur dans le plan tangent sont construites sur trois bitenseurs obtenus en
dérivant cette distance géodésique : nµ(x, x′), nν(x, x′) les vecteurs unité tangents à la géodésique liant x et x′ et
gµν′(x, x
′) le propagateur parallèle le long de cette géodésique. Les deux vecteurs tangents sont déﬁnis comme :
nµ(x, x
′) = ∇µµ(x, x′) ≡ ∂κµ(y, y′), nν′(x, x′) = ∇ν′µ(x, x′) ≡ ∂ϑ′µ(y, y′).
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Enﬁn le propagateur parallèle est déﬁni comme :
gµν′(x, x
′) =
1
C(µ)
∇µnν′ − nµnν′ avec C(µ) = K exp
(
−
∫
A(µ)dµ
)
où A(µ) =
1
d− 1xµ(x, x
′) =
HZ√Z2 − 1 .
La constante K est choisie de telle sorte que
lim
µ↓0
(A(µ) + C(µ)) = 0 ainsi : C(µ) =
−H√Z2 − 1 .
D’un calcul direct on en tire les règles d’équivalence :
nµ(x, x
′) ≡ −HΘκ(y) · y
′
√Z2 − 1 , Θκ(y) · y
′ ≡ − 1
H
√
Z2 − 1 nµ(x, x′),
nν′(x, x
′) ≡ −HΘϑ′(y
′) · y√Z2 − 1 , Θϑ′(y
′) · y ≡ − 1
H
√
Z2 − 1 nν′(x, x′),
gµν′(x, x
′) ≡ Θκ(y) ·Θϑ′(y′) + H
2
Z + 1Θκ(y) · y Θϑ′(y
′) · y, Θκ(y) ·Θϑ′(y′) ≡ gµν′(x, x′)− (Z − 1)nµ(x, x′)nν′(x, x′).
Finalement, on notera que le petit z de [79] se relie à notre Z par la relation :
z =
1
2
(Z + 1).
§. Majoration du chapitre II
Pour que nous puissions permuter la limite à H → 0 avec le symbole de sommation il nous suﬃt de trouver une
série qui majore la valeur absolue de notre série, c’est-à-dire que si an(H) est le terme général de la série on cherche
cn ∈ ℓ1 tel que :
|an(H)| ≤ cn, ∀H.
Ici, le terme général est :
Γ(L+ l + d− 2 + n)
Γ(L+ l + d− 2)
(−1)nΓ(L− l + 1)
Γ(L− l − n+ 1)
1
(l + d−12 )n
1
n!
(1− cosα
2
)n
.
On a les majorations évidentes :
Γ(L+ l + d− 2 + n)
Γ(L+ l + d− 2) ≤ (L+ l + d− 1 + n)
n,
Γ(L− l + 1)
Γ(L− l − n+ 1) ≤ (L− l)
n,(1
2
(1− cosα)
)
≤ 1
4
r2H2.
avec, nous le rappelons, α = rH. Alors, en collectant les majorants et en posant L = kH−1, on a :(r
2
)2n
[k2 +Hk(d+ n− 1)−H2l(l + d− 2 + n)]n =
(r
2
)2n(
P (H)
)n
.
Le terme entre crochet est un simple polynôme P (H) en H, on peut trouver son maximum et le majorer :
P (H) ≤ P
( k(d− 1 + n)
2l(l + d− 1 + n)
)
=
(2l + d− 1 + n)2
4l(l + d− 1 + n) ≤
k2
l
(l + d− 1 + n) ≤ 2k
2
l
(
l +
d− 1
2
+ n
)
.
Alors, on peut choisir pour terme général de la série qui majore |an(H)| ≤ cn
cn =
1
(l + d−12 )n
1
n!
(
l +
d− 1
2
+ n
)n( kr√
2l
)2n
.
Enﬁn, on vériﬁe que cette série à terme positive cn vériﬁe le critère de Cauchy. En eﬀet, pour n assez grand, pour que
la formule de Stirling s’applique, on a :
n
√
cn ≈
(
l +
d− 1
2
+ n
)(Γ(l + d−12 )) 1n e1+(l+ d−12 ) 1n e1+ 1n
(2π)
1
n
1(
l + d−12 + n
)1+(l+ d−1
2
) 1
n
1
(n+ 1)1+
1
n
( kr√
2l
)2
.
Alors, après simpliﬁcation par
(
l + d−12 + n
)
et grâce au terme 1n+1 , pour n assez grand, il existe un rang N tel
que : ∀n ≥ N : n√cn < 1 ce qui conclut la question de la convergence de la série des cn et donc, de même, justiﬁe la
permutation de la limite à courbure nulle et de la sommation sur n.
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§. Générateurs conformes et dérivées transverses
Dans cette section nous établissons la formule :
(3.6) VϑT = H
−1Trpr ∂ϑT −Hyϑ(p− q + hpq)T
Rappelons les d+ 1 transformations conformes sur l’hyperboloïde :
y′0 =
cos θy0 +H−1 sin θ
cos θ −H sin θ y0 , y
′a =
ya
cos θ −H sin θ y0 ⇔ y
0 =
cos θy′0 −H−1 sin θ
cos θ +H sin θ y′0
, ya =
y′a
cos θ +H sin θ y′0
et, avec κ 6= a, :
y′a =
chϕya +H−1 shϕ
chϕ+H shϕya
, y′κ =
yκ
chϕ+H shϕya
⇔ ya = chϕy
′a −H−1 shϕ
chϕ−H shϕy′a , y
κ =
y′κ
chϕ−H shϕy′a .
Nous avons y′2 = y2 = −H−2 et{
dy′2 = (cos θ −H sin θy0)−2dy2 = Ω2g(y)dy2,
dy′2 = (chϕ+H shϕya)−2dy2 = Ω2g(y)dy
2,
=⇒
{
Ωg(g
−1.y) = (cos θ +H sin θy0)
Ωg(g
−1.y) = (chϕ−H shϕya),
ayant utilisé l’identité Ωg(g−1.y) =
(
Ωg−1(y)
)−1
. L’action du groupe conforme sur un champ scalaire s’écrit alors
[T sgφ](y) =
(
Ωg(g
−1.y)
)s
φ(g−1.y).
Comme nous avons :
−∂
∂θ |θ=0
g−1.y = −∂
∂θ |θ=0
(cos θy′0 −H−1 sin θ
cos θ +H sin θ y′0
)∂
∂y′0
− ∂
∂θ |θ=0
( y′a
cos θ +H sin θ y′0
)∂
∂y′a
= −
[(−H−1 − y′0Hy′0)∂
∂y′0
− y′aHy′0 ∂
∂y′a
]
= H−1∂0 +Hy0(y
0∂0 + y
a∂a) = H
−1∂0
et − ∂
∂ϕ |ϕ=0
g−1.y = −∂
∂ϕ |ϕ=0
( y′κ
chϕ−H shϕy′a
)∂
∂y′κ
− ∂
∂ϕ |ϕ=0
(chϕy′a −H−1 shϕ
chϕ−H shϕy′a
)∂
∂y′a
= −
(
y′κHy′a
∂
∂y′κ
+
(−H−1 + y′aHy′a)∂
∂y′a
)
= H−1∂a +Hya(y
κ∂κ + y
a∂a) = H
−1∂a.
De même, nous avons :
−∂
∂θ |θ=0
(
Ωg(g
−1.y)
)s
= −sHy0 = −sHy0 et − ∂
∂ϕ |ϕ=0
(
Ωg(g
−1.y)
)s
= −s×−Hya = −sHya.
Alors, le générateur inﬁnitésimal scalaire s’écrit :
Vϑ = H
−1∂ϑ − sHyϑ.
L’action vectorielle s’écrit :
[T vgA]
κ(y) =
(
Ωg(g
−1.y)
)v(
Mg(g
−1.y)
)
κ
λA
λ(g−1.y),
(
Mg(g
−1.y)
)
κ
λ =
∂g.yκ
∂yλ
(g−1.y).
Pour la transformation suivant 0 on obtient :
∂y′0
∂yκ
=
cos θ
cos θ −H sin θy0 δ
0
κ − cos θy
0 + sin θH−1
(cos θ −H sin θy0)2 ×− sin θδ
0
κ = (cos θ +H sin θy
′0)2δ0κ
∂y′a
∂yκ
=
1
cos θ −H sin θy0 δ
a
κ − y
a
(cos θ −H sin θy0)2 ×− sin θδ
0
κ = (cos θ +H sin θy
′0) (δaκ +H sin θy
′aδ0κ).
Alors :
−∂
∂θ |θ=0
∂y′0
∂yκ
= −2Hy′0δ0κ = −H(y′0δ0κ+y′0η0κ) et −
∂
∂θ |θ=0
∂y′a
∂yκ
= −(Hy′0δaκ+Hy′aδ0κ) = −H(y′0δaκ+y′aη0κ)
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ce qui se combine en :
−∂
∂θ |θ=0
(
Mg(g
−1.y)
)
κ
λ = −H
(
y0δ
κ
λ + y
κη0λ
)
.
Identiquement, pour la transformation suivant a et avec λ 6= a :
∂y′a
∂yκ
=
chϕ
chϕ+H shϕya
δaκ − chϕy
a +H−1 shϕ
(chϕ+H shϕya)2
H shϕδaκ = (chϕ−H shϕy′a)2δaκ,
∂y′λ
∂yκ
=
1
chϕ+H shϕya
δλκ − y
λ
(chϕ+H shϕya)2
H shϕδaκ = (chϕ−H shϕy′a) (δλκ −H shϕy′λδaκ).
Alors :
−∂
∂ϕ |ϕ=0
∂y′a
∂yκ
= 2Hy′aδaκ = −H(y′aδaκ + y′aηaκ) et −
∂
∂ϕ |ϕ=0
∂y′λ
∂yκ
= Hy′aδλκ +Hy
′λδaκ = −H(y′aδλκ + y′ληaκ)
ce qui, une fois encore, se compile en la formule :
−∂
∂ϕ |ϕ=0
(
Mg(g
−1.y)
)
κ
λ = −H
(
yaδ
κ
λ + y
κηaλ
)
.
On en obtient le générateur inﬁnitésimal agissant sur le champ vectoriel :(
Vϑ
)κ
λ = −H
(
yϑδ
κ
λ + y
κηϑλ
)
+ δκλ
(
H−1∂ϑ − vHyϑ
)
.
De même, sur la 1-forme on a l’action de groupe :
[T fg A]κ(y) =
(
Ωg(g
−1.y)
)f(
mg(y)
)
κ
λAλ(g
−1.y),
(
mg(y)
)
κ
λ =
∂g−1.yλ
∂yκ
(y).
Il n’est pas nécessaire de calculer explicitement mg. En eﬀet, nous disposons de la relation :(
mg(y)
)
κ
λ
(
Mg(g
−1.y)
)
κ
η = δ
λ
η,
(
mg(y)
)
λ
κ
(
Mg(g
−1.y)
)
η
κ = δ
η
λ
ainsi que l’identité :
ηκλ
(
Mg(g
−1.y)
)
κ
ρ
(
Mg(g
−1.y)
)
λ
σ = ηρσ
(
Ωg(g
−1.x)
)2
, ρ, σ = 0, 1, ..., d.
Alors, sans calculs, on en tire : (
mg(y)
)
ρ
σ =
(
Ωg(g
−1.y)
)−2
ηρκη
σλ
(
Mg(g
−1.y)
)
κ
λ,
soit
−∂
∂g |g=1
(
mg(y)
)
κ
λ = −H(yϑδκλ + yκδλϑ)− (−2)Hyϑδκλ = −H(yκδλϑ − yϑδκλ).
Maintenant, sur les champs de tenseurs l’action du groupe conforme se lit :
[Thpqg T ]
κ1...κp
λ1...λq (y) = (Ωg)
hpq (Mg)
κ1
ρ1 ...(Mg)
κp
ρp(mg)λ1
σ1 ...(mg)λq
σqT ρ1...ρpσ1...σq ,
ce qui à l’ordre linéaire donne :
VϑT
κ1...κp
λ1...λq =
(
H−1∂ϑ −Hhpqyϑ
)
Tκ1...κpλ1...λq
−H
p∑
i=1
(
yκiTκ1..κi−1ϑ
κi+1..κp
λ1...λq + yϑT
κ1...κp
λ1...λq
)
−H
q∑
j=1
(
yκjT
κ1...κp
λ1..λj−1ϑλj+1..λq − yϑTκ1...κpλ1...λq
)
= H−1∂ϑT
κ1...κp
λ1...λq −H
p∑
i=1
yκiTκ1..κi−1ϑ
κi+1..κp
λ1...λq −H
q∑
j=1
yκjT
κ1...κp
λ1..λj−1ϑλj+1..λq
−Hyϑ(hpq + p− q)Tκ1...κpλ1...λq .
Alors, si T est transverse en tous ses indices, i.e.T = TrprT , on reconnaît dans le membre de droite la formule
annoncée :
VϑT = H
−1Trpr ∂ϑT −Hyϑ(p− q + hpq)T.
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§. Vecteurs de Rd+2, vecteurs de XH : action indécomposable de SO0(2, d)
Cette section compile quelques résultats intermédiaires obtenus vis-à-vis du changement de variables donné au
Ch.III.§.p46 grâce auquel on découpe le champ vectoriel ambiant dans Rd+2 en deux champs scalaires, sous l’action
du groupe de de Sitter, et un champ vectoriel ambiant transverse à l’hyperboloïde dans Rd+1.
❦ Changement de variables :
En posant :
hH =
1
2
[
(1 +H2)zd+1 + (1−H2)zd], yµ = 2zµ
(1 +H2)zd+1 + (1−H2)zd , y
d =
1
H
(1−H2)zd+1 + (1 +H2)zd
(1 +H2)zd+1 + (1−H2)zd ,
et en développant le champ tel que :
a = hHA
hH (y, hH)
∂
∂hH
+Aκ(y, hH)
∂
∂yκ
= hHA
hH (y, hH)
∂
∂hH
+
(
A
κ
(y, hH) +
1
y2
yκψ
)∂
∂yκ
,
on obtient :
AhH =
1
2hH
[(1 +H2)ad+1 + (1−H2)ad],
A
µ
=
1
hH
[
aµ − 1
y2
yµyνa
ν +
1
2H
yµyd
y2
[(1−H2)ad+1 + (1 +H2)ad]
]
,
A
d
=
1
hH
[
1
2H
yνy
ν
y2
[(1−H2)ad+1 + (1 +H2)ad]− y
dyνa
ν
y2
]
,
ψ =
1
hH
[
yνa
ν − 1
2H
yd[(1−H2)ad+1 + (1 +H2)ad]− 1
2
y2[(1 +H2)ad+1 + (1−H2)ad]
]
,
ou en terme des variables zα :
AhH =
(1 +H2)ad+1 + (1−H2)ad
(1 +H2)zd+1 + (1−H2)zd ,
A
µ
=
1
hH
[
aµ +
4H2zµzνa
ν −H−2zµ[(1−H2)zd+1 + (1 +H2)zd]
[(1−H2)2(zd+1)2 + (1 +H2)2(zd)2 − 4H2zµzµ]
]
,
A
d
=
1
2HhH
[
[(1−H2)ad+1 + (1 +H2)ad] + 1
H
[(1−H2)zd+1 + (1 +H2)zd]{4H2zµ − [(1−H2)zd+1 + (1 +H2)zd]}
[(1−H2)2(zd+1)2 + (1 +H2)2(zd)2 − 4H2zµzµ]
]
,
ψ =
4
[(1 +H2)zd+1 + (1−H2)zd]2
[
z · a− z2 (1 +H
2)ad+1 + (1−H2)ad
(1 +H2)zd+1 + (1−H2)zd
]
.
On peut aussi exprimer le champ ambiant a de Rd+2 en terme du champ sur de Sitter, avec les coordonnées ambiantes
dans Rd+1 :
ad+1 =
hH
2H2
[(1 +H2)− (1−H2)Hyd]AhH − 1−H
2
4H
hH
(
A
d
+
1
y2
ydψ
)
, aµ = hHy
µAhH + hH
(
A
µ
+
1
y2
yµψ
)
,
ad =
hH
2H2
[(1 +H2)Hyd − (1−H2)]AhH + 1 +H
2
4H
hH
(
A
d
+
1
y2
ydψ
)
.
Où avec les coordonnées dans Rd+2 :
ad+1 = zd+1AhH − 1−H
2
4H
[(1 +H2)zd+1 + (1−H2)zd]
[
A
d − H
−1ψ[(zd+1 + zd)2 −H4(zd+1 − z2)2]
(1−H2)2(zd+1)2 + (1 +H2)2(zd)2 − 4H2zµzµ
]
,
aµ = zµAhH +
1
2
[(1 +H2)zd+1 + (1−H2)zd]
[
A
µ − 2H
2ψ[(1 +H2)zd+1 + (1−H2)zd]
(1−H2)2(zd+1)2 + (1 +H2)2(zd)2 − 4H2zµzµ
]
,
ad = zdAhH +
1 +H2
4H
[(1 +H2)zd+1 + (1−H2)zd]
[
A
d − H
−1ψ[(zd+1 + zd)2 −H4(zd+1 − z2)2]
(1−H2)2(zd+1)2 + (1 +H2)2(zd)2 − 4H2zµzµ
]
.
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❦ Action finie des transformations conformes desittériennes :
La transformation de SO0(2, d) sur les variables ambiantes zα induit le changement de coordonnées :
h′
H
= hH(cos θ −H sin θy0), y′0 = cos θy
0 +H−1 sin θ
cos θ −H sin θ y0 , y
′a =
ya
cos θ −H sin θ y0 ,
⇔ hH = h′H(cos θ +H sin θy′0), y0 =
cos θy′0 −H−1 sin θ
cos θ +H sin θ y′0
, ya =
y′a
cos θ +H sin θ y′0
,
induit, de même, sur le triplet de champs la transformation suivante :
A′hH (y′) = σn−1AhH − σnH sin θA0(y) + σn−1H3 sin θ(cos θy′0 −H−1 sin θ)ψ(y),
A
′0
(y′) = σn+1A
0
(y) + σnH sin θ(1 +H2y′0y′0)ψ(y),
A
′a
(y′) = σn[A
a
(y) +H sin θy′aA
0
(y)] + σnH3 sin θy′0y′aψ(y),
ψ′(y′) = σn+1ψ(y),
avec σ = (cos θ +H sin θy′0). De même, pour les d transformations :
h′
H
= hH(chϕ+H shϕy
a), y′a =
chϕya +H−1 shϕ
chϕ+H shϕya
, y′κ =
yκ
chϕ+H shϕya
,
⇔ hH = h′H(chϕ−H shϕy′a), ya =
chϕy′a −H−1 shϕ
chϕ−H shϕy′a , y
κ =
y′κ
chϕ−H shϕy′a ,
avec κ 6= a, ayant posé σ = (chϕ−H shϕy′a) on obtient :
A′hH (y′) = σn−1AhH + σnH shϕA
a
(y)− σn−1H3 shϕ(chϕy′a −H−1 shϕ)ψ(y),
A
′a
(y′) = σn+1A
a
(y) + σnH shϕ(1 +H2y′ay′a)ψ(y),
A
′κ
(y′) = σn(A
κ
(y)−H shϕy′κAa(y)) + σnH3 shϕy′κy′aψ(y),
ψ′(y′) = σn+1ψ(y).
De ces transformations ﬁnies on en tire les générateurs inﬁnitésimaux ambiants, tels que reproduits au Ch.III.§.p.47.
§. Produit scalaire invariant sous l’action de SO0(2, d)
Dans cette section nous exhibons un produit scalaire pour lequel on peut réaliser unitairement l’action du groupe
conforme SO0(2, d).
En espace-temps plat
❦ Le champ scalaire :
Considérons le produit scalaire de Klein-Gordon :
〈Ψ, φ〉 = i
∫
Jµ(x)dΣ
µ(x), avec Jµ(x) = [Ψ
∗(x)∂µφ(x)− ∂µΨ∗(x)φ(x)] = Ψ∗(x)
←→
∂µφ(x)
et dΣµ(x) = nµ⌋dV(x) avec nµ un vecteur de genre temps orthogonal à l’hypersurface de Cauchy Σ, dV = ddx la
forme volume induite par la métrique. Alors
〈T sgΨ, T sgφ〉 = i
∫
J ′µ(x)dΣ
µ(x), avec J ′µ(x) = [T
s
gΨ]
∗(x)
←−→
∂
∂xµ
[T sgφ](x).
Sous l’action scalaire du groupe conforme (3.18) le courant Jµ est modiﬁé tel que :
J ′µ(x) =
[
Ωs∗g (x
′)Ψ∗(x′)
(
∂
∂xµ
Ωsg(x
′)φ(x′)
)
−
(
∂
∂xµ
Ωs∗g (x
′)Ψ∗(x′)
)
Ωsg(x
′)φ(x′)
]
, avec x′ = g−1.x
= Ω2sg (x
′)
[
Ψ∗(x′)
(
∂
∂xµ
φ(x′)
)
−
(
∂
∂xµ
Ψ∗(x′)
)
φ(x′)
]
par antisymétrie en les champs et réalité de Ωg et s,
= Ω2sg (x
′)
∂x′ν
∂xµ
Jν(x
′).
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De même, par un changement de variables, l’élément d’intégration varie tel que :
dΣν(x) = nν⌋ddx = ∂x
′σ
∂xν
nσ⌋Ωdg(x′)ddx′ = Ωdg(x′)
∂x′σ
∂xν
dΣσ(x
′),
en appliquant les déﬁnitions. Alors :
ηµνJ ′µ(x)dΣν(x) = Ω
d−2+2s
g (x
′)ηρσJρ(x
′)dΣσ(x
′),
ayant utilisé la relation, déduite de (3.19), :
ηµν
∂x′ρ
∂xµ
∂x′σ
∂xν
=
(
Ωg−1(x)
)2
ηρσ =
(
Ωg(x
′)
)−2
ηρσ.
L’unitarité de (3.18) est alors réalisée pour d = −
(d− 2
2
)
.
❦ Le champ vectoriel :
Rappelons l’action de groupe :
(3.27)
[
T vgA
]µ
(x) =
(
Ωg(g
−1.x)
)v (
Mg(g
−1.x)
)
µ
νA
ν(g−1.x).
où les éléments de la matrice Mg se déduisent de l’équation dg.x
µ =
(
Mg(x)
)
µ
νdx. Pour une dilatation on obtient
(Mλ)
µ
ν = λ, dans le cas d’une transformation spéciale conforme on obtient :(
Mb(g
−1.x)
)
µ
ν ≡Mµν = (1− 2b·x+ b2x2)(δµν − 2xµbν) + 2(bµxν − x2bµbν − b2xµxν + b2x2xµbν),
nous reviendrons sous peu à ces transformations, on adopte une notation plus légère pour éviter la prolifération
d’indices et d’arguments. Considérons le produit scalaire de Klein-Gordon :
〈Ψ, φ〉 = −i
∫
ηµνJµ(x)dΣν(x), avec Jµ(x) = ηρσ
[
Ψρ(x)
←→
∂µφ
σ(x)
]
,
où il est entendu que c’est le complexe conjugué de Ψ qui apparaît dans le produit. Du résultat scalaire :
J ′µ(x) = ηρσ
{
[T vgΨ]
ρ(x)
←→
∂µ[T
v
g φ]
σ(x)
}
= Ω2vg (x
′)ηρσM
ρ
ρ′M
σ
σ′
∂x′ν
∂xµ
[
Ψρ
′
(x′)
←→
∂
∂x′ν
φσ
′
(x′)
]
+Ω2vg (x
′)ηρσ
[
Mρρ′
←→
∂
∂xµ
Mσσ′
]
Ψρ
′
(x′)φσ
′
(x′),
ayant noté x′ = g−1.x comme précédemment. Avec l’identité ηρσ(M(x′))ρρ′(M(x′))σσ′ = (Ωg(x′))2ηρ′σ′ on résume le
premier terme du membre de gauche à :
(
Ωg(x
′)
)2v
ηρσM
ρ
ρ′M
σ
σ′
∂x′ν
∂xµ
[
Ψρ
′
(x′)
←→
∂
∂x′ν
φσ
′
(x′)
]
=
(
Ωg
)2v+2 ∂x′ν
∂xµ
Jν(x
′),
ce qui sera contracté avec l’élément d’intégration et invariant pour 2v+2+d− 2 = 0 c’est-à-dire pour v = −d/2. Tout
le problème vient du deuxième terme dans le membre de droite que nous pouvons abréger en :
ηρσ
[
Mρρ′
←→
∂
∂xµ
Mσσ′
]
Ψρ
′
(x′)φσ
′
(x′) = ηρσM
ρ
[ρ′∂|µ|M
σ
σ′]Ψ
ρ′(x′)φσ
′
(x′),
en rappellant la notation selon laquelle un ensemble d’indices |µ1µ2...| protégé ne participe pas à l’antisymétrisation.
Dans les coordonnées cartésiennes qui sont les nôtres si g appartient au groupe de Weyl W, i.e. au groupe de Poincaré
étendu par les dilatations, il n’y a pas de problème : les éléments de matrice sont indépendants de x et ce terme
supplémentaire s’annule. Dans le cas du groupe conforme des transformations spéciales conformes, dont les éléments
de matrice dépendent de x, nous avons :
∂ρM
µ
ν = 2{xρ(b2δµ − 2bµbν)− bρ(δµν − 2xµbν)− δµρ[(1− 2b·x)bν + b2xν ] + ηρν(bµ − b2xµ)}
et, tous calculs faits, on en obtient :
ηρσM
ρ
[ρ′∂|µ|M
σ
σ′] = 4(1− 2b·x+ b2x2)
{
2bµb[ρ′xσ′] +
(
[(1− 2b·x)bρ′ + b2xρ′ ]ησ′µ − [(1− 2b·x)bσ′ + b2xσ′ ]ηρ′µ
)}
.
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Alors, l’idée est d’impliquer un contre-terme dont la variation compensera celle de ce terme ci. Nous avons par exemple :
Mµ[ρ′∂|ν|M
ν
σ′] = 2d(1− 2b·x+ b2x2)
{
2bµb[ρ′xσ′] +
(
[(1− 2b·x)bρ′ + b2xρ′ ]ησ′µ − [(1− 2b·x)bσ′ + b2xσ′ ]ηρ′µ
)}
Un tel terme serait issu de : ηµν [Ψ
ν∂·φ − φν∂·Ψ]. Le problème, une fois encore, est que la variation de celui-ci aussi
engendre un terme supplémentaire :
ηµν
{
[T vgΨ]
ν∂·[T vg φ]− [T vg φ]ν∂·[T vgΨ]
}
= Ω2vg (x
′)
(
Mµ[ρ′∂|ν|M
ν
σ′]
)
Ψρ
′
φσ
′
+Ω2vg (x
′)ηµνM
ν
ρ′
(
Ψρ
′
(x′)
∂
∂x′
· φ(x′)− φρ′ ∂
∂x′
·Ψ(x′)
)
+Ω2v−1g (x
′)ηµνM
ν
ρ′(Ψ
ρ′φσ
′ −Ψσ′φρ′)∂
∂x′σ
Ωg(x
′).
Le premier élément du membre de droite est le contre terme que nous recherchons, le deuxième est celui attendu, avec
les identités :
Mµσ′
∂
∂xµ
=
∂g.xµ
∂xσ′
(x(g−1.x))
∂
∂xµ
=
∂xµ
∂g−1.xσ′
(g−1.x)
∂
∂xµ
=
∂
∂x′σ′
de même que Mµρ′dΣµ(x) = Ωdg(x
′)dΣρ′(x
′) en réunissant les termes de scaling on a Ω2v+d s’annulant pour v = −d/2,
comme attendu. Reste le dernier élément. Pour enlever celui-ci la procédure est connue : (anti)-symétriser en les
champs :
ηµν [Ψ
ν←→∂ ·φ− φν←→∂ ·Ψ] = ηµν [Ψν∂·φ− φν∂·Ψ− φσ∂σΨν +Ψσ∂σφν ]
ainsi on obtient le contre-terme recherché, celui proportionnel à ∂σΩ est automatiquement annulé, la seule diﬃculté
qui pourrait apparaître est la dérivée des matrices du nouveau (nouveau) terme. Nous sommes fortunés. En eﬀet,
Mσ [σ′∂|σ|M
ν
ρ′] = 0.
Donc, si v = −d/2 nous avons
ηµν J˜ ′µ(x)dΣν(x) = η
µν J˜µ(x
′)dΣν(x
′)
avec J˜µ(x) = ηρσ[Ψ
ρ(x)
←→
∂µφ
σ(x)]− 2
d
ηµν [Ψ
ν←→∂ ·φ− φν←→∂ ·Ψ].
En espace-temps courbe
On considère deux variétés métriques (M, g) et (M, g = ω2g). Cette fois nous montrons l’invariance du produit
scalaire sous les transformations de Weyl. Nous considérerons uniquement le champ scalaire et le champ vectoriel, le
principe du calcul est suﬃsamment simple pour être étendu aux tenseurs de rang supérieur. Néanmoins, pour ce qui
est de l’espace-temps de Minkowski et de celui de de Sitter il est plus simple de déduire ce produit du produit hérité
des champs de tenseurs ambiants dans Rd+2 tel qu’en Ch.III.§.p.52.
❦ Le champ scalaire :
On considère le produit de Klein-Gordon :
〈Ψ, φ〉 = i
∫
gµν [Ψ∗
←→∇ µφ] dΣν
nous avons alors : Ψ
←→
∇ µφ = Ψ
←→
∂ µφ = ω
2s
(
Ψ
←→
∂ µφ
)
ainsi que dΣν = nν⌋ωddV = ωddΣν , nν est un vecteur, indépen-
dant de la structure métrique. Donc, g(J,dΣ) = ω2s−2+dg(J,dΣ) et est invariant pour s = −(d−22 ).
❦ Le champ vectoriel :
Rappelons que Γ
ρ
µν = Γ
ρ
µν + C
ρ
µν où Cρµν = (δρ{µδσν} − gµνgρσ)∂σ lnω. Alors, notre nouveau produit scalaire
s’écrit :
〈Ψ, φ〉 = −i
∫
gµνgρσ[Ψ
ρ←→∇ µφσ]− 2
d
[
Ψν
←→∇ σφσ − φν←→∇ ρΨρ
]
dΣν
Tous les facteurs proportionnels à ωv sortent par antisymétrie. Le premier terme engendre :
+gµνgρσ[δ
ρ
ρ′C
σ
µσ′ − Cρµρ′δσσ′ ] = +2δν [ρ′δκσ′]∂κ lnω, κ = 0, 1, ..., d− 1,
le deuxième terme engendre la variation :
+δνρ′C
σ
σσ′ − Cνσρ′δσσ′ − δνσ′Cρρρ′ + Cνρσ′δρρ′ = δν [ρ′Cκ|κ|σ′] = dδν [ρ′δκσ′]∂κ lnω.
En multipliant ce dernier terme par −2/d les deux variations se compensent. Alors, pour le terme de scaling global
on a 2v − 2 + d mais, en tenant compte des éléments de la métrique proportionnels à ∝ gρσ, on obtient l’équation :
2v − 2 + d+ 2 = 0, qui s’annule dès lors que v = −d/2.

Annexe B
Géodésiques sur l’hyperboloïde
Dans cette annexe nous rassemblons quelques pro-
priétés des géodésiques sur l’espace-temps de de Sitter.
Plus particulièrement, nous utiliserons le fait que l’espace-
temps de de Sitter peut être vu comme un hyperboloïde à
une nappe plongé dans un espace minkowskien d’une di-
mension supérieure. Ce point de vue simpliﬁe alors gran-
dement les calculs que nous serons amenés à eﬀectuer.
§. Considérations classiques
Dans les notations consacrées par l’usage τ est le para-
mètre aﬃne de la géodésique, c’est le temps propre d’un
observateur qui suit la géodésique en question. Alors, trou-
ver les géodésiques revient à résoudre le problème varia-
tionnel :
(2.1) µ(y, y′) = min
τ ′∫
τ
√
y˙2
∣∣∣
y2=−R2
dτ
où y et y′ sont deux points sur l’hyperboloïde, µ(y, y′) la
distance géodésique entre ces points (si elle existe), le point
dans y˙2 note la diﬀérentiation vis-à-vis de τ . De plus, nous
notons R le rayon de l’hyperboloïde, à ne pas confondre
avec le scalaire de courbure, qui se relie à la constante de
Hubble avec :
R =
1
H
.
Il est d’usage de résoudre un problème variationnel sous
contrainte tel que (2.1) en impliquant un paramètre de
Lagrange λ tel que :
(2.2) µ(y, y′) = min
τ ′∫
τ
[√
y˙2 + λ(y2 +R2)
]
dτ.
Par analyse dimensionnelle λ a ici la dimension du carré
de l’inverse d’une longueur. La variation vis-à-vis du pa-
ramètre λ donne l’équation de contrainte :
(2.3) y2 = −R2,
dont les dérivées successives sont :
y.y˙ = 0,(2.4)
y˙2 + y.y¨ = 0.(2.5)
Enﬁn, les équations d’Euler-Lagrange sur y(τ) sont :
(2.6)
d
dτ
δL
δy˙κ
− δL
δyκ
=
d
dτ
1√
y˙2
y˙κ − 2λyκ = 0,
où L est le Lagrangien de (2.2). Alors, en développant la
dérivée suivant τ puis en contractant le résultat par yκ on
obtient l’équation scalaire :
1
(y˙2)
3
2
[
y˙2 y.y¨ − y˙.y¨ y.y˙]− 2λy2 = 0
ce qui, en tenant compte des équations (2.4) et (2.5), im-
plique :
(2.7)
√
y˙2 = 2λR2.
La réalité de y˙2 impose à λ d’être soit réel soit imaginaire
pur. Finalement, après simpliﬁcations, l’équation du mou-
vement (2.6) se réduit à :
y¨κ − (2λR)2yκ = 0,
de solution :
(2.8) yκ(τ) = yκ(0) ch(2λRτ) +
1
2λR
y˙κ(0) sh(2λRτ),
où, pour que la courbe soit compatible avec les contraintes
(2.3), (2.4) et (2.5), les données initiales vériﬁent :
y2(0) = −R2, y˙2(0) = +4λ2R4, y(0) · y˙(0) = 0.
Notons ﬁnalement qu’avec l’identité (2.7) l’intégrale (2.2)
sur les courbes solutions est particulièrement simple :
(2.9) µ(y, y′) = 2λR2
τ ′∫
τ
dτ = R 2λR(τ ′ − τ).
Alors, par exemple, si on prend le produit de deux points
suivant la même géodésique donnée par (2.8) on obtient :
y(τ) · y(τ ′) = −R2 ch[2λR(τ − τ ′)].
C’est-à-dire que dans (2.9) on peut faire disparaître le
temps propre τ pour relier la distance géodésique au pro-
duit scalaire sur l’hyperboloïde avec :
(2.10) Z = −H2y.y′ = ch [Hµ(y, y′)] ≥ 1,
pour λ réel et :
Z = cos [Hµ(y, y′)], −1 ≤ Z ≤ 1,
pour λ imaginaire pur. De plus, sachant que le long d’une
géodésique on a :
ds2 = ηκϑdy
κ(τ)dyϑ(τ) = 4λ2R4dτ2
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Figure B1. (a) Région causalement connectée au point p, yp =
t
(0,0, R), formée par les deux demi-cônes J+p
et J−p . Sur ces domaines sont tracées quelques géodésiques de genre temps. (b) Régions W
L
p et W
R
p formées par les
géodésiques de genre espace. Celles-ci lient en un temps comobile fini un point et son antipodal. Les points n’étant liés
par une géodésique au point p sont ceux qui appartiennent à J+p ∪ J−p
les géodésiques sont de genre temps pour λ réel et de genre
espace pour λ imaginaire pur. Donc, pour Z ≥ −1 on
pourra trouver une géodésique, de genre espace, lumière
ou temps qui joint les deux points y et y′. Mais, pour
Z < −1, il n’existera aucune géodésique liant ces points.
Par contre, les points non connectés à y par une géodé-
sique sont ceux appartenant au futur et passé causal du
point antipodal y, en eﬀet :
Z = −H2y.y′ = H2y.y′ < −1, y = −y,
où y est le point antipodal à y sur l’hyperboloïde.
§. Les géodésiques comme système de
coordonnées
Posséder les solutions (2.8) de l’équation des géodé-
sique permet, ayant ﬁxé un point p, de couvrir l’hyperbo-
loïde en quatre sous-ensembles : J+p , J
−
p les cônes futur et
passé du point p et WLp , W
R
p les coins (wedge dénomina-
tion venant de l’observateur de Rindler) gauche et droit
de ce même point. La ﬁgure ci-dessus illustre ce découpage
pour le point p de coordonnées t(0,0, R).
Par exemple, les cônes futur et passé J±p sont obtenus
avec les coordonnées :
yκ = uκ ch γ + vκ sh γ,
où uκ sont les coordonnées, ﬁxées une fois pour toute,
du point p d’où émanent les géodésiques de genre temps
et γ est directement proportionnel au temps propre d’un
observateur suivant la géodésique. Les variables vκ sont
contraintes à vériﬁer :
u2 = −R2, v2 = R2, u.v = 0
et possèdent les (d + 1) − 2 = d − 1 degrés de libertés
tels que d.o.f{v, γ} = d. Dans ce système de coordonnées
l’élément de ligne induit par la métrique ambiante est :
ds2 = R2 dγ2 + sh2 γ dv2.
on peut eﬀectuer le changement de variable :
η = R ln
∣∣∣th(γ
2
)∣∣∣
tel que :
ds2 =
1
sh2
(
η
R
) (dη2 + dv2).
Alors, l’application :
η 7→ η′ = η + c
est une transformation conforme de l’hyperboloïde et ainsi
∂η est un vecteur de Killing conforme. Cette application
induit la transformation non-triviale du temps propre :
γ 7→ γ′ = 2arg th
[
ec th
(γ
2
)]
.
Pour couvrir les coins W±p on peut considérer les géodé-
siques de genre espace qui émanent du point p et, de même,
en tirer la transformation conforme sur le temps propre γ.
Annexe C
Introduction à l’article A toy Model of a fake Inflation
Cette annexe est consacrée à un calcul eﬀectué en ,
à l’occasion d’une collaboration avec M. Mario Novello,
dont le fruit est la publication [16] reproduite ci-après.
Ce calcul montre quelques propriétés que l’on peut as-
socier aux lagrangiens non-linéaires. L’étude de tels la-
grangiens est large et ce petit addenda n’a pas vocation à
exposer la généralité de ceux-ci. Plus humblement, nous es-
pérons présenter un calcul distrayant, éventuellement utile
à quelques modèles cosmologiques.
§. Le cadre, les idées
Le cadre général de ce travail est celui des géométries
eﬀectives pour lesquelles les éléments de la métrique res-
sentis par les champs de matière (i.e. les éléments qui
couplent ces champs) sont des objets composites dus à
la relation que lie une géométrie sous-jacente fixe et un
champ spéciﬁque, ici un champ scalaire ϕ(x). Notons bien
qu’il ne s’agit plus de relativité générale, la géométrie de
fond g est ﬁxe et cachée des champs de matière, c’est la dy-
namique du champ ϕ(x) qui impose la métrique eﬀective
gˆ. Le grand attrait de ces modèles est qu’ils permettent de
reproduire en laboratoire des modèles analogues à ceux de
la relativité générale, p.ex. les trous soniques [124].
Nous considérerons des lagrangiens non-linéaires. De-
puis l’exemple de l’électromagnétisme de Born-Infeld [125]
et de ses généralisations ceux-ci s’avèrent être féconds
de nouvelle physique. Nous approcherons ceux-ci dans le
cadre de la théorie de Hadamard [126], en optique cette
approche est celle de l’eikonale. Ayant ﬁxé une métrique
de fond g on peut faire apparaître une métrique effective gˆ
qui est celle que les champs de matière ressentiront. Nous
travaillerons avec un champs scalaire ϕ. L’hypothèse de
travail est qu’il existe une surface Σ, déﬁnie par Σ(x) = 0,
telle que la dérivée seconde du champ subie une disconti-
nuité à la traversée de Σ :
[ϕ(x)]|Σ= 0, [∂µϕ(x)]|Σ= 0, [∂µ∂νϕ(x)]|Σ= kµkνξ(x),
avec :
[A(x)]|Σ= lim
ǫ→0+
A(x+ ǫ)−A(x− ǫ),
où x ∈ Σ, kµ = ∂µΣ(x) et ξ(x) est une fonction qui me-
sure l’intensité de la discontinuité. En optique Σ est le
front d’onde.
On utilisera le principe d’action et on supposera que
les densités lagrangiennes sont de la forme :
L = L(w)− V (ϕ),
où L(w) est un terme purement cinétique avec
w = ∇µϕ∇µϕ = gµν∂µϕ∂νϕ,
g la métrique de fond et V (ϕ) un potentiel. La variation
de l’action conduit aux équations d’Euler-Lagrange :
∂µ
(√
|g|gµν δL
δ∂
ν
ϕ
)
+
√
|g|δV
δϕ
= 0,
avec g = det gµν . En adoptant les notations :
Lw =
δL
δw
=
δL
δw
, Lww =
δ2L
δw2
,
l’équation du mouvement se réécrit :
∂µ(
√
|g|gµνLw2∂νϕ) +
√
|g|δV
δϕ
= 0.
❦ Apparition de la métrique effective :
L’équation du mouvement s’annule sur les solutions, sa
discontinuité au travers de la surface Σ est elle aussi nulle :
0 =
[
∂µ
(√|g|gµν Lw 2∂νϕ)]∣∣Σ = gµν [∂µ (Lw∂νϕ)]∣∣Σ
= gµν
[
Lww ∂µw ∂νϕ+ Lw∂µ∂νϕ
]∣∣
Σ
= gµν
[
2Lww ∂νϕ∂
α
ϕ ∂µ∂αϕ+ Lw∂µ∂νϕ
]∣∣
Σ
= kµkν
(
2Lww∂
µ
ϕ ∂
ν
ϕ+ Lwg
µν
)
ξ(x) = ξ(x)kµkν gˆ
µν .
En rappelant que seules les dérivées secondes de ϕ contri-
buent à la discontinuité, le potentiel V (ϕ) a une contri-
bution nulle. De même, nous avons fait l’hypothèse que
la métrique est régulière à la traversée de Σ. Nous avons
noté gˆµν l’élément :
gˆµν =
(
2Lww∂
µ
ϕ ∂
ν
ϕ+ Lwg
µν
)
qui agit comme une métrique effective pour les kµ.
Remarquons que Σ contient les géodésiques nulles de
gˆ. En eﬀet, l’équation gˆµνkµkν = 0 est satisfaite. Ainsi :
0 = (kµkν gˆ
µν);λ = (kµkν);λgˆ
µν = 2kµ;λkν gˆ
µν ,
en utilisant la condition de Levi-Civita : gˆµν ;λ = 0 où
; est la dérivée covariante de gˆ. La dérivation de kµ est
particulière :
kµ;λ = ∂λkµ + Γˆ
ε
λµkε = ∂µ∂λΣ(x) + Γˆ
ε
µλkε = kλ;µ
c’est-à-dire : kµ;λ = kλ;µ. Ainsi :
kλ;µkν gˆ
µν = 0,
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l’équation des géodésiques nulles est satisfaite sur Σ.
Terminons ces propos préliminaires en vériﬁant que
l’équation gˆµλgˆλν = δµν est satisfaite pour
gˆµν =
1
Lw
(
gµν − 2 Lww
Ψ[w]
∂µϕ ∂νϕ
)
,
avec Ψ[w] = Lw + 2wLww.
Remarquons que pour L(w) = αw, α ∈ R, c’est-à-dire
le terme cinétique linéaire usuel, on obtient une métrique
eﬀective gˆ = α−1g : les métriques eﬀectives non-triviales
émergent des lagrangiens non-linéaires en w.
§. Les règles du jeu
Nous avons observé les propriétés des champs qui su-
bissent une discontinuité à la traversée d’une surface Σ et
dont le terme cinétique du lagrangien n’est pas linéaire
en w. Quid de tout cela ? Formulons les règles suivantes :
trouver des lagrangiens et des conﬁgurations de champs
solutions tels que d’une métrique de fond g on atteint une
métrique effective gˆ. Les éléments des métriques g et gˆ
sont les données du problèmes.
❦ Un premier modèle bidimensionnel :
Supposons que la métrique de fond soit la métrique
minkowskienne :
ds2 = dt2 − dr2
et la métrique que nous cherchons à atteindre telle que :
gˆtt = f(r), gˆrr = − 1
f(r)
, gˆtr = gˆrt = 0.
Des termes non-diagonaux de gˆ on en déduit :
soit Lww = 0, soit ∂tϕ = 0, soit ∂rϕ = 0.
Le premier cas donne un terme cinétique linéaire en w,
il n’y a rien à attendre d’un tel lagrangien. De même, le
dernier cas est intenable : on ne peut avoir la métrique ef-
fective comme une fonction de r d’un champ indépendant
de cette variable. Seul reste ∂tϕ = 0, soit ϕ = ϕ(r). On en
déduit : w = −∂rϕ∂rϕ = −(ϕ′)2.
Simpliﬁcations faites on obtient :
gˆtt = f(r) =
1
Lw
,
gˆrr = − 1
f(r)
=
1
Lw
(
−1 + 2wLww
Lw + 2wLww
)
= − 1
Lw + 2wLww
.
En substituant f(r) on réalise que l’équation :
Lw + 2wLww =
1
Lw
doit être vériﬁée. Par intégration directe on établit :
Lw =
√
λw − 1,
c’est-à-dire :
L =
1
λ
2
3
(
λw − 1) 32 − V (ϕ).
Du signe de w on en déduit que λ < 0.
Nous obtenons la première pierre de l’édiﬁce : un la-
grangien susceptible de faire émerger la métrique eﬀective
désirée. En examinant l’élément gˆtt on en tire le champ
ϕ(r) :
ϕ(r) =
1√|λ|
∫ √
1
f2(r)
+ 1 dr.
Nous sommes pratiquement à la ﬁn du périple : on a
une classe de lagrangiens, une conﬁguration de champ dé-
terminée, il reste à ﬁxer le potentiel pour que l’équation
du mouvement soit vériﬁée. En tenant compte du fait que
ϕ = ϕ(r), de même que w = −(ϕ′)2 on établit :
∂µ(
√
|g|gµνLw2∂νϕ) = −2ϕ′′(Lw − 2(ϕ′)2Lww)
= −2ϕ′′(Lw + 2wLww) = −2ϕ′′f(r)
= 2
1√|λ| 1√f2(r) + 1 f ′(r)f(r)
ayant utilisé la relation vériﬁée par le lagrangien. On en
déduit :
δV
δϕ
(r) = − 2√|λ| 1√f2(r) + 1 f ′(r)f(r) .
Relation par laquelle on peut reconstruire le potentiel.
Il s’agit désormais de quitter les généralités et de se
choisir un exemple plus concret. La forme particulière de
la métrique gˆtt = (gˆrr)−1 apparaît dans la métrique de
Schwarzschild pour laquelle :
f(r) = 1− 1
r
.
L’intégration du champ ϕ(r) est quelque peu labo-
rieuse, une stratégie menant au résultat est la suivante :
faire le changement de variable u = 1/f(r) pour f(r) =
1− 1/r, poser u = tg θ, puis utiliser la variable t = tg( θ2)
avec les formules de duplication, on arrive ainsi à une
fraction rationnelle qui se résout en éléments simples et
s’intègre à vue. Reste à inverser tous les changements de
variables ce qui en ﬁn de calcul donne :
ϕ(r) =
1
2
√|λ|
[
ln|r − 1| − r
(√
2r2 − 2r + 1 + 1− 2r√
2r2 − 2r + 1 + 1− r
)
+
1√
2
ln
∣∣∣∣√2r2 − 2r + 1 + 1−√2r√2r2 − 2r + 1 + 1 +√2r
∣∣∣∣],
où nous avons négligé la constante d’intégration. On re-
marquera qu’avec [ ]|r, qui n’est pas la continuité au sens
de Cauchy, ϕ(r) est continue en r = 1. La dérivée du po-
tentiel en tant que fonction de la variable radiale s’écrit :
δV
δϕ
(r) = − 2√|λ| 1√2r2 − 2r + 1 1r − 1 .
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Pour terminer cette étude il nous faut réexprimer δV/δϕ
en terme de ϕ, c’est-à-dire inverser ϕ(r) en r(ϕ) puis in-
tégrer formellement. De l’écriture de ϕ(r) et δV/δϕ(r) on
ne peut inverser l’un en l’autre sous une forme fermée. Un
logiciel comme Mathematica R© sait résoudre numérique-
ment un tel problème. La ﬁgure ci-après montre ϕ(r) [en
(a)] ainsi que V (ϕ) [en (b)].
Avec ce premier modèle, qui présente d’utiles proprié-
tés d’intégrabilité, nous avons su illustrer la méthode de
calcul en : trouvant un lagrangien (son terme cinétique,
son potentiel) ainsi que le champ solution capable de faire
émerger une métrique effective de type Schwarzschild.
❦ Un second exemple bidimensionnel :
Continuons ce procédé d’illustration, dans les lignes qui
suivent nous considérons un modèle plus proche encore de
celui que nous avons publié.
Étudions une fois encore un modèle bidimensionnel
où la métrique sous-jacente est minkowskienne. Cette fois
cherchons à atteindre la métrique effective de Milne :
dsˆ2 = dt2 − t2dr2.
Sous l’argument que les éléments non-diagonaux de la mé-
trique eﬀective sont nuls et que les autres sont des fonc-
tions de la variable t on en déduit :
∂rϕ = 0 ⇔ ϕ = ϕ(t) ⇒ w = ∂tϕ∂tϕ = (ϕ˙)2.
Si on examine la composante gˆtt on observe :
gˆtt = 1 =
1
Lw + 2wLww
⇔ Ψ[w] = 1,
ce qui nous permet d’intégrer la densité lagrangienne à :
L = w − 2λ√w − V (ϕ).
La composante gˆrr = −t2 nous fournit l’équation :
1
Lw
= t2,
qui impose à λ d’être négatif et nous permet d’intégrer le
champ à la forme :
ϕ(t) = λ
[
t+ ln
√∣∣∣ t− 1
t+ 1
∣∣∣],
la constante d’intégration additive ayant été prise nulle.
Identiquement à l’exemple précédent, il n’est pas question
d’inverser ϕ(t) en t(ϕ). Pour que l’équation du mouvement
soit tenue le potentiel, en tant que fonction de la variable
t (au travers du champ ϕ(t)), doit vériﬁer l’équation :
δV
δϕ
(t) = −2ϕ¨(t).
En faisant appel au logiciel on retrouve le potentiel V (ϕ)
représenté en (d) de la ﬁgure ci-après.
❦ Quelques autres résultats :
De fait, nous pourrions encore choisir des métriques
et trouver toute une classe de lagrangiens susceptibles de
faire émerger celles-ci sur un fond minkowksien. De même,
on peut souhaiter résorber une métrique sous-jacente d’un
espace-temps courbe vers une métrique effective plate.
Plus encore, on peut changer les règles du jeu, ﬁxer le la-
grangien (cinétique + potentiel), le champ ϕ et la métrique
de fond, p.ex. sous le prétexte qu’en laboratoire nous ne
sommes capables de produire que des objets de types bien
spéciﬁés, puis regarder toutes les métriques eﬀectives à
même d’être produites sous ces contraintes. Les possibili-
tés de jeux sont innombrables. Nous ne poursuivrons pas
ici une telle étude.
Mentionnons, néanmoins, que durant nos calculs il a
souvent été pertinent de ﬁxer la forme de Ψ[w] telle que :
Ψ[w] = αLww + βLw + γ
qui rend L(w) complètement intégrable. De fait nous pour-
rions relaxer α à α(w), cela ne modiﬁerai pas l’intégrabilité
de L(w). On en déduit quatre grandes classes de lagran-
giens :
(i)β = 1, α 6= 0 : L(w) = aw + (bw + c) ln(1 + dw),
(ii)β = 1, α = 0 : L(w) = aw + bw ln|w|,
(iii)β 6= 1, α 6= 0 : L(w) = aw + b(1 + cw)d,
(iv)β 6= 1, α = 0 : L(w) = aw + bwd.
Les deux premiers types de lagrangiens sont relativement
exotiques et il est diﬃcile de les considérer comme viables.
Indépendamment de l’hypothèse d’intégrabilité, on peut
étudier les deux derniers types de lagrangiens pour leur
intérêt propre. D’ailleurs, pour le lagrangien de type (iii)
en posant :
a = 0, b =
1
λ
2
3
(−1) 32 , c = −λ et d = 3
2
on retrouve le lagrangien du schwarzschild bidimensionnel.
De même, avec
a = 1, b = −2λ, c = 1
2
on obtient pour le type (iv) le lagrangien nécessaire à la
métrique effective de Milne. De fait, dans le type (iii) une
paramétrisation pertinente est telle que :
a+ bcd =
1
2
pour la limite w → 0, ou
a =
1
2
et d < 1
pour la limite w → ∞, de telle sorte qu’en certains do-
maines on recouvre le terme cinétique usuel.
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(a)
r
ϕ(r)
1
(b)
ϕ
V (ϕ)
(c)
t
ϕ(t)
−1
1
(d)
ϕ
V (ϕ)
(e)
t
ϕ(t)
(f)
ϕ
V (ϕ)
Figure C1. Diagrammes pour les métriques effectives de Schwarzschild [(a)-(b)], Milne [(c)-(d)] et de Sitter [(e)-
(f)]. Dans tous les cas apparaît la constante d’intégration λ qui doit être négative, ici nous avons posé λ = −1. Les
diagrammes (e) et (f) sont respectivement ceux du champ et du potentiel induisant la métrique effective de de Sitter
de la publication [16]. Le facteur d’expansion contient la constante de Hubble H, nous avons posé H = 1 pour les deux
graphiques. Pour tous les champs ϕ la constante d’intégration additive à été considérée comme nulle. Les unités de
tous les schémas sont arbitraires. Les diagrammes (b) et (d) sont des reconstructions numériques des potentiels V (ϕ).
En (b) la constante d’intégration à été choisie telle que V (ϕ = 0) = 0. En (d) le potentiel n’est pas aussi abrupt que
le dessin le laisse paraître, mais la variation de V (ϕ) pour |ϕ| ≤ 1 étant relativement plus élevée que pour |ϕ| ≥ 1 ce
détail n’est pas visible sur le schéma.
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§. Concernant notre article
Dans la publication [16] nous avons ﬁxé la métrique
ambiante à la métrique minkowskienne et cherché à at-
teindre l’élément de ligne effectif de Friedmann-Lemaître-
Robertson-Walker :
dsˆ2 = dt2 − a2(t)(dr2 + r2dΩ2d−2).
où les sections spatiales sont à courbure nulle. De fait, nous
avons donné au facteur d’expansion la forme a(t) = eHt,
avec H la constante de Hubble, aﬁn de retrouver l’espace-
temps de de Sitter. En eﬀet, ceci nous ramène au cas de-
sittérien où la métrique adopte cette forme dans les coor-
données inﬂationnaires :
y0 =
shϕ
H
+
H
2
eϕ‖x‖2,
y = eϕx,
yd =
chϕ
H
− H
2
eϕ‖x‖2,
avec ϕ ∈ R et x ∈ Rd−1. Ce système réalise une foliation
de l’espace-temps de de Sitter par des (d−1)-plans mais ne
couvre que la moitié telle que y0+yd = H−1eϕ > 0, l’autre
moitié est obtenue en renversant les signes devant chϕ et
shϕ. La ﬁgure ci-après donne à voir ce système. Ces co-
ordonnées de l’espace ambiant induisent sur XH l’élément
de ligne :
ds2 = ηϑκdy
ϑdyκ = H−2dϕ2 − e2ϕdx2
qui après avoir posé ϕ = Ht se réduit à la forme recher-
chée.
y
d
y
y
0
Figure C2. Tracé des coordonnées inflationnaires sur
l’hyperboloïde de Rd+1. La région en bleu clair est la partie
couverte par celles-ci, en bleu foncé des lignes à x constant
et ϕ constant.
Pour atteindre la métrique eﬀective il nous faut ﬁxer
Ψ[w] = 1 et ϕ = ϕ(t), comme dans le modèle de Milne,
mais là où notre résultat détonne des deux précédents
exemples est qu’il est analytiquement soluble. Jamais nous
n’avons eu à faire appel aux outils numériques. La conﬁgu-
ration de champ ϕ(t) ainsi que le potentiel V (ϕ) nécessaire
à l’émergence de dsˆ2 sont tracés en respectivement (e) et
(f) ci-contre.
§. Remarques finales
Remarquons, pour conclure, que ces modèles ont une
application autre que les modèles analogues de la relati-
vité. En eﬀet, motivé par des limites à basse énergie de
théorie de cordes (des modèles eﬀectifs) il existe toute une
classe de modèles cosmologiques qui n’ont pas de terme
cinétique canonique. C’est par exemple le cas dans les mo-
dèles de K-essence [127]. Ceux-ci ont la prétention d’avoir
des résultats pertinents quant aux problèmes de l’énergie
sombre.
Nos conventions s’adaptent aux leurs avec le change-
ment de notation :
w = 2X, L = p(ϕ,X).
Notons qu’ils donnent souvent à p la forme plus particu-
lière p(ϕ,X) = V (ϕ)pˆ(X). Pour la forme de p(ϕ,X) =
pˆ(X) − V (ϕ) ayant ﬁxé un temps ils en déduisent un
hamiltonien pour les perturbations du champ de base
ϕ = ϕ0 + δϕ tel que :
H = (Lw + 2wLww)(δϕ˙)2 + Lw(∇δϕ)2 + 1
2
δ2V
δϕ2
(δϕ)2
Cette forme quadratique est positive quand chacun de ses
coeﬃcients l’est. Remarquons que dans les trois exemples
que nous avons abordé nous avions (Lw + 2wLww) > 0 et
Lw > 0.
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Discontinuities in nonlinear field theories propagate through null geodesics in an effective metric that
depends on its dynamics and on the background geometry. Once information of the geometry of the
universe comes mostly from photons, one should carefully analyze the effects of possible nonlinearities on
electrodynamics in the cosmic geometry. Such a phenomenon of induced metric is rather general and may
occur for any nonlinear theory independently of its spin properties. We limit our analysis here to the
simplest case of nonlinear scalar field. We show that a class of theories that have been analyzed in the
literature, having regular configuration in the Minkowski space-time background, is such that the field
propagates like free waves in an effective de Sitter geometry. The observation of these waves would lead
us to infer, erroneously, that we live in a de Sitter universe.
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I. INTRODUCTION
We learned from general relativity that the geometry of
space-time is guided by gravitational forces. The possibil-
ity of such identification of gravity with geometry relies on
the universality of such interaction. Nevertheless, in certain
cases, dealing with a not so general interaction, it is worth
describing certain kinds of evolutionary processes by ap-
pealing to an effective modification of the geometry. This
is the case, for instance, with the propagation of waves of
spin zero (scalarons), spin one (photons) in nonlinear field
theories, and the sonic analogue of black holes [1–3].
Indeed, it was shown in these papers that the discontinu-
ities of nonlinear theories propagate through curves which
are null geodesics of an effective geometry g^ which
depends not only on the dynamics but also on the proper-
ties of the background field.
The importance of such analogue models, dealing with
modifications of the geometry which are not consequences
of gravitational processes, is related to the impossibility to
control gravitational fields in laboratory experiments. The
fact that we can, in principle, produce specific cases of
geometries which have similar properties of solutions of
the equations of general relativity, allows us to understand
a little better, the behavior of matter in gravity interaction
by the analysis of analogous situations, using others inter-
actions, which are capable to be under our experimental
control. The case of the emission of radiation by a black
hole is a typical one, once it is understood [4] that a similar
behavior could occur either in sonic or in electromagnetic
black holes [3].
Such an effective description allows us to pose the
following question: is it possible, for a given field theory
to exhibit a configuration, satisfying nonlinear equations of
motion in Minkowski background and satisfying the prop-
erty that the propagation of the waves of the field experi-
ence in this state a prescribed geometry, to be specific, e.g.,
the one described by de Sitter?
In this letter we show that the answer is positive, and we
exhibit an example that corresponds to a situation in which
it occurs. In order to simplify our calculation, we consider
the case of a nonlinear scalar field configuration [5]. The
reason for this is twofold: it is the simplest case to deal with
and it constitutes a fundamental element of the scenario
that cosmologists are using nowadays as viable candidates
to represent the basic ingredient of the matter content of the
universe, that is, dark energy. According to this last moti-
vation, our study here can be understood as a toy model for
a fake inflation.
II. THE NONLINEAR DYNAMICS OF A SCALAR
FIELD
The observation of the acceleration of the universe has
brought into attention new candidates to describe forms of
matter with some unusual properties. One of these is the
so-called Chaplygin gas [6,7]. A remarkable property of
this fluid is that its energy content can be equivalently
described in terms of a scalar field that satisfies a nonlinear
dynamics obtained from the Born-Infeld action. A certain
number of distinct models of nonlinear theories is being
studied. The important point which is relevant for our
analysis concerns the propagation of the associated scalar
waves.
We consider a class of Lagrangians [8] of the form
Lw;’  fw  V’, where w : @’@’. The first
and second derivatives of L with respect to w are denoted
Lw and Lww, respectively. The equation of motion for ’
reads
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 1gp @
gp gLw@’   1
2
V
’
: (1)
We are interested in evaluating the characteristic surfaces
of wave propagation of this theory. The most direct and
elegant way to pursue this goal is to use the Hadamard
formalism [9–12]. Let  be a surface of discontinuity of
the scalar field ’. We define the discontinuity of an arbi-
trary function f to be given by
 fxj  lim
!0
fx   fx : (2)
We take that ’ and its first derivative @’ are continuous
across , while the second derivatives present a disconti-
nuity:
 ’xj  0; (3)
 @’xj  0; (4)
 @@’xj  kkx; (5)
where k : @ is the propagation vector and x the
amplitude of the discontinuity. Once V
’
is continuous
across  and applying (3) to (1) we find
 kkLwg  2Lww@’@’  0:
This equation suggests the introduction of an effective
metric defined by
 g^  : Lwg  2Lww@’@’: (6)
The inverse g^ of (6) is obtained by using the ansatz
g^  Ag  B@’@’ where the unknown coefficients
A and B are determined through the condition g^g^ 


 . This leads to
 g^  :
1
Lw

g 
2Lww

@’@’

; (7)
where we defined  : Lw  2wLww.
III. METHODOLOGY
Since the scalar field ‘‘see’’ the effective geometry one
can ask for nonlinear Lagrangians leading to a given
effective geometry in a fixed background. To this end,
one proceeds by choosing a Lagrangian, determining the
corresponding effective geometry, and solving the Euler-
Lagrange equations for ’. Unfortunately since the effec-
tive metric depends on the field, such an approach is often
intractable. A convenient means to simplify the problem is
to choose , this allows one to partly control the interplay
between the Lagrangian and the effective geometry (7). Let
us examine the simplest case where   1 which we use
hereafter. This choice obviously simplifies (7) and is
equivalent to the equation: Lw  2wLww  1. This equa-
tion can be straightforwardly integrated to yield
 L  w 2 wp  C; (8)
where  is a nonzero c-number and C a constant with
respect to w, in particular, one can set C  V’. This
case is worth considering, in particular, because of the
properties it provides for the effective metric, but besides
this it can be understood as a perturbation of the standard
linear theory. Just to present a toy model that corresponds
to a specific ‘‘fake inflation’’ we will restrict the case in
which the potential takes the form [13]
 V’  2x

1 x
2

; (9)
where we have defined x  e2H=’.
IV. EFFECTIVE FRW METRIC IN A
MINKOWSKIAN BACKGROUND
We first set the background metric to the Minkowski
metric , and use the convention ;;;. We now
show that for a field ’ depending only on time ’  ’t
and satisfying the Lagrangian (8) the effective metric g^ felt
by ’ is a spatially flat Friedmann-Robertson-Walker
(FRW) metric (with usual notations):
 ds2  dt2  a2tdr2  r2d2: (10)
Since ’ does not depend on spatial coordinates the
Euler-Lagrange equations reduce simply to
 ’Lw  2 _’2Lww  
1
2
V
’
;
where a dot means a derivative with respect to the time. At
this point we remark that since w   _’2 the above equa-
tion reads
 ’   1
2
V
’
: (11)
Now, the effective invariant length element reads
 ds2  g^dxdx  dt2 
1
Lw
dr2  r2d2: (12)
Note that   1, that is 2Lww  1 Lw, leads to g^tt  1
[14]. Let us set the expansion factor on the effective FRW
geometry to an inflationary form: at  eHt, H being a
reel positive parameter. For that choice the equation
 at2  1
Lw
leads to
 

w
p  
e2Ht  1 : (13)
Since

w
p
is positive  must be negative. Assuming _’ 	 0
(calculations for _’ 
 0 are analogous), the above equation
can be integrated to
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 ’  
2H
lne2Ht  1  K; (14)
where K is a constant, which we set equal to zero. Solving
(14) for t allows one to integrate (11) to obtain precisely the
form exhibited in Eq. (9) of the potential. In other words,
observation of the effective geometry g^ would lead us to
believe, erroneously, that we live in a de Sitter geometry.
Although we are dealing here with a toy model, a similar
situation can occur for other nonlinear theories, like non-
linear electrodynamics.
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❦ Abstract :
This manuscript is devoted to quantization problems in mathematical and theoretical physics. It is divided into two
subjects: conformally invariant ﬁelds on de Sitter spacetime and quantization through coherent states.
• The ﬁrst subject follows a comprehensive program of covariant quantization of ﬁelds in de Sitter spacetime, whose
spirit is close to the Wightman axiomatic. We paid a particular attention to the quantization of ﬁelds that could be
(naturally) extended to the conformal group. We developed a geometric point of view enabling us to link ﬁelds on
(anti-)de Sitter and Minkowski spacetimes while keeping transparent the action of the conformal group. This geometric
viewpoint led us to the expression of a new propagator for the vector potential. We thus reached the simplest and
the most compact form ever seen for this object. Finally, this approach allowed us to set up a general framework to
compute the propagators of higher rank conformally invariant tensors in de Sitter spacetime.
• The second subject deals with coherent states (CS) and their use in quantization problems. It is well known that
many classical observables cannot be quantized by following canonical quantization rules, depending on the geometry
or topology of the phase space. Quantization through coherent states and their generalizations avoid to a certain
extent those drawbacks, or at least might give us hints on how to circumvent them. The particle in an inﬁnite well
is a toy model for this type of CS quantization since the momentum operator, in spite of being symmetric, is not
self-adjoint and there is impossibility of canonical commutation rule (Pauli Theorem). Thanks to a new family of
2-component vector-valued coherent states, we were able, to quantize, in a consistent way, the particle in the inﬁnite
well. Finally, we began the fuzzyfication of the hyperboloid, that is the quantization of the de Sitter spacetime itself,
through generalized coherent states.
❦ Résumé :
Ce manuscrit de thèse rassemble quelques résultats concernant des problèmes de quantiﬁcation. Il est divisé en deux
parties : la quantiﬁcation de champs invariants conforme sur l’espace-temps de de Sitter et deux quantiﬁcations par
états cohérents.
• La première partie s’inscrit dans un programme de quantiﬁcation systématique et rigoureux, proche de l’axio-
matique de Wightman, des champs sur l’espace-temps de de Sitter. Plus particulièrement, nous avons étudié les
champs admettant une extension (naturelle) au groupe conforme. Après avoir clariﬁé les notions d’invariance sous
les transformations de Weyl et sous le groupe conforme SO0(2, d) nous avons établi un point de vue géométrique
reliant/déformant les champs sur l’espace-temps de (anti-)de Sitter à ceux sur l’espace-temps de Minkowski, tout en
gardant transparente l’action du groupe conforme. Cette méthode nous a permis d’obtenir le propagateur du champ
vectoriel invariant conforme, qui adopte alors une forme particulièrement simple et compacte. Enﬁn, notre approche
se généralise aux champs tensoriels de rang plus élevé invariants conformes sur l’espace-temps de de Sitter.
• La seconde partie de ce travail concerne l’utilisation des états cohérents dans les problèmes de quantiﬁcation.
Suivant la géométrie ou la topologie de l’espace des phases, nombres d’observables ne peuvent être quantiﬁées en suivant
les règles de quantiﬁcation canonique. En un certain sens la quantiﬁcation par états cohérents, et leurs généralisations,
permet de contourner ces diﬃcultés, ou, du moins, fournit des idées quant à la façon de les contourner. Par exemple, la
particule dans un puits inﬁni de potentiel est un modèle pour la quantiﬁcation par états cohérents comme l’opérateur
impulsion, en dépit d’être symétrique, n’est pas auto-adjoint et, ainsi, ne peut vériﬁer les relations de commutation
canonique (théorème de Pauli). Grâce à une nouvelle famille d’états cohérents vectoriels nous avons pu quantiﬁer,
de manière cohérente, la particule dans le puits inﬁni de potentiel. Enﬁn, nous avons abordé la fuzzyfication de
l’hyperboloïde, c’est-à-dire la quantiﬁcation de l’espace-temps de de Sitter lui-même, grâce à une nouvelle base d’états
cohérents vectoriels.
