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The blowup of solutions of the initial-boundary value problem8>><>>:
ut D 1uC up−1u in  0;1;
ux; t D 0 on @ 0;1;
ux; 0 D u0x in ;
is studied, where  is a cone in RN . We say that a solution u exhibits bipolar
blowup if
sup
x2
ux; t ! 1 and inf
x2
ux; t ! −1 as t " T
for some T < 1. It is shown that there exists a critical exponent p > 1 for the
bipolar blowup in the following sense. If 1 < p  p, then there exist arbitrarily
small initial data such that the solution exhibits the bipolar blowup, whereas if
p > p, then the bipolar blowup does not occur for any sufficiently small initial
data. The value of p is expressed in terms of the dimension N and the second
Dirichlet eigenvalue of the Laplace–Beltrami operator on  \ SN−1. In the case of
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 D R, we define k-polar blowup, and determine critical exponents for the k-polar
blowup for k D 1; 2; 3; : : : : © 1998 Academic Press
1. INTRODUCTION
In this paper we are concerned with the initial-boundary value problem8>><>>:
ut D 1uC up−1u in  0;1;
ux; t D 0 on @ 0;1;
ux; 0 D u0x in ;
(1.1)
where  is a cone in RN with its vertex at the origin such that the boundary
of \ SN−1 is smooth. If  D RN , the boundary condition in (1.1) is void. In
[5], Fujita considered the blowup of positive solutions of (1.1) and obtained
the following result in the case of  D RN :
(a) If 1 < p < 1C 2=N , then any solution of (1.1) blows up in finite
time if u0  0, 6 0 on RN .
(b) If p > 1C 2=N , then the solution of (1.1) exists globally in time
provided that initial data u0  0 are sufficiently small in a certain sense.
Such a number as p D 1C 2=N is called a critical exponent for the blowup.
Later, the result of Fujita was extended by many people for positive
solutions. Among them, Bandle and Levine [2] established that 1C 2=N C
γ1 was a lower bound for the critical exponent for the blowup when the
domain is a cone in RN , where γ1 is a nonnegative root of
γγ CN − 2 D !1
and !1 is the first Dirichlet eigenvalue for the Laplace–Beltrami operator
on  \ SN−1. After that, 1 C 2=N C γ1 was proved to be the critical ex-
ponent for the blowup by Levine and Meier [9, 10]. We refer the reader to
a survey paper of Levine [8] for other related results.
As for solutions with sign changes, few results are obtained on the crit-
ical exponent. Recently Mizoguchi and Yanagida [16, 17] studied the one-
dimensional problem and obtained critical exponents depending on the
number of sign changes of initial data. We note that the method used there
is not applicable to higher dimensional problems, because nonincrease of
the number of zeros of solutions plays a crucial role in their proof.
In this paper we study the blowup of solutions in both positive and neg-
ative directions. More precisely, we say that a solution u of (1.1) exhibits
bipolar blowup if
sup
x2
ux; t ! C1 and inf
x2
ux; t ! −1 as t " T
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for some T < 1. We will determine a critical exponent p > 1 for the
bipolar blowup.
Before stating our results precisely, we introduce some notations. Set
x D expx2=4 for x 2 ;
and denote by Lq with 1 < q <1 and H1 the spaces of functions u on 
with Z

uq dx <1
and Z

ru2 C u2dx <1
equipped with the norms
uq D
Z

uq dx
1=q
and
u D
Z

ru2 C u2dx
1=2
;
respectively.
The following theorem is our first result.
Theorem 1.1. Assume N  2. Let !1  0 and !2 > 0 be the first and
second Dirichlet eigenvalues, respectively, for the Laplace–Beltrami operator
on  \ SN−1. Let γ1 and γ2 be nonnegative roots of
γiγi CN − 2 D !i; i D 1; 2;
and set
p D max

1C 2
N C γ1 C 2
; 1C 2
N C γ2

:
(a) If 1 < p  p, then for any neighborhood U of zero in H1 \ L1,
there exists u0 2 U such that the solution of (1.1) exhibits the bipolar blowup.
(b) If p > p, then there is a neighborhood U of zero in H1 \L1 such
that the solution of (1.1) does not exhibit the bipolar blowup for any u0 2 U .
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It is worth mentioning that the critical exponent for the bipolar blowup
is always smaller than the usual critical exponent for the blowup of positive
solutions. It has to do with the fact that sign changes of solutions suppress
the blowup, which is suggested by the results of [15–17] in one-dimensional
problems.
Our strategy to prove Theorem 1.1 is as follows. By the transformation
vy; s D t C 11=p−1ux; t; x D t C 11=2y; t D es − 1; (1.2)
we can rewrite (1.1) as8>>>><>>>>:
vs D 1v C
y
2
rv C 1
p− 1v C v
p−1v in  0;1;
vy; s D 0 in @ 0;1;
vy; 0 D u0y in :
(1.3)
It is obvious that the (bipolar) blowup of a solution of (1.1) is equivalent
to that of (1.3). For the behavior of solutions of (1.3), the linear part in
the right-hand side of the equation is very important. So we will study the
eigenvalue problem
1’C y
2
r’C 1
p− 1’C ’ D 0 in ; ’ 2 H
1
 \H10 : (1.4)
Fortunately, we can obtain all eigenvalues and eigenfunctions explicitly if
the Dirichlet eigenvalues for the Laplace–Beltrami operator on  \ SN−1
are known. To show the existence of a solution which exhibits the bipolar
blowup, we take a linear combination of the first and second eigenfunctions
of (1.4) as initial data. In this process, we need the continuity of blowup
time with respect to initial data, which will be given in Theorem 3.1. Con-
versely, to show the nonexistence, we regard (1.3) as an infinite dimensional
dynamical system in L2 \ L1, and construct a stable invariant manifold
when the second eigenvalue of (1.4) is positive. Then we compare the solu-
tion of (1.3) with a certain solution on the invariant manifold to show that
the solution does not exhibit the bipolar blowup. Thus the critical exponent
for the bipolar blowup is closely related to the sign of the second eigen-
value of (1.4). (The critical exponent for positive solutions given as above
is related to the first eigenvalue.)
The above theorem is concerned with small initial data only. We note
that for any p > 1 with N − 2p < N C 2, we can find (large) initial data
such that the solution exhibits the bipolar blowup in finite time. This fact
will be shown in Section 4.
In the case where the domain  is an entire space RN , we must consider
the Laplace–Beltrami operator on SN−1. Since the first and second eigen-
values are given by !1 D 0 and !2 D N − 1, respectively, we obtain γ1 D 0,
γ2 D 1, and p D 1C 2=N C 1. Thus we have the following result.
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Corollary 1.1. Let  D RN .
(a) If 1 < p  1 C 2=N C 1, then for any neighborhood U of zero
in H1 \ L1, there exists u0 2 U such that the solution of (1.1) exhibits the
bipolar blowup.
(b) If p > 1 C 2=N C 1, then there is a neighborhood U of zero in
H1 \ L1 such that the solution of (1.1) does not exhibit the bipolar blowup
for any u0 2 U .
In the case of  D R, we can obtain a more precise result. For  D R,
(1.1) is written as(
ut D uxx C up−1u D 0 in R 0;1;
ux; 0 D u0x in R:
(1.5)
We say that a solution u of (1.5) exhibits k-polar blowup if there exist
−1 D x1 < x2 <    < xk < xkC1 D 1 and T <1 such that
sup
x2xj; xjC1
−1jux; t ! C1; j D 1; 2; : : : ; k;
or
sup
x2xj; xjC1
−1juxj; t ! −1; j D 1; 2; : : : ; k;
as t " T . Our next result is as follows.
Theorem 1.2. Let  D R and k D 1; 2; 3; : : : :
(a) If 1 < p  1 C 2=k, then for any neighborhood U of zero in H1,
there exists u0 2 U such that the solution of (1.5) exhibits the k-polar blowup.
(b) If p > 1C 2=k, then there is a neighborhood U of zero in H1 such
that the solution of (1.5) does not exhibit the k-polar blowup for any u0 2 U .
For the k-polar blowup, we will see that the kth eigenvalue of (1.4) plays
a crucial role.
Finally, we remark that if ux; t is a solution of (1.1) with initial data
u0x, then 2=p−1ux; 2t also is a solution of (1.1) with initial data
2=p−1u0x for any  > 0. This implies that the above results are still
valid if the function  is given by
x D expCx2
with an arbitrary constant C > 0.
This paper is organized as follows. In Section 2, we consider the eigen-
value problem (1.4). In Section 3, we prove the continuity of blowup time
of solutions of (1.3). Sections 4 and 5 are devoted to proofs of Theorem 1.1
and Theorem 1.2, respectively.
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2. EIGENVALUE ANALYSIS
Throughout this section, we assume N  2. Before studying (1.4), let us
consider the eigenvalue problem
1’C y
2
r’C ’ D 0 in ; ’ 2 H1 \H10 : (2.1)
Assume that ’ takes the form
’y D PrQz; r D y; z 2  \ SN−1:
Substituting this in (2.1), we get
Prr C
N − 1
r
Pr

QC 1
r2
P1zQC
r
2
PrQC PQ D 0;
where 1z is the Laplace–Beltrami operator on  \ SN−1. Hence
r2
P

Prr C

N − 1
r
C r
2

Pr C P

D −1zQ
Q
D !
for some number !. Thus we have the following two eigenvalue problems(
1zQC!Q D 0; z 2  \ SN−1;
Q D 0; z 2 @ \ SN−1;
(2.2)
and (
T !P C P D 0; r 2 0;1;
Pr 2 H1RC;
(2.3)
where T ! is an operator defined by
T !P D Prr C

n− 1
r
C r
2

Pr −
!
r2
P:
It is known that the first eigenvalue of (2.2) is nonnegative and simple, and
other eigenvalues are positive.
Lemma 2.1. Let !  0 be arbitrarily fixed, and let γ be a nonnegative
root of
γγ CN − 2 D !:
Then the eigenvalues of (2.3) are given by
i D
N C γ
2
C i− 1; i D 1; 2; 3; : : : ;
and the associated eigenfunctions are given by8<:
P1r D rγ exp−r2=4;
PiC1r D r
d
dr
Pir C 2iPir; i D 1; 2; 3; : : : :
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Proof. By direct substitution, we have
T !P1r D −
N C γ
2
rγ exp−r2=4
C γγ CN − 2 −!rγ−2 exp−r2=4
D −N C γ
2
P1r:
Hence P1r is an eigenfunction associated with the eigenvalue
1 D
N C γ
2
:
On the other hand, by using
T !

r
d
dr
Pir

D rT !Pir C 2T !Pi − r
d
dr
Pir
D −i C 1r
d
dr
Pir − 2iPir;
we have
T !PiC1r D T !

r
d
dr
Pir C 2iPir

D −i C 1

r
d
dr
Pir C 2iPir

D −i C 1PiC1r:
Thus Pir is an eigenfunction of (2.3) associated with the eigenvalue i
for i D 1; 2; 3; : : : :
Since P1r is positive, 1 must be the first eigenvalue of (2.3). Rewrite
Pir as
Pir D irP1r:
Then8<:
1r D 1;
iC1r D r
d
dr
ir C

γ − r2=2 C 2i
}
ir; i D 1; 2; 3; : : : :
It is easy to show by induction that ir is a polynomial of r2 of order
i− 1. Hence Pir has at most i− 1 zeros in 0;1. Moreover, since
PiC1r D r−2iC1
d
dr

r2iPir
}
;
PiC1r has more zeros than Pir in 0;1. These imply that Pir has
exactly i− 1 zeros in 0;1. Thus i is the ith eigenvalue of (2.3).
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Lemma 2.2. Let !j be the jth eigenvalue of (2.2), and let γj be a nonneg-
ative root of
γjγj CN − 2 D !j:
Then the eigenvalues of (2.1) are given by
ij D
N C γj
2
C i− 1; i; j D 1; 2; 3; : : :
Proof. Let Qjz be an eigenfunction associated with !j . Then the set
Qjz is a complete basis ofH10\ SN−1. On the other hand, by Lemma
2.1, the set Pir  is a complete basis of H1RC.
It follows from Lemma 2.1 that ij given as above is an eigenvalue of
(2.1). Let ’ij D PirQjz be an eigenfunction associated with ij . Assume
that there exists an eigenvalue  of (2.1) other than ij , and denote by ’
an eigenfunction associated with . Then, by Green’s formula, we have
0 D
Z


’

1’ij C
y
2
r’ij

− ’ij

1’C y
2
r’

dy
D − ij
Z

’’ij dy
for i; j D 1; 2; : : : : Since  6D ij , we obtainZ

’ij’ dy D
Z 1
0
Z
\SN−1
PirQjz’r; zrrN−1 dr dz D 0:
Hence, if we set
aiz D
Z 1
0
Pir’r; zrrN−1 dr;
then Z
\SN−1
Qjzaizdz D 0:
By the completeness of Qjz, this implies that
aiz  0 on  \ SN−1:
Similarly the completeness of Pir implies ’  0 in , which is a con-
tradiction.
Let k be the kth eigenvalue of (1.4), and let ’k be an eigenfunction
associated with k. We have the following lemma concerning the first and
second eigenvalues of (1.4).
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Lemma 2.3. Let !1  0 and !2 > 0 be the first and second eigenvalues
of (2.2), and let γ1 and γ2 be nonnegative roots of
γjγj CN − 2 D !j; j D 1; 2;
respectively. Then the first eigenvalue of (1.4) is simple and is given by
1 D
N C γ1
2
− 1
p− 1 ;
and the second eigenvalue is given by
2 D min

N C γ2
2
;
N C γ1
2
C 1

− 1
p− 1 :
Proof. The kth eigenvalue k of (1.4) is written as
k D ij −
1
p− 1
for some i, j. Hence, by Lemma 2.2, the first and second eigenvalues of
(1.4) are given as above. Since !1 and 1 are simple eigenvalues of (2.2)
and (2.3), respectively, 1 is a simple eigenvalue of (1.4).
Next we prepare the following technical lemma.
Lemma 2.4. There exists a constant C independent of i and j such that
’ij1  CN=4ij ’ij2; i; j D 1; 2; 3; : : : :
Proof. Let ’ij D PirQjz and put
M2 D max
r0
Pir2 D Pir02:
By (2.3), Pi satisfies
Pirr C

N − 1
r
C r
2

Pir −
!j
r2
Pi C ijPi D 0:
Multiplying this by Pi, we obtain
P2i rr C

N − 1
r
C r
2

P2i r  −2ijP2i  −2ijM2:
Hence, if P2i r  0, then
P2i rr  −2ijM2:
Thus, if we set
r1 xD sup

R > r0  P2i r  0 for r 2 r0; R
}
;
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we have
Pir2 > M2 − ijM2r − r02 for r 2 r0; r1:
If r1 is finite, then Pir1 D 0 so that
r1 − r0  −1=2ij :
Therefore
Pir2 
3
4
M2 for r 2

r0 C
1
4

−1=2
ij ; r0 C
1
2

−1=2
ij

:
Then
Pi22 
Z r0C−1=2ij =2
r0C−1=2ij =4
P2rN−1dr  3
4NC1

−N=2
ij M
2:
This completes the proof.
Let X D L2 \ L1 be a functional space equipped with the norm
uX xD u2 C u1:
We regard (1.3) as an infinite dimensional dynamical system in X, and show
the existence of an invariant manifold.
If 2 > 0, we define W by
W D u0 2 X: vy; sX D oe−s as s!1};
where  > 0 is an arbitrary constant satisfying 1 <  < 2.
Lemma 2.5. Suppose that 2 > 0. Then W is a C1-manifold with codi-
mension one, and ’1 is transversal to the tangent space of W at zero.
Proof. To apply the standard method of constructing an invariant man-
ifold [3, 6], we must check some conditions such as the gap condition and
the smoothness of the nonlinearity. For L2, the gap condition is satisfied,
but the smoothness is not satisfied. For L1, the smoothness is satisfied, but
the gap condition is not obvious. So, we introduced our new space X, in
which it is easy to show the differentiability of up−1u by using
uvX  u1vX
and p > 1.
Let us check the gap condition in X. Let L1 and L2 be the restriction of
the operator
L D 1C y
2
r C 1
p− 1
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to span’1 and its orthogonal complement in L2, respectively. For the
simplicity of notation, we use the same symbol Li to denote the restriction
of Li to X. The gap condition is given by
1 − 2 > 0;
where 1 and 2 are constants satisfying
eL1spX  C1e1spX for s < 0; (2.4)
eL2sqX  C2e2sqX for s > 0: (2.5)
It is clear that the first inequality (2.4) holds for 1 D −1.
Let us show that the second inequality (2.5) holds for some 2 < 0. We
first note that
eL2sq2  C2e−2sq2 for s > 0: (2.6)
Using the expansion of the eigenfunctions and Lemma 2.4, we have for
s  1 that
eL2sq1 
X
ij2
q2’ij1e−ij−1=p−1s
 Cq2
X
ij2

N=4
ij e
−ij−1=p−1s:
Here, by Weyl’s lemma [11], there exist positive constants c and j0 such
that
!j  cj2=N for j  j0:
Thus, by Lemmas 2.1 and 2.3, we obtain
eL2sq1  C"e−2C"sq2 for s  1; (2.7)
for any small " > 0 and some C" > 0. On the other hand, by the comparison
theorem, we have
eL2sq1  e1=p−1sq1 for s  0: (2.8)
Consequently, by combining the inequalities (2.6), (2.7), and (2.8), we ob-
tain (2.5) for 2 D −2 C " < 0. Since 1 < 2, the gap condition is satis-
fied.
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3. CONTINUITY OF BLOWUP TIME
This section is concerned with the continuity of blowup time of solutions
of (1.3) with respect to initial data. We define blowup time by the maximal
existence time of a classical solution. Due to this definition, the blowup
time is regarded as 1 when the solution of (1.3) exists globally in time. In
the following, we denote simply by vs a solution of (1.3) with its blowup
time T  1.
For bounded domains, the continuity of blowup time with respect to ini-
tial data was shown by Merle [14]. However, his method cannot be applied
to unbounded domains, because it essentially used the boundedness of do-
mains through Jensen’s inequality. For  D R, the continuity of the blowup
time was proved in [17]. For a cone in RN , we essentially follow the argu-
ment in [17] taking the difference of domains into account.
For v 2 H1, we define the energy E associated with (1.3) by
Ev D
Z


1
2
rv2 − 1
2p− 1v
2 − 1
pC 1 v
pC1

dy: (3.1)
We can easily verify
d
ds
E
(
vs D −vss22  0;
so that Evs is nonincreasing in s.
We prepare several lemmas in order to show the continuity of blowup
time.
Lemma 3.1. (a) There are positive constants  < T and C such that
vs C pC1  CvspC1 for s 2 0; T −  and  2 0; .
(b) If N − 2p < N C 2, then the uniform boundedness of vs in H1
in s 2 0; T  implies that in L1.
Proof. This result was obtained in Proposition 3.1 in [7] for the entire
space RN . Though our domain  is a cone in RN , we can reduce the proof
to that in [7] as follows.
Let vs D Ssv0 be the solution of8>>>><>>>>:
vs D 1v C
y
2
rv C 1
p− 1v in  0;1;
vy; s D 0 on @ 0;1;
vy; 0 D v0y in :
We denote the positive and negative parts of v0 by v
C
0 and v
−
0 respectively,
i.e.,
vC0 y D maxv0y; 0 and v−0 y D minv0y; 0:
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Clearly v0 q  v0q for 1  q  1, and by the comparison theorem, we
have
Ssv−0  Ssv0  SsvC0 in  (3.2)
for s > 0. We extend the domain of v0 to R
N by putting v0 D 0 in the
outside of .
Let ws D Ssw0 be the solution of8><>:
ws D 1w C
y
2
rw C 1
p− 1w in R
N  0;1;
wy; 0 D w0y in RN:
By the comparison theorem, we have
SsvC0  SsvC0 and Ssv−0  Ssv−0 in  (3.3)
for s > 0. It follows from (3.2) and (3.3) that
Ssv−0  Ssv0  SsvC0 in  (3.4)
for s > 0.
In the proof of Proposition 3.1 in [7], the fact that the domain is the
entire space RN is used only through the following inequalities, which are
immediately derived by using the fundamental solution of the heat equation
in RN :
(i) Ssv0L1RN   C4s−N=2v0L1RN 
(ii) Ssv0q  Cv0q
(iii) Ssv0q  Cs−N=21=r−1=qv0r
for 0 < s  1 and 1  r  q < 1 with some positive constant C. From
(3.4), these inequalities are still valid if S and C are replaced by S and 2C,
respectively. Thus we can obtain the conclusions of this lemma by the same
argument as in [7].
We set
f s D 1
2
Z s
0
vt22 dt for s > 0: (3.5)
The next lemma is due to [16].
Lemma 3.2. Let N − 2p < N C 2.
(a) If f 0s  M and f 00s  M for s 2 s0; T  with some positive
constants M and s0, then there is  > 0 such that f s− is concave in s0; T .
(b) If T D 1, then f 0s is uniformly bounded in s 2 0; T .
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Using these facts, we obtain the following lemmas.
Lemma 3.3. Let N − 2p < N C 2. If T <1, then Evs ! −1 and
f 0s ! C1 as s " T:
Proof. We have
f 0s D 1
2
vs22; f 00s D
Z

vs vssdy:
Multiplying (1.3) by v; vs respectively and integrating them by parts, we get
Evs − Ev0 D −
Z s
0
vst22 dt  0 (3.6)
and
f 00s D −2Evs C p− 1
pC 1 vs
pC1
pC1: (3.7)
By Ho¨lder’s inequality, we have
f 00s  2f 0s1=2vss2
and hence
21=2
d
ds
f 0s1=2  vss2:
Integrating this on 0; s, we get
21=2f 0s1=2 − f 001=2 
Z s
0
vst2 dt

Z s
0
dt
1=2Z s
0
vst22 dt
1=2
:
Thus, by using (3.6), we obtain
21=2f 0s1=2 − f 001=2  T 1=2Ev0 − Evs1=2: (3.8)
Suppose here that Evs does not diverge to −1, that is,
Evs  −C1 for s > 0:
(Here and hereafter, Ci denotes various positive constants.) Then, by (3.8),
we have
f 0s  C2 for s > 0: (3.9)
Therefore, integrating (3.7) on 0; T , we obtainZ T
0
vspC1
pC1 ds  C3: (3.10)
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By Lemma 3.1(a), there are positive constants , C4 such that
vs C pC1  C4vspC1 for s 2 0; T − ;  2 0; :
Hence Z s
0
vtpC1
pC1 dt 
Z s
s−
vtpC1pC1 dt  C−pC14 vspC1pC1:
Thus we see from (3.10) that vspC1 is uniformly bounded in s 2 0; T .
Then rvs2 is uniformly bounded in s 2 0; T  in view of (3.6) and
(3.9). Consequently, it follows from Lemma 3.1(b) that vs1 is uniformly
bounded in s 2 0; T . This contradiction implies that Evs ! −1 as
s " T:
We next suppose that f 0s is uniformly bounded in s 2 0; T . From the
above argument, we may assume without loss of generality that Evs < 0
for s > 0. Then, integrating (3.7) over 0; s, we obtain
f 0s − f 00 > p− 1
pC 1
Z s
0
vtpC1
pC1 dt:
This implies the integrability of vspC1pC1 over 0; T . Then we obtain the
uniform boundedness of vs1 in s 2 0; T  by the same argument as
above. This contradiction completes the proof.
Lemma 3.4. Let N − 2p < N C 2. If T < 1, then f 0s=f s ! 1
as s " T .
Proof. By Lemma 3.3, we have Evs ! −1 and f 0s ! 1 as s " T .
Then it follows from (3.7) that f 00s ! 1 as s " T . Thus, by Lemma 3.2,
there are positive constants ; s0 such that f s− is concave in s0; T . This
implies
f 0s
f sC1 
f 0s0
f s0C1
for s  s0
in view of
f s−0 D −f s−C1f 0s:
If f s ! 1 as s " T , then
f 0s
f s 
f 0s0
f s0C1
 f s!1 as s " T:
On the other hand, if f s is bounded as s " T , the assertion is trivial since
f 0s ! 1 as s " T by Lemma 3.3.
Lemma 3.5. If f s− is concave in s0; T  with some s0 > 0, then T − s 
f s=f 0s for s 2 s0; T .
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Proof. Since f s− is concave in s0; T , we have
f t−  f s− C f s−0t − s
D f s−C1f s − f 0st − s
for s0  s < t < T . Hence
f s − f 0st − s  0 for s0  s < t < T:
Letting t " T , we get
f s − f 0sT − s  0 for s0  s < T:
This completes the proof.
Consequently, we obtain the following theorem.
Theorem 3.1. If N − 2p < N C 2, then the blowup time is continuous
with respect to initial data in the topology of H1 \ L1.
Proof. Suppose that un! u0 in H1 \ L1 as n!1. We denote by vn,
v the solutions of (1.3) with initial data un, u0 and by Tn, T the blowup
time of vn, v, respectively. We first get
lim inf
n!1 Tn  T: (3.11)
In fact, when T <1, for every " > 0 there is n0 such that vn is defined on
0; T − " for n  n0 and hence
Tn  T − " for n  n0:
Since " > 0 is arbitrary, this implies (3.11). Similarly, we can show in the
case of T D 1 that
lim inf
n!1 Tn D 1:
Thus it suffices to show
lim sup
n!1
Tn  T: (3.12)
by assuming T <1. Let f be as in (3.5) and define fn by
fns D
1
2
Z s
0
vnt22 dt for s > 0:
By Lemma 3.3, there is s0 < T such that
f 0s0  2M and − 2Evs0  2M
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and hence there is n1 such that
f 0ns0 M and − 2Evns0 M for n  n1:
Since f 0ns and −2Evns is nonincreasing in s 2 s0; Tn,
f 0ns M and f 00n s  −2Evns M
for all s  s0 and n  n1 from (3.7) with f replaced by fn. Therefore
fns− is concave in s0; Tn for n  n1 from Lemma 3.2. It follows from
Lemma 3.5 that
Tn − s 
fns
f 0ns
for s 2 s0; Tn; n  n1:
By Lemma 3.4, for any K > 0 there is  2 0; T − s0 such that
f 0T − 
f T −  > K C 1
and hence there is n2  n1 such that
f 0nT − 
fnT − 
> K for n  n2:
Then we have
Tn − T −  
fnT − 
f 0nT − 
<
1
K
by the choice of  and hence
Tn  T C
1
K
for n  n2:
Since K is arbitrary, this inequality implies (3.12).
4. PROOF OF THEOREM 1.1
For the proof of Theorem 1.1, we prepare two lemmas. The first lemma
shows that if the energy E defined by (3.1) is negative, then the solution
blows up.
Lemma 4.1. Let N − 2p < N C 2. If Eu0 < 0, then the solution v of
(1.3) blows up in finite time.
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Proof. Let f be defined as in (3.5). If v exists globally in time, then it
follows from Lemma 3.2(b) that f 0s is uniformly bounded in s. On the
other hand, by (3.7), we have
f 00s > −2Eu0 > 0:
This implies that
f 0s ! 1 as s!1:
This is a contradiction.
The second lemma is a sort of the intermediate theorem.
Lemma 4.2. Let N − 2p < N C 2, and uy 2 H1 \ L1 be a family
of initial data depending continuously on a parameter  2 0; 1. Suppose that
the solution v of (1.3) with initial data u blows up as s " T < 1 for any
 2 0; 1. If
sup
x2
v0y; s ! 1 as s " T0
and
inf
x2
v1y; s ! −1 as s " T1;
then v exhibits the bipolar blowup for some  2 0; 1.
Proof. We set
AC D  2 0; 1: sup
x2
vy; s ! 1 as s " T
}
and
A− D  2 0; 1: inf
x2
vy; s ! −1 as s " T
}
:
Then AC [A− D 0; 1, 0 2 AC, and 1 2 A− by assumption. We set
A0 D AC \A−;
where the overline denotes the closure. Since A0 is not empty, we can take
 2 A0.
Suppose that the bipolar blowup does not occur for any  2 0; 1. As-
sume  62 AC and  2 A−. Then we have
v y; s M for y; s 2  0; T
with some positive constant M . Since  2 AC and  62 AC, we can take a
sequence n satisfying n 2 AC (i.e., n 62 A−) and n !  as n!1.
Since un ! u in H1 \ L1 as n!1, we have
vny; s ! vy; s in H1 \ L1
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as n ! 1 for each s 2 0; T. Therefore for any  > 0 there exists n0
such that
vny; T −  M C 1 in 
for n  n0. Let ws be the spatially homogeneous solution of (1.3) with
initial data w0 D M C 1 and blowup time Tw. It follows from the com-
parison theorem that
vny; s  ws − T −  in  T − ; T − C Tw
for n  n0. Since vn is bounded from below, vn is defined as long as w
exists. Hence we have
Tn  T − C Tw
for n  n0. Setting  D Tw=2, we obtain
Tn  T C Tw=2:
This is a contradiction, because Tn ! T as n!1 by Theorem 3.1.
In the same manner, we can derive a contradiction by assuming that
 2 AC and  62 A−. Thus it is shown that the bipolar blowup must occur
for some  2 0; 1.
Let us complete the proof of Theorem 1.1.
Proof of Theorem 1.1(a). Let " > 0 and put
u D "1− ’1 C ’2 for  2 0; 1;
and let v be the solution of (1.3) with initial date u. We have
Eu <
Z


1
2
ru2 −
1
2p− 1u
2


dy
D −1
2
Z


u

1u C
y
2
ru C
1
2p− 1u

dy
D "
2
2
Z

1− ’1 C ’211− ’1 C 2’2}dy
D "
2
2
Z


11− 2’21 C 22’22
}
dy:
Here, by Lemma 2.3, 1 < 2  0 if 1 < p  p. Thus
Eu < 0 for  2 0; 1:
Since N − 2p < N C 2, it follows from Lemma 4.1 that v blows up
infinite time for any  2 0; 1.
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Let T < 1 be the blowup time of v. We can take ’1 to be positive
in . Since v0 D "’1 > 0, we have
sup
x2
v0y; s ! 1 as s " T0:
On the other hand, by exchanging ’2 with −’2 if necessary, we may assume
that
inf
x2
v1y; s ! −1 as s " T1:
Then, by Lemma 4.2, v exhibits the bipolar blowup for some  2 0; 1.
Since " > 0 can be arbitrarily small, the proof is complete.
Proof of Theorem 1.1(b). By Lemma 2.3, we have 0 < 2  3    
if p > p. Let W be the invariant manifold as in Lemma 2.5. Clearly,
if u0 2 W , then the solution of (1.3) exists globally in time. If u0 is
sufficiently small, then
eu0  u0 C c’1 2 W
for some constant c, because ’1 is transversal to the tangent space of W
at zero.
Let v and ev be solutions of (1.3) with initial data u0 and eu0, respectively.
By the positivity of ’1, the comparison theorem implies that v ev if c  0
and v ev if c  0. The former implies that
sup
y
vy; s 6! C1
and the latter implies that
inf
y
vy; s 6! −1
in finite time. Thus the proof is complete.
Here we show that for any p > 1, we can find (large) initial data such
that the solution exhibits the bipolar blowup in finite time.
Theorem 4.1. If N − 2p < N C 2, then there exist initial data u0 2
H1 \ L1 such that the solution of (1.1) exhibits the bipolar blowup.
Proof. We first choose two cones D1;D2   such that D1 and D2 are
congruent andD1 \D2 D Z. Since p > 1, we can take a (large) nonnegative
function 9 2 H1 \ L1 with its support in D1 such thatZ


1
2
r92 − 1
2p− 19
2 − 1
2ppC 1 9
pC1

dy < 0: (4.1)
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Let
e9y D −9hy in D2;
where h is the congruent transformation in RN which maps D2 to D1, and
set
g D E9C 1− e9:
By Lemmas 4.1 and 4.2, it suffices to show that g < 0 for  2 0; 1.
We have
g D 2 C 1− 2  1
2
Z


r92 − 1
p− 19
2

dy
− pC1 C 1− pC1}  1
pC 1
Z

9pC1dy:
Putting
a D 1
2
Z


r92 − 1
p− 19
2

dy; b D 1
pC 1
Z

9pC1dy > 0;
we have
g D a2 C 1− 2}− bpC1 C 1− pC1};
g0 D 2a2 − 1 − pC 1bp − 1− p};
g00 D 4a− ppC 1bp−1 C 1− p−1}:
Also (4.1) is written as
a− b
2p
< 0:
Then it is immediate that
g

1
2

D 1
2

a− b
2p−1

< 0; g0

1
2

D 0:
Moreover, by simple calculation, we get
g00 < 4

a− b
2p

< 0 for  2 0; 1:
Thus g < 0 for  2 0; 1.
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5. PROOF OF THEOREM 1.2
In this section, we consider the one-dimensional problem (1.5). The ex-
istence of initial data for which the solution exhibits the k-polar blowup
was precisely investigated in [17]. Let d > 0 be a constant and 8x be a
smooth function on R satisfying
8x > 0 in −d; d and 8x  0 in Rn−d; d:
The following result was obtained in Proposition 2.2 of [17].
Proposition 5.1. Let 8x be as above, and let b1, b2; : : : ; bk 2 R satisfy
bjC1 − bj  2d for j D 1; 2; : : : ; k. When k is an even integer, assume further
that bj C bkC1−j D 0 for j D 1; 2; : : : ; k=2. If 1 < p  1 C 2=k, then there
exists 1; 2; : : : ; k 2 0; 1k such that the solution of (1.5) with initial data
u0x D
kX
jD1
−1jC1j8x− bj
exhibits the k-polar blowup.
Since 8x can be arbitrarily small, this proposition proves Theorem
1.2(a).
Let us prove Theorem 1.2(b). For  D R, (1.3) is written as8><>: vs D vyy C
y
2
vy C
1
p− 1v C v
p−1v in R 0;1;
vy; 0 D u0y in R:
(5.1)
It is clear that the k-polar blowup of a solution of (1.5) is equivalent to
that of (5.1). For  D R, (1.4) is written as
’yy C
y
2
’y C
1
p− 1’C ’ D 0 in R; ’ 2 H
1
R: (5.2)
We denote by k the kth eigenvalue of (5.2) and by ’k an eigenfunction
associated with k.
The following lemma is obtained in the same manner as Lemma 2.1 (see
Proposition 2.3 of [4] for a more general result).
Lemma 5.1. The eigenvalues of (5.2) are given by
k D −
1
p− 1 C
k
2
; k D 1; 2; 3; : : : ;
and the associated eigenfunctions are given by
’ky D
dk−1
dyk−1
exp−y2=4; k D 1; 2; 3; : : : :
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By this lemma, ’ky is written as
’ky D  ky exp−y2=4; k D 1; 2; 3; : : : ; (5.3)
where  ky is a polynomial of y of the order k− 1. We note that ’kx
is an orthonormal basis of H1R by suitable normalization.
If k > 0, we define Wk by
Wk D

u0 2 H1R: vy; s D Oexp−ks as s!1
}
:
Clearly, if u0 2 Wk, then the solution of (5.1) exists globally in time.
The next lemma is obtained in the same manner as Lemma 2.5 by noting
that H1R is compactly embedded in L1R, and all eigenvalues of (5.2)
are simple. So we omit the proof.
Lemma 5.2. Suppose that k > 0. Then Wk is a C1-manifold with codi-
mension k − 1, and ’1; : : : ; ’k−1 are transversal to the tangent space of Wk
at zero.
Now let us complete the proof of Theorem 1.2(b).
Proof of Theorem 1.2(b). We first note that by Lemma 5.1, k > 0 if
p > 1C 2=k. For k D 1, the assertion is trivial. Indeed, if p > 3, then W1
contains a neighborhood of zero in H1R, and v exists globally for any
u0 2 W1.
Let us assume k  2 in the following. It follows from Lemma 5.2 that if
u0 is sufficiently small, then
eu0  u0 C k−1X
iD1
ci’i 2 Wk
for some small constants c1; : : : ; ck−1. We denote by ev the solution of (5.1)
with initial data eu0. By (5.3), we have
eu0 − u0 D k−1X
iD1
ci’i D
k−1X
iD1
ci iy

exp−y2=4:
Since  i is a polynomial of order i − 1, eu0 − u0 has at most k − 2 zeros.
Namely v and ev intersect at most k− 2 times initially. If v exhibits the k-
polar blowup, v andev intersect at least k− 1 times at the blowup time of v,
becauseev is uniformly bounded for any t  0. This contradicts the fact that
the intersection number of two distinct solutions of (1.5) is nonincreasing
in time (see, e.g., [1] or [12]). Thus the k-polar blowup does not occur for
sufficiently small initial data if p > 1C 2=k.
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