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I study cross dimensionality of p-orbital atomic fermions loaded in an optical square lattice with
repulsive interactions. The cross-dimensionality emerges when the transverse tunneling of p-orbital
fermions is negligible. With renormalization group analysis, the system is found to support two
dimensional charge, orbital, and spin density wave states with incommensurate wavevectors. The
transition temperatures of these states are controlled by perturbations near a one dimensional Lut-
tinger liquid fixed point. Considering transverse tunneling, the cross-dimensionality breaks down
and the density wave (DW) orders become unstable, and I find an unconventional superconducting
state mediated by fluctuation effects. The superconducting gap has an emergent nodal structure
determined by the Fermi momentum, which is tunable by controlling atomic density. Taking an effec-
tive description of the superconducting state, it is shown that the nodal structure of Cooper pairing
can be extracted from momentum-space radio-frequency spectroscopy in atomic experiments. These
results imply that p-orbital fermions could enrich the possibilities of studying correlated physics in
optical lattice quantum emulators beyond the single-band Fermi Hubbard model.
Introduction.— Investigation of strongly correlated
physics with ultracold atoms has attracted considerable
efforts in the last decade. Bose- and Fermi-Hubbard
models have been achieved in experiments by loading ul-
tracold atoms in the lowest band of optical lattices [1–6].
For bosons, the Mott-superfluid quantum phase transi-
tion has been observed [7]. For fermions although cool-
ing to the ground state is more experimentally challeng-
ing [8, 9], recent developments [10, 11] have mounted to
a new milestone with the long-sought anti-ferromagnetic
ordered Mott insulator [12] finally accomplished through
the technique of fermionic quantum microscope [13–23].
Upon doping the system is expected to show d-wave su-
perconductivity as in cuperates. This opens up a new
window to explore correlated physics of fermionic atoms
previously thought unpractical.
Apart from the single-band Fermi Hubbard model,
orbital degrees of freedom also play important roles in
solid state materials [24]. Unconventional superconduc-
tivity in iron-based superconductors [25], competing or-
ders in complex oxides and heterostructures [26, 27], and
the chiral p-wave topological state proposed in strontium
ruthenates [28] all have multi-orbital origins. In optical
lattices, ultracold atoms have successfully been put in
higher orbitals in search of exotic quantum phases [29].
For example, a bosonic analogue of the chiral p-wave
state [30–32] and an anomalous phase-twisting conden-
sate have been observed [33]. In theory, various aspects
of p-orbital fermions, such as orbital orders [34–38], mag-
netism [39–41], and topological phases [42–52] have been
largely investigated. It has been found that spontaneous
translational symmetry breaking with incommensurate
wavevectors is generally favorable in the system of p-
orbital fermions. However how the incommensurate DWs
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interplay with superconductivity in repulsive p-orbital
fermions, as analogous to the emergence of d-wave su-
perconductivity in the doped anti-ferromagnetic s-band
Mott insulator, remains to be understood.
In this work, I study two component (referring to
atomic hyperfine states) fermionic atoms, e.g., 40K
loaded in p-orbital bands of an optical lattice. The orbital
cross dimensionality of this system leads to incommensu-
rate spin, orbital and charge density wave phases. Finite
transverse tunneling of p-orbital fermions will destroy the
cross dimensionality and weaken the DW orders, and a
nodal superconducting (NSC) state is found to emerge
when the incommensurate spin density wave (ISDW) is
suppressed, which is analogous to the emergence of d-
wave superconductivity (SC) in the doped s-band Mott
insulator [53–56]. A crucial difference worth emphasis
is that the NSC state in the p-orbital setting appears
at generic filling instead of restricted to near half filling.
The nodal structure of the SC pairing is related to Fermi
momentum and is thus tunable via controlling the atom
number density. The spectroscopic properties of the NSC
state are predicted, and can be tested with momentum-
resolved radio-frequency spectroscopy in atomic experi-
ments. I also point out that the theory in this work may
also shed light on the superconductivity in certain ox-
ide heterostrucutres, e.g.,LaAlO3-SrTiO3, where dxz and
dyz orbitals on the interface can be modeled as p-orbitals
effectively.
Model.— A minimal tight binding model on a square
lattice describing px and py orbital fermions is considered
here with the Hamiltonian H = H0+Hint, where the tun-
neling term is H0 =
∑
r,µ,ν=x,y tµν [c
†
µα,rcµα,r+eˆν + h.c.].
Here the annihilation operators cx,α and cy,α describe the
px and py orbitals with spin polarization α =↑, ↓, eˆx and
eˆy are two reciprocal lattice vectors for the square lattice,
and the tunneling matrix is tµν = t‖δµν−t⊥(1−δµν) [57].
The lattice spacing is set to be 1 throughout. Assuming
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2spin SU(2) symmetry, the local interaction takes the form
Hint = U
∑
r,ν
nν↑(r)nν↓(r) + U ′
∑
r
nx(r)ny(r) (1)
+J
∑
r
Sx(r) · Sy(r) + J ′
∑
r
[
c†x↑,rc
†
x↓,rcy↓,rcy↑,r + h.c.
]
,
where nνα(r) = c
†
να,rcνα,r, nν(r) =
∑
α nνα(r), and
Sν(r) =
∑
αβ c
†
να,rσαβcνβ,r . The local interaction re-
spects conservation of the fermion parity of each orbital,∏
r(−1)nx(r) and
∏
r(−)ny(r). This work focuses on the
repulsive interaction with U > 0.
The low temperature phase diagram is analyzed with
renormalization group (RG) techniques. Due to the
fermion parity and SU(2) symmetries [55], the renormal-
ized interaction takes a general form,
Hint =
1
2
∫ ∏
i=1,2,3
dki
(2pi)2 V
(
k1 k2 k3
ν1 ν2 ν3
)
(2)
C†ν1α(k1)C
†
ν2β
(k2)Cν3β(k3)Cκ(ν1,ν2,ν3),α(k1 + k2 − k3),
where Cνα(k) is the Fourier transform of cνα,r, and κ is a
permutation symmetric function defined by κ(ν, ν, ν) = ν
and κ(ν,−ν, ν) = −ν (the ‘−’ sign in front of the or-
bital index ν means switching between px and py). The
frequency dependence in the effective interactions is ne-
glected for such dependence is expected to be unimpor-
tant [53, 55, 58]. The renormalization of effective inter-
actions is given in Supplementary Information.
FIG. 1. Phase diagram in the strict cross-dimensional limit.
(a) The illustration of Fermi surfaces at the cross-dimensional
limit. (b) The phase diagram parameterized by g⊥,c and g‖,c.
In SDW-1 (SDW-2), spin polarizations of two orbital compo-
nents are antiparallel (parallel). In this plot, g˜⊥,1 = vf , and
g‖,2(q) = vf . For g˜⊥,1 with an opposite sign, the ODW state
will be replaced by a CDW state.
Cross-dimensional limit.— First consider the limit
t⊥ → 0. In the renormalization to the low-energy limit,
the coupling J ′ is strongly suppressed due to the particle-
particle channel, provided that |J ′| < U , which holds for
cold atoms with contact interactions. I will thus take
J ′ → 0. In this limit, the system is dynamically cross-
dimensional, meaning that each orbital tunnels only in
the direction along its own elongation whereas they are
coupled via inter-orbital interactions. Mathematically,
the cross-dimensionality is characterized by a transverse-
sliding-phase (TSP) symmetry, cx,r → eiθ(ry)cx,r, cy,r →
eiθ(rx)cy,r . In the absence of inter-orbital interactions,
this cross-dimensional system reduces to an ensemble of
decoupled one-dimensional systems, each being described
by a Luttinger liquid theory.
Resulting from the one-dimensionality of Fermi sur-
faces, perfect nesting wavevectors Q = (±Q,±Q), with
Q = 2kf (Fig. 1(a)). This gives rise to leading instabili-
ties in DW channels
V1(k,k
′) ≡ V
(
k k′ +Q k′
ν −ν −ν
)
, V2(k,k
′) ≡ V
(
k k′ +Q k+Q
ν −ν ν
)
.
Divergence of V2 in the RG flow leads to formation of
SDW orders at low temperature, while divergence of
V2 − 2V1 leads to charge density wave (CDW) or orbital
density wave (ODW) orders, depending on the sign of
this coupling.
The low temperature phases are determined by the
effective interactions near the Fermi surface. The mo-
mentum is rewritten in terms of components parallel
(e‖) and perpendicular (e⊥) to the Fermi surface as
k = ke‖ + χ(kf + l)e⊥, with the chirality χ = ± in-
dex the two Fermi surfaces for each orbital. Note that
e‖ and e⊥ should be defined in an opposite way for
two orbitals—e‖ = eˆy, e⊥ = eˆx for px and e‖ = eˆx,
e⊥ = eˆy for py. Each single-particle mode is now labeled
by three indices—parallel momentum k, chirality χ, and
orbital ν. The dispersion near the Fermi surface reads
ν(k) = vf l +O(l2), with vf the Fermi velocity.
The interactions V1(k,k
′) and V2(k,k′) projected onto
the Fermi surface take a more explicit form
g⊥,1(ν;χ, k, χ′, k′) = Γ
 k k′ − χQ k′ k − χ′Qχ −χ′ χ′ −χ
ν −ν −ν ν
,
g⊥,2(ν;χ, k, χ′, k′) = Γ
 k k′ − χQ k − χ′Q k′χ −χ′ −χ χ′
ν −ν ν −ν
,
where Γ(m1,m2,m3,m4), with mj a collective column of
indices (kj , χj , νj)
T
, describes scattering from modes m3
and m4 to m1 and m2. Pictorial illustration of these cou-
plings is given in Supplementary Information. Due to the
two dimensional nature of these inter-orbital couplings,
the parallel momentum is not conserved. The TSP
symmetry implies g⊥,j=1,2(ν;χ, k, χ′, k′) = g⊥,j(ν;χ, k +
p, χ′, k′ + p′). The inter-orbital couplings g⊥,j thus have
no k (or k′) dependence. Further considering point group
D4 symmetry, g⊥,j does not depend on ν, χ or χ′.
Under renormalization, the inter-orbital couplings g⊥,j
are intertwined with intra-orbital ones
g‖,1(ν, χ, k, k′, q) = Γ
 k k′ + q k′ k + qχ −χ χ −χ
ν ν ν ν
,
g‖,2(ν, χ, k, k′, q) = Γ
 k k′ + q k + q k′χ −χ −χ χ
ν ν ν ν
.
Here, the parallel momentum is conserved, which is dif-
ferent from inter-orbital couplings. The other differ-
ence comes from the consequence of the TSP symmetry.
3For the intra-orbital couplings, TSP symmetry implies
g‖,j(ν, χ, k, k′, q) = g‖,j(ν, χ, k + p, k′ + p, q). These cou-
plings could therefore have more complicated momentum
dependence. On the other hand, starting with on-site
interactions, the momentum dependence in g‖,j gener-
ated in the renormalization is mainly from intertwined
scattering with inter-orbital couplings, which causes the
leading momentum dependence of g‖,j(ν, χ, k, k′, q) on
the exchange term q, i.e., g‖,j(ν, χ, k, k′, q) ≈ g‖,j(q).
This is justified by a complete treatment of momen-
tum dependence. To explicitly extract the CDW or
ODW channel, I introduce g˜⊥,1 = 2g⊥,1−g⊥,2, g˜‖,1(Q) =
2g‖,1(Q)− g‖,2(Q).
At tree level, the g-ology couplings are related to the
lattice model as g⊥,1 = U ′ − J , g⊥,2 = −2J , g‖,j = U .
From the renormalization at one-loop level (see Supple-
mentary Information), the renormalization group (RG)
equations of the g-ology couplings are obtained to be
dg˜⊥,1
ds =
1
pivf
{−g˜‖,1(Q)g˜⊥,1}
dg⊥,2
ds =
1
pivf
{
g⊥,2g‖,2(Q)
}
dg˜‖,1(Q)
ds =
1
2pivf
{
−g˜2⊥,1 − g˜2‖,1(Q) (3)
+g2‖,1(q) + g
2
‖,2(q)− 4g‖,1(q)g‖,2(q)
}
dg‖,2(Q)
ds =
1
2pivf
{
g2⊥,2 + g
2
‖,2(Q)− g2‖,2(q)− g2‖,1(q)
}
.
A shorthand notation is adopted f(q) =
∫
dq
2pif(q). The
RG low of g‖,j(q) for the momentum q away from Q is
obtained as
dg‖,1(q)
ds =
1
pivf
{
−g2‖,1(q) + g‖,1(q)g‖,2(q)
−g‖,1(p)g‖,2(p)
}
,
dg‖,2(q)
ds =
1
2pivf
{
g2‖,2(q)− g2‖,2(p)− g2‖,1(p)
}
. (4)
The RG flow of intra-orbital couplings with q 6= Q is not
affected by inter-orbital couplings. (More rigorously, q 6=
Q means |q−Q| > Λ, with Λ 2pi for weak interactions.)
Since the strong momentum dependence in g‖,j near
q ≈ Q is restricted to very limited phase space, I ap-
proximate g‖,j(q)g‖,j′(q) by [g‖,j(q)][g‖,j′(q)], and the de-
viation is quantified by εjj′ = ∆g‖,j(q)∆g‖,j′(q), with
∆g‖,j(q) = g‖,j(q) − g‖,j . The solution for g‖,j is ob-
tained to be [g‖,1(s)]−1 = [g‖,1(0)]−1 + spivf + O(ε),
g‖,2(s) = g‖,2(0) + 12g‖,1(s) − 12g‖,1(0). With repulsive
interaction, the intra-orbital coupling g‖,1 will renormal-
ize to 0, and g‖,2 will renormalize to a constant because
g‖,c ≡ 12g‖,1(0) − g‖,2(0) is invariant in the RG flow.
This leads to a fixed line at (g⊥,1 = g⊥,2 = 0, g‖,1 = 0,
g‖,2 = −g‖,c), which corresponds to a critical Luttinger
liquid phase. Around this fixed line, the RG flow is deter-
mined by dds g˜⊥,1 ∝ −g‖,cg˜⊥,1, ddsg⊥,2 ∝ −g‖,cg⊥,2, and
d
ds∆g‖,j(q) ∝ −g‖,c∆g‖,j(q). The two cases with g‖,c < 0
and g‖,c > 0 are different.
On-site repulsion leads a negative g‖,c, for which the
Luttinger liquid phase is unstable towards DW orders.
Which DW is favorable at low temperature is determined
by the comparison among these couplings, g˜⊥,1, g⊥,2,
and ∆g‖,j(q). For p-orbital fermions, the inter-orbital
interactions g˜⊥,1 and g⊥,2 are more likely to be dom-
inant, since they are related to local interactions. A
dominant coupling g⊥,2 would support (2kf , 2kf )-SDW
orders, in which spin polarizations in both px and py
fermions exhibit finite ground-state expectation values,
〈Sx〉 and 〈Sy〉, and oscillate with a wavevector (2kf , 2kf ).
For g⊥,2 < 0 (g⊥,2 > 0), the spin polarizations 〈Sx〉 and
〈Sy〉 are antiparallel (parallel). Analyzing the RG flow
(see Supplementary Information) the scaling of transition
temperatures, Tc,1 for ODW/CDW and Tc,2 for SDW is
obtained to be, Tc,1 ∝ |g˜⊥,1|pivf/g‖,c , Tc,2 ∝ |g⊥,2|pivf/g‖,c .
To complete the theory, I also discuss the possibili-
ties with momentum dependent intra-orbital couplings
to be dominant. If ∆g‖,2(q) is dominant and peaked
at some momentum q0, a (q0, 2kf )-SDW order is fa-
vorable (〈Sx〉 and 〈Sy〉 would oscillate with wavevec-
tors (2kf , q0) and (q0, 2kf ), respectively). For exam-
ple, with nearest neighbor spin exchange interactions,
Jnn
∑
r
[
~Sx(r) · ~Sx(r+ eˆy) + x↔ y
]
, ∆g‖,2 (q) could be
peaked at q0 = pi and the ground state then has a
(pi, 2kf )-SDW order, which is consistent with previous
Bosonization analysis of coupled 1D chains [59, 60]. Oth-
erwise if ∆g‖,1(q0) is dominant, a (q0, 2kf )-CDW/ODW
order is favorable.
With g‖,c > 0, the Luttinger liquid fixed line is stable
against infinitesimal perturbations in DW channels dis-
cussed above, and a renormalized one dimensional Lut-
tinger liquid state emerges in the bare two-dimensional
system. But when the magnitude of the inter-orbital cou-
pling g⊥,2 is larger than some critical value, |g⊥,2| > gc,
RG flow would escape the attraction of the stable fixed
point. Finite g⊥,2 thus lead to phase transitions towards
two dimensional SDW states (Fig. 1(b)). One remark
is that the renormalized one dimensional state is only
stable in the strict cross-dimensional limit. Including J ′
would generate an effective coupling in the SC channel.
The system then develops superconductivity at very low
temperature.
Transverse tunneling and a nodal superconducting
state. With finite transverse tunneling t⊥ 6= 0, the per-
fect Fermi surface nesting no longer holds and the g-
ology RG description breaks down, nonetheless the SDW
states could be stabilized by finite repulsive interactions.
A functional RG approach is adopted to approximately
solve the full renormalization equation (see Supplemen-
tary Information) by a patching scheme [55], in which
the interaction (Eq. (2)) is approximated by its projec-
tion to the Fermi surfaces. To determine the transition
temperature more precisely, a temperature renormaliza-
tion scheme is implemented, where the renormalized in-
teractions explicitly represent temperature dependence
of effective scatterings of low-energy modes [61].
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FIG. 2. Phase transition from spin density wave (SDW) to
a nodal superconducting (NSC) state with the model Hamil-
tonian (Eq. (1)). In this plot I choose U/t‖ = 2, J/t‖ = 0.5,
and the Fermi level is fixed at −t‖. (a) shows finite tem-
perature phase diagram. The ‘solid’ line is from functional
RG (FRG) calculation. The SDW order gets weaker with
increasing transverse tunneling t⊥. Above a critical value
tc⊥ ≈ 0.26t⊥, the SC instability becomes dominant. From the
FRG results, it is expected that there is a phase transition
from SDW to NSC marked by the ‘dashed’ line. (b) shows
the RG flow of the instability strength in SC and SDW chan-
nels for t⊥/t‖ = 0.32. (c) shows the momentum dependence
of the pairing on one side of px Fermi surface (see main text).
In the calculation, the SDW and SC channels—
V2(k,k
′) and
VSC(ν,k; ν
′,k′) = V
(
k −k −k′
ν ν ν′
)
.
The strengths of instabilities are characterized by their
eigenvalues λSDW and λSC of largest magnitude. The
low temperature phase is determined by which channel
is the most divergent. The transition temperature is the
point where the most dominant channel diverges (in nu-
merics, it is determined by which eigenvalue |λ| reaches
20t‖ first.) The phase diagram is shown in Fig. 2.
The momentum dependence of the SC pairing struc-
ture function, 〈Cν↑(k)Cν↓(−k)〉, is related to the eigen-
vector ψν(k) of VSC. Rewriting the momentum on the
Fermi surface in terms of parallel momentum (k) and
chirality (χ), the paring function follows ψν(χ, k) ∝
〈Cν↑(χ, k)Cν↓(−χ,−k)〉. The relative sign between ψx
and ψy is determined by the sign of J
′. The pairing
structure function is found to exhibit nontrivial momen-
tum dependence as shown in Fig. 2(c). At each Fermi
surface, there are four nodal points in ψν(χ, k), approxi-
mately located at
knode = ±kf , pi ± kf , (5)
with kf the Fermi momentum defined at the limit of
t⊥ → 0. The emergence of this nodal structure could be
understood by considering the overlap channels between
VSC and V2, VSC(ν,k; ν,k) = V2(k,k), for those special
momenta k as described in Eq. (5). In the SC state, the
system still has strong tendency towards forming SDWs
with the wavevector Q ≈ (2kf , 2kf ). This means there
are large and positive, but otherwise not divergent, cou-
plings in V2. Due to the overlap between the SDW and
SC channels, these special points form “hot spots” for
SC pairing, which give rise to nodal points in the ground
state eigenvector of VSC(ν,k; ν
′k′). In the aspect of spin
symmetry, this SC state is a singlet.
(a) (b)
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FIG. 3. Experimental signatures of the nodal superconduc-
tivity of p-orbital fermions. (a) shows the spectra function
A(k, ω) at zero energy ω = 0 in arbitrary units, and (b) the
density of states ρ(ω) =
∑
kA(k, ω). In (a), the peaks of
A(k, 0) correspond to the nodal points of the superconduct-
ing pairing at the fermi surface in the momentum space. The
‘V’-shape feature of ρ(ω) at zero energy shown in (b) is a
signature of gapless excitations.
Experimental signatures of the nodal superconducting
state. To observe the NSC state in atomic experi-
ments, spectroscopic properties are studied through an
effective description. Deep in the NSC phase, the low
energy physics is expected to be described by an effec-
tive Bogoliubov de-Gennes (BdG) Hamiltonian,
HBdG =
∑
νk
{
ν(k)C
†
να(k)Cνα(k)
+ [∆∗(k−ν)Cν↑(k)Cν↓(−k) +H.c.]} .(6)
Here the dependence of Cooper pairing on the momen-
tum perpendicular to the Fermi surface is neglected for
simplicity. Owing to the form of the Cooper pair ob-
served in Fig. 2, I use an ansatz ∆(k) = ∆1 cos(k) +
∆2 cos(2k). Keeping higher harmonics is more precise
but does not change the physics to be presented below.
Taking the BdG Hamiltonian, the momentum resolved
spectra function A(k, ω) is calculated through Green
function methods [62]. The momentum dependence of
A(k, ω) at zero energy is shown in Fig. 3 (a), where the
peaks of A(k, 0) reveal nodes of the SC pairing. The ‘V’-
shape feature of the density of states ρ(ω) =
∑
kA(k, ω)
shown in Fig. 3(b) is a signature of the gapless Bogoli-
ubov quasi-particles near the nodal points of SC gap.
These properties can be tested in momentum-space re-
solved radio-frequency spectroscopy [63–66].
Conclusion. I have derived cross-dimensional g-ology
RG flow for p-orbital fermions. Charge, orbital, spin
density waves and their transition temperatures are de-
scribed within our g-ology study at the limit of vanishing
transverse tunneling. At finite transverse tunneling, DW
orders are found to be suppressed, giving rise to an un-
conventional nodal superconducting state.
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SUPPLEMENTARY INFORMATION
S-1. RENORMALIZATION EQUATION
The renormalization of couplings upon integrating out high-energy modes is given in this section. is described by
a flow equation [53, 55]
Λ
d
dΛ
V
(
k1 k2 k3
ν1 ν2 ν3
)
(S1)
=
∑
Π˙pp
(
µ(q), µpp(qpp)
)
V
(
k1 k2 q
ν1 ν2 µ
)
V
(
qpp q k3
µpp µ ν3
)
−
∑
Π˙ph
(
µ(q), µph(qph)
){−2V ( q k2 k3
µ ν2 ν3
)
V
(
k1 qph q
ν1 µph µ
)
+ V
(
q k2 k3
µ ν2 ν3
)
V
(
qph k1 q
µph ν1 µ
)
+ V
(
k2 q k3
ν2 µ ν3
)
V
(
k1 qph q
ν1 µph µ
)}
−
∑
Π˙ph
(
µ(q), µ′ph(q
′
ph)
)
V
(
k1 q k3
ν1 µ ν3
)
V
(
q′ph k2 q
µ′ph ν2 µ
)
.
Here
∑
means
∑
µ
∫
d2q
(2pi)2 , qpp = k1+k2−q, qph = q+k2−k3, q′ph = q+k1−k3, µpp = κ(ν1, ν2, µ), µph = κ(ν2, ν3, µ),
µ′ph = κ(ν1, ν3, µ). The particle-particle/hole functions are
Π˙ph(pp)(, 
′) = Λ
Θ(∓′)
||+ |′| {Θ(|| − Λ)δ(|
′| − Λ) + → ′} ,
with Θ(x) the heavyside step function.
S-2. TRANSITION TEMPERATURES OF DENSITY WAVE STATES
The transition temperatures of DW states are estimated to be
Tc ≈ Λ0e−s∗ , (S2)
with s∗ the point where the corresponding coupling diverges. In this section, the bare inter-orbital interactions are
assumed to be much weaker compared to intra-orbital ones.
To calculate the transition temperature for SDW, the RG flow of g⊥,2 is derived assuming the intra-orbital couplings
are at the Luttinger liquid fixed point, i.e., g‖,2(q) = −g‖,c, g‖,1 = 0. (if the bare couplings are not at the fixed point,
7the bare couplings can simply be replaced by renormalized ones). Then the RG equation reads,
d
ds
[
g‖,2(Q)± g⊥,2
]
=
1
2pivf
{[
g‖,2(Q)± g⊥,2
]− g2‖,c} , (S3)
from which it follows
g‖,2(Q; s) + |g⊥,2(s)| = g‖,cα+ e
sg‖,c/(pivf )
α− esg‖,c/(pivf ) , (S4)
with α defined by α+1α−1 =
[
g‖,2(Q; 0) + |g⊥,2(0)|
]
/g‖,c. For |g⊥,2|/g‖,c  1, α−1 = 12 g⊥,2g‖,c +O
(
(
g⊥,2
g‖,c
)2
)
. The scale s∗
is then obtained to be e−s
∗ ≈
(
1
2
|g⊥,2|
g‖,c
)pivf/g‖,c
, from which the scaling of transition temperature for SDW follows,
Tc,2 ∝ |g⊥,2|pivf/g‖,c . With similar analysis for RG flow of g˜⊥,1, the transition temperature for CDW/ODW is obtained
as, Tc,1 ∝ |g˜⊥,1|pivf/g‖,c .
(a) (b) (c) (d)
FIG. S1. Illustration of g-ology couplings. (a), (b), (c) and (d) show g⊥,1(px,+, k,+, k′), g⊥,2(px,+, k,+, k′), g‖,1(px,+, k, k
′, q)
and g‖,2(px,+, k, k
′, q), respectively (see main text).
