Abstract
In this work, we characterize and contrast the capabilities of the general class of time-delay neural networks (TDNN), with input delay neural networks (IDNN), the subclass of TDNNs with delays limited to the inputs. Each class of networks is capable of representing the same set of languages, those embodied by the de nite memory machines (DMM), a subclass of nite state machines. We demonstrate the close a nity between TDNNs and DMM languages by learning a very large DMM (2048 states) using only a few training examples. Even though both architectures are capable of representing the same class of languages, they have distinguishable learning biases. Intuition suggests that general TDNNs which include delays in hidden layers should perform well, compared to IDNNs, on problems in which the output can be expressed as a function on narrow input windows which repeat in time. On the other hand, these general TDNNs should perform poorly when the input windows are wide, or there is little repetition. We con rm these hypotheses via a set of simulations and statistical analysis.
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In this paper we consider the class of neural network architectures called time-delay neural networks (TDNN) 1] 2], also known as the neural network nite impulse response (NNFIR) architecture 3]. This architecture has been used quite successfully in a number of practical applications including speech recognition 1], and time series prediction 3]. The purpose of this paper is to characterize the capabilities of this architecture in a simple domain and to contrast the learning bias of two subclasses of the architecture.
A TDNN is similar to a multi-layer perceptron in that all connections feed forward. The di erence is that with the TDNN, the inputs to any node i can consist of the outputs of earlier nodes not only during the current time step t, but during some number, d, of previous time steps (t ? 1; t ? 2; : : : t ? d) as well. This is generally implemented using tap-delay lines. The activation function for node i at time t in such a network is given by equation 1:
where y t i is the output of node i at time t, w ijk is the connection strength to node i from the output of node j at time t ? k, and h is the activation function.
A natural restriction of the general TDNN topology is the class of TDNN architectures which have delays only on the input units. We call these input delayed neural networks (IDNNs). Since the class of IDNNs is a subclass of TDNNs, every IDNN is also a TDNN. Clearly then, the set of functions computable by the TDNNs must include all those computable by the IDNNs. It is less intuitive but also easy to show that the set of functions computable by any IDNN includes all those computable by the general TDNN class 3] 1 .
We are interested in the problem of language induction because it has a rich theoretical background (see 4] for an overview, and the recent conferences 5] 6]), and it can serve as a test bed for evaluating and contrasting properties of particular neural network architectures. The language induction problem can be de ned as follows: Given a set of binary strings, labeled as to which are included in a particular language L and which are not, the task of the network is to learn to correctly classify new strings which were not part of the original training set as to whether or not they are included in L. The language induction problem is a discrete domain, in that the network inputs are all taken from a discrete alphabet (e.g. f0; 1g), and the outputs are interpreted as discrete.
The set of languages which can be representable by some TDNN are exactly those languages representable by a de nite memory machine (DMM). Kohavi 7] (chapter 14) de nes a DMM of order d as a nite state machine (FSM) whose present state can always be determined uniquely from the knowledge of the last d inputs. It is easy to show that the following de nition is equivalent: a DMM of order d is a FSM whose accepting/rejecting behavior is a function of only the most recent d inputs.
Consider an IDNN which has a single output unit, and d ? 1 delays on its only input.
The IDNN computes a function of the most recent d inputs (including the current input), therefore the IDNN accepts a DMM language. Since any boolean function can be repre-1 Wan (1993) suggests a method of transforming any TDNN into an IDNN which performs the same mapping. This transformation works for any TDNN, as de ned above, for input strings which are longer than the total delay length of the network. It does not take into account the e ect of the initial state of the networks as contained in the tap-delay memories, so the general TDNN architecture may, in fact, be able to represent languages not representable by any IDNN, if the internal delays of the TDNN are allowed to take on initial values which cannot be computed by any legal input sequence.
sented by a feed-forward network with enough hidden units, some IDNN In our labeling scheme, the leftmost bit is the rst bit presented. A necessary and su cient condition for an assignment of accepting states to the nodes of a de Bruijn graph of diameter d to result in a minimal FSM is that for each pair of states whose labels share all but the leftmost bit, one and only one of the pair is an accepting state. A proof is presented in the appendix.
II. Learning a large DMM
An interesting demonstration of this understanding of TDNNs and DMMs is to learn a DMM with many states using a small subset of the possible training examples. This section is similar in spirit to Giles, Horne, and Lin 10] in which the authors show that a discrete time recurrent neural network is capable of learning a large nite memory machine (FMM), a larger subset of the FSMs.
The machine learned here is a DMM of order 11. It is de ned by the function given in equation 2 which maps from recent inputs (or state labels) to \accept" (1) or \reject" (0). Here, the symbol represents the XNOR function (i.e. x y = xy + x y). Also, u k represents the input at time k, and y k represents the output of the function at time k.
The overbar notation, u k , represents the negation of u k .
This logic function was chosen so that the minimal FSM representation would be a de Bruijn graph of diameter 11, requiring 2 11 = 2048 states.
The network architecture consists of an IDNN with 10 tap-delays on the input, seven hidden nodes and a single sigmoidal output node. To create training and test sets, we generated all strings of length 1 to 11, 4094 in all, and labeled them according to the DMM language. A trial consisted of a randomly chosen percentage of these strings on which the network was trained to the error criterion described below.
During training (and testing), before introduction of a new string, the values of all the tap-delays were set to 0. Online back propagation 11] with a learning rate of 0.25 and momentum of 0.25 was used for training. A selective updating scheme was applied whereby weights were updated in an online fashion, but only if the absolute error on the current training sample was greater than 0.2 2 . This e ectively speeds up the algorithm by avoiding gradient calculations for any string which will result in very small weight adjustments. To avoid over-training, and improve generalization, training was stopped when all examples in the training set yielded an absolute error of less than 0.2. In this experiment, this level of accuracy was generally achieved in 200 epochs or fewer. No trial required more than 4000 epochs of training. This particular training method was chosen because we have found it to be e ective on a number of similar problems. All learning algorithm parameters were set independently of this particular problem. Figure 1 plots the average classi cation error on the test set for various sizes of training sets. For purposes of this graph the classi cation of the network was considered a 1 if the network output was greater than 0.5, and a 0 if output was less than or equal to 0.5. Therefore, a value of 0.5 on the graph indicates chance performance. The values plotted 2 This is equivalent to minimizing the following cost function, where yi is the output of node i and ti is the corresponding target: here are averaged across all strings in the test set, and across 20 trials using di erent randomly chosen initial weight parameters and randomly chosen training sets. The error bars indicate one standard deviation on each side of the mean calculated across the 20 trials.
It is clear from this gure that the IDNN is able to learn this particular large DMM quite accurately using only a small percentage of the potential input strings. To our knowledge this is the rst demonstration of induction of such a large FSM using a neural network. This is possible because of the strong representational bias inherent in the IDNN architecture. The logic required to implement the mapping function is actually quite small; many of the delayed inputs are not even used! In this sense one could interpret these results as best-case.
III. Characterizing the bias of IDNNs and HDNNs
Earlier we stated that the IDNN architecture and the general TDNN architecture are functionally equivalent. That these two architectures are capable of representing the same class of functions does not imply that the two architectures are equally capable of learning the same set of functions. In this section, we present our intuitions about what kinds of functions each architecture may be good at learning. We provide support for these conjectures by running simulations on an IDNN and a comparably-sized TDNN network which includes delays on the hidden layer. We refer to such a network as a hidden delayed neural network or HDNN.
Each of the architectures we use in the following simulations contains a single input and a single output. The IDNN architecture contains eight input delays, and two hidden layers, one with four units, and the other with ve. The HDNN architecture contains three input delays and two hidden layers, each with only three nodes. In addition, the outputs of the rst hidden layer of the HDNN each have ve delays. Note that in each architecture, the output node computes a function of the current input along with eight input delays. Also, each architecture was designed to have four layers, and approximately the same number of weights. Counting biases, the HDNN architecture has 76 weights, and the IDNN architecture has 79.
Our intuition suggests that the HDNN architecture may be better at learning DMM problems in which the logic function which de nes the DMM contains identical terms which repeat across time. This intuition comes from viewing each node in the rst hidden layer of the HDNN architecture as developing a feature detector which looks for a speci c term in its input window. If a term repeats, a single feature detector can be used to recognize it each time. Since the outputs of the rst hidden layer feed into tap-delay lines, later layers have access to the ndings of the feature detectors at several times steps, and can combine these ndings into the nal output. The IDNN architecture, lacking the internal tap-delay lines should nd it more di cult to pick up on this kind of regularity in the input. If our intuition is correct, we should see the expected advantage that the HDNN architecture has on problems with narrow, repeated terms disappear when the terms become wider than the feature detectors, or when there is little repetition in the terms. The IDNN architecture, on the other hand, should have comparatively little problem with these kinds of problems.
To test these hypothesis, we ran a series of simulations which contrast the performance of an IDNN network with a HDNN network in learning four DMMs each de ned by a particular mapping function. We call the rst DMM, the narrow-repeated problem because the mapping function which de nes it consists of the same narrow term four times, shifted in time. Each term is narrow enough to t inside the input window of the HDNN architecture. The mapping function for the narrow-repeated problem is given in equation 3. 
Like all problems in this paper, this function has been chosen so that the minimal FSM maps directly onto a de Bruijn graph. All the problems in this section require 512 states. Through running many simulations, we have been able to nd a set of weights which produces this functional behavior in each of the architectures, so we know that this function is representable by both the IDNN and HDNN architectures. This is also true for two of the other problems in this section. We have not been able to nd a set of weights for the HDNN architecture for the wide-unrepeated term problem, de ned below.
The narrow-unrepeated problem is narrow, in that each term in the function that de nes it is capable of being seen in a single time step by the HDNN architecture. We call the problem unrepeated because no term is simply a shifted representation of any other term. The mapping function for the narrow-unrepeated problem is given in equation 4. 
Similarly, equations 5 and 6 give the mapping functions, respectively, for the widerepeated and wide-unrepeated DMMs. These two equations are identical to their narrow counterparts, except for the addition of an extra space in each term. 
The training method used for the IDNN network was identical to the simulation presented earlier except training was stopped after 8000 epochs even if perfect performance on the training set was not achieved. This early stopping is necessary to avoid in nite training when a suboptimal local minimum has been reached.
Training for the TDNN architecture is slightly more complicated. Error from the nal output must be propagated backwards across the internal tap-delay lines. See 3] for a description of the general algorithm. With the exception of the di erence of this slightly more complicated training method, all details of the HDNN training were identical to that of the IDNN training.
The results of the simulations for the four problems are presented in gure 2. One graph is presented for each of the four problems. Each graph plots the generalization error for each of the two architectures. Plotted points are the mean classi cation error on the test set for the IDNN and HDNN architectures averaged across 20 trials at each training set size.
If our hypotheses are correct, we would expect the e ect of wider terms to be strong for the performance of the HDNN, and weak for the IDNN. Likewise, we would expect the e ect of repeated terms to be more pronounced for HDNNs. Figure 2 supports these expectations. Comparing each of the wide curves to their respective narrow curves, the position of the IDNN curve changes little between graphs, while the position of the HDNN curve is quite dynamic. This same e ect is also noticeable, though not as pronounced, when comparing repeated curves to their respective unrepeated curves.
Statistical tests also support our expectations. We ran a multi-factor analysis of variance (ANOVA) 12] on the data summarized in the graphs. The factors of interest were the architecture (HDNN or IDNN) , the width of terms (narrow or wide), the uniformity of terms (repeated or unrepeated), and the percent of possible patterns which were used in training. It should come as no surprise that the results indicate that each of the factors individually has a signi cant e ect on generalization (MS error = 0:0015, M S arch = 0:1685, F (1; 1824) = 115:1; M S width = 0:4396, F (1; 1824) = 300:4;
We have shown that the HDNN architecture is more a ected by variation in term width and term repetition than the IDNN architecture. We can also ask which architecture performs better on the various problems? We note that the HDNN curve is clearly lower for the narrow-repeated problem, and also appears to be lower on average for the narrowunrepeated problem. The IDNN curve appears lower for the wide-unrepeated problem, while the wide-repeated problem is di cult to distinguish. Statistical analysis is consistent with this observation. In further planned tests, for each problem individually we compared the mean performance of the HDNN architecture across the entire curve to that of the IDNN architecture. The HDNN performs signi cantly better than the IDNN in the narrow-repeated problem (MS error = 0:0015, M S arch = 0:5400, F (1; 1824) = 369:0), and in the narrow-unrepeated problem (MS arch = 0:0683, F (1; 1824) = 46:7). The IDNN performs signi cantly better in the wide-unrepeated problem (MS arch = 0:0378, F (1; 1824) = 25:83). All of these comparisons are signi cant at p < 0:001. The mean performance for the HDNN and IDNN architectures on the wide-repeated problem are almost identical, and the one-way ANOVA test fails to reject the null hypothesis that the two means are identical (MS arch = 0:0004, F (1; 1824) = 0:273, p > 0:60) 4 . So the HDNN architecture generalizes better on both the narrow problems, while the IDNN architecture achieves lower error only on the wide-unrepeated problems.
This experiment serves as con rmation for our intuition: Delays on the hidden layers are useful in problems composed of narrow, repeated features. When it is known that a speci c problem is composed of narrow, repeated features, this detailed knowledge can be used to bias the network architecture to generalize well on that speci c problem. When the features are wide or their width is not known, and in situations where repeated features are unlikely, an architecture without hidden delays may outperform an architecture which includes them.
The discrete domain in which we have been working has allowed us to generate a small set of related problems which demonstrate the advantages and disadvantages of delays 4 Though the presence of an e ect of architecture on the wide-repeated problem is not statistically signi cant, the interaction between architecture and the size of training set does show a signi cant e ect (MSarch percent = 0:0069, F (11; 1824) = 4:6, p < 0:001). This suggests that the two curves were indeed chosen from di erent distributions. Nevertheless the di erence in mean performance is not di erent enough as to be statistically signi cant. on the hidden units. We have not directly addressed the question of whether this e ect extends to the more general, real-valued domain, but the results are highly suggestive.
IV. Conclusions
This work serves as a foil to some potential misconceptions concerning language induction using neural networks. First, we have precisely de ned the subclass of nite state machines which can be represented by the TDNN architecture. This class is the de nite memory machines. We have shown not only that the network architecture is capable of representing the languages in this class, but that TDNNs are capable of learning languages of this class using the traditional back propagation learning algorithm.
Second, the work shows that some nite state machines can be learned using a feedforward neural network. This is contrary to the normal practice of using recurrent networks in this role. The class of networks learnable using the TDNN architecture is not limited to nite length strings, but includes machines whose transition diagrams have loops.
Third, the work demonstrates that the number of states in an FSM is not necessarily a good predictor of the learnability of its accepted language. We are able to learn a 2048-state FSM with a simple feed-forward architecture using few training examples. This is possible because, we chose a language which can be represented using a small amount of logic. In our example, the complexity of the logic function appears to have more in uence than the number of states in determining the di culty of the language to be learned.
Fourth, we present a series of simulations that highlight the di erence between representational bias, and learning bias. Two subclasses of TDNNs, those with and without delays on the outputs of hidden units, are both capable of representing essentially the same class of problems, but each is well-suited to learning a di erent set of problems. The HDNN, which includes delays on the hidden units, has an advantage on problems which are composed of narrow, repeated elements, while the IDNN generalizes better when this is not the case.
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< y d y d?1 : : : y g+2 x g+1 x g : : : x 2 x 1 >. Since x and y are distinct, g < d, and so the g + 1th digit from the right must be opposites in these two labels. The input string 0 g?1 will take x to < x g+1 x g : : : x 2 x 1 0 g?1 >, and y to < x g+1 x g : : : x 2 x 1 0 g?1 >. These two destination nodes share d ? 1 rightmost digits and therefore are a similar pair. By the premise of this lemma, one of these nodes is an accepting state and one is a rejecting state. Therefore x and y are distinguishable by 0 g?1 .
Theorem 1: A necessary and su cient condition for an assignment of accepting states to the nodes of a de Bruijn graph of diameter d to result in a minimal FSM is that for each similar pair in the graph, one and only one of the nodes in the pair is an accepting state.
Proof. We rst show that if the graph is minimal, then one and only one of the nodes in each similar pair is an accepting state. The fact that the graph is minimal implies that every pair of nodes in the graph is distinguishable. Speci cally, the two nodes in a similar pair are distinguishable. By de nition, a 1 input takes the two nodes in a similar pair to the same state, and likewise for a 0 input. For the two nodes to be distinguishable then, they must produce a distinguishable output on the null string. Therefore, one node must be an accepting state and the other a rejecting state.
Next we show that if for each similar pair in the graph, one and only one of the pair is an accepting state, then the graph is minimal. It follows from the lemma, above, that for every pair of distinct nodes in the graph, the two nodes are distinguishable. To prove minimality we also need to show that each node in the graph is reachable from the start node. By the de nition of a de Bruijn graph, it is clear that the string corresponding to the label of a node will cause a transition to that node from any node in the graph. Each node in the graph is therefore reachable, and every pair of nodes is distinguishable. Therefore, the FSM de ned by this procedure is minimal. 
