Given a centered Gaussian measure on a vector space, the set of points where a sequence of quadratic forms converges to a constant has probability zero or one. The distribution of a quadratic form under a Gaussian measure is either point mass at zero or absolutely continuous.
1. Introduction. Limit theorems for sequences of quadratic functionals of Gaussian processes are well known in probability theory. Let us mention two examples: (2) Let {X"}, n G TV, be a sequence of independent random variables with common distribution TV (0,1). By the strong law of large numbers, P lim -y X2 =1=1. n n , J
In this work- §3-we prove that given a centered Gaussian measure on a vector space, the set of points where a sequence of quadratic forms (of arbitrary sign) converges to a constant has probability zero or one. This result may be regarded as a general zero-one dichotomy underlying limit theorems of the above types.
Examples (1) and (2) are significant cases in which the set of convergence of a sequence of quadratic forms to a nonzero constant has measure one. In §4 we prove that for a nonzero constant the alternative of measure one is impossible when the sequence reduces to a single quadratic form. In fact, we prove a stronger result: the distribution of a quadratic form under a centered Gaussian measure is either point mass at zero or absolutely continuous with respect to Lebesgue measure (see Theorem 4.1 for more detailed information). For the particular case when the Gaussian measure is on a separable Hilbert space and the quadratic form is the square of the norm, the result has been obtained by Kuelbs and Kurtz [9] .
2. Preliminaries on Gaussian measures. In this section we collect some definitions and results on Gaussian measures. We adopt the point of view presented in Badrikian and Chevet [3, p. 364ff] ; it is based on Fernique's [8] generalization of a classical characterization of centered Gaussian distributions on the real line due to Bernstein.
A measurable vector space is a pair (£,<?&), with E a real vector space and $ a a-algebra of subsets of E such that:
(a) The map (x,y) -» x + y from E X E into E is 'S 0 % -9> measurable.
(b) The map (A,x)-►Ax from R x E into E is <3l <8> % -% measurable, where ?R is the Borel a-algebra on 7?.
For each 9 G R, let Te: E X E -> E X E be defined by Te ((x,y)) = (x cos 9 + y sin 9, x sin 9 -y cos 9).
ThenF,, is ® 0 %-% 0 % measurable for each 9 G R. A probability measure (p.m.) p on (E,%) will be called B-Gaussian (Gaussian in the sense of Bernstein) if (p 0 p) ° Tf' = p 0 p for all 9 G 7?.
In order to clarify the connection between this definition and the usual definition of a Gaussian measure, we consider two situations:
(1) Given a dual system of vector spaces (E,F), let %(E,F) be the a-algebra induced by F on E; then (E, ® (£, F)) is a measurable vector space. A p.m. ju on "35 (E, F) is centered Gaussian if ju. °/_1 is centered Gaussian in 7? for all / G F. It can be proved that a p.m. p. on <3d (£, F) is Ti-Gaussian if and only if it is centered Gaussian.
(2) Let E be a real locally convex (Hausdorff) topological vector space, E' its topological dual space. Let & be the Borel a-algebra of E. Then (E, &) is not, in general, a measurable vector space. However, if 'S is the Borel a-algebra of E X E, then the maps Te are '%-'% measurable, since they are continuous for the product topology. It is known that if v is a regular p.m. on (E, (2) Let G = {y: jx(S(y)) =1}. Then G G ®(i. We claim that G is a subspace.
In fact, S(Xy) = S(y) if A ^ 0 and S(Xy) = E if A = 0; also S(>> + z) D%)n S(z). It follows that ru(5(>')) = 1 implies n(S(Xy)) = 1 for all A G 7? and ii(S(y)) = 1 and n(S(z)) = 1 imply p.(S(y + z)) = 1.
We have now (/j ® u) i(x, j): lim An(x, y) = o| = J^iufc lim An(x, y) = o\p(dy) = fE»(S(y)Mdy) = fGl-dfi = n(G) = 0 or 1. □ Remarks. (1) Theorem 3.1 may be extended with the same proof to stable measures under the (slightly more restrictive) hypotheses of the DudleyKanter [7] zero-one laws for subspaces under stable measures.
(2) Theorem 3.1 is true, with the same method of proof, for a sequence of multilinear forms.
(3) Theorem 3.1 remains valid for a triple (E,& ,p) as described in (2) of §2. In fact, the zero-one law is still true for & -measurable subspaces (see [3, p. 367]). 4. The distribution of quadratic forms. We recall some definitions which will be used in Theorem 4.1. Let E be a vector space, E* its algebraic dual space. Let A be a symmetric bilinear form on E X E, and let aA: E -> E* be the linear map defined by (x,aA(y)} = Aix,y) for x,y G E. The kernel of A, denoted Ker ,4, is the subspace aAx({0}). Given a subspace S of E, the restriction of A to S X S will be denoted As.
Let £ be bornological locally convex topological vector space (see, e.g., [10] ). It is known that if u is a sequentially continuous linear form on E, then u G £" (see [5] ). This is the reason for introducing the assumption that E is bornological in the following proposition. Proof. By the positive semidefinite character of $, N is a subspace. Using again this property of <I>, it is easily shown that B~x({0}) = a~x(N).
In order to prove the inequality, it is enough to show: if T is a subspace of Nx such that T n a "'(A7) = {0}, then Let A be a symmetric bilinear form on E X E, such that aA(E) c 7s". Let B: E -> E* be the linear map defined by (x, B(y)} = <b(aA(x), aA(y)). Then
Proof. Let us show first that aA is continuous from E into 7s" endowed with a(E', 7s). In fact, if {x,} is a net in E, xt -h> 0, then for all j^ G E, O, aA(x,)y = A(y,x,) = A(Xi,y) = <x" aA(y)} -+0 because aA(y) G 7s".
Next we observe that for each v G 7s", the map u -> <b(u,v) is a sequentially a(7s",7s)-continuous linear form on 7s'.
Let y G E; since < -, B(y)*) = $(aA(-), aA(y)), it follows that B(y) is a sequentially continuous linear form on E. The assumption that E is bornological implies that B(y) G 7s". □ Lemma 4.3. Assume that the hypotheses of Theorem 4.1 are true, omitting the bornological condition. Let
(b) Let r > 0. Then fE g~r dp < oo implies \t\r\v(t)\ -^0 as \t\ -» oo.
Proof. Let T: E X E -* E X E be defined by T((x,y)) = (2~l/2(x + y), 2~xl2(x -y)). Then
since A(x,-) is a Gaussian random variable on (7s, 6P, ju.) with variance g(x). This proves (a). 
