In modeling inductively coupled plasmas, the boundary condition for the electromagnetic field equations can be treated by specifying either the current in the induction coil or the total power dissipated in the plasma. This paper presents a method for using the coil current boundary condition. An advantage of using the coil current boundary condition is that coil current, unlike plasma power dissipation, is easily measured; in this approach the plasma power dissipation is an outcome of the calculation. The results of sample calculations are presented, covering a range of coil currents from 59 to 110 A. The conditions of the calculations correspond to experimental argon plasmas at atmospheric pressure and at 3.0 MHz frequency. The calculated isotherms are in good qualitative agreement with photographs of the laboratory plasmas.
I. INTRODUCTION
Atmospheric pressure induction plasmas have a number of applications, including spectrochemical analysis, powder and gas synthesis, deposition of thin films and coatings by chemical vapor deposition or by spraying, and rapid sintering. In the typical torch design, introduced by Reed,' a gas flows through a tube encircled by copper coils. The coils carry current supplied by a radio-frequency generator. The gas is heated and partially ionized by inductive coupling to the coil current.
Numerical modeling of this type of plasma involves simultaneous solution of the conservation equations for a continuum fluid, coupled to Maxwell's equations for the electromagnetic field. The present state of the art for treating the latter considers the coils as separate current loops. Consequently the electric field vector is assumed to have only a tangential component, while the induced magnetic field vector has components in the axial and radial directions. A concise formulation can be obtained in terms of an electromagnetic vector potential,2.3 or directly in terms of the primitive field variables. 4 The boundary condition for the electromagnetic field involves the sum of two terms, one due to the current in the coils and the other due to the currents induced in the plasma. As the latter currents are not known a priori an iterative solution is required. In principle, one can obtain a solution by specifying either the coil current or the total power coupled to the plasma as an integral constraint. Whichever of these two quantities is chosen, the other becomes an outcome of the calculation. We will refer to these two approaches as the current boundary condition and the power boundary condition.
In practice the power boundary condition is almost always chosen. This continues the "power correction" technique introduced by Boulos' in a more approximate model, in which the radial component of the magnetic field was neglected. In that case Boulos noted that if the centerline magnetic field was kept constant (which corresponds to specifying the coil current) then the solution decayed with each iteration until the power coupled to the plasma dropped to zero. Yoshida et al. ' evidently did succeed in using the current boundary condition along with an approximate onedirectional magnetic field assumption. However we observed similar numerical behavior as Boulos in our first attempts to use a current boundary condition when using the two-directional magnetic field model. And it is indeed the case that for a specified coil current (large enough to sustain a plasma) two solutions are physically possible: one with a plasma, and one with no plasma,'*' as can readily be verified in the laboratory.
When one wishes to compare calculations to experiments, however, the use of the power boundary condition is troubling for the following reasons: ( 1) it is difficult to measure the power coupled to the plasma; (2) no theory is available for predicting whether a plasma is physically sustainable for a given assumed input power; and (3) the current boundary condition is conceptually more natural.
The power input to the plasma leaves the plasma by three routes: by convective heat transfer to the walls, by radiation, and in the enthalpy of the exiting gas. The heat removal rate by the cooling water can readily be measured, but often the torch is transparent to most of the plasma radiation (e.g., if the walls are constructed of water-cooled quartz) , ' and the enthalpy profile of the gas is not routinely measured. The power typically reported in the literature is not the power input to the plasma, but rather the generator plate power, which is usually indicated or directly obtainable from readings on the generator panel. The relation between plate power and plasma input power is a complicated function of the generator matching network and of the coupling between the coils and the plasma. Presently available generators have multiple operator controls. As these controls are adjusted the ratio of plasma power to plate power can change considerably. In a previous study" in which we used the power boundary condition to model plasmas generated in our laboratory, we made the rough approximation that the plasma power equalled 50% of the measured plate power. For the case of a pure argon plasma we observed a significant discrepancy in the size of the plasma between the calculation and the experiment. We then ran the calculations over a range of plausible power inputs, and found that the solution was quite sensitive to the value assumed, especially for ratios of plasma power to plate power less than about 40%. We now believe that this sensitivity explains the discrepancy between calculation and experiment, as will become clearer below. In contrast to this situation, the coil current is easily measured with a high degree of accuracy, and often is indicated directly on the generator panel.
Because the actual plasma power is rarely known, the lack of a theory for predicting the minimum power required to sustain a plasma means that the estimated plasma power which is used as a boundary condition may not only be inaccurate but also physically impossible-a "numerical plasma" can still be obtained.
Finally, we believe that it is conceptually more natural to view the coil current as an external given condition, and the power coupled to the plasma as an outcome of the electromagnetic-fluid interaction (just as, e.g., the temperature and velocity fields are outcomes of this interaction), rather than vice versa.
In this paper we present a numerical procedure for using the current boundary condition and obtaining nontrivial convergent solutions. Sample calculations are presented with coil current as a parameter for an argon plasma at a pressure of 1 atm and a frequency of 3.0 MHz, corresponding to experimental plasmas run in our laboratory. Good agreement is found between calculated isotherms and photographs of the laboratory plasmas. It was also observed that the ratio of calculated plasma power to measured plate power varied considerably over the range tested, so that the power boundary condition would necessarily have introduced a source of inaccuracy not present in using the current boundary condition.
To the authors' knowledge the only previous reported attempt to use coil current as the boundary condition for a two-directional magnetic field model was by McKilliget and El-Kaddah."' They ran calculations for the same conditions as in an experimental study of Yoshida et a1.,6 involving an argon plasma with a total flow rate of 30 slpm, a frequency of 4.0 MHz, a coil current of 115 A, and a measured plate power of 20-30 kW. Based on calorimetric measurements, Yoshida et al. estimated that under these conditions about 33% of the plate power was transferred to the plasma, yet the calculation of McKelliget and El-Kaddah predicted a discharge power of 17.6 kW. Running our model discussed below for the same conditions, we obtain a predicted discharge power of 6.82 kW, which is clearly more consistent with the experimental observations. We are not able to assess the source of this discrepancy between our numerical results and those of McKelliget and El-Kaddah, except to note that a crucial feature of our numerical technique, not employed in Ref. 10, involves the method by which the fields after each iteration are corrected to obtain convergence.
Section II describes experiments we conducted, to which the numerical model is intended to correspond. In Sec. III the model is presented, and in Sec. IV we present the numerical results and compare these to the experimental observations.
20-kW rf generator (Lepel, with an oscillator tube reconditioned by Vacuum Tube Industries), operating at a measured frequency of 3.0 MHz. The plasma tube was constructed in-house, and is shown schematically in Fig. 1 . It consisted of two concentric quartz tubes, cooled by water swirling through their annulus, surrounded by a five-turn induction coil. The inner tube inside diameter was 4.4 cm. Argon was introduced at 25 slpm through a sheath gas injection ring, comprised of 36 evenly spaced inlets oriented at 45 with respect to the axial direction so as to impart swirl. This method of injection is known to help stabilize the plasma. The pressure was 1.0 atm.
After initiating the plasma the power was varied by adjusting the "power control" knob on the generator panel, without altering the generator grid current. The generator output lead to the induction coil was fitted with a toroidal current transformer to obtain continuous monitoring of the current. Photographs were taken of three cases and are shown in Fig. 2 . These were all taken during the same run and with the same argon flow rate. Conditions for these three cases are given in Table I . When we attempted to reduce the current below that of case A (59.2 A) the plasma became unstable and finally extinguished. In Table I we provide the plate power for completeness and also because this is commonly quoted in the literature. However, had we adjusted the grid current (or used a different generator) we would have found a different relation between coil current and plate power. We emphasize that the plasma "sees" only the coil current not the plate power.
III. NUMERICAL MODEL
We make simplifying assumptions which are appropriate to the experimental plasmas discussed in the preceding section and are sufficient for the purposes of the present study. The flow is assumed to be laminar, steady, and axisymmetric. Gravitational forces, viscous heat dissipation, and the pressure-gradient term in the energy equation are neglected. The electromagnetic field is time-averaged steady, and the coils are treated as if they were separate current loops. Thus the electric field is assumed to point in the tangential direction only. We neglect displacement currents and the uXB contribution to the electric field, and assume charge neutrality and zero electrostatic field. The plasma is optically thin and in local thermodynamic equilibrium throughout. The last assumption is discussed in Ref. 9.
II. EXPERIMENT
The apparatus used for the experiments was the same as that described in Ref. Thermodynamic and transport properties of argon were obtained from the data base and computer code PLASM.4 developed at the University of Minnesota High Temperature Laboratory. For the radiation source strength of argon we used recent data of Owano, Gordon, and Kruger," whose measurements are reported for temperatures below 8200 K, and extrapolated these for higher temperatures to agree with the data of Evans and Tankin," reported for temperatures above 10 000 K.
The fluid conservation equations to be solved can be written in vector form as follows: 
Momentum pu*Vu = V*rij f JxB;
Energy p~Vh = V*[ (k/c,)Vh ] -k + J-E.
(3) In these equationsp is mass density and u is the fluid velocity vector, rii is the fluid stress tensor, J is the conduction current density, B is the magnetic induction, h is enthalpy, k is thermal conductivity, cP is the specific heat at constant pressure, R is the volumetric energy loss due to radiation, and E is the electric field.
The momentum equation is written for all three of its r, z, and 8 components, the latter to include the effect of the inlet gas swirl component, The treatment of the fluid stress tensor and of the boundary conditions for the fluid conservation equations is the same as that discussed in Ref. 9. These are fairly standard, the main approximation which might have some effect on the results being that the outer wall temperature of the quartz plasma tube (the surface exposed to the cooling water) is assumed to be at a uniform temperature of 350 K.
In terms of the electromagnetic vector potential A, defined such that (4) and B = VxA, (5) the solution to Maxwell's equations can be written simply as wherep,, is the permeability constant, (T is electrical conductivity, and J = CYE.
(7) Because the electric field is assumed to have only a tangential component EO the same must hold for A. In that case the use of the vector potential introduces an extra variable without offering any advantage in terms of the actual numerical formulation. Following the treatment of Mostaghimi and Boulos,' in which all electromagnetic field variables are treated as complex phasors with angular frequency w, it is straightforward to formulate the differential equations and boundary conditions in terms directly of E rather than A. From Eqs. (4) and (6) we obtain V'E, = iqu,aE,,
where i denotes the unit imaginary number, while the magnetic field components are obtained from B = (i/w)VXE.
(9)
The numerical treatment of Eq. (8) involves solving coupled equations for the real and imaginary parts of E#. The boundary conditions are first that Eti is set to zero on the centerline, as tangential currents must vanish there. At the inlet, exit and walls E6) is again obtained by transforming the vector potential boundary condition, which sums the effects of all current loops, both in the coils and in the plasma. In terms of a discrete numerical grid system,
Here r, and zb are the r-z coordinates at the boundaries, I is the coil current, R, is the coil radius, and J,, J, S,, j, and r, are, respectively, the current density [from Eq. (7) 1, cross-section area, and r coordinate of the i,jth cell in the numerical grid, each cell representing a current loop. The terms G(k) are given by
where ri rb l/2 k, =2
and K and Eare the complete elliptic integrals ofthe first and second kinds. '" We employed the SIMPLER algorithmI to discretize and solve the governing equations and boundary conditions, using a 35 (zdirection) X 30 grid, with a tighter grid spacing near the walls and in the coil region than elsewhere in the calculation domain. The calculations were started with an initial guess for the temperature and velocity fields. In using the current boundary condition this initial guess must include temperatures high enough so that induced currents can exist in the plasma. Otherwise there will be from the start no heating mechanism, the energy equation will have a trivial solution, and the electromagnetic fields will quickly converge to the "no-plasma" solution. This is analogous to the physical fact that an atmospheric pressure induction plasma requires initiation by means of some technique such as lowpressure start-up, tesla coil discharge, etc. For simplicity we used an initial guess that the temperature varied linearly from 10 000 K at the centerline to 350 K at the walls.
While this guess is sufficient to initiate the plasma (in the numerical sense), some method is still required to prevent the numerical solution from either decaying to the noplasma case or becoming unstable. The source of the numerical instability lies in the strong positive coupling between temperature and electrical conductivity. In using the current boundary condition, I in Eq. ( 10) is fixed, but this is not enough to anchor the solution because the boundary condition for E, depends also on the induced currents. We found, however, that the following procedure proved effective for obtaining a nontrivial solution with good numerical stability.
After each iteration the results are examined with respect to an overall energy balance for steady-state conditions:
&uo,, -&, = P,, (13) where $, is the enthalpy flow rate of the inlet gas, &,,, is the total rate of energy outflow from the computational domain (sum of convective heat transfer to the walls, radiation, and enthalpy of the exiting gas), and P, is the total power COUpled to the plasma, plasma PC = C C (OEiAv),j, (14) 1 i where AV represents the volume of a numerical cell. The departure from conservation of energy can then be expressed as a factor y given by y= C&", -h,;, l/P,.
(15) Before proceeding with the next iteration y is calculated and then E, is multiplied by y over the entire domain. This procedure drives the solution toward satisfaction of global conservation of energy. It may be compared with the correction factor commonly employed along with the power boundary condition, in which the fields after each iteration are multiplied by a factor a given by a = (PO/P, ) "2, (16) where PO is the given power input.
It is clear that the latter technique will cause the solution to converge toward a plasma in which P, -+ PO. It is less intuitively obvious that the correction factor y, together with a fixed coil current, will cause the solution to converge to a stable plasma, because energy conservation in itself does not require the existence of a plasma. However, we do indeed obtain stable convergence. Figure 3 shows the plasma power input calculated by Eq. (14) after each iteration, for the three cases given in Table I and shown in Fig. 2, and Fig. 4 plots the value of y after each iteration. The behavior in all three cases is seen to be quite similar. The initial value of y depends on the initial guess for the temperature and velocity fields. With our initial guess y starts out greater than unity, which acts to boost the power input. Because of the strong temperature-conductivity coupling P, rapidly increases, accompanied by a sharp decrease in y. This may be explained by the fact that power dissipation is concentrated in the interior of the computational domain, whereas &, is determined at the boundaries (except for radiation). It takes several iterations for a rapid increase in P, to diffuse to the boundaries, and therefore y decreases until the low values of yact to brake and then to reverse the increase in power dissipation. Similarly the ensuing rapid decrease in P, is accom- panied by a sharp rise in 3: which prevents the solution from 00000 decaying to the no-plasma solution. Finally, after -250 iter-2.2 ations, y approaches unity and the field distributions are sufficiently "smooth" over the computation domain that the solution gradually converges. We ran these calculations for 3000 iterations, which required -300 s time on a Cray-2 cpu supercomputer. Calculations were run for the conditions corresponding to the three experimental plasmas listed in Table I . Calculated energy balances are shown in Table II . Figure 5 shows calculated temperature distributions. The areas inside the 9000-K isotherms are highlighted because these roughly correspond to the bright visible plasma. The qualitative agreement between the numerical results and the corresponding photographs in Fig. 2 appears to be quite satisfactory. Particularly for cases A and B, both the size of the plasma and its location relative to the coils are well predicted by the calculations. In case A the calculated power dissipation in the plasma is 3.12 kW, or 25.0% of the experimental plate power, while in case B the calculated plasma power is 2.88 kW, or 35.3% of the experimental plate power. It is noteworthy that a rather small difference in the plasma power in cases A and B, 0.24 kW or about 8% of either value, is seen to make a substantial difference in the plasma volume. This result reinforces the point that it is difficult to compare calculations and experiments when using the power boundary condition, because the solution is sensitive to uncertainties in the power input. In case C the calculation predicts that the plasma extends somewhat farther downstream of the last coil than is supported by the photograph. The calculated plasma power in this case is 2.30 kW, or 92.5% of the experimental plate power, which seems unrealistically high, and indeed the smaller plasma seen in the photograph suggests that the plasma power in fact was less than the calculated value. A possible explanation may lie in the fact that the current in this case was close to the minimum for sustaining a stable plasma, so that one or more of the model assumptions may have become less valid. For example, as the plasma shrinks the treatment of the coils as separate current loops (hence of the electric field as purely tangential) becomes questionable.
The calculated streamlines for the three cases are shown in Fig. 6 . The recirculation becomes stronger as the current is increased. The weak recirculation in case C correlates with the observation that the current in this case was close to the minimum required for sustaining the plasma. Figure 7 shows axial velocities along the centerline. Increasing the coil current increases the maximum value of the reverse flow velocity, encountered near the first induction coil, as well as the maximum value of the axial velocity, which occurs shortly downstream of the last coil. A numerical method has been presented in which the coil current boundary condition is used, and well-behaved numerical solutions are obtained. Results of sample calculations show good qualitative agreement with photographs of corresponding laboratory plasmas consisting of argon at at- mospheric pressure and at 3.0 MHz frequency. Use of the current boundary condition seems to us preferable to use of the power boundary condition, because coil current is easily measured whereas plasma power is not. The power dissipated in the plasma is an output of these calculations instead of being an estimated given. The advantage of using the current boundary condition will become increasingly apparent as more complicated scenarios are modeled, e.g., plasmas with chemical reactions or with particulate formation or evaporation. In these cases the uncertainty in plasma power input would be larger than in the pure argon case, because changes in plasma properties alter the coupling efficiency to the electromagnetic field.
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