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Resumen
Computacio´n aproximada se presenta como un nuevo paradigma que entre muchas capas
de aplicacio´n permite el disen˜o de circuitos energe´ticamente eficientes, esto aprovechan-
do que muchas aplicaciones tienen cierta tolerancia a pe´rdidas en la precisio´n de sus
ca´lculos, lo que admite variar las estructuras y a su vez el comportamiento lo´gico de las
unidades aritme´ticas que realizan estos co´mputos.
Este proyecto desarrolla una herramienta que es capaz de generar descripciones en hard-
ware de unidades aritme´ticas aproximadas propuestas en la comunidad, adema´s de eje-
cutar diversos procesos en herramientas externas de simulacio´n y s´ıntesis que brindan
informacio´n relvante para el disen˜o de un circuito donde se desee introducir aproxima-
ciones.
Es entonces como este documento proporciona primeramente las caracter´ısticas de es-
tructura y comportamiento lo´gico de las unidades aritme´ticas desarrolladas, seguido del
proceso de disen˜o de la herramienta que incluye las consideraciones y restricciones toma-
das para las descripcio´n en hardware, escritura de scripts hacia herramientas externas y
estructura de programacio´n. Por u´ltimo se presentan varios de los casos para lo que la
herramienta puede ser usada comprobando a su vez el comportamiento correcto de las
unidaes descritas.
Palabras clave: Circuitos aritme´ticos aproximados, Computacio´n aproximada, Eficien-




Approximate computing is presented as a new paradigm that among many application
layers, allows the design of energy efficient circuits. This taking advantage of that many
applications have some tolerance to losses in the precision of their calculations, which
allows to vary the structures and in turn the logical behavior of the arithmetic units
that perform these computations.
This project develops a tool that is capable of generating approximate arithmetic units
hardware descriptions proposed in the community, in addition to execute various pro-
cesses in external simulation and synthesis tools that provide relevant information for
the design of a circuit in which is desired to introduce approximations.
It is then as this document first provides the characteristics of structure and logical
behavior of the developed arithmetic units, followed by the process of design of the tool
that includes the considerations and restrictions taken for the description in hardware,
script writing towards external tools and structure programming. Finally, several of the
cases are presented for which the tool can be used while checking the correct behavior
of the described units.
Keywords: Approximate Arithmetic Circuits, Approximate Computing, Energy Effi-
ciency, Approximate Adders, Approximate Multipliers, Approximate Dividers.
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Cap´ıtulo 1
Introduccio´n
La eficiencia energe´tica es actualmente un para´metro relevante en el disen˜o de sistemas
computacionales [1]. Encontrar un equilibrio entre este para´metro y la capacidad o
velocidad de procesamiento de informacio´n siempre sera´ un desaf´ıo.
Hoy en d´ıa se ha dado un crecimiento acelerado de la cantidad de informacio´n que
requiere ser procesada [2], por ejemplo el procesamiento de ima´genes de muchos p´ıxeles
donde se encuentra una caracter´ıstica como la profundidad de bits (puede variar entre
1 bit, escala de blanco y negro, a 24 bits mu´ltiples tonos) para cada p´ıxel, lleva a que
la informacio´n que se debe procesar aumente dependiendo de las dimensiones de la
imagen,lo cual incide en el consumo de energ´ıa de los circuitos.
Aunado a esto, el fin pra´ctico de la teor´ıa de escalado de Dennard ha ocasionado un
aumento significativo en la densidad de potencia de los chips actuales, dado que se ha
incursionado ra´pidamente en tecnolog´ıas de fabricacio´n de semiconductores muy pe-
quen˜as.
El nivel de integracio´n que se ha logrado alcanzar gracias a esta reduccio´n en taman˜o
trae consigo beneficios y perjuicios, por ejemplo en un procesador con ma´s cantidad
de transistores permite mejorar rendimiento pero a su vez implica mayor consumo de
potencia tanto dina´mica como esta´tica [3].
La prediccio´n de la tendencia en disipacio´n de potencia que tendr´ıan los circuitos ba-
sados en tecnolog´ıa CMOS se presento´ hace varios an˜os en la International Technology
Roadmap for Semiconductors(ITRS), que es un grupo formado por expertos en el a´rea
de semiconductores[4]. Esta tendencia es creciente conforme se reduzca el taman˜o en la
tecnolog´ıa de fabricacio´n.
1
2 1.1 Computacio´n Aproximada
Figura 1.1: Prediccio´n de la tendencia de las mayores fuentes de disipacio´n de potencia
Al encontrarse la tecnolog´ıa de semiconductores dentro del re´gimen nanome´trico, el uso
de ca´lculos precisos o libres de fallos se considera energe´ticamente ineficiente [5].
1.1. Computacio´n Aproximada
Recientemente se ha planteado un nuevo paradigma de disen˜o energe´ticamente eficiente
[1, 5, 6, 7], debido a que aprovecha que un conjunto significativo de aplicaciones son
capaces de tolerar ciertas pe´rdidas de precisio´n en los resultados de sus ca´lculos [6].
Existen diversas fuentes que permiten tener esta caracter´ıstica de tolerancia, entre ellas
se pueden mencionar: limitaciones perceptuales humanas, datos de entrada redundantes
y sen˜ales de entrada ruidosas [1]. Por ejemplo, debido a las limitaciones del ojo humano,
en el procesamiento de una imagen, un cambio pequen˜o en la resolucio´n o n´ıtidez no
afectara´ la percepcio´n de la persona, de esta manera se permite un resultado aceptable
en lugar de uno preciso.
Diversos trabajos alrededor de AC han propuesto mu´ltiples te´cnicas a diferentes niveles
de abstraccio´n, desde el software hasta el hardware. Por ejemplo, a nivel de hardware
se puede intencionalmente reducir la tensio´n de alimentacio´n en algunos componentes
para una compensacio´n entre energ´ıa y precisio´n, a su vez en la capa del software se
podr´ıan ignorar selectivamente ciertos ca´lculos que no son cr´ıticos y que permiten que
el sistema alcance un mismo objetivo, a lo largo de estas capas otras te´cnicas que se
pueden encontrar son [2]:
Programacio´n: Loop perforation, code perforation, fusio´n de hilos, nu´cleos sinto-
nizables, reduccio´n de patrones.
Arquitecura: almacenaje aproximado, extensiones ISA, aceleradores aproximados.
Circuito: lo´gica imprecisa, voltage overscaling, ca´lculos analo´gicos, escalado de
precisio´n.
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1.2. Unidades aritme´ticas aproximadas
AC propone una solucio´n para disen˜ar e implementar ciertas aplicaciones y sistemas de
una manera energe´ticamente ma´s eficiente, los circuitos aritme´ticos no han escapado de
este nuevo paradigma de disen˜o, entre ellos el sumador presenta relevante importancia,
pues, por ejemplo, en el procesamiento digital de sen˜ales los sumadores son fundamen-
tales en la determinacio´n de la velocidad y el consumo de potencia del sistema [8].
En la actualidad se encuentran disponibles muchas propuestas de sumadores aproxima-
dos, entre las que destacan disen˜os que basan su operacio´n en especulacio´n, segmentacio´n
y aproximacio´n de un sumador completo. Adema´s se encuentra una variacio´n en los su-
madores de segmentacio´n donde para cada sub-sumador la entrada de su acarreo es
seleccionada diferente. Una clasificacio´n siguiendo esta l´ınea de sumadores aproximados
es propuesta en [8].
Para efectos de este proyecto los sumadores se dividen en dos grupos. El primer gru-
po cuenta con sumadores conocidos como sumadores aproximados de alto rendimiento
(High-performance approximate adders, HPA) esta´n compuestos por sub-sumadores, uni-
dades de prediccio´n de acarreo y/o unidades de correccio´n de errores [9] . El segundo
grupo esta compuesto por los sumadores cuyo comportamiento se basa en aproximar
al sumador completo y se conocera´n a partir de aqu´ı como sumadores aproximados de
baja potencia (Low-power approximate Adders).
Como otra unidad ba´sica en los circuitos aritme´ticos se encuentran los multiplicadores.
Aunque han recibido menor atencio´n que los sumadores, se pueden encontrar algunos
disen˜os propuestos en la comunidad [5]. En [10] se mencionan tres metodolog´ıas aplica-
bles para los multiplicadores aproximados: aproximacio´n en la generacio´n de productos
parciales, aproximacio´n (incluyendo truncado) en el a´rbol de producto parcial y usar di-
sen˜os de sumadores (se sen˜ala como poco eficiente en la compensacio´n entre precisio´n y
energ´ıa [5]), contadores o compresores aproximados para acumular los errores parciales.
En el caso de los divisores, la atencio´n es mucho menor debido posiblemente al bajo
uso que se le da a estos en comparacio´n con los sumadores o multiplicadores. En [11]
se propone un divisor de baja potencia y bajo error, con un ana´lisis teo´rico y una
implementacio´n, esta propuesta sen˜ala que puede alcanzar hasta un 70 % de ahorro de
energ´ıa con la introduccio´n de un error absoluto promedio de solo 3.08 %. Otra propuesta
de divisor aproximado es SEERAD [12], donde se menciona que alcanza a ser de 14 a
300 veces menor en cuanto a consumo de energ´ıa en comparacio´n con otros divisores.
Para algunos de estos disen˜os se han propuesto me´tricas que permiten evaluar su desem-
pen˜o, entre ellas se puede mencionar la distancia de error (Error Distance,ED) y distan-
cia media de error (Mean Error Distance, MED) propuestas en [13] y utilizadas tanto
para sumadores como multiplicadores en [8] [10].
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1.3. Generacio´n de unidades aritme´ticas aproximadas
Cuando se requiera para algu´n propo´sito espec´ıfico alguna de estas unidades aritme´ticas,
se podr´ıan implementar de manera manual. Register-Transfer Level (RTL) es un nivel
de abstraccio´n de disen˜o donde se concentra en la descripcio´n del flujo de las sen˜ales a
trave´s de registros y de operaciones lo´gicas sobre estas sen˜ales, permitiendo por ejemplo
que el comportamiento de sumadores, multiplicadores as´ı como divisores sea fa´cilmente
especificado y que lenguajes de descripcio´n de hardware (Hardware Description Lan-
guage, HDL) que utilizan este nivel de abstraccio´n puedan crear una representacio´n del
circuito descrito.
Para´metros como errores en ca´lculos, consumo de potencia, a´rea o retardo, se pueden
obtener de este modelo RTL siguiendo diversos procesos en herramientas especializadas
en simulacio´n y sinte´sis, estas herramientas a su vez requieren cierto tipo de archivos
para funcionar correctamente, los cuales se deben de crear de manera manual. Tambie´n
una validacio´n del correcto comportamiento de la unidad se podr´ıa realizar haciendo
una comparacio´n ante un modelo en un nivel de abstraccio´n ma´s alto por ejemplo C++,
este modelo se realizar´ıa de la misma manera.
En un proceso de disen˜o, cuando se requiera una de estas unidades aritme´ticas aproxi-
madas, la etapa de eleccio´n de alguna de ellas implicar´ıa su implementacio´n, simulacio´n
y sinte´sis de manera manual para luego realizar una comparacio´n con la que se pueda
elegir la unidad que presenta mayores beneficios para la aplicacio´n en la cual se desea
utilizar, lo cual requiere bastante tiempo.
Una manera de ahorrarse este tiempo es que el proceso se realice de manera automa´tica.
Sin embargo en la actualidad no se cuenta con una herramienta que permita la explo-
racio´n, eleccio´n y proporcione la respectiva implementacio´n a nivel de RTL de unidades
aritme´ticas aproximadas.
1.4. Contribucio´n del proyecto
Por lo anteriormente mencionado este proyecto desarrolla una herramienta capaz de ge-
nerar componentes aritme´ticos aproximados, as´ı como los archivos necesarios para su
simulacio´n, verificacio´n y s´ıntesis. La herramienta cuenta con una descripcio´n en verilog
de los componentes ba´sicos necesarios para construir las unidades aritme´ticas aproxima-
das deseadas, as´ı como los scripts que permiten a herramientas externas como Modelsim
o Synopsys generar simulacio´n y estimacio´n de consumo (a´rea, potencia) respectivamen-
te.
Con la finalidad de que la herramienta propuesta sea de utilidad para una herramienta
de High-Level Synthesis adema´s de brindar a la comunidad un fa´cil acceso a las unidades
aritme´ticas aproximadas, este proyecto debe de alcanzar lo siguiente:
Ana´lisis e implementacio´n de un conjunto de componentes aritme´ticos aproxima-
dos existentes en la comunidad.
Draft: 20 de junio de 2017
1 Introduccio´n 5
Comparacio´n de rendimiento de los componentes aritme´ticos aproximados segu´n
especificaciones dadas de disen˜o.
Creacio´n a nivel RTL del componente aritme´tico aproximado deseado, as´ı como
sus respectivos modelos de simulacio´n, verificacio´n y sinte´sis.
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Cap´ıtulo 2
Fundamentos teo´ricos y estado del arte
En este cap´ıtulo se muestran los circuitos aritme´ticos aproximados que se implementan
en la herramienta, se detallan las caracter´ısticas de su comportamiento y estructura.
Adema´s se introducen dos diferentes tipos de me´tricas sencillas que son utilizadas para
determinar valores de error en las unidades aritme´ticas aproximadas. Por otra parte se
presentan dos bibliotecas que buscan facilitar la seleccio´n de componentes que se ajusten
a ciertas caracter´ısticas al igual que la herramienta que en este trabajo se propone.
2.1. Disipacio´n de potencia en circuitos
El consumo de potencia en los circuitos CMOS proviene de dos fuentes, esta´tico y
dina´mico. El primero se debe a corrientes de fuga que existen en los transistores au´n
as´ı cuando el circuito esta inactivo. El consumo dina´mico por su parte se debe a la
carga y descarga de capacitancias de los transistores y conexiones, se da cuando hay
transiciones de estado es decir cuando se da la conmutacio´n [3].
Ptotal = Pdin + Pest; (2.1)
Pdin = Pcambio + Pcorto + Pcompuerta; (2.2)
En la ecuacio´n 2.2 Pcambio es debido al esfuerzo de realizar un cambio en la salida de
una compuerta en la presencia de cargas de otras compuertas en el circuito, Pcorto es la
corriente de corto circuito que fluye durante las transiciones y Pcompuerta es la corriente
de tu´nel compuerta-o´xido que fluye durante el periodo de transicio´n. Una estimacio´n de
Pcambio se puede realizar asumiendo que el promedio de carga capacitiva por compuerta
es CL y calculando la potencia necesaria para cargar y descargar con una frecuencia
de reloj de fc [14], α representa una estimacio´n de la actividad de cambio (switching
activity) del circuito .
Pcambio = α·V2DD ·CL ·fc; (2.3)
7
8 2.2 Sumadores
La parte esta´tica es la suma acumulativa de todos los mecanismos de fuga [14].
2.2. Sumadores
Los sumadores son ampliamente utilizados para realizar sumas binarias de dos nu´meros,
un sumador comunmente usado es el ripple-carry adder (RCA), el cual basa su operacio´n
en m 1-bit sumadores completos (full adder, FA) colocados en cascada, el acarreo se














Figura 2.2: Implementacio´n en compuertas lo´gicas de un FA, en rojo la ruta de retardo cr´ıtica
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Tabla 2.1: Tabla de verdad para sumador preciso
Entradas Salidas
A B Cin Sum Cout
0 0 0 0 0
0 0 1 1 0
0 1 0 1 0
0 1 1 0 1
1 0 0 1 0
1 0 1 0 1
1 1 0 0 1
1 1 1 1 1
2.3. Sumadores aproximados
Se propone dos clasificaciones para los sumadores, Low Power Adder (LPA) para los
que presentan mejor eficiencia ene´rgetica y High Performance Adder (HPA) para los
que muestran mayor rapidez en ca´lculos.
2.3.1. Sumadores de baja Potencia
En este tipo de sumadores se busca aumentar la eficiencia energe´tica mediante la re-
duccio´n de a´rea y en algunos casos de la ruta de retardo cr´ıtica como la mostrada en
la figura 2.2, esta´n compuestos por mo´dulos que basan su operacio´n en aproximar al
sumador completo (approximate full adders, AFA). Para la implementacio´n de estos su-
madores se parte de un sumador comu´n como el RCA de m-bits, la aproximacio´n se da
en los n-bits menos significativos, se modifica la estructura como la mostrada en la figura
2.1 cambiando n mo´dulos FA por mo´dulos AFA, mientras que los restantes (m-n)-bits
ma´s significativos se suman en FAs.








Figura 2.3: Estructura de un Sumador de baja potencia
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Algunas propuestas que se pueden encontrar en la literatura son:
2.3.1.1. Sumador Aproximado Espejo (AMA, por sus siglas en ingle´s)
Una manera convencional de implementar un FA es por medio de un sumador espejo
(MA, por sus siglas en ingle´s) lo que lleva a que los AMA se generen mediante la
modificacio´n de la estructura ba´sica de los MA removiendo algunos transistores. Al
retirar estos transistores hay mejoras tales como el incremento de la carga y descarga de
las capacitancias, menor disipacio´n de energ´ıa y reduccio´n de a´rea [15]. Es importante
destacar que no se pueden remover algunos transistores sin tener algu´n criterio, en
[15] se toma en cuenta la introduccio´n mı´nima de errores en la tabla de verdad del
FA, asegurandose tambie´n de no generar circuitos abiertos o cortos. A continuacio´n se
muestra la tabla de verdad
Tabla 2.2: Tabla de verdad para sumador preciso
Entradas Salidas
A B Cin Sum Cout
0 0 0 0 0
0 0 1 1 0
0 1 0 1 0
0 1 1 0 1
1 0 0 1 0
1 0 1 0 1
1 1 0 0 1
1 1 1 1 1
Mediante los criterios anteriormente mencionados, [15] propone cinco diferentes confi-
guraciones de AMA las cuales se muestran a continuacio´n:
AMA1:Este configuracio´n cuenta con ocho transistores menos que un MA con-
vencional y en la tabla de verdad se introduce un error en el acarreo de salida
(Cout, por sus siglas en ingle´s) y dos errores en la suma.
AMA2: Se hace la observacio´n de que en la tabla de verdad del sumador completo
(tabla 2.2) que sum=Cout para seis de ocho casos, por lo que se establece esta
relacio´n introduciendo dos errores en la suma mientras que Cout es correcto en
todos los casos.
AMA3: Se combinan AMA1 y AMA2 con lo que se introduce un error en Cout y
tres errores en la suma.
AMA4: Se observa en la tabla 2.2 que Cout=A y Cout=B para seis de ocho casos,
entonces se fija la condicio´n Cout=A, de esta manera se generan tres errores en la
suma y dos en Cout, as´ı tambie´n se rompe el retardo de propagacio´n.
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AMA5: Se hace una extencio´n de AMA4 introduciendo un error ma´s en la suma,
el resultado de la suma se fija independiente del acarreo de entrada (Cin, por sus
siglas en ingle´s) estableciendo sum=B y Cout=A.
Tabla 2.3: Tabla de verdad de las propuestas AMA ante las entradas de la tabla 2.2
Preciso AMA1 AMA2 AMA3 AMA4 AMA5
Sum Cout Sum Cout Sum Cout Sum Cout Sum Cout Sum Cout
0 0 0 0 1 0 1 0 0 0 0 0
1 0 1 0 1 0 1 0 1 0 0 0
1 0 0 1 1 0 0 1 0 0 1 0
0 1 0 1 0 1 0 1 1 0 1 0
1 0 0 0 1 0 1 0 0 1 0 1
0 1 0 1 0 1 0 1 0 1 0 1
0 1 0 1 0 1 0 1 0 1 1 1
1 1 1 1 0 1 0 1 1 1 1 1
2.3.1.2. Sumador de parte baja OR (LOA, por sus siglas en ingle´s)
Los AFA en este caso son compuertas OR con lo que se corta la propagacio´n del acarreo,
una compuerta AND extra se encarga de generar el bit de acarreo para la parte superior






Figura 2.4: Estructura para la parte baja en un LOA
2.3.1.3. Approximate XOR/XNOR-based Adder (AXA)
Este tipo de sumadores se basan en compuertas XOR o NOR con multiplexores imple-
mentados por transistores de paso, tres propuestas son presentadas en [17] y se resumen
a continuacio´n:
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AXA1: Esta estructura se basa en la operacio´n XOR y se compone por ocho
transistores e introduce 4 errores tanto en Cout como en la suma, las ecuaciones
que representan su comportamiento son las siguientes:
Sum = Cin (2.4)
Cout = (A⊕B)Cin + A ·B (2.5)
AXA2: Cuenta con seis transistores, que consisten en una compuerta XNOR de
cuatro transistores y un bloque de transistores de paso, sus ecuaciones son las
siguientes:
Sum = (A⊕B) (2.6)
Cout = (A⊕B)Cin + AB (2.7)
AXA3: Es una extensio´n de AXA2 donde se utilizan dos transistores ma´s en una
configuracio´n de transistor de paso con lo que se tiene una mejor precisio´n en la
suma, sus ecuaciones se presentan a continuacio´n:
Sum = (A⊕B)Cin (2.8)
Cout = (A⊕B)Cin + AB (2.9)
Tabla 2.4: Tabla de verdad de las propuestas AXA ante las entradas de la tabla 2.2
Preciso AXA1 AXA2 AXA3
Sum Cout Sum Cout Sum Cout Sum Cout
0 0 0 0 1 0 0 0
1 0 1 0 1 0 1 0
1 0 0 1 0 0 0 0
0 1 1 0 0 1 0 1
1 0 0 1 0 0 0 0
0 1 1 0 0 1 0 1
0 1 0 1 1 1 0 1
1 1 1 1 1 1 1 1
Una propuesta basada en AXA es presentanda en [18] bajo el nombre Vdd-connected
1-bit AXA-based adder (VAXA), lo que busca es generar resultados correctos cuando
Cin es ‘0’, su tabla de verdad se muestra a continuacio´n.
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Tabla 2.5: Tabla de verdad para VAXA
Preciso VAXA
Sum Cout Sum Cout
0 0 0 0
1 0 1 0
1 0 1 0
0 1 1 1
1 0 1 0
0 1 1 1
0 1 0 1
1 1 1 1
2.3.1.4. Sumador aproximado basado en compuertas de transmision (TGA, por
sus siglas en ingle´s)
Al igual que en algunas de las propuestas mencionadas anteriormente, las dos propuestas
de TGA presentadas en [19] buscan reducir la complejidad de circuito en cuanto al
nu´mero de transistores removiendo algunas compuertas del sumador completo.
TGA1: En este caso se establece Cout=B mediante la observacio´n que seis de los
ocho casos presentes en la tabla 2.2 presentan esta condicio´n, as´ı la propagacio´n
del acarreo es reducida, la suma tambie´n es modificada resultando en dos errores
de ocho casos posibles, a continuacio´n las ecuaciones para el TGA1:
Sum = (A⊕B)Cin + AB (2.10)
Cout = B (2.11)
TGA2: La observacio´n en este caso es que existen cautro casos de seis donde si
A o B son ‘1’ Cout tambie´n es ‘1’, de esta manera para calcular el Cout se utiliza
una solo compuerta OR. Al igual que en el TGA1 no hay propagacio´n de acarreo
debido a que el Cout depende u´nicamente de las entradas A y B, sus ecuaciones
son las siguientes:
Sum = (A⊕B)Cin (2.12)
Cout = A+B (2.13)
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Tabla 2.6: Tabla de verdad para TGA
Preciso TGA1 TGA2
Sum Cout Sum Cout Sum Cout
0 0 0 0 0 0
1 0 1 0 1 0
1 0 0 1 0 1
0 1 0 1 0 1
1 0 1 0 0 1
0 1 1 0 0 1
0 1 0 1 0 1
1 1 1 1 1 1
2.3.1.5. Sumador aproximado inexacto (InXA, por sus siglas en ingle´s)
Se presentan en [20] tres propuestas de sumadores aproximados que como caracter´ısticas
se mencionan un nu´mero menor de transistores que los disen˜os de AXA y AMA as´ı como
menos resultados incorrectos tanto en la suma como en el Cout.
InXA1: La aproximacio´n se da en el acarreo mientras se mantiene la suma de







Figura 2.5: Diagrama lo´gico de InXA1
InXA2: En este caso se mantiene el acarreo preciso mientras que se aproxima la






Figura 2.6: Diagrama lo´gico de InXA2
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InXA3: Al igual que el InXA2 esta configuracio´n cuenta con un acarreo preciso






Figura 2.7: Diagrama lo´gico de InXA3
Tabla 2.7: Tabla de verdad para InXA
Preciso InXA1 InXA2 InXA3
Sum Cout Sum Cout Sum Cout Sum Cout
0 0 0 0 0 0 1 0
1 0 1 1 1 0 1 0
1 0 1 0 1 0 1 0
0 1 0 1 1 1 0 1
1 0 1 0 1 0 1 0
0 1 0 1 1 1 0 1
0 1 0 0 0 1 0 1
1 1 1 1 1 1 0 1
2.3.1.6. Sumador de acarreo libre (CFA, por sus siglas en ingle´s)
En [21] se propone un sumador aproximado con el nombre de AFA, debido a la gene-
ralidad de este nombre se le asigna CFA segu´n una de las caracter´ısticas con las que
cuenta esta propuesta. La observacio´n que se hace en este caso es que al minimizar
el nu´mero de literales se reduce la complejidad del circuito en cuanto a ruta cr´ıtica,
conmutacio´n de capacitancia y a´rea [21] , se puede minimizar este nu´mero mediante
complemento de minterminos y/o maxterminos. Siguiendo estos enfoques se llega a la
propuesta presentada mediante las siguientes ecuaciones:
Sumi = Ai ⊕Bi ⊕ Ai−1 (2.14)
Cout = Ai (2.15)
De la ecuacio´n 2.15 se extrae el nombre, ya que el Cini de cada mo´dulo no depende del
acarreo anterior Couti−1 .
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2.3.2. Sumadores de alto rendimiento
Este tipo de sumadores le apuestan a reducir la ruta de retardo cr´ıtico mediante la
segmentacio´n de la suma completa en sub-sumadores, cada uno de estos ejecuta la suma
de manera precisa en el segmento de bits correspondientes, lo que hace que la ruta de
retardo se reduzca al taman˜o de cada sub-sumador. La contra parte en esta reduccio´n
en el retardo es que estos sumadores suelen tener una mayor a´rea.
2.3.2.1. Sumador de error tolerante II (ETAII, por sus siglas en ingle´s)
Una primera propuesta de este tipo de sumador es Error-Tolerant Adder I (ETA I) el cual
ten´ıa problemas calculando la suma para nu´meros pequen˜os, ETAII se propone en [22]
con el fin de resolver este problema. Para obtener la estructura del ETAII, se divide un
sumador de m bits en k sub-sumadores (k>=2), cada uno de estos bloques contiene m/k
bits, por lo que m tiene que ser divisible entre k. Cada sub-sumador se compone de un
generador de acarreo y un generador de suma, caracter´ısticas importantes a mencionar de
esta estructura es que el generador de acarreo no toma en cuenta el acarreo proveniente
del sub-sumador anterior, mas sin embargo el generador de suma si lo considera. De esta
forma la propagacio´n del acarreo solo se da entre dos bloques consecutivos.
Generador Acarreo Generador Acarreo Generador Acarreo
Generador Suma Generador Suma Generador Suma
Am−1 Am−mk
Bm−1 Bm−mk
Am−mk −1 Am− 2mk





Cout Sm−1 Sm−mk Sm−mk −1 Sm− 2mk Smk −1 S0
Figura 2.8: Diagrama de bloques ETAII
2.3.2.2. Sumador casi correcto (ACAI, por sus siglas en ingle´s)
En este caso los sub-sumadores esta´n compuestos por l bits de los cuales se utilizan l -1
bits para producir el bit de suma en la en la posicio´n l de cada sub-sumador, en otras
palabras a partir del bit en la posicio´n l de un sumador de m bits, se toman los l -1 bits
anteriores para generar el acarreo necesario, lo que reduce la propagacio´n del acarreo
a la misma que tendr´ıa un sumador de l bits [23], en este tipo de sumador existe un
traslape entre los sub-sumadores.
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1 0 1 1 0 0 0 1 1 0 0 1 1 0 1 0 1 0 1 1
0 1 1 0 1 1 0 1 1 1 0 1 0 1 0 1 1 1 0 1
1 0 1 0 1 1
0 1 1 1 0 1
——————
S5S4S3S2S1S0
0 1 0 1 0 1
————
1 0 1 1 1 0
——————
S6
0 1 1 0 0 0
1 1 0 1 1 0
——————
S18
1 0 1 1 0 0
0 1 1 0 1 1
——————
S19
Figura 2.9: Ejemplo nu´merico de dos nu´meros enteros de 20 bits
2.3.2.3. Sumador de precisio´n configurable (ACAII, por sus siglas en ingle´s)
El comportamiento de este sumador es similar al del ETAII, lo que lo diferencia es la
estructura, en este caso existe un traslape entre los segmentos de bits que son sumados
por cada sub-sumador, lo que incrementa la precisio´n segu´n [24]. En este caso cada
sub-sumador se compone por l bits con los cuales se realiza una sub-suma de donde se
toman los l/2 bits ma´s significativos de su resultado para completar la suma general, la
excepcio´n es para el primer sub-sumador donde se toman completamente el resultado
de l bits.
A[N-1:N-k] A[N-k-1:N-2k] A[N-2k-1:N-3k] A[N-2k-1:N-3k]
B[N-1:N-k] B[N-k-1:N-2k] B[N-2k-1:N-3k] B[N-2k-1:N-3k]+
S[N-1:N-k] S[N-k-1:N-2k] S[N-2k-1:N-3k]carry
k
Figura 2.10: Implementacio´n general del ACAII, k= l2
2.3.2.4. Sumador de precisio´n graciosamente-degradable (GDA)
Este sumador propuesto en [25] apuesta por ser reconfigurable para lograr una mejor
precisio´n, uno de los mecanismos que utiliza es que la longitud de cada sub-sumador sea
reconfigurable. Para esto se segmenta una suma de m bits en sub-sumadores de l bits, ca-
da uno de estos sub-sumadores esta conectado mediante multiplexadores que seleccionan
el acarreo de entrada entre el sub-sumador anterior o una unidad de prediccio´n.
Draft: 20 de junio de 2017








Adder unit Adder unit Adder unit Adder unit
C0 C1 C2 C3
Control 0 Control 1 Control 2
A0 B0 A1 B1 A2 B2 A3 B3
S0 S1 S2 S3
Figura 2.11: Estructura de sumador GDA, (segmentos=Ai, Bi; i = 0.,3)
2.3.2.5. Sumador Gene´rico de precisio´n configurable (GeAr, por sus siglas en
ingle´s)
En [9] se propone un sumador gene´rico con precisio´n configurable (GeAr, por sus siglas
en ingle´s), el mismo segmenta como los anteriores una suma de m bits en sumas de
l bits realizadas por k sub-sumadores, adema´s se define R como bits resultantes y P
como bits previos. R son los bits que contribuyen con la suma final y P son utilizados
para predecir el acarreo en cada sub-sumador. Solo el primer sub-sumador presenta una
excepcio´n aportando l bits a la suma final, relaciones importantes entre estos para´metros
son presentadas a continuacio´n.
l = R + P (2.16)
k = ((m− l)/R) + 1 (2.17)
Para el primer sub-sumador se cumple:
Sum[l− 1 : 0] = A[l− 1 : 0] + B[l− 1 : 0] (2.18)
El resultado de los siguientes sub-sumadores se pueden obtener mediante:
Sum[(R ∗ i) + P− 1 : R ∗ (i− 1) + P] = A[R ∗ i) + P− 1 : R ∗ (i− 1)]
+ B[R ∗ i) + P− 1 : R ∗ (i− 1)] (2.19)
donde 1<i<=k.
Draft: 20 de junio de 2017
2 Fundamentos teo´ricos y estado del arte 19
A[(Rxk)+P-1:Rx(k-1)] A[(Rxi)+P-1:Rx(i-1)] A[L-1:0]
R bits P bits R bits P bits R bits P bits
B[(Rxk)+P-1:Rx(k-1)] B[(Rxi)+P-1:Rx(i-1)] B[L-1:0]
R bits P bits R bits P bits R bits P bits
+
S[(Rxk)+P-1:Rx(k-1)+P] S[(Rxi)+P-1:Rx(i-1)+P] S[L-1:0]cout
Figura 2.12: Implementacio´n general del GeAr: orden de derecha a izquierda
2.4. Multiplicadores
Esta operacio´n suele ser ma´s compleja que la suma, en su proceso incluye tres elemen-
tos: multiplicando, multiplicador y producto. El procedimiento general es recorrer el
multiplicador desde el bit menos significativo al ma´s significativo. Se generan productos
parciales los cuales, para cada bit del multiplicador, es el multiplicando si el bit del
multiplicador es 1 y 0s si el bit es 0. Luego cada producto parcial es desplazado hacia
la izquierda un espacio relativo a su previo producto parcial. Cuando se obtienen todos
los productos parciales los mismos se suman. Para una multiplicacio´n donde el multipli-
cando y multiplicador esten compuestos por N bits el producto sera´ 2N bits. Existen
varios me´todos para realizar la multiplicacio´n entre ellos: algoritmo de Booth, sequencia
de suma-corrimiento y multiplicador en arreglo.
2.5. Multiplicadores Aproximados
2.5.1. Multiplicador imparcial de rango dina´mico para aplicaciones
aproximadas (DRUM, por sus siglas en ingle´s)
La premisa con la que trabaja esta propuesta en [26] es que no todos los bits de un
nu´mero son igualmente importantes, por lo que se limita la cantidad de bits que se
aplican a un multiplicador central preciso seleccionando cuidadosamente un rango para
cada uno de los operandos.
El modo de operacio´n que sigue DRUM es el siguiente, asumiendo que ambos operandos
son de N bits, primero se obtiene la posicio´n del bit 1 ma´s significativo mediante mo´du-
los que detectan este bit llamados detector de uno conductor (LOD, por sus siglas en
ingle´s), luego a partir de la posicio´n del bit ma´s significativo se seleccionan los k-2 bits
consecutivos basados en la precisio´n requerida, donde k es definido en etapa de disen˜o
y especifica el ancho de bits que utilizara´ el multiplicador central.
Para reducir el error se aproximan los bits menos significativos restantes, para esto
sea t la posicio´n donde se encuentra el bit 1 ma´s significativo con 0 <= t <= N-1,
as´ı el valor de los t-k+2 bit menos significativos restantes esta entre 0 y 2t−k+2 − 1, si
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se asume una distribucion uniforme para los valores de los operandos, el valor esperado
es casi igual a 2t−k+1, de esta manera se aproximan los t− k + 2 bits colocando un 1 en
la posicio´n t− k + 1 y 0 desde la posicio´n t− k a 0, luego estos ceros son truncados y se




















Figura 2.13: Diagrama de bloques de la implementacio´n de DRUM
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0001 0111 0100 1101






0000(d) 0000 0001 1111 1001 0100 0000 0000
0000(e) 0000 0001 1111 0111 1110 0001 0010
Figura 2.14: Ejemplo nu´merico en el multiplicador DRUM. (N=16, k=6) (a) Nu´meros de
entrada (b) Entradas aproximadas (c) Resultado antes de corrimiento (d) Re-
sultado Aproximado (e) Resultado Preciso
2.5.2. Multiplicador aproximado redondeado a base (RoBa, por sus
siglas en ingle´s)
El algoritmo propuesto en [27] para este multiplicador aprovecha que al tener nu´meros
redondeados en potencia de 2 las multiplicaciones se pueden realizar mediante corri-
mientos. Sea A y B multiplicando y multiplicador respectivamente, sus representaciones
redondeadas sera´n Ar y Br. La operacio´n de multiplicacio´n puede ser escrita como:
A ·B = (Ar - A) ·(Br - B) + Ar ·B + Br ·A − Ar ·Br (2.20)
De esta expresio´n es la que se observa que hay tres te´rminos que se pueden realizar
mediante corrimiento, Ar · B , Br · A, Ar · Br. El te´rmino restante (Ar − A) · (Br − B)
es omitido con la observacio´n de que su implementacio´n en hardware es compleja y que
el peso en el resultado final suele ser pequen˜o, de esta forma la aproximacio´n propuesta
de la ecuacio´n 2.20 es :
A ·B ≈ Ar ·B + Br ·A − Ar ·Br (2.21)
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Figura 2.15: Diagrama de bloques de la implementacio´n de RoBa
2.6. Divisores
Proceso ma´s lento que el de la multiplicacio´n, incluye cuatro elementos: dividendo,
divisor, cociente y residuo. Existen varias te´cnicas para realizar la divisio´n entre ellas:
secuencia de corrimiento-sumar/restar, me´todo SRT, divisio´n multiplicativa y divisio´n
en arreglo.
2.7. Divisores Aproximados
A pesar de que cuentan con un menor uso, en la literatura se encuentran propuestas
interesantes, de las cuales se presentan a continuacio´n tres, SEERAD, DAC y AXDNR,
estos u´ltimos dos presentan caracter´ısticas similares en cuanto a la estructura de sus
resultados mas no de su operacio´n.
2.7.1. Divisor aproximado sin restauracio´n (AXDnr, por sus siglas
en ingle´s)
El disen˜o de este divisor toma como ventaja el hecho que la operacio´n ba´sica de la
divisio´n es la resta. Una celda exacta de resta es muy similar a una celda exacta de
suma como se puede apreciar en la siguiente tabla tomada de [28] que muestra sus
respectivos comportamientos lo´gicos.
Tabla 2.8: Funciones de una celdas exactas para suma y resta
Suma o Diferencia Cout o Bout
Suma S= X ⊕Y ⊕ Cin Cout = X ⊕ Y · Cin +XY
Resta D= X ⊕Y ⊕Bin Bout = X ⊕ Y ·Bin +XY
En las relaciones anteriores Bin y Bout se refieren a los bit que se toman prestados de
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la parte baja y parte alta respectivamente. Al igual que para los sumadores un restador
de N bits se puede formar colocando en cascada N celdas de resta exactas.
Para generar un divisor exacto sin restauracio´n (EXDnr, por sus siglas en ingle´s) [28]
presenta la celda ba´sica con la que se compone EXDCnr, la misma esta compuesta por
una compuerta XOR y una celda de resta exacta (EXSC, por sus siglas en ingle´s). Una
sen˜al de control Q es introducida, esta permite que la celda se pueda configurar como
un restador exacto o un sumador exacto Q=0 y Q=1 respectivamente, las relaciones de
su comportamiento se muestran a continuacio´n.
R=X⊕(Y ⊕Q)⊕Bin
Bout = X ⊕ Y ⊕Q ·Bin +X(Y ⊕Q)
(2.22)
EXDCnr EXDCnr EXDCnr EXDCnr










Figura 2.16: Implementacio´n de un Divisor exacto sin restauracio´n EXDnr: 8 bits dividendo,
4 bits divisor
Tres celdas de restadores aproximados (AXSC, por sus siglas en ingle´s) son propuestos en
[28], las funciones lo´gicas que representan su comportamiento se muestran en la siguiente
tabla.
Tabla 2.9: Funciones de celdas de resta aproximadas
Diferencia Bout
AXSC1 X ⊕Y +Bin X ⊕ Y ·Bin +XY
AXSC2 X ⊕Y⊕Bin Bin o D
AXSC3 Bout X ⊕ Y ·Bin + XY
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Teniendo en cuentas las celdas anteriormente presentadas se puede hacer una modifica-
cio´n en la celda EXDCnr para obtener una versio´n aproximada AXDCnr mediante la
sustitucio´n de la celda de resta exacta EXSC por una de las celdas de resta aproximadas
AXSC.
Sustitucio´n similar se hace en el divisor exacto sin restauracio´n para obtener la versio´n
aproximada AXDnr, sustituyendo la celda exacta EXDCnr por la aproximacio´n AXD-
Cnr.
Cuatro configuraciones pueden ser obtenidas mediante la sustitucio´n de estas celdas en
el divisor exacto, sustitucio´n vertical, horizontal, en cuadrado y triangular.
A B C D
Figura 2.17: Posibles configuraciones para el divisor AXDnr: en rojo celdas exactas reem-
plazadas por celdas aproximadas. Sustitucio´n (A) Vertical (B) Horizontal (C)
Cuadrada (D) Triangular
2.7.2. Divisor aproximado con base redondeada de alta velocidad y
eficiencia energe´tica (SEERAD, por sus siglas en ingle´s)
La propuesta de [29] es un divisor de alta velocidad y au´n as´ı energe´ticamente eficiente.
A su vez la precisio´n de SEERAD es configurable en etapa de disen˜o, esta caracter´ıstica
hace que el a´rea de hardware requerido y el retardo del componente puedan aumentar
o disminuir segu´n la precisio´n con la que se elija trabajar. La s´ıntesis del algoritmo que
implementa este divisor es cambiar el divisor a su valor redondeando ma´s cercano y
operar con este nuevo nu´mero.




donde 2K es la base del logaritmo de B que se representara´ como















En la ecuacio´n 2.23 se muestran dos para´metros importantes en la determinacio´n de la
precisio´n con la que se puede contar para este divisor, D y L (Tupla). Para determinar
cual es la mejor tupla para la cantidad de bits con las que se quiere trabajar se debe
realizar una bu´squeda exahustiva, la cual consiste en cambiar el valor de A desde 0 hasta
el ma´ximo y luego el error de dividir A con Bf es comparado al hacer la divisio´n con B,
as´ı la tupla con el menor error relativo sera´ la elegida.
Si se utiliza la tupla encontrada para todos los anchos de bits, se optiene una imple-
mentacio´n con menor retardo pero a un costo de imprecisio´n mayor. Para mejorar la
precisio´n se pueden considerar diferentes tuplas para cierta cantidad de bits dada, para
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lograrlo se forman diferentes grupos dependiendo de la combinacio´n de los bitse ma´s
significativos de B, esto incrementa el retardo.
En [29] bajo la bu´squeda exahustiva se muestran cuatro niveles de precisio´n dados por
la relacio´n log2|Group|+ 1, cabe destacar que al aumentar la cantidad de grupos se in-
crementa la precisio´n pero a su vez sobrecalentamiento [29]. En estos grupos propuestos
el valor de D es seleccionado tal que el error relativo sea mı´nimo, a su vez para poder
alcanzar una implementacio´n en hardware ma´s simple y con menor retardo se selecciona
un valor de L para todos los grupos en cada nivel de precisio´n. Toda esta clasificacio´n
de grupos y niveles se muestran en la siguiente tabla.
Tabla 2.10: Valores en cada grupo y su correspondiente para´metro D y L
Grupo Nivel de precisio´n I´nd´ıce B D L
1 1 0 0...01X.......X 5 3
2 2 0 0...010X......X 12 4
1 0...011X.....X 9












El procedimiento generado por esta estructura es como sigue, sea A y B nu´meros de N
bits, se determina el signo tanto del divisor como del dividendo (se asume que ambos
nu´meros se encuentren en complemento a dos), en el bloque de redondedo se determina
la base de B en la forma de 2K=Bf , luego Bf es usado para determinar los valores D
y L segu´n el nivel de precisio´n elegido. Una vez que se tenga el valor de D se proce-
de a realizar la multiplicacio´n, para esta se utiliza unidades de corrimiento y un sumador.
Importante caracter´ıstica de este divisor es el taman˜o de bits con los se realizan sus
operaciones, la multiplicacio´n generara´ un resultado de 2N bits, la unidad de corrimiento
se encarga de correr la entrada K+L bits hacia la derecha, al realizar este corrimiento
no se desechan bits por lo que la salida de este sera´ de 2N+L, donde N son los bits
de la parte entera y N+L representan la parte fraccionaria del nu´mero, por u´ltimo se
determina el signo del resultado [29].
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Figura 2.18: Diagrama de bloques de la implementacio´n de SEERAD
2.7.3. Divisor dina´mico de baja potencia para aplicaciones aproxi-
madas (DAC, por sus siglas en ingle´s)
Similar a como trabaja el DRUM, toma como ventaja la importancia de algunos bits
sobre otros en una representacio´n nu´merica, con estos bits que cuentan con mayor peso
se hace la operacio´n de divisio´n en un divisor exacto central y utiliza algunos mo´dulos
extra para determinar cuales son estos bits ma´s significativos. Entre estos elementos adi-
cionales se encuentran detectores de uno conductor, multiplexadores y decodificadores
al igual que los utilizados para el DRUM.
El primer paso del algoritmo que este propuesta utiliza es identificar el uno conduc-
tor en cada operando, seguido se define el para´metro k como el rango del divisor exacto,
con este se pueden tener diversos intercambios entre precisio´n y otras me´tricas de disen˜o.
A partir del uno conductor se eligen los siguientes k-1 bits, este conjunto es el que se
dirige hacia el divisor exacto, los bits restantes son truncados [30].
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Figura 2.19: Diagrama de bloques de la implementacio´n de DAC
Cabe destacar ciertas caracter´ısticas, DAC esta disen˜ado para mantener un radio de
2/1 entre el dividendo y el divisor por lo cual ante dos operandos de n bits y de n/2
respectivamente la salida sera´ de n/2 bits. Si el uno conductor se encuentra entre los
k bits no se necesita truncado y este se traslada directamente al divisor exacto central
[30].
2.8. Me´tricas
2.8.1. Producto retardo potencia (PDP, por sus siglas en ingle´s)
Al igual que la energ´ıa la unidad de medida es el Julio, se considera cuando se quiere
optimizar tanto rendimiento cocmo consumo de potencia. Se define por:
PDP =Ppromedio ·Tcp; (2.24)
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Donde Tcp es el retardo dado por la ruta de retardo cr´ıtica y Ppromedio es la potencia
promedia disipada por un circuito durante un per´ıodo [14].
2.8.2. Distancia de error (ED, por sus siglas en ingle´s)
Se define ba´sicamente por la distancia aritme´tica entre dos nu´meros es decir el valor
absoluto de la diferencia en este caso del resultado aproximado y el resultado preciso de
la suma [13].
ED = |a− b| =
∣∣∣∣∣∑
i





Donde a denota el resultado del sumador preciso y b el del sumador aproximado.
2.8.3. Distancia media de error (MED, por sus siglas en ingle´s)
Se define distancia media de error como el promedio de ED para un conjunto dado de
vectores de entrada siempre y cuando se trabaje con entradas de distribucio´n uniforme
[31].
MED = E[ED] =
∑
i
EDi ∗ P (EDi) (2.26)
donde P (EDi) es la probabilidad de EDi.
2.8.4. Tasa de error (ER, por sus siglas en ingle´s)




P (EDi), si EDi 6= 0 (2.27)
2.9. Bibliotecas de circuitos aritme´ticos aproximados
2.9.1. EvoApprox8b: Biblioteca de sumadores y multiplicadores apro-
ximados para disen˜o de circuito y evaluacio´n comparativa de
me´todos de aproximacio´n
En [32] una biblioteca con componentes aritme´ticos aproximados es propuesta, se com-
pone por 430 sumadores y 471 multiplicadores aproximados de 8 bits, incluye modelos
en verilog, Matlab y C para cada componente.
Pa´rametros como a´rea, potencia y retardo son estimados con bibliotecas de TSMC de
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180 y 45 nm. Algunas me´tricas relativas al comportamiento del error tambie´n son ge-
neradas para cada componente, con todos estos para´metros una bu´squeda bajo ciertas
restricciones de disen˜o se puede realizar permitiendo obtener ra´pidamente el modelo
del componente que mejor se ajuste. Esta biblioteca se encuentra disponible en la web
sen˜alada en [32].
2.9.2. lpaclib: Biblioteca de multiplicadores y sumadores aproxima-
dos
Una metodolog´ıa para generar y explorar el espacio estructural de un multiplicador
aproximado usando variantes de mo´dulos elementales como multiplicadores o sumadores
tanto aproximados como precisos es presentada en [33]. Se generan varios disen˜os los
cuales tambie´n se sintetizan y se verifican utilizando herramientas como Synopsys Design
Compiler y Modelsim respectivamente.
Varios sumadores y multiplicadores componen esta biblioteca que se puede encontrar
en la web sen˜alada en [33], en esta se pueden encontrar tanto la descripcio´n en VHDL
as´ı como un modelo de comportamieto en C.
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Cap´ıtulo 3
Disen˜o
En este cap´ıtulo se presenta la metodolog´ıa para el disen˜o de la estructura de la herra-
mienta y de los archivos que la componen. Estos archivos incluyen co´digo fuente, archivo
de configuracio´n y bibliotecas de plantillas. Tambie´n se muestra las consideraciones para
la descripcio´n de las unidades aritme´ticas, para la elaboracio´n de archivos de prueba y
para la creacio´n de scripts, as´ı como sus debidas restricciones.
3.1. Estructura de la herramienta
3.1.1. Generalidades
Es importante conocer el ambiente donde se desarrolla la herramienta. El sistema ope-
rativo utilizado es la distribucio´n Ubuntu 14.04 de LINUX, se utiliza el lenguaje de
programacio´n C++ para el desarrollo del co´digo fuente, este co´digo es editado mediante
el entorno de desarrollo integrado (IDE, por sus siglas en ingle´s) Eclipse el cual es de
fuente abierta.
3.1.2. Archivos base
Se crean dos archivos necesarios para el correcto funcionamiento, el primero es un archi-
vo “makefile” con el cual se puede compilar o recompilar (dado el caso de modificacio´n
o insercio´n de co´digo) el co´digo fuente y generar un ejecutable. El segundo documento
es un archivo de configuracio´n el cual posteriormente sera´ le´ıdo por la herramienta pa-
ra conocer las rutas de las herramientas externas as´ı como de las bibliotecas de celdas
necesarias para distintos procesos. Este archivo de configuracio´n es el que el usuario
modificar´ıa para establecer lo anteriormente mencionado.
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3.1.3. Organizacio´n de directorios
La carpeta principal de la herramienta contiene dos subcarpetas. La primera es donde se
almacena el co´digo fuente y modelos en C++ de los circuitos aritme´ticos desarrollados.
La segunda contiene plantillas de los archivos que son modificables por la herramienta
estos incluyen modelos en verilog, scripts y archivos de pruebas (testbenchs).
AAUG
Co´digo FuentePlantillas
Sumadores Multiplicadores Divisores Scripts TestBench
Figura 3.1: Estructura de carpeta general de la herramienta
Una carpeta extra es generada cuando se ejecuta la herramienta, esta incluye las unidades
aritme´ticas solicitadas, reportes de a´rea, potencia y retardo, as´ı como sus respectivos
archivos para simulacio´n, s´ıntesis y simulacio´n post-s´ıntesis. La ruta de esta carpeta
por defecto es en la carpeta principal pero esto tambie´n es modificable en el archivo de
configuracio´n. Esta carpeta presenta una estructura jera´rquica que facilita el intercambio







Figura 3.2: Estructura de carpeta de unidades generadas
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3.1.4. Tipo de archivos
Debido a los varios procesos que la herramienta puede ejecutar se generan mu´ltiples
archivos necesarios o intermedios para cada uno, estos archivos se almacenan en la
carpeta respectiva de cada proceso, es importante conocerlos con el fin de entender la
organizacio´n de la herramienta.





Archivos con las descripciones



























de celdas de determinada







Archivos con las plantillas de
scripts y arhivos de prueba
3.2. Descripcio´n de hardware
Los circuitos aritme´ticos presentados en el cap´ıtulo 2 se describen en el lenguaje de
descripcio´n de hardware Verilog, debido a su sencillez para detallar el comportamiento
y estructura de las unidades, adema´s de que se cuenta con experiencia previa en este
lenguaje.
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3.2.1. Sumadores
Se presenta a continuacio´n las caracter´ısticas de disen˜o de los sumadores que se imple-
mentaron, as´ı como las restricciones de su disen˜o. Para las restricciones se debe recordar
los para´metros m, n, l, k presentados en el cap´ıtulo 2 para cada sumador.
3.2.1.1. Sumadores de baja Potencia
Se comienza con los sumadores de baja potencia, como ya se mostro´ en el cap´ıtulo ante-
rior se componen por sumadores de 1 bit, los cuales pueden ser aproximados o precisos,
de estos sumadores es necesario conocer las ecuaciones que describen el comportamiento
lo´gico de los bits de suma y de acarreo para poder ser trasladadas a Verilog .
Las expresiones necesarias para los sumadores aproximados AXA1, AXA2, AXA3, TGA1,
TGA2 y CFA ya se presentaron en el cap´ıtulo 2.
En el caso de los otros sumadores se realiza un paso previo para obtener las ecua-
ciones, el cual consiste en utilizar el software libre Logic Friday que permite introducir
tablas de verdad y/o circuitos para obtener sus respectivas expresiones booleanas.
La instanciacio´n de estos mo´dulos en el sumador de baja potencia se hace mediante
bloques generadores incluidos en Verilog-2001, estos bloques son utilizados en la ma-
yor´ıa de los circuitos aritme´ticos desarrollados en este trabajo.
Restriccio´n: n <= m
3.2.1.2. Sumadores de alto rendimiento
En el caso de los sumadores de alto rendimiento todos tienen una caracter´ıstica en
comu´n y es que su comportamiento lo´gico puede ser representado por el GeAr bajo
ciertas condiciones de R y P. Por lo que la u´nica descripcio´n que se realiza es la de este
sumador, el cual sigue la estructura presentada en la figura 2.12. A continuacio´n las
combinaciones de R y P para los dema´s sumadores [9]:
ACAI: R=1 , P=L-1
ACAII: R=L/2 , P=L/2
ETAII: R=L/2 , P=L/2
GDA: P es igual para todos los subsumadores;
Restriccio´n ACAI: l < m
Restriccio´n ETAII y ACAII: l < m, l%2 == 0
Restriccio´n GeAR y GDA: l < m, (m− l) %R == 0
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3.2.1.3. LOA
El sumador LOA tiene caracter´ısticas intermedias. Al utilizar compuertas OR para apro-
ximar su parte baja, simplifica el hardware necesario para generar el bit de suma as´ı como
a su vez corta la propagacio´n del acarreo, caracter´ısticas de los sumadores de baja po-
tencia y sumadores de alto rendimiendo respectivamente. Por lo que su descripcio´n no
es tan modular como los sumadores anteriormente mencionados.
Restriccio´n: n <= m
Una s´ıntesis de los archivos de sumadores desarrollados y sus respectivas dependencias
se muestran en la siguiente tabla.





























Cabe mencionar que la mayor´ıa de descripciones de hardware estan parametrizados por
lo que las modificaciones que hace la herramienta son ba´sicamente en los para´metros de
cada mo´dulo. En el caso de los multiplicadores presentados, estos cuentan con mo´dulos
que no son tan flexibles como decodificadores y multiplexadores los cuales deben de ser
espec´ıficamente disen˜ados para la cantidad de bits totales y aproximados con las que
se desean trabajar. En este caso la herramienta no solo modifica para´metros sino que
estructura interna de estos mo´dulos r´ıgidos.
Draft: 20 de junio de 2017
36 3.2 Descripcio´n de hardware
3.2.2.1. DRUM
El DRUM por ejemplo cuenta con mo´dulos como decodificadores, multiplexadores, uni-
dad de corrimiento y detectores de uno conductor (LOD), de los que los dos primeros son
ba´sicamente construidos durante la ejecucio´n de la herramienta y los otros dos son solo
modificados. Todos estos mo´dulos descritos en Verilog se pueden encontrar en un reposi-
torio de la Universidad de Brown (Brown University Scale Lab, https://github.com/scale-
lab). Se toman estos mo´dulos respetando la licencia de distribucio´n y se parametrizan
para que sea ma´s sencilla su modificacio´n por la herramienta.
Restriccio´n: 2 < k < N, N < 32bits(Modelsim)
3.2.2.2. RoBa
Para realizar la estructura de la figura 2.15 se reciclan algunos mo´dulos del DRUM, por
ejemplo para la unidad de redondeo se utiliza el mo´dulo detector de uno conductor y el
codificador, las unidades de corrimiento tambie´n son las mismas.
Las operaciones de suma y resta se hacen mediante los operadores respectivos permiti-
dos en Verilog. En cuanto a las operaciones sobre el signo, estas se omiten asumiendo
que se trabajara´ con nu´meros positivos.
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3.2.3. Divisores
Al igual a como se ha trabajado los divisores incorporan elementos reciclados de los
disen˜os anteriores, especialmente mo´dulos usados en el DRUM.
3.2.3.1. AXDnr
Varios mo´dulos se describen para lograr el comportamiento de este divisor. Primero se
parte de los mo´dulos base que son los que realizan la resta de 1 bit, estos son AXSC1,
AXSC2, AXSC3 los cuales cuentan con las expresiones booleanas necesarias para ser
trasladados a Verilog. Con estos mo´dulos y siguiendo la lo´gica de los sumadores de baja
potencia se realiza un restador de baja potencia (LPS).
El mo´dulo ba´sico para realizar una operacio´n de divisio´n en arreglo es el EXDCnr,
el cual se traslada a verilog de manera que por medio de para´metros se pueda cambiar
de ser un mo´dulo exacto a uno aproximado AXDCnr.
Se realiza una modificacio´n del LPS llamada MLPS en la cual se instancia segu´n para´me-
tros un mo´dulo EXDCnr o AXDCnr, siguiendo la estructura de la figura 2.16 este mo´dulo
se puede observar como las filas.
Un mo´dulo auxiliar RCC es realizado para realizar la correccio´n del residuo, se compone
por las compuertas AND y mo´dulos EXDCnr. Todos estos mo´dulos anteriormente men-
cionandos se instancian en el mo´dulo del divisor AXDNR donde se termina de describir
el comportamiento lo´gico.
La manera de construccio´n de este divisor permite mediante para´metros tres de las
cuatro configuraciones propuestas las cuales son sustitucio´n vertical, horizontal y en
cuadrado. Estos para´metros son el nu´mero de columnas (R) y el nu´mero de filas (P).
Restriccio´n: N%2 == 0, N >= 6, R <= N/2, P <= N/2
3.2.3.2. DAC
Esta propuesta cuenta con una estructura ba´sicamente exacta a la del DRUM, la u´nica
diferencia es como se implementa la operacio´n precisa reducida. En el caso del DRUM
se utiliza el operador aritme´tico permitido en Verilog de multiplicacio´n para hacer dicha
operacio´n, dejando as´ı a la herramienta de s´ıntesis la tarea de traducir esto a hardware.
Este paso en el DAC si se especifica y se utiliza una instanciacio´n de un divisor exacto
en arreglo como el de la figura 2.16. Un divisor exacto de este tipo cuenta con dos salidas
el cociente y el residuo, para que los resultados puedan representarse en la cantidad de
bits de salida del cociente se tiene que cumplir que el divisor sea mayor a la mitad ma´s
alta del dividendo.
Esta caracter´ıstica hace que los errores aumenten al compararlos con modelos exac-
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tos de divisio´n. Por lo que hay que tomar en cuenta que esta caracter´ıstica aumenta la
cantidad de errores ya introducidos por la lo´gica de aproximacio´n del DAC.
Restriccio´n: n%2 == 0, k%2 == 0, 4 <= k < n
3.2.3.3. SEERAD
La estructura presentada en la figura 2.18 se modifica un poco para permitir la reutili-
zacio´n de los mo´dulos ya desarrollados sin perder la lo´gica de aproximacio´n propuesta.
Para realizar la mu´ltiplicacio´n en [29] se propone utilizar mo´dulos de corrimiento y
luego sumar los productos parciales, en lugar de este proceso se utiliza un multiplicador
en arreglo exacto de la cantidad de bits necesaria para representar el para´metro D de la
tabla 2.10. Con esto queda limitado el nivel de precisio´n a la cantidad de bits del divisor
a como se muestra en la siguiente tabla.
Tabla 3.4: Limitaciones de precisio´n en SEERAD





>= 7 <= 4
Esta implementacio´n se realiza para nu´meros positivos por lo que se omite el detector
y correccio´n de signo de la estructura original.
Restriccio´n: n > 2 == 0, P recisio´n <= 4
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3.3. Archivos de Prueba
Los archivos de prueba (TestBench) son importantes para los procesos que la herramienta
realiza, cuatro de estos son generados de manera que se ajusten a caracter´ısticas similares
entre los componentes. La cantidad supera en uno a los tipos de unidades aritme´ticas que
se pueden generar, esto es debido a que la estructura del resultado del divisor SEERAD
es muy diferente a los otros dos divisores por lo que se opto´ por generar un archivo de
prueba u´nico para este divisor.
Definir escala de tiempo;
Mo´dulo : TESTBENCH
Definir Para´metros;
Definir entradas y salidas;
Definir arreglo;
Instanciar mo´dulo superior;
Inicializacio´n: cargar datos de prueba en arreglo;
for i← 0 to taman˜o arreglo do
for j ← 0 to taman˜o arreglo do
Cargar en entrada 1 valor de arreglo en posicio´n i;
Cargar en entrada 2 valor de arreglo en posicio´n j;
Esperar;
Escribir en archivo de salida;
end
end
Algoritmo 1: TestBench General
3.4. Vinculacio´n con herramientas externas
La herramienta propuesta hace uso de otras para realizar estimaciones de potencia, a´rea
y retardo. La ejecucio´n de estas herramientas se hace mediante el uso de scripts, los
cuales se disen˜aron de la forma ma´s general posible para que puedan ser sencillamente
modificados por la herramienta propuesta durante su ejecucio´n.
3.4.1. Script para compilacio´n y simulacio´n
Se crean tres scripts para ser ejecutados en la herramienta Modelsim, que es la encargada
de realizar este paso, cada uno de estos corresponde a los tres diferentes tipos de unidades
aritme´ticas que se pueden generar. Todos estos scripts siguen el flujo que se muestra en
la siguiente imagen.
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Creacio´n de la carpeta de trabajo
Compilacio´n de los archivos
Cargar disen˜o y correr simulacio´n
Figura 3.3: Flujo de simulacio´n
La carpeta de trabajo es donde se almacenan los archivos compilados por ModelSim,
por defecto su nombre es “Work”. Posteriormente son compilados los archivos, en este
caso al utilizar Verilog como lenguaje de descripcio´n la opcio´n para compilar es vlog.
Luego de estos pasos se llama al comando de simulacio´n vsim usando el nombre del
mo´dulo superior, en este caso para todos los archivos de prueba generados el nombre
utilizado es “TESTBENCH”. Despu´es se produce un archivo de cambios de valor (VCD)
y se ejecuta la simulacio´n mediante el comando run.
Como se esta trabajando mediante l´ınea de comandos, a este script hay que agregarle el
comando quit para que salga de ModelSim cuando se termine de ejecutar este proceso.
3.4.2. Script para S´ıntesis
Para realizar este proceso se utiliza la herramienta Design Compiler (DC) de Synopsys,
para esto se crean cuatro archivos de los cuales 1 es general para cada tipo de unidad
aritme´tica aproximada y los 3 restantes son uno para cada uno.
Se sigue la estrategia de compilacio´n de arriba a abajo (Top-Down) que se encuentra en
la gu´ıa para el usuario de DC, esta estrategia compila juntos el mo´dulo superior y sus
submo´dulos. El flujo ba´sico para realizar la s´ıntesis se muestra a continuacio´n
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Especificar bibliotecas
Leer disen˜os
Definir ambiente de disen˜o
Definir restricciones de disen˜o
Optimizar disen˜o
Ana´lisis y depuracio´n de disen˜o
Figura 3.4: Flujo de S´ıntesis
Antes de especificar las bibliotecas, en el script se definen ciertas variables que son
las que la herramienta propuesta modificara´, estas variables son los nombres de las
unidades, las rutas donde se encuentran y las rutas para los archivos de salida que
se van a generar. La especificacio´n de las bibliotecas se realiza con el archivo general
anteriormente mencionado.
La bibloteca principal es la que se conoce como biblioteca objetivo (target library) que
es utilizada para generar las listas de red (netlist) y definir condiciones operativas del
disen˜o. Otra biblioteca que se especifica en el script es la de enlace (link library), esta
es la que DC utiliza para resolver referencias de celdas. A las dos bibliotecas se les asigna
el mismo valor.
A la hora de leer disen˜os DC permite dos maneras mediante el comando read y la combi-
nacio´n analyze-elaborate, para sintetizar se utiliza la u´ltima opcio´n, analizando primero
cada submo´dulo que compone el mo´dulo superior incluye´ndolo y luego elaborando este
adema´s de definirlo como el disen˜o actual con el comando currentdesign.
Para el objetivo de esta s´ıntesis no se define el ambiente del disen˜o ni restricciones de
optimizacio´n. Esto porque primero el ambiente queda a criterio del usuario que utilice la
herramienta propuesta y en cuanto a la optimizacio´n, lo que se desea es que el proceso
respete lo ma´s posible las estructuras de los circuitos propuestos, igualmente queda a
criterio del usuario la inclusio´n de estas restricciones. Las u´nicas restricciones que puede
presentarse al ejecutarse este script son las de reglas, que esta´n ı´mplicitas en la biblioteca
de celdas que se utilice.
La mu´tliple instanciacio´n de un mismo disen˜o es algo que se debe resolver antes de
compilar, para esto se utiliza el comando uniquify que lo que hace es realizar una copia
y renombrar un disen˜o para cada instancia. La mayor´ıa de los circuitos aritme´ticos
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aproximados realizados utiliza mu´ltiple instanciacio´n por lo que esta opcio´n es tomada
en cuenta para el desarrollo del script.
Luego se procede a llamar al algoritmo de s´ıntesis por medio del comando compile el cual
tambie´n tiene muchas opciones de optimizacio´n, queda de nuevo a criterio del usuario
modificar esta l´ınea en la plantilla para lograr los objetivos que se deseen.
Por u´ltimo se generan las listas de red a nivel de compuertas (gate-level netlist) y un
archivo *.sdf que contiene la informacio´n sobre retardo, adema´s se generan otros reportes
como a´rea, tiempo y potencia.
3.4.3. Script para simulacio´n post-s´ıntesis
La simulacio´n Post-S´ıntesis utiliza ModelSim por lo que su flujo difiere en muy poco
con respecto al mostrado en la figura 3.3. Las diferencias destacan en sobre que se
aplica la simulacio´n, primero se debe de contar con la biblioteca de celdas utilizadas
para la s´ıntesis descritas en Verilog y estas se deben de acceder para la simulacio´n.
La compilacio´n se hace en este caso sobre la biblioteca anteriormente mencionada, la
red a nivel de compuertas y el archivo de pruebas. Por u´ltimo a la hora de ejecutar el
simulador se escribe con la opcio´n de cargar el archivo que contiene la informacio´n de
retardo generado por el script de S´ıntesis.
3.4.4. Script para estimacio´n de potencia post-s´ıntesis
Se utiliza Prime Time de Synopsys par realizar esta estimacio´n, el script sigue un flujo
similar al de la s´ıntesis, en este caso se utiliza el comando read para leer la red a nivel
de compuertas. Prime Time permite dos modos de ana´lisis el promedio y el basado en
el tiempo, el primero calcula la potencia promedio basado en tasas de conmutacio´n y el
segundo usa simulacio´n de actividad a nivel de compuerta para estimar la potencia pico
y promedio. Ambos modos son seleccionables en la plantilla que se desarrollo´.
3.5. Nu´cleo de la herramienta
A como se ha mencionado anteriormete la herramienta se desarrolla en el lenguaje
de programacio´n C++, se hace uso de funciones para realizar los diversos procesos
necesarios para su funcionamiento. Los archivos se desarrollan de manera jera´rquica
para facilitar el llamado a funciones y la modificacio´n.
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Figura 3.5: Estructura central de la herramienta
Se puede observar en la figura 3.5 que la herramienta tiene tres ramas similares, a
continuacio´n se explica cada uno de los elementos que las componen.
3.5.1. Utilidades
Se realiza un conjunto de funciones generales que efectu´an procedimientos simples pero
necesarios para otras etapas de la herramienta. Dentro de este documento se pueden
encontrar funciones de conversio´n entre tipos de datos, creacio´n de directorios y resumen
de resultados entre otras. Es utilizado en la mayor´ıa de los procedimientos o funciones
que se encuentran sobre el en la figura 3.5.
3.5.2. Unidades aproximadas
En estos archivos se definen los modelos de referencia de las unidades aritme´ticas apro-
ximadas, cada una se escribe como una funcio´n para que pueda ser llamada donde se
requiera. Cada modelo se realiza en un archivo con extensio´n .cpp y luego todos se
recopilan en un archivo cabecera .h as´ı se facilita la insercio´n de nuevos modelos poste-
riormente.
3.5.3. Funciones de Generacio´n
A como su nombre lo dice son las encargadas de producir diferentes tipos de archivos,
entre ellos esta´n las unidades aritme´ticas descritas en Verilog, las me´tricas, el archivo
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de est´ımulo y TestBench para simulacio´n, as´ı como el que se necesita para la simulacio´n
Post-S´ıntesis. El algoritmo que sigue la mayor´ıa de estas funciones es el siguiente:
function Generar(para´metros)
Abrir archivo de salida;
Abrir plantilla;
while no l´ınea final de plantilla do
if l´ınea le´ıda == l´ınea llave then
Bandera de modificar activa;
else
if Bandera de modificar then
Modificar l´ınea y escribir en archivo de salida;
Bandera de modificar desactivada;
else





Algoritmo 2: Funciones de Generacio´n
Pequen˜as diferencias se dan en el caso de los archivos de est´ımulo y me´tricas. En lugar
de abrir una plantilla y recorrerla, lo que se hace es escribir los resultados directamente
al archivo de salida en el formato que sea necesario para que concuerden con lo esperado
por el testbench. Una caracter´ıstica importante a mencionar para los divisores es que a
excepcio´n del divisor SEERAD, las representaciones binarias de los nu´meros de prueba
que se colocan en el archivo de est´ımulo son una concatenacio´n del divisor y dividendo
debido a la caracter´ıstica de que el divisor debe tener la mitad de cantidad de bits
que el dividendo, esto es tomado en cuenta en los archivos de pruebas desarrollados
anteriormente.
3.5.4. Funciones de ejecucio´n
Se encargan de generar los scripts para la ejecucio´n de las herramientas Modelsim,
DesignCompiler y PrimeTime, adema´s de dar la orden de ejecucio´n. Para la creacio´n
y modificacio´n de los script de plantilla siguen el mismo algoritmo que las funciones
de generacio´n. Por otra parte se le agrega al algoritmo, las instrucciones necesarias
para hacer llamados a la l´ınea de comandos y ejecutar los scripts, as´ı como ejecutar
herramientas secundarias como el conversor vcd2saif de Synopsys que permite crear el
archivo .saif necesario para las estimaciones de potencia.
3.5.5. Generador de unidades
Son los encargados de reunir tanto las funciones de generacio´n y ejecucio´n, hacen el
llamado a la funcio´n respectiva dependiendo del proceso deseado. El algoritmo que
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siguen es el siguiente:
function GenerarUnidades(para´metros)








Crear archivo de est´ımulo;
Crear y ejecutar script de simulacio´n pre-s´ıntesis Modelsim;
end
case Validar








Crear y ejecutar script de simulacio´n post-s´ıntesis Modelsim;





Algoritmo 3: Generadores de unidades
3.5.6. AAUG
Este es el archivo que reu´ne todas las funciones anteriormente descritas, en e´l se en-
cuentra la funcio´n encargada de recibir los para´metros por l´ınea de comandos, la misma
verifica si estos cumplen las condiciones y/o restricciones para la unidad aritme´tica
aproximada deseada, si es as´ı, hace el llamado y traslada los para´metros a la funcio´n
generadora de unidades respectiva.
3.6. Flujo de la herramienta
Como se ha podido deducir la herramienta trabaja con cinco procesos, Generacio´n,
Simulacio´n, Validacio´n, S´ıntesis y Simulacio´n Post-S´ıntesis, cada uno de estos depende
de su predecesor por lo que es una heramienta con un flujo lineal hasta el proceso que




En este proceso se generaran las descripciones en Verilog de la unidad aritme´tica que se
desea, adema´s de los directorios necesarios para el proceso al cual se desea llegar.
3.6.2. Simulacio´n pre-s´ıntesis
Este proceso necesita las descripciones de las unidades generadas en el proceso anterior,
adema´s del archivo de est´ımulo, la respuesta de los modelos de referencia y el testbench
que la herramienta genera si se indica este proceso. Los archivos importantes que se
generan aqu´ı son la respuesta del circuito al est´ımulo que se guarda en un archivo de
texto plano extensio´n .txt y el archivo de cambios de valor .vcd.
3.6.3. Validacio´n
Este proceso es muy sencillo, solo carga la respuesta de los modelos de referencia y la
compara con la respuesta del circuito descrito en Verilog, indica en pantalla si obtienen
el mismo resultado o no.
3.6.4. S´ıntesis
El primero paso que realiza es convertir el archivo de cambios de valor al formato .saif.
Luego se carga este archivo junto con las descripciones de hardware y la biblioteca de
celdas. Ejecuta la s´ıntesis obtiene la lista de red a nivel de compuerta (gate-level netlist)
.v y el archivo .sdf que guarda informacio´n sobre temporizado necesaria posteriormente,
adema´s se obtienen reportes de a´rea, potencia y retardo.
3.6.5. Simulacio´n Post-S´ıntesis
En este caso se ejecuta la simulacio´n y luego se hace una estimacio´n de potencia sobre
los resultados. Al igual que en la simulacio´n, se necesita el archivo de est´ımulo y un
testbench un poco modificado que genera la herramienta si se desea este proceso, adema´s
esta simulacio´n se hace sobre la lista de red y se toma en cuenta las caracter´ısticas de
temporizado que se encuentran indicadas en el archivo .sdf respectivo. Por u´ltimo es
necesario la biblioteca de celdas descrita en Verilog. La salida de este paso es un archivo
de cambio de valor .vcd que se transforma nuevamente al formato .saif, esto para poder
realizar los dos modos de estimacio´n de potencia que permite PrimeTime, junto con
estos dos archivos y la lista de red se obtiene un reporte de potencia.
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Figura 3.6: Flujo de herramienta
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Cap´ıtulo 4
Resultados
Se presenta a continuacio´n las pruebas de funcionamiento realizadas a la herramien-
ta bajo diversos casos para los cuales se puede emplear, adema´s de ana´lisis sobre los
resultados de las unidades aritme´ticas generadas en cada caso.
4.1. Generacio´n de datos para comparacio´n
Una de las situaciones que facilita el proceso de eleccio´n de algu´n componente en etapa
de disen˜o, es contar con datos varios que permitan una comparacio´n entre posibles
unidades. El caso a continuacio´n presenta la comparacio´n de diversas me´tricas para los
sumadores de baja potencia, en este caso los para´metros de disen˜o son un taman˜o de
sumador de 10 bits con aproximaciones de 1 a 8 bits.
4.1.1. Ejecucio´n de herramienta
Para esto se crea un script que permita la llamada recursiva a la herramienta, variando
los pa´rametros necesarios para generar todos los sumadores de baja potencia. Todos
estos para´metros y la estructura necesaria para hacer una llamada a la herramienta
esta´n debidamente explicados en el manual de usuario en el ape´ndice A.
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Figura 4.1: Script para generacio´n de sumadores de baja potencia
Como se puede observar en la figura 4.1 el proceso final al que se desea llegar es Post-
s´ıntesis, para este proceso y para la s´ıntesis se utilizo´ la biblioteca gene´rica de Synopsys
de 90nm disponible en la web para la comunidad universitaria. Tambie´n cabe destacar
que se le an˜ade al script en la l´ınea 3 la modificacio´n del archivo de configuracio´n de
la ruta donde se desean colocar los resultados. Es en esta ruta donde se construye el
conjunto de carpetas mostrado en la figura 3.2 y es en la carpeta superior donde la
herramienta provee dos archivos de resumen de me´tricas, uno contiene tanto el ER
como el MED, el otro contiene datos sobre potencia, a´rea y ruta cr´ıtica.





























Figura 4.2: Distancia media del error en sumadores LPA de 10 bits
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Figura 4.3: Tasa de error para sumadores LPA de 10 bits
Luego de correr el script para todos los sumadores, de los datos obtenidos se pueden
formar gr´aficos como los de las figuras 4.2 y 4.3, que nos muestra la distancia media del
error y la tasa de error. Como es de esperarse dada la introduccio´n de una lo´gica diferen-
te para la suma binaria ambas me´tricas son crecientes cuando se aumenta la cantidad
de bits aproximados.
Una particularidad que se puede observar en la figura 4.3 es la relacio´n entre los su-
madores InXA2 y VAXA los cuales presentan la misma curva de ER, hay que recordar
que las descripciones de hardware realizadas en este trabajo son sobre el comportamien-
to lo´gico de las unidades aritme´ticas aproximadas propuestas y no sobre su estructura
que es en lo que difieren algunos disen˜os, por lo que se presentan casos de comporta-
miento lo´gico igual adema´s de caracter´ısticas de a´rea, retardo y potencia debido a la
interpretacio´n que por ejemplo realiza la herramienta de s´ıntesis. Este no es el u´nico
caso, tambie´n los sumadores InXA3 y AMA2 presentan comportamiento lo´gico similar.
En cuanto a las me´tricas que tienen relacio´n con energ´ıa, los reportes presentan la
potencia dina´mica, potencia de fuga, la ruta cr´ıtica, a´rea y con estos datos se pueden
hacer comparaciones bastante interesantes, la ma´s simple es observar como se comporta
la potencia con respecto a los bits aproximados.
Draft: 20 de junio de 2017
52 4.1 Generacio´n de datos para comparacio´n

































Figura 4.4: Potencia dina´mica de sumadores de 10 bits tipo LPA sobre valor de referencia
del sumador RCA 32.789 µW
Se puede observar en la figura 4.4 que la potencia dina´mica disminuye bastante con
forme se van aproximado ma´s bits, hay que recordar que este tipo de potencia depende
de entre otras cosas de las capacitancias en los nodos que conmutan, por lo que tiene
sentido que para sumadores como el LOA o AMA5, que reducen su estructura bastante,
esta potencia este´ por debajo del 20 % del valor de referencia.
4.1.2. Comparacio´n entre procesos
Otro caso interesante que se puede lograr con la obtencio´n de datos anterior es verificar
datos de potencia entre la s´ıntesis y la post-s´ıntesis, esto se puede hacer para tener una
mayor seguridad del verdadero consumo de la unidad que se esta creando. Las diferencias
son pocas pero a veces es importante tener estas estimaciones y dado el caso algunas
que vayan ma´s alla´ de lo que por ejemplo la herramienta propuesta puede lograr.
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Figura 4.5: Potencia dina´mica obtenida en s´ıntesis contra valor medio de error


































Figura 4.6: Potencia dina´mica obtenida en post-s´ıntesis contra valor medio de error
A como se menciono´ los gra´ficos anteriores no muestran diferencia muy marcada, pero
estas si se pueden dar, por ejemplo se observa el aumento de la potencia en el sumador
AXA3. El comportamiento que se muestra en estas figuras es que a menor distancia
media de error es mayor la potencia, puesto que eso implica que tiene mayor cantidad
de unidades exactas de suma.
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4.1.3. Mu´ltiplies comparaciones
Al tener la posibilidad de obtener diferentes datos, las combinaciones que se pueden tener
para comparar son varias y depende de los objetivos para el que se desee las unidades
generadas.






























Figura 4.7: Ruta cr´ıtica o retardo contra el error medio de distancia
En la figura 4.7 se realiza la comparacio´n entre el retardo y el error medio de distancia,
el comportamiento es similar al del gra´fico de potencia contra error, pues tal como se ha
planteado entre menos bits se aproximen el comportamiento del LPA sera´ ma´s parecido
al de un RCA, por eso es que el retardo es ma´ximo cuando el error es mı´nimo.
Por u´ltimo se muestra un gra´fico que compara potencia y retardo, en este caso la cantidad
de bits aproximados se leen de derecha a izquierda. Teniendo esta variedad de datos se
demuestra la facilidad para la que un disen˜ador pueda buscar los que mejor se ajusten
a sus restricciones.
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Figura 4.8: Ruta Cr´ıtica contra Potencia
4.1.4. Comparaciones derivadas
A partir de los datos que se pueden obtener directamente, se pueden derivar otros
y obtener me´tricas como la del producto potencia retardo que nos da una visio´n del
consumo de energ´ıa del componente aritme´tico generado.





























Figura 4.9: PDP para sumadores LPA de 10 bits, valor de sumador RCA 0.206 pJ
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4.2. Introduccio´n de optimizaciones
Si los resultados de una unidad no son convincentes siempre se puede buscar una manera
de optimizarlos. Gracias a que la herramienta propuesta genera scripts personalizados
para cada unidad, la optimizacio´n se puede hacer de manera sencilla. La optimizacio´n
de la s´ıntesis se puede realizar de dos maneras, la primera es modificar la plantilla del
tipo de unidad aritme´tica aproximada con el que se esta trabajando y volver a ejecutar
la herramienta propuesta. La segunda es modificar el script personalizado dentro de la
carpeta correspondiente a la unidad ya generada y ejecutarlo en la herramienta que
corresponda.
Figura 4.10: L´ınea modificada en plantilla de S´ıntesis de sumadores
Para ejemplificar esto se hace la modificacio´n en la plantilla general de s´ıntesis para los
sumadores en la l´ınea que muestra la figura 4.10 y se vuelve a ejecutar el script de la
figura 4.1. La optimizacio´n introducida hace que DesignCompiler propage constantes y
pins desconectados, esto ayuda a reducir a´rea.

































Figura 4.11: Potencia dina´mica de sumadores de 10 bits tipo LPA sobre valor de referencia
del sumador RCA 32.789 µW con optimizacio´n






















































Figura 4.12: A´rea en el GeAr
En la figura 4.11 se observa como con la optimizacio´n realizada hay una reduccio´n en la
potencia con respecto a la mostrada en la figura 4.4. Quiza´s sea ma´s notorio lo que esta
optimizacio´n realiza si se observa los datos de a´rea mostrados en el gra´fico de la figura
4.12, cabe destacar que estos datos estan referenciados al valor de a´rea correspondiente
para un sumador RCA de 10 bits con optimizacio´n y sin ella a como corresponda. Se
puede recordar que en el sumador GeAr se corta la propagacio´n del acarreo en cada
subsumador por lo que estos pines quedan desconectados en la descripcio´n de hardware
realizada, adema´s el acarreo de entrada de cada subsumador se le coloca un 0 lo´gico.
Con estas caracter´ısiticas es sencillo interpretar el comportamiento de los datos de a´rea
optimizados y no optimizados para el GeAr.
4.3. Diferencias en Descripcio´n
Se realizan dos modelos del GeAr, uno utilizando una descripcio´n modular esto es ins-
tanciando varios submo´dulos al mo´dulo superior y la otra es una descripcio´n ma´s r´ıgida
que define el comportamiento lo´gico del sumador en el mo´dulo superior. A las dos des-
cripciones se les hace una corrida en la herramienta llegando hasta el proceso de s´ıntesis,
los resultados obtenidos esta´n referenciados a los respectivos valores de un sumador RCA
de 10 bits.
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Retardo Potencia Dina´mica Potencia de Fuga

















































Retardo Potencia Dina´mica Potencia de Fuga
Figura 4.14: Potencia GeAr2 90nm
Como se puede observar comparando las figuras anteriores, la descripcio´n modular pre-
senta mayores valores en todas las a´reas, cabe mencionar que estos valores no presentan
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optimizacio´n por lo que hay diversos elementos que no son necesarios como los mencio-
nados en la seccio´n de optimizacio´n que pueden estar siendo tomados en cuenta para
hacer las estimaciones.
Tambie´n es extran˜o observar que el comportamiento del retardo no aplique exacta-
mente a lo que la teor´ıa menciona sobre el alto rendimiento que este sumador deber´ıa
de presentar, dado que varios de los valores de retardo superen a su referencia, gracias
a los reportes de tiempo que la herramienta genera se podr´ıa seguir la ruta que pre-
senta el mayor retardo y conocer ma´s porque o de que forma se esta´ interpretando el
comportamiento lo´gico del GeAr descrito.
4.4. Cambios en tecnolog´ıa
Como se ha mostrado diferencias pueden ocurrir en los resultados mediante la inclusio´n
de optimizaciones o diferentes descripciones de hardware. Otro escenario que se puede
probar fa´cilmente con la herramienta propuesta es utilizar diferentes bibliotecas para
sintetizar y observar diferencias entre los modelos en una u otra tecnolog´ıa.
Para esto se modifica el archivo de configuracio´n de la herramienta en la l´ınea que
se debe indicar la ruta de la biblioteca para s´ıntesis y su nombre. En los siguientes re-
sultados se utilizo´ una biblioteca de 65nm de TSMC, no se realizo´ optimizacio´n y como
se ha trabajado los valores estan referenciados a un sumador RCA de 10 bits tambie´n
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Figura 4.15: Potencia GeAr 65nm
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Lo primero que se puede notar con este cambio es que el comportamiento del Gear ahora
si concuerda con la teor´ıa puesto que el retardo para todas las configuraciones esta por
debajo del valor de referencia.
Se puede recordar que el retardo se reduce conforme el taman˜o de cada subsumador,
asimiso este depende de los valores de R y P por lo que es congruente que el menor
retardo sea para la combinacio´n 1-1 y el mayor para la combinacio´n 1-8.
Ahora que se puede constatar que los modelos del GeAr concuerdan con lo esperado, se
puede mostrar como es su comportamiento en cuanto a la introduccio´n de errores para
































































Figura 4.16: MED para distintas combinaciones de R y P en el GeAr



















































Figura 4.17: ER para distintas combinaciones de R y P en el GeAr
Como se observa en la gra´fica del MED se da una repeticio´n del valor en las configu-
raciones que presentan misma taman˜o de subsumador esto es debido a que los errores
en el GeAr suelen darse en el punto donde se corta la cadena de acarreo y al tener
la misma cantidad de subsumadores para estas combinaciones los errores ocurren en el
mismo punto ante los mismos valores de entrada. Los errores se generan en el GeAr
cuando un subsumador genera un acarreo y este no se propaga. Siendo esto as´ı, la tasa
de error deber´ıa de ser baja para los sumadores que cuenten con menor cantidad de
subsumadores y viceversa, esto se puede observar en la figura 4.17.
4.5. Limitaciones
Las mu´ltiples simulaciones que se realizaron arrojaron algunas limitaciones extra a las
que cada unidad por su estructura o lo´gica ya ten´ıan contempladas. Una de ellas se
integro a la herramienta y es la cantidad de valores de prueba, que depende del ancho
de bits con el que se desea trabajar.
Se limito´ para la opcio´n de realizar una verificacio´n completa, esto es utilizar todas
las posibles combinaciones, se permite si el ancho de bits es menor o igual a 12, esto
debido a lo extenso que es el proceso para nu´meros de mayor representacio´n binaria.
Cabe mencionar que este es un para´metro fa´cilmente modificable en el co´digo de la he-
rramienta, por lo que tambie´n queda a decisio´n del usuario el valor del mismo segu´n los
requerimientos que tenga de disen˜o.
La otra limitacio´n surge en la herramienta externa ModelSim, la cual cuenta con una
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capacidad de 32bits para representar valores nu´mericos. Representaciones decimales son
utilizadas por ejemplo en los encoders del multiplicador DRUM, estas por lo tanto no
pueden superar el valor 232.
A continuacio´n se muestran los resultados para los multiplicadores implementados, los
para´metros utilizados son un ancho de bits de 16 y debido a la limitacio´n anteriormente
mencionada se opto´ por utilizar 512 nu´meros aleatorios lo que da un total de 2(9·2) re-
sultados, el valor de la semilla para estos valores es 123, se realizo´ el flujo hasta s´ıntesis














































Figura 4.18: MED para multiplicadores aproximados




































Potencia Dina´mica Potencia de Fuga Retardo A´rea
Figura 4.19: Datos Multiplicadores
A simple vista los valores del MED pueden desconcertar un poco, pero es va´lido recordar
que los resultados que se esperan al hacer una multiplicacio´n de 16 bits son nu´meros
que pueden alcanzar valores de hasta 232− 1 y al no tener una aplicacio´n espec´ıfica con
la que comparar que tan grande es permisible este valor lo que se puede analizar es el
comportamiento que presenta.
Se puede observar en la figura 4.18 que el MED para el DRUM se reduce conforme
se aumenta cantidad de k bits, esto es porque estos bits son los que se utilizan en el
multiplicador exacto central de su estructura por lo que a mayor taman˜o de este menor
sera´n los errores que se produzcan, esta capacidad de configurabilidad no la presenta el
multiplicador RoBa por lo que cuenta con un u´nico valor. Los resultados de potencia,
retardo y a´rea estan referenciados a un multiplicador exacto en arreglo, los valores son
1.3706 mW , 74.4529 µW , 2.76 ns, 2823.479998.
La figura 4.19 muestra que todas las unidades generadas presentan un ahorro en poten-
cia, retardo y a´rea, siendo las que tienen mayor MED las que presentan ma´s beneficios
energe´ticos. Los gra´ficos de tasa de error no se presentan puesto que el valor para la
mayor´ıa de estas implementaciones es de 1, por lo que no es un para´metro que brinde
mucha informacio´n comparativa.
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4.6. Variedad de unidades
La variedad en estructuras y comportamiento lo´gico que presentan las unidades desa-
rrolladas se pueden comprobar con los divisores, los cuales gracias a su configurabilidad
pueden alcanzar una gran gama de opciones para una misma cantidad de bits.
A continuacio´n se muestran los resultados de los divisores desarrollados. El sumador
exacto que sirve como nu´cleo en el DAC y AXDNR es un divisor en arreglo, el cual
cuenta con restricciones ya mencionadas en el cap´ıtulo 3 para poder obtener resultados
exactos.
Estas restricciones son tomadas en cuenta al generar los datos de prueba por parte de
la herramienta y se intenta al ma´ximo que los nu´meros que se produzcan cumplan las
condiciones pero esto depende de la semilla que se elija para los nu´meros aleatorios.
Aclarado esto los dema´s para´metros son un ancho de bits de 8, 512 combinaciones,


























Potencia Dina´mica (µW ) Potencia de Fuga (µW ) Retardo(ns) A´rea
Figura 4.20: Datos de divisor SEERAD
Debido a que el SEERAD presenta una estructura de salida diferente a la del resto de
divisores inclusive al del exacto no se plantea una comparacio´n con las dema´s unidades
de este tipo, mas si con sus posibles niveles de precisio´n. El valor de a´rea se divide en
un factor de 100, el de potencia dina´mica en 10 y el de retardo se multiplica por 10 para
que se puedan representar mejor en la gra´fica.
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Los valores de la siguiente figura si se referencian a un divisor exacto en arreglo con los
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Figura 4.21: Comparacio´n divisores
En el gra´fico de la figura 4.21 se muestran las dos posibles combinaciones del divisor
DAC para un taman˜o de 8 bits y se presentan el caso que genera menos y ma´s cantidad
de errores en el cociente de la operacio´n del divisor AXDNR, cabe mencionar que la
celda aproximada de resta usada en este caso es la AXSC1, el nu´mero de combinaciones
as´ı como la semilla permanecen igual a como se ha trabajado.
La combinacio´n fila-columna 1-4 es la que introduce menor cantidad de errores esto
debido a que quiere decir que se aproxima por completo el residuo de la operacio´n y el
bit menos significativo del cociente, se puede obtener una mejor visio´n de esto al referirse
a la figura 2.16, as´ı como se puede deducir que la combinacio´n 4-4 es la que introduce
mayor error.
El DAC presenta mejores resultados en los para´metros mostradas a excepcio´n del a´rea
del DAC6 donde posiblemente la lo´gica que antecede al divisor exacto central lleve a al
aumente que se muestra a pesar de que su potencia se encuentra por debajo del valor
de referencia.
Los siguientes gra´ficos muestran las posibles combinaciones del divisor AXDNR y sus
resultados del flujo hasta s´ıntesis.
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Figura 4.22: Comparacio´n para divisor AXDNR con celda AXSC1
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Figura 4.23: Comparacio´n para divisor AXDNR con celda AXSC2
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Figura 4.24: Comparacio´n para divisor AXDNR con celda AXSC3
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Cap´ıtulo 5
Conclusiones
Al finalizar el desarrollo de la herramienta una de las conclusiones ma´s agradables es
poder afirmar que la computacio´n aproximada es un verdadero paradigma de disen˜o
energe´ticamente eficiente al ser comprobado que la introduccio´n de errores mediante
la modificacio´n de estructura y comportamiento lo´gico de unidades aritme´ticas exactas
llevan a que para´metros que influyen en el consumo de energ´ıa como potencia se reduzca
hasta en un 80 % para sumadores de baja potencia as´ı como el retardo se reduce hasta en
un 60 % para sumadores de alto rendimiento. Estos para´metros a su vez se ven influencia-
dos por diversas variables, entre ellas la manera de describir el hardware, las condiciones
ambientales y/o optimizaciones a nivel de s´ıntesis, as´ı como la biblioteca de celdas uti-
lizadas ya que en ella se encuentran caracter´ısticas propias de cada fabricante, lo que
puede llevar a resultados diversos, por ende se deben tomar en cuenta estas variables pa-
ra entender y verificar el comportamiento presentado por la unidad aritme´tica generada.
A pesar de que los resultados pueden variar bastante dependiendo de las variables ya
mencionadas tener una nocio´n de lo que se espera sobre estos es importante, esto se logra
un poco con la descripcio´n modular utilizada para la mayor´ıa de circuitos desarrollados
ya que de esta manera se obliga un poco ma´s a la herramienta de s´ıntesis a cumplir
cierta estructura o comportamiento lo´gico deseado.
Al solo describir comportamiento lo´gico en ciertas unidades y no tener control sobre
la estructura f´ısica a nivel de transistores que la propuesta de ellas implica lleva a que
se dupliquen algunas, principalmente en los sumadores LPA, pese a esto los beneficios
que se esperan son congruentes con las caracter´ısticas de cada unidad.
Las diferencias estructurales que las unidades aritme´ticas aproximadas desarrolladas
presentan, conllevan una variedad de caracter´ısticas que pueden ser aprovechadas para
cumplir diferentes para´metros de disen˜o. Para la comparacio´n de unidades mediante las
me´tricas de error se debe de tomar en cuenta caracter´ısitcas propias de escenario de
simulacio´n y caracter´ısticas del tipo de unidad, debido a que se pueden malinterpretar
los resultados obtenidos si esto no se considera.
En cuanto a la herramienta como software, su ra´pidez para ejecutar los procesos de-
pende de varias variables, entre las cuales se puede mencionar, la ma´quina donde se
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ejecute, la cantidad de procesos deseados y la cantidad de datos a evaluar que se deseen.
El uso de la metodolog´ıa de arriba-abajo no solo para compilacio´n sino para orden
estructural adema´s de tambie´n una programacio´n modular en este caso por medio de
funciones que llaman otras, presentan beneficios en el manejo, modificacio´n y bu´squeda
de archivos a lo largo de la estructura de la herramienta, lo que a su vez facilita la inclu-
sio´n de nuevos modelos y ampliacio´n de la herramienta. La ejecucio´n de la herramienta
por l´ınea de comandos facilita el desarrollo de scripts recursivos que permiten generar
gran cantidad de unidades ya se para uso o para comparacio´n.
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Los requerimientos varian de acuerdo al proceso que se quiera realizar a como sigue en
la siguiente tabla.

























Se debe establecer en el archivo de configuracio´n config.cfg las rutas donde se encuentra
las biblioteca de celdas que se desean usar, la ruta de los archivos de salida y la escala




./AAUG [-a | -m | -d] <Nombre de unidad> -bw <Nu´mero de bits> -l <Nu´mero de bits
aproximados> -r <Nu´mero de bits R> -p <Nu´mero de bits P> [-gen | -sim | -val | -syn | -psy] [-rand |
-full] -c <Nu´mero de combinaciones> -seed <semilla> [-MED | -ER | -ALL]





-a <Nombre de unidad>
Seleccio´n de
sumadores
-m <Nombre de unidad>
Seleccio´n de
multiplicadores
-d <Nombre de unidad>
Seleccio´n de
divisores
-bw <Nu´mero de bits>
Ancho de bits
para la unidad deseada
-l <Nu´mero de bits aproximados>
Bits a aproximar o
taman˜o de subsumador
-r <Nu´mero de bits R>
Bits R de subsumador o
filas
-p <Nu´mero de bits P>











-syn - Selecciona proceso hasta s´ıntesis
-psy -
Selecciona proceso hasta post
s´ıntesis
-rand -
Selecciona valores de prueba
aleatorios





Selecciona la semilla si los
nu´meros son aleatorios
-MED -
Selecciona me´trica de distancia
de error promedio
-ER -
Selecciona me´trica de tasa
de error
-ALL -
Selecciona todas las me´tricas
posibles
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