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This thesis introduces a variational formulation for a family of ki-
netic reaction-diffusion and their connection to Lagrangian dynamical systems.
Such a formulation uses a new class of transportation costs between positive
measures, and it generalizes the notion of gradient flows. We use this class
to build solutions to reaction-diffusion equations with drift subject to general
Dirichlet boundary condition via an extension of De Giorgi’s interpolation
method for the entropy functional. In 2010, Alessio Figalli and Nicola Gigli
introduced a transportation cost that can be used to obtain parabolic equa-
tions with drift subject to Dirichlet boundary condition. However, the drift
and the boundary condition are coupled in their work. The costs we introduce
allow the drift and the boundary condition to be decoupled.
Additionally, we use this variational formulation to obtain well-posedness,
stability, and convergence to equilibrium for the homogeneous Vicsek model
v
and to show the emergence of phase concentration for the Kuramoto Sak-
aguchi equation subject to a strong coupling force. Provided this coupling
force is sufficiently large, we show that there exists a time-dependent inter-
val such that the oscillator’s probability density converges to zero uniformly
in its complement. The length of this interval is quantified as a function of
the coupling force and the diameter of the support of the natural frequency
distribution. By doing this, we show that the diameter of the interval can be
made arbitrarily small by choosing the force sufficiently large.
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Chapter 1
Introduction
In this thesis, we establish a connection between the theory of optimal trans-
portation and Hamilton’s analogy between geometrical optics and classical
mechanics. Such a connection allows us to develop a heuristic framework for a
large family of kinetic and reaction-diffusion equations with boundary condi-
tions. We use this framework as an intuitive guideline to obtain well-posedness,
stability, and dynamics for some of these equations. The starting point is the
theory of gradient flows in the space of probability measures. This theory has
recently been studied extensively as an application of the optimal transport
problem.
The study of the optimal transport problem was initiated by Gaspard Monge
in 1781 with his work “Me´moire sur la the´orie des de´blais et des remblais”. The
problem considered therein is to determine the assignment between the loca-
tions where materials should be extracted and the final positions to which they
should be transported. This assignment should minimize the total transporta-
tion cost. For each unit of mass, such a cost is given by the distance traveled.
Monge discovered that the trajectories followed by the masses should go along
1
straight lines that are orthogonal to a family of surfaces.
To state Monge’s problem using mordern terminology we introduce the fol-
lowing notation: given complete and separable metric spaces (X, d) and (Y, d)
we denote by P(X) and P(Y ) the set of probability measures on X and Y. If
T : X → Y is a Borel map, and µ ∈ P(X) is a probability measure, we will
say that the measure T#µ ∈ P(Y ) defined by
T#µ(B) = µ(T
−1(B)) ∀B ⊂ Y Borel,
is the push forward of µ through T.
Let c : X × Y → R × {∞} be a cost function. The Monge version of the
optimal transport problem for the cost c is the following: Given µ and ν be in
P(X) and P(Y ), minimize
T →
∫
X
c(x, T (x)) dµ, (1.0.1)
among all transport maps T satisfying T#µ = ν.
The work of Monge has been revisited by many researchers. Among them was
Leonid Vitaliyevich Kantorovich in 1938. In 1975 Kantorovich was awarded
the Nobel Prize in Economics, jointly with Tjalling Koopmans, “for their con-
tributions to the theory of optimum allocation of resources.”
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In his work Kantorovich obtained a duality theorem for the optimal trans-
portation problem that plays a crucial role in the mordern theory. Such a dual
formulation produces a potential whose level sets are the surfaces discovered by
Monge. After the establishment of the connection between the works of Monge
and Kantorovich, the problem received the name of the Monge-Kantorovich
problem.
The Kantorovich formulation of the optimal transport problem is the following:
Given µ in P(X) and ν in P(Y ), minimize
γ →
∫
X×Y
c(x, y) dγ,
in the set ADM(µ, ν) of all transport plans γ in P(X, Y ) satisfying pi1#γ = µ
and pi2#γ = ν. Here, pi
1 and pi2 are the natural projections from X ×Y onto X
and Y respectively.
The dual formulation discovered by Kantorovich can be stated as follows:
Given µ and ν, maximize the value of∫
ϕ dµ+
∫
ψ dν,
among all functions ϕ ∈ L1(µ) and ψ ∈ L1(ν) such that
ϕ(x) + ψ(y) ≤ c(x, y), ∀x ∈ X and y ∈ Y.
These two problems are related by the fact that
inf
γ∈Adm(µ,ν)
∫
c(x, y) dγ = sup
ϕ∈L1(µ),ψ∈L1(ν)
∫
ϕ dµ+
∫
ψ dν.
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Yann Brenier [12, 13] provided a solution to the Monge problem in Rd when
c(x, y) = |x − y|2. He proved that whenever µ is an absolutely continuous
measure in P(Rd) satisfying
∫ |x|2dµ <∞ and ν is a measure in P(Rd) satisfy-
ing
∫ |x|2dν <∞, there exists a unique map T minimizing (1.0.1). Moreover,
he showed that T can be recovered by taking the gradient of a convex function.
For the quadratic cost the optimal transport problem induces a distance in
the space of probability measures with finite second moments. We will denote
this space by P2(Rd). This distance is called the Wasserstein distance. The
Wasserstein distance between two measures µ and ν in P2(Rd) is given by
W2(µ, ν) :=
(
inf
γ
∫
|x− y|2dγ
) 1
2
.
Here, γ ranges in the set of all transport plans in Rd × Rd with marginals
µ and ν. This distance turns the space of all probability measures in P(Rd)
with finite second moments into a complete metric space. We will denote such
space by (P2(Rd),W2).
In the quadratic cost case, Benamou and Brenier [11] introduced a hydrody-
namic formulation of the optimal transport problem: Given µ and ν in P2(Rd),
minimize ∫ 1
0
∫
|vt|2 dµt dt,
among all vector fields vt and measures µt indexed in the interval [0, 1] that
4
satisfy the constraint:
d
dt
∫
ζ dµt =
∫ ∇ζvt dµt ∀ζ ∈ C∞(R) and ∀t ∈ [0, 1],
µ0 = µ,
µ1 = ν.
(1.0.2)
The connection with the optimal transport problem is given by the Benamou-
Brenier formula:
W2(µ, ν) :=
√
min
vt,µt
∫ 1
0
∫
|vt|2 dµtdt.
Here the minimum is taken among all vector fields vt and measures µt index
in [0, 1] that satisfy (1.0.2).
The result of Brenier in [12, 13] established a link between optimal trans-
portation and fluid mechanics and the theory of Monge-Ampe`re equations.
This attracted the attention of the community working on partial differential
equations. Many researchers from this community have worked on improving
our understanding of the optimal transportation problem and the scope of its
applications.
The application that is most relevant to this thesis is the one discovered by
Felix Otto. He achieved an important step in which he introduced a formalism
in which the space of probability measures under the Wasserstein distance can
be seen as a Riemannian manifold.
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This formalism provides a powerful heuristic framework that allows using the
theory of optimal transportation to study evolution equations. More precisely,
one of the most remarkable achievements of [66, 83] has been to illustrate that
many evolution equations are gradient flows of entropy functionals. By do-
ing formal computations in the infinite-dimensional Riemannian structure of
(P2(Rd),W2), Otto was able to obtain quantitative convergence rates and sta-
bility for solutions of these gradient flows. In general:
“The strategy of applying geometric methods to the infinite-dimensional
problems is as follows. Having established certain facts in the finite-dimensional
situation, one uses the results to formulate the corresponding facts for the
infinite-dimensional case... These final results often can be proved directly,
leaving aside the difficult questions of foundations for the intermediate steps
(V. I. Arnold and B. A. Khesin, Topological Methods in Hydrodynamics [7]).”
This approach has successfully been used by Otto and Villani to study func-
tional inequalities [84]. The results of Otto [83] rely strongly on having uniform
convexity bounds, and nowadays they follow by the established theory [6].
The objective of this thesis is to extend these applications to situations where
the energy functional may not have a universal convexity lower bound, the
model may not preserve mass, or a gradient flow structure may not be avail-
able. Such situations include reaction-diffusion equations subject to boundary
6
conditions, nonlocal diffusion equations, kinetic equations and models of col-
lective dynamics.
We extend these applications to kinetic and reaction-diffusion equations with
boundary conditions where gradient flow structures are not available. We do
so by introducing a new formalism. This formalism is the result of combining
generalizations of the ideas of Felix Otto with the analogy between geometrical
optics and mechanics introduced by Hamilton at the level of action functionals
in the space of paths of positive measures. The essential tool that allows us
to do formal computation in such space is the formal differential structure in
the space of paths introduced by Milnor in [78, Part III].
The Lagrangian formulation of classical mechanics was introduced Joseph
Louis Lagrange in 1788. In Lagrangian mechanics, the trajectory of a par-
ticle system is a local minimizer of an action functional in the space of paths.
This formulation allows the treatment of systems subjected to holonomic con-
straints. There, the system is confined to a submanifold in the configuration
space. This formulation allows one to find equations of motions that are inde-
pendent of the choice of coordinates in such manifolds.
Hamilton introduced the principle of least action in 1827 in his treatise Theory
of Systems of Rays, in which he developed the Hamiltonian formulation of me-
chanics. This work brought together classical mechanics and optics and helped
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to establish the wave theory of light. Just like Monge, he discovered that for
isotropic mediums, rays move in the direction orthogonal to the front of light
waves. The work of Hamilton has been extended by many scientists including
Liouville, Jacobi, Darboux, Poincare, Kolmogorov, and Arnold. These exten-
sions were the starting point of new mathematical fields such as Dynamical
systems and Symplectic Geometry.
A particular important extension is the one developed by John Mather. In his
work [75, 76], he considers the problem of not only studying action-minimizing
curves but also studying action minimizing measures in phase space. Under
some conditions on the action, Mather proved a result in which certain action-
minimizing measures are concentrated in Lipschitz graphs. This is a major
step in the direction of understanding the long time behavior of Lagrangian
dynamical systems and the existence of periodic orbits.
One of the objectives of this thesis is to begin a program in which the tools
from Lagrangian mechanical systems can be used to study the dynamics of
some reaction-diffusion and kinetic equations.
In [38] Albert Fathi made important connections between the theory of viscos-
ity solutions of the Hamilton-Jacobi equations and the work of Mather. The
viscosity solutions of the stationary Hamilton-Jacobi equations are strongly
related to the Lipschitz graphs in which the action minimizing measures of
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Mather are concentrated. Nowadays, the study of this connection is known
as weak KAM theory. In particular, Fathi showed that viscosity solutions of
the stationary Hamilton-Jacobi equation are calibrated variationally with a
system of action minimizing curves. In the heuristic framework this thesis
introduces, solutions to some kinetic and reaction-diffusion equations are the
calibrated curves corresponding to a functional in the space of positive mea-
sures that solves a suitable Hamilton-Jacobi equation.
The rest of the introduction is devoted to the exposition of the gradient flows in
the formal Riemannian structure introduced by Felix Otto, its generalization
based on weak KAM structures for action functionals in the space of paths of
measures and its applications to reaction-diffusion and kinetic equations. In
Section 1 we explain the relationship between gradient flows and weak KAM
structures on finite dimension and how it can be used to obtain information
about the dynamics. In Section 2 we introduce the formal Riemannian struc-
ture of Felix Otto. In Section 3 we discuss the formal differential structure of
the space of paths introduced by John Milnor. In Section 4 we explain how
the homogeneous Vicsek model can be seen as a gradient flow in this formal
Riemannian structure and how this interpretation can be used to obtain sta-
bility estimates and convergence rates. In Section 5 we introduce the formal
weak KAM structure of action functionals in the space of paths of probability
measures. We also explain how this structure was used to obtain information
about the long-term behavior of the Kuramoto Sakaguchi equation and how
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other models such as the Stochastic Vicsek model and the Cucker-Smale model
can be interpreted according to this structure. In Section 6 we introduce a
formal weak KAM structure for reaction-diffusion equations with boundary
conditions and explain how it can be used to get the existence of solutions via
the De Giorgi minimizing movement scheme. These sections are written in an
expository language, and most of the statements are just formal. The purpose
is to give the intuition that was used to derive the results in the subsequent
chapters.
These chapters are based on papers [44, 53, 67, 79] that show rigorous results
about several evolution equations. In Chapter 2 we prove rigorously that one
can use the De Giorgi minimizing movement scheme of the relative entropy
with a new family of transportation costs to produce solutions to a large class
of reaction-diffusion equations subject to boundary conditions. In Chapter 3
we prove well-posedness, stability, and convergence to equilibrium for the ho-
mogeneous Vicsek model for d ≥ 3. In Chapter 4 we prove convergence with
a quantitative rate for the homogeneous Vicsek model in the plane. Finally,
in Chapter 5 we prove the emergence of a concentration phenomena for the
Kuramoto-Sakaguchi equation in a large coupling strength regime.
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1.1 The finite dimensional case
In this section, we discuss the theory of gradient flows in Rd and how the the-
ory of geometrical optics can be used to extend it. After stating the gradient
flow problem, we explain how one can use an implicit Euler method based on
the minimizing movement scheme to get existence of the gradient flow problem
with prescribed initial data. Then, we analyze how under the strict convexity
assumptions on the energy one can obtain quantitative convergence rates and
contraction of solutions.
Afterwards, we introduce geometrical optics and we explain how it generalized
the concept of gradient flows. Finally, we discuss how the theory of Aubry,
Fathi, Man˜e, and Mather can be used to study the dynamics of the systems
of rays. The final goal is to apply these ideas to kinetic and reaction-diffusion
equations in the subsequent chapters.
Given a function E : Rd → R in C2(Rd) and a point x0 in Rd, the gradient
flow of E starting at x0 is given by a curve x : [0,∞)→ Rd satisfying
x(0) = x0,
and
x˙ = −∇xE ∀t ∈ [0,∞).
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1.1.1 The minimizing movement scheme
One way to build approximate solutions to the gradient flow of E start-
ing at x0 is by following an implicit Euler scheme. Given a time step τ > 0,
this scheme produces a sequence of points {xkτ}∞k=0 where xkτ is inductively
determined from x(k−1)τ by setting
xkτ − x(k−1)τ
τ
= −∇xkτE. (1.1.3)
The scheme is called implicit because the gradient of E is evaluated at xkτ
instead of x(k−1)τ . This choice allows us to restate the above condition as a
minimization problem. Indeed, (1.1.3) can be rewritten as:
∇x=xkτ
( |x− x(k−1)τ |2
2τ
+ E
)
= 0.
If D2E ≥ λ Id for some λ in R, for sufficiently small τ, the above condition is
equivalent to the fact xkτ minimizes
x→ |x− x(k−1)τ |
2
2τ
+ E(x).
The advantage of restating (1.1.3) as a minimization problem is that it al-
lows us to obtain energy estimates at the level of discrete solutions and show
compactness of the family of functions {xτ (t)}τ∈(0,1). These functions are de-
fined by setting xτ (t) := x(k−1)τ , whenever t is in [(k − 1)τ, kτ). Indeed, by
minimality of xkτ we have
|xkτ − x(k−1)τ |2
2τ
+ E(xkτ ) ≤ |x(k−1)τ − x(k−1)τ |
2
2τ
+ E(x(k−1)τ ) = E(x(k−1)τ ).
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Thus, summing the above relationship from k = n to k = m yields,
m∑
k=n
|xkτ − x(k−1)τ |2
2τ
≤ E(xmτ )− E(x(n−1)τ ).
Hence, by Jensen inequality,
1
2τ(n−m)
∣∣∣∣ m∑
k=n
xkτ − x(k−1)τ
∣∣∣∣2 ≤ E(xmτ )− E(x(n−1)τ ).
Consequently, for any natural numbers m ≥ n ≥ 1, we have
|xmτ − x(n−1)τ | ≤
√
2(n−m)τ [E(xmτ )− E(x(n−1)τ )],
which easily yields equicontinuity of the family {xτ (t)}τ∈(0,1). This allows us
to obtain a limiting curve as τ → 0 via the Ascoli-Arzela` Theorem.
The analog of this method was used for the first time in (P2(Rd),W2) by
Jordan, Kinderlerher, and Otto [66] to build solutions to the Fokker-Planck
equation. Nowadays, it is well understood that by using different energy func-
tionals in (P2(Rd),W2) one can use the method to build solution to equations
of the form
∂tρ(t) = div(∇ρ− ρV − ρ(∇W ∗ ρ)).
We refer the reader to [5], for an excellent introduction in this topic.
1.1.2 Dynamics for strictly convex gradient flows
Here, we show that if
D2E ≥ λ Id for some λ > 0, (1.1.4)
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then solutions to the gradient flow converge exponentially fasts to the minimum
of E. That is, we have
|xt − xmin| ≤
√
2
λ
E(x0)e
−λt.
By (1.1.4) and the assumption that E is in C2(Rd), we have that there exists
a unique xmin in Rd satisfying
E(x) ≥ E(xmin) ∀x ∈ Rd,
∇xminE = 0,
limk→∞ |∇ykE| = 0 =⇒ yk → xmin.
(1.1.5)
Without loss of generality, let us assume
E(xmin) = 0.
By direct computation,
d
dt
E(xt) = 〈∇xtE, x˙t〉 = −|∇xtE|2. (1.1.6)
Hence, E is non-increasing along x. Using condition (1.1.13) and Gronwall’s
inequality, we find
d
dt
|∇xtE|2 = −2〈D2xtE∇xtE,∇xtE〉 ≤ −2λ|∇xtE|2.
Thus, for any T ≥ 0.
|∇xtE|2 ≤ |∇xTE|2e−2λ(t−T ) ∀t ∈ [T,∞). (1.1.7)
Integrating, (1.1.6), we obtain
E(x0)− E(xt) =
∫ t
0
|∇xtE|2ds
≤ |∇x0E|2
∫ t
0
e−2λsds.
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Here, 0 ≤ s ≤ t. Thus, letting t→∞, we get
E(x0) ≤ 1
2λ
|∇x0E|2.
Moreover, since x0 was arbitrary, we conclude
E ≤ 1
2λ
|∇E|2 in Rd. (1.1.8)
In particular, combining this with (1.1.6) we obtain
d
dt
E(xt) = −|∇xtE|2 ≤ −2λE(xt).
Consequently,
E(xt) ≤ e−2λtE(xt) ∀t ∈ [0,∞). (1.1.9)
Now, note
d
dt
1
2
|xt − xmin|2 = 〈xt − xmin, x˙t〉
= −〈xt − xmin,∇xtE〉
≥ −|xt − xmin||∇xtE|.
(1.1.10)
On the other hand,
d
dt
1
2
|xt − xmin|2 = |xt − xmin| d
dt
|xt − xmin|. (1.1.11)
Combining (1.1.10) and (1.1.11), we get
d
dt
|xt − xmin| ≥ −|∇xtE|.
Thus, by (1.1.8),
d
dt
|xt − xmin| −
√
2
λ
E(xt) ≥
(
d
dt
|xt − xmin|
)
+
|∇xtE|2√
2λE(xt)
≥ −|∇xtE|+
|∇xtE|2√
2λE(xt)
≥ 0.
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Hence, the map t → |xt − xmin| −
√
2
λ
E(xt) is non-decreasing. Thus, using
condition (1.1.5), we see that
|x0 − xmin| −
√
2
λ
E(x0) ≤ lim sup
t→∞
|xt − xmin| −
√
2
λ
E(xt) = 0.
Consequently, since x0 was arbitrary, we conclude
|x− xmin| ≤
√
2
λ
E(x) ∀x ∈ Rd. (1.1.12)
Combining this with (1.1.9), yields the convergence to the minimum of E:
|xt − xmin| ≤
√
2
λ
E(x0)e
−λt.
We refer the reader [84] for more application of the theory of gradient flows
to functional inequalities. There Felix Otto and Cedric Villani discuss the
ideas of this section and its analog in the space of probability measures over
a Riemannian manifold (M, g). In particular, they prove generalization of the
Talagrand Inequality and logarithmic Sobolev inequality by interpreting them
as the analogue of inequalities (1.1.8) and (1.1.12) for the gradient flow of the
relative entropy in (P2(M),W2).
1.1.3 Stability for gradient flows.
Here, we show that solutions to strictly convex gradient flow, that is
D2E ≥ λ Id for some λ > 0, (1.1.13)
are contractive. More precisely, let x and x˜ be solutions to the gradient flow
of E starting at x0 and x˜0. Then, we have
|x(t)− x˜(t)| ≤ e−λt|x0 − x˜0|. (1.1.14)
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Indeed, by direct computation
d
dt
1
2
|x− x˜|2 = 〈x− x˜, x˙− ˙˜x〉
= 〈x− x˜,∇x˜E〉 − 〈x− x˜,∇xE〉
=
∫ 1
0
d
ds
〈x− x˜,∇x+s(x˜−x)E〉ds
= −
∫ 1
0
〈x− x˜, D2(x+s(x˜−x)E(x− x˜)〉ds
≤ −λ|x− x˜|2.
Hence, the desired result follows.
The analogue of this method was used for the first time in (P2(Rd),W2) by
Felix Otto[83] to show that solutions to a family of Porous medium equations
contract exponentially fast in the Wasserstein metric.
1.1.4 Gradient flows and geometrical optics
In this section, we explain the connection between gradient flows and
the analogy between geometrical optics and classical mechanics introduced
by Hamilton. In Hamilton’s theory, light moves in rays that travel from a
point x0 to another point xt0 in the shortest possible time. The way in which
lights propagates in a non-isotropic medium is characterized by the indicatrix
function L in such a way that if x is a light ray through points x0 and xt0 at
time t0, then
t0 =
∫ t0
0
L(xs, x˙s) ds = min
α
∫ t0
0
L(αs, α˙s) ds, (1.1.15)
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where α ranges among all paths satisfying α(0) = x0 and α(t0) = xt0 . Here,
(x, v) → L(x, v) is a symmetric quadratic form in v whose hessian in the v
variable has a uniform (in x) positive lower bound, and t0 is small enough.
Condition (1.1.15) determines the speed at which light rays are allowed to
travel. In general mediums, the speed of the light depends on the point and
the direction of the ray. If we fix a point x0 we can look at the points in which
the light can travel from x0 in time less than t0. The boundary of this set is
the wave-front of the point x0 at time t0. According to Huygens’s principle [8,
Huygens’s Theorem, chapter 9] the wave front from a point x0 after time t+ s
is given by the envelope of the fronts at the time s from all the points in the
front of x0 at time t. Now, define a function ϕx0(x, t) by
ϕx0(x, t) = inf
α
∫ t
0
L(αs, α˙s) ds.
Here, α ranges among all paths satisfying α(0) = x0 and α(t) = x. Then, by
definition, the set {x : ϕx0(x, t) = t} agrees with the wave-front starting from
x0 at time t. If the medium is homogeneous and isotropic, at any given time,
the spatial gradient of ϕx0 is perpendicular to the wave-front and co-linear to
the rays in which light propagates. For general mediums, the velocity of the
ray at x in time t is related to ϕx0 through the Legendre transform:
x˙(t) = Lxt(dxtϕt),
where
Lx(p) := argmaxv〈p, v〉 − L(x, v). (1.1.16)
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(Here, dxϕt denotes the differential of the function y → ϕx0(y, t) evaluated at
point x. We refer the reader to [8] chapter 9, Section A, for a proof of the above
relationship. There the indicatrix surface at a given point x is the 1-level set
of the map v → L(x, v). Additionally, the function Sx0 , defined in [8] chapter
9, satisfies {x : Sx0(x) = t} = {x : ϕx0(x, t) = t}.)
In the case where L(x, v) = 1
2
|v|2, we have that
Lx(dxϕt) = ∇xϕt.
Additionally, the function ϕ := ϕx0 satisfies the equation
∂tϕ+H(x,∇ϕ) = 0,
where
H(x, p) = sup
v
〈p, v〉 − L(x, v).
Let us impose periodic boundary conditions by letting the rays move in the
torus Td or more generally in a compact Riemannian manifold (M, g). Addi-
tionally, suppose H satisfies conditions (i) to (iii) below:
(i) H is in Ck(M).
(ii) For every K ≥ 0, there is a finite constant C∗(K) such that,
H(x, p) ≥ K||p||x + C∗(K).
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(iii) For every (x, p) ∈ T ∗M, the second derivative along the fibers ∂2H
∂p2
(x, p)
is positive definite.
Then, as t → ∞ we have that ∂tϕ → c[H], for some constant. This constant
is called the critical value of the Hamiltonian H (see [39] for a proof of this
convergence).
Hence, limt→ ϕ(x, t) = u(x)−ct. The function u is called a KAM function and
it is calibrated with a system of rays. That is, for each x0 there exists a curve
x : (−∞, 0]→ R that is an extremal of the action and satisfies
u(x(b))− u(x(a)) =
∫ b
a
L(x, x˙)ds+ c[H](b− a) ∀a ≤ b ≤ 0,
and
x(0) = x0.
Such curves are C2 and their velocity are given by the function u via the
Legendre transform:
x˙(t) = argmaxv〈dxtu, v〉 − L(xt, v) = Lx(dxtu) ∀t ∈ (−∞, 0].
(See [88] for a concise introduction to this topic.)
When H(x, p) = |p|
2
2
, this relationship translates to
x˙(t) = ∇xtu,
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which is in fact a gradient flow.
Conversely, given a differentiable function E and a Lagrangian L, consider the
Lagrangian
L˜(x, v) := L(x, v) +H(x, dxE),
and its respective Hamiltonian
H˜(x, p) = sup
v
vp− L(x, v)−H(x, dxE)
= H(x, p)−H(x, dxE).
Then, E solves the equation
H˜(x, dxE) = 0.
Hence, E is a so-called KAM function, the critical value of H˜ is 0, and the
curves
x˙(t) = Lxt(dxtE),
are calibrated with respect to E.
In Section 5 and 6 we present infinite dimensional analogues of the relationship
between KAM functions and its calibrated systems of rays. We will call this a
weak KAM structure. We will explain how this structure provided an intuitive
guideline for the study of a family of reaction-diffusion and kinetic equations.
The solutions to the evolution equations will correspond to the systems of
rays that are calibrated with respect to a functional in the space of positive
measures that will act as a KAM function.
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1.1.5 Minimizing movement scheme for calibrated curves
In this section we show how one can use an analogue of the method of
Section 1.1 to build solutions to{
x˙t = Lxt(−dxtE) ∀t ∈ [0,∞),
x(0) = x0.
Here, E and L are given and satisfy the assumptions of Section 1.1 and 1.4.
Also, the Legendre transform Lxt(−dxtE) is defined as in (1.1.16).
We proceed as in Section 1.1. Given a time step τ > 0, we produce a sequence
of points {xkτ}∞k=0 where xkτ is determined from x(k−1)τ by setting
xkτ = armingxhτ (x(k−1)τ , x) + E(x),
where
ht(x, y) = inf
α
∫ t
0
L(αs, α˙s) ds.
Here, α ranges along all curves satisfying α(0) = x and α(t) = y.
Let us suppose α : [0, τ)→ Rd is a curve satisfying α(0) = x(k−1)τ , α(τ) = xkτ ,
and ∫ τ
0
L(α, α˙)dt+ E(α(τ) = inf
x
hτ (x(k−1)τ , x) + E(x). (1.1.17)
Then, we can perturb α by deforming it in a way that fixes the end points.
That is is, we consider a map α˜ : [0, τ)× (−ε, ε)→ Rd such that
α˜(t, 0) = α(t) ∀t ∈ [0, τ),
α˜(0, s) = α(0) ∀s ∈ (−ε, ε),
α˜(τ, s) = α(τ) ∀s ∈ (−ε, ε).
(1.1.18)
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Then, by (1.1.17), we must have
0 =
d
ds
∣∣∣∣
s=0
∫ τ
0
L
(
α˜(t, s), ∂tα˜(t, s)
)
dt
=
∫ τ
0
∇xL(α˜(t, 0), ∂tα˜(t, 0)
)
∂sα˜(t, 0)
+∇vL
(
α˜(t, 0), ∂tα˜(t, 0)
)
∂s∂tα˜(t, 0) dt
=
∫ τ
0
[∇xL(α, α˙)− d
dt
∇vL(α, α˙)
]
∂sα˜(t, 0) dt,
where in the last equality we have used integration by parts and conditions
(1.1.18). Since, ∂sα˜(t, 0) can be varied arbitrarily for any t in (0, τ), we con-
clude that
d
dt
∇vL(α, α˙) = ∇xL(α, α˙). (1.1.19)
This condition is called the Euler Lagrange equation and is satisfied by ex-
tremals of the action.
Now, we can vary α in such a way that α(τ) is free. That is. we consider a
map α˜ : [0, τ)× (−ε, ε)→ Rd satisfying{
α˜(t, 0) = α(t) ∀t ∈ [0, τ),
α˜(0, s) = α(0) ∀s ∈ (−ε, ε). (1.1.20)
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Then, by (1.1.17), we must have
0 =
d
ds
∣∣∣∣
s=0
∫ τ
0
L
(
α˜(t, s), ∂tα˜(t, s)
)
dt+ E(α˜(τ, s))
=
∫ τ
0
∇xL(α˜(t, 0), ∂tα˜(t, 0)
)
∂sα˜(t, 0)
+∇vL
(
α˜(t, 0), ∂tα˜(t, 0)
)
∂s∂tα˜(t, 0) dt
=
∫ τ
0
[∇xL(α, α˙)− d
dt
∇vL(α, α˙)
]
∂sα˜(t, 0) dt
+ [∇vL(α(τ), α˙(τ)) +∇α(τ)E] ∂sα˜(τ, 0)
= [∇vL(α(τ), α˙(τ)) +∇α(τ)E] ∂sα˜(τ, 0).
Here, in the last two equalities we have used integration by parts and conditions
(1.1.19) and (1.1.20) . Hence, since ∂sα˜(τ, 0) can be varied arbitrarily, we must
have
0 = ∇vL(α(τ), α˙(τ)) +∇α(τ)E.
By (1.1.16), this is equivalent to the fact that
α˙(τ) = Lxkτ (−dxkτE),
and is the analogue of condition (1.1.3).
In [42] Figalli, Gangbo, and Yolcu follow the analogue of these ideas in (P2(R),W2)
to build solution to a family of non-linear parabolic equations. Moreover, in
Sections 5 and 6 and in Chapter 2, we use these ideas at the level of action
functionals in the space of positive path of measures to build solutions to a
family of reaction-diffusion equations with boundary conditions and kinetic
equations.
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1.1.6 Dynamics for systems of rays
In our previous discussion, we saw that gradient flows are a particular
case of weak KAM structures where at each point we have a calibrated curve
related to the KAM function. Under compactness assumptions, as in the case
of the gradient flows, when we let t → −∞ the calibrated curves converge to
the so-called Aubry set, which plays crucial role in the long term dynamics
(see [88, Proposition 4.1]). This set is defined by
A(H) := {x ∈M : h(x, x) = 0},
where,
h(x, y) := lim inf
t→∞
{
ht(x, y) + c[H]t
}
,
and
ht(x, y) = inf
α(0)=1,α(t)=y
∫ t
0
L(α(s), α˙(s)ds.
Here, H is the Hamiltonian induced by L via the Legendre transform, and
c[H] is the critical value introduced in section 1.4.
Now, we state a celebrated conjecture of Man˜e that describes the structure of
this set in a compact Riemannian manifold (M, g) for generic strictly convex
and super-linear Hamiltonians in Ck(M).
Conjecture (Man˜e conjecture). Let H : T ∗M → R be a Hamiltonian satis-
fying:
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(i) H is in Ck(M).
(ii) For every K ≥ 0, there is a finite constant C∗(K) such that,
H(x, p) ≥ K||p||x + C∗(K).
(iii) For every (x, p) ∈ T ∗M, the second derivative along the fibers ∂2H
∂p2
(x, p)
is positive definite.
Then, exists a dense set D in Ck(M) such that, for every V ∈ D, the Aubry
set of the Hamiltonian, H+V is either an equilibrium point or a periodic orbit.
In Section 5 and in Chapter 5 we use the relationship between calibrated curves
and the Aubry set as an intuitive guideline to obtain our emergence of phase
concentration result for the Kuramoto Sakaguchi equation.
1.2 Otto calculus: The formal Riemannian structure
In this section, we describe the formal Riemannian structure of (P2(M),W2),
introduced by Felix Otto. We begin by recalling the existence of metric deriva-
tives for absolutely continuous curves in metric spaces.
1.2.1 Absolutely continuous curves
Let (Y, d) be a metric space and let y : [0, 1] → Y be a curve. Then
we say that y is absolutely continuous if there exists a function f in L1(0, 1)
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such that
d(y(t), y(s)) ≤
∫ s
t
f(r) dr, ∀t < s ∈ [0, 1].
Whenever the above condition is satisfied, we have that for almost every t the
metric derivative |y˙| exists and is given by
|y˙(t)| := lim
h→0
d(yt+h, yt)
|h| .
The first step towards the formal Riemannian structure of (P2(M),W2) is
understanding the relationship between vector fields and absolute continuous
curves in such a metric space.
Theorem 1.2.1. Let M be a smooth complete Riemannian manifold without
boundary. Then the following holds:
(i) For every absolutely continuous curve t → µt ⊂ P2(M) there exists a
Borel family of vector fields vt on M such that ||vt||L2(µt) ≤ |µ˙t| for a.e t
and
d
dt
µt +∇ · (vtµt) = 0, (1.2.21)
in the sense of distributions.
(ii) If (µt, vt) satisfies the above equation in the sense of distributions and∫ 1
0
∫ |vt|2 dµtdt < ∞, then up to redefining t → µt on a negligible set
of times, (µt) is an absolutely continuous curve on P2(M) and |µ˙t| ≤
||vt||L2(µt), for a.e t ∈ [0, 1].
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Here, we are using the definition
||W ||L2(µ) :=
(∫
|W |2 dµ
) 1
2
, (1.2.22)
for any vector field W and any probabilty measure µ. We refer the reader to
[5, Theorem 2.29] for the proof of this theorem.
1.2.2 The tangent plane
Given an absolutely continuous curve t → µt, the choice of the vector
field vt is not unique.
In a Riemannian manifold (M, g) one can define the distance between two
points as the square root of the minimum among of kinetic energy needed by
a curve that joins them. Hence, given x and y in M we have
d(x, y) =
√
inf
γ
∫ 1
0
g(γ˙, γ˙) ds, (1.2.23)
where γ ranges among all curves such that γ(0) = x and γ(1) = y. Addition-
ally, g is the metric tensor in M. For notational simplicity, sometimes we will
omit the metric tensor so that we will denote g(W,W ) by |W |2 or g(A,W ) by
〈A,W 〉 or just AW.
The analogue of identity (1.2.23) in (P2(M),W2) is given by the Benamou-
Brenier formula
W2(µ, ν) :=
√
min
vt,µt
∫ 1
0
∫
|vt|2 dµtdt,
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where the minimum is taken over all absolutely continuous curves t→ µt and
time-dependent vector fields t → vt satisfying (1.2.21) and such that µ0 = µ
and µ1 = ν.
This strongly suggests that at each µ the metric tensor in (P2(M),W2) should
be given by:
〈A,W 〉µ =
∫
g(A,W ) dµ.
Such a metric tensor provides a way of canonically selecting the family of vector
fields associated with a given absolutely continuous curve in (P2(M),W2).
Indeed, since the constraint
d
dt
∫
ζ dµt =
∫
∇ζvt dµt ∀ζ ∈ C∞(M), (1.2.24)
is linear and the map
vt →
∫
|vt|2dµt,
is strictly convex, for any t there exists a unique minimizer vt satisfying
(1.2.24).
By perturbing such a functional among vector fields satisfying (1.2.24), one
finds that the minimizer satisfies∫
|vt|2 dµt <∞,
and {∫
vtW dµt = 0, ∀W s.t
∫
∇ζW dµt = 0 ∀ζ ∈ C∞(M)
}
.
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This set actually agrees with the L2(µt) closure of
{∇ϕ : ϕ ∈ C∞c (M)}
(see (1.2.22)).
This motivates the following definition:
Definition: Let µ in P2(M). Then, the tangent space TµP2(M) is defined as
the L2(µ) closure of the set
{∇ϕ : ϕ ∈ C∞c (M)}.
The inner product
〈∇ϕ,∇ϕ′〉µ =
∫
〈∇ϕ,∇ϕ〉 dµ,
turns this space into a Hilbert space.
1.2.3 The velocity field along a curve and the geodesics equation
Henceforth, we will say that t → µt is a curve with velocity field t →
∇ϕt, whenever
d
dt
∫
ζ dµt =
∫
〈∇ζ,∇ϕt〉 dµt ∀ζ ∈ C∞(M) and ∀t ∈ [0,∞).
In a Riemannian Manifold, the geodesic equation is given by:
Dγ˙ γ˙ = 0,
30
where DXY is the Levi-Civita connection in the direction of the vector field
X applied to the vector field Y.
Moreover, for any curve γ, we have that
Dγ˙〈X, Y 〉 = 〈Dγ˙X, Y 〉+ 〈X,Dγ˙Y 〉.
In particular,
Dγ˙
1
2
〈γ˙, γ˙〉 = 〈Dγ˙ γ˙, γ˙〉.
On the other hand, if t → µt is a curve with velocity field t → ∇ϕt, then we
have
d
dt
∫
1
2
|∇ϕt|2 dµt =
∫
∇
(
∂tϕ+
1
2
|∇ϕt|2
)
∇ϕt dµt.
which suggests that the geodesic equation in (P2(M),W2) should be given by
∂tϕ+
1
2
|∇ϕt|2 = 0.
1.2.4 The gradient of the relative entropy
Now, we study the gradient flow of the relative entropy in the formal
Riemannian structure of (P2(M),W2). For this purpose we consider the func-
tional
H(µ|e−V ) =
{∫
M
ρ log ρ+ V ρ dx, if µ=ρ dx,
∞ otherwise.
Here, e−V is a probability density in P2(M) and V is in C∞(M).
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Recall that if γ : (−ε, ε)→ R and E : R → R are differentiable, then
d
dt
∣∣∣∣
t=0
E(γ) = 〈γ˙(0),∇γ(0)E〉.
Let t→ µt be a curve with velocity field t→ ∇ϕt satisfying
µ0 = ρ,
and
ϕ0 = ϕ.
Then,
d
dt
∣∣∣∣
t=0
H(µt|e−V ) =
∫
(log ρ+ V )∂tρ dx =
∫
∇ϕ∇(log ρ+ V )ρ dx.
Since
∇(log ρ+ V ) ∈ TρP2(M),
this computation strongly suggests that ∇(log ρ + V ) should be the gradient
of the functional ρ→ H(ρ|e−V ) at ρ.
Moreover, since
〈∇(log ρ+ V ),∇(log ρ+ V )〉ρ =
∫
|∇ log ρ
e−V
|2ρ dx,
it will be convinient to define
I(µ|e−V ) =
{∫
M
|∇ log ρ
e−V |2ρ dx, if µ=ρ dx,
∞ otherwise.
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1.2.5 The Hessian of the relative entropy
If γ satisfies γ¨ = 0 (the geodesic equation in Rd) and D2E ≥ λ Id, then
we have
d2
dt2
E(γ) =
d
dt
〈∇γE, γ˙〉
= 〈γ¨,∇γE〉+ 〈γ˙, D2γEγ˙〉
= 〈D2γEγ˙, γ˙〉
≥ λ|γ˙|2.
On the other hand, if
RicM +D
2V ≥ λ Id, (1.2.25)
and t → ρt is a curve with velocity field t → ∇ϕt satisfying the geodesic
equation in (P2(M),W2)
∂tϕt +
1
2
|∇ϕt|2 = 0,
then we have
d2
dt2
H(µt|e−V ) = d
dt
∫
∇ϕt∇(log ρ− V )ρt dx
=
∫
tr([D2ϕt]
TD2ϕt)ρt dx+
∫
〈(RicM +D2V )∇ϕt,∇ϕt〉ρt dx
≥ λ
∫
〈∇ϕt,∇ϕt〉ρt dx,
(see [84, Section 3]).
Thus, it is reasonable to expect some form of λ-convexity for the functional
µ → H(µ|e−V ), whenever RicM + D2V ≥ λ Id. Indeed, this notion is called
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displacement convexity; we refer the reader to [5] for an introduction to this
topic.
1.2.6 The gradient flow of the relative entropy
If we compare the definition of a gradient flow in Rd with the relation-
ship between absolutely continuous curves in (P2(M),W2) described in Section
2.1, then it is natural to define the gradient flow of E starting at ρ as a curve
t→ ρt with velocity field t→ vt such that
vt = −∇(log ρt + V ) ∀t ∈ [0,∞),
(see section 2.4).
This is a equivalent to the fact that ρt is a weak solution of the Fokker-Planck
equation
∂tρt = div(∇ρt − ρt∇V ).
In [84], for M compact, Otto and Villani use (1.2.25) to prove the inequalities
H(µ|e−V ) ≤ 1
2λ
I(µ|e−V ), (1.2.26)
and
W2(µ, e
−V ) ≤
√
2
λ
H(µ|e−V ), (1.2.27)
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which are the analogue of inequalities (1.1.8) and (1.1.12) for the gradient flow
of the relative entropy in the formal Riemannian structure of (P2(M),W2).
Additionally, by using the work of Holley and Stroock [63], Otto and Villani
show that if V˜ = V + ψ with ψ in L∞(M), and e−V˜ is a probability density,
then
H(µ|e−V ) ≤ 1
2λ˜
I(µ|e−V ), (1.2.28)
where λ˜ := λe−osc(ψ) and osc(ψ) = supψ − inf ψ.
1.3 The path space of a smooth Manifold.
In this section, we review the formal differential structure of the space of paths
introduce by Milnor in [78, Part III]. This structure is the essential tool that
allow us to carry formal computations in the weak KAM structures developed
to study kinetic and reaction-diffusion equations with boundary conditions in
Sections 5 and 6.
Given a smooth Manifold M, we denote by Ω(M) the space of all smooth
maps from [0, 1] to M. Here, we give Ω(M) the formal structure of a infinite
dimensional manifold.
We define the tangent space of Ω at a path ω to be the vector space consisting
of all smooth vector fields W along ω such that W (0) = 0 and W (1) = 0.
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Such a space will be denoted by TωΩ. Given a real valued function F on Ω it
is natural to ask what the differential of F at a given path is, which we shall
denote by dωF. Such a differential is linear map from TωΩ to R. When F is a
differentiable function on a smooth manifold M and Xm is a vector in TmM
for some m in M, then
dmF (Xm) =
d
dt
∣∣∣∣
t=0
F (α),
where α : (−ε, ε)→M satisfies
α(0) = m,
and
dα
dt
∣∣∣∣
t=0
= Xm.
To carry out the analogous construction for F : Ω → R, given a path ω we
define a variation as a map α : [0, 1] × (−ε, ε) → M, for some ε > 0, such
that 
α(t, 0) = ω(t) ∀t ∈ [0, τ),
α(0, s) = ω(0) ∀s ∈ (−ε, ε),
α(1, s) = ω(1) ∀s ∈ (−ε, ε).
The map s→ α(·, s) can be interpreted as a smooth path in Ω. We define its
velocity vector as the element in TωΩ given by
Wt = ∂sα(t, 0).
Given W in TωΩ, it is always possible to find a variation that has such a
velocity vector (see [78, Part III]). Hence, one can formally define
dωF (Xω) =
d
dt
∣∣∣∣
t=0
F (α),
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where α is a variation of ω corresponding to Xω in TωΩ.
Let us consider the following example. We define the energy functional in the
space of paths between x and y as
E(γ) :=
1
2
∫ 1
0
〈γ˙, γ˙〉 dt,
for any map γ : [0, 1]→M such that γ(0) = x and γ(1) = y.
If α is a variation of γ with velocity vector X in TγΩ, then we have
d
ds
∣∣∣∣
s=0
E(α) = −
∫ 1
0
〈X,Dγ˙ γ˙〉 dt,
(see [78, Theorem 12.2]).
Hence, one sees that geodesics are critical points of E.
1.4 The homogeneous Vicsek model as a gradient flow
In this section, we discuss techniques that can be applied to gradient flows
that do not possess uniform convexity lower bounds. We use these methods to
obtain convergence rates and stability estimates for the homogeneous Vicsek
model: 
∂tρ = ∆ωρ−∇ω ·
(
ρPω⊥Ωρ
)
in Sd−1,
Ωρ =
Jρ
|Jρ| , Jρ =
∫
Sd−1 ωρ dω,
ρ(0) = ρ0 in Sd−1.
(1.4.29)
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Here, the operators ∇ω and ∆ω denote the gradient and the Laplace-Beltrami
operator on the sphere Sd−1. The density function ρ(t, ω) is a one-particle
distribution at time t with direction ω ∈ Sd−1. The term Pω⊥Ω denotes the
projection of the vector Ω onto the normal plane to ω, describing the mean-
field force that governs the orientational interaction of self-driven particles by
aligning them with the direction Ω determined by the flux J.
The equation (1.4.29) was formally derived by Degond and Motsch [31] as a
mean-field limit of the discrete Vicsek model [3, 15, 26, 50] with stochastic
dynamics. Recently, the stochastic Vicsek model has received extensive atten-
tion in the mathematical topics such as the mean-field limit, hydrodynamic
limit, and phase transition. Bolley, Canizo, and Carrillo [16] have rigorously
justified the mean-field limit when the unit vector Ω in the force term of [31]
is replaced by a more regular-vector. Additionally, Degond, Frouvelle, and
Liu [28] provided a complete and rigorous description of phase transitions.
However, in their work, in order to overcome the difficulty that (1.4.29) is not
defined when J = 0, Ω is replaced by ν(|J |)Ω and there is a noise intensity
τ(|J |) in front of ∆ω, where the functions ν and τ satisfy
|J | → ν(|J |)|J | , |J | → τ(|J |), and |J | → τ(|J |) are Lipschitz and bounded.
More recently, Gamba and Kang [49] proved the existence and uniqueness
of weak solutions to the kinetic Kolmogorov-Vicsek model with the singular
force field Pω⊥Ω, under the a priori assumption that |J | > 0. The solution
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constructed in [49] are in L∞ in time and Lp(D), where D is both in x-space
and v-space. (and so they are weak solutions in the classical sense) and have
stability with respect to the initial data, under the a priori assumption of
|J | > c uniformly in time and space. See statement of Theorem 2.1 in [49]
equation (2.3) to (2.7). This statement also holds for the space-homogeneous
setting under the a priori assumption of |J | > 0.
In Chapter 3, in collaboration with Alessio Figalli and Moon-Jin Kang, we
obtain well-posedness, stability, and convergence to equilibrium for (1.4.29),
when the initial data satisfies that |Jρ0| > 0 and E(ρ0) < ∞. Here, the func-
tional E is defined by
E(ρ) :=
∫
ρ log ρ− |Jρ|.
We show that (1.4.29) can be seen the gradient flow of E in (P2(Sd−1),W2).
Indeed, for any curve s→ ρs with velocity field t→ ∇ϕs we have,
d
ds
E(ρs) =
∫
Sd−1
∇ωϕ[∇ω log ρs −∇ω(ω · Ωρs)
]
ρs dω
= 〈∇ϕ,∇ω log ρs −∇ω(ω · Ωρs)〉ρs .
Consequently, by the discussion in Section 2 we see that ∇ω log ρs − ∇ω(ω ·
Ωρs) ∈ TρP2(Sd−1), can be regarded as the gradient of E at ρ.
By definition, a curve t → ρt with velocity field −
[∇ω log ρt − ∇ω(ω · Ωρt)]
satisfies
d
dt
∫
ζρt dx = −
∫
Sd−1
〈∇ζ,∇ω log ρt−∇ω(ω·Ωρt)〉ρt dx ∀ζ ∈ C∞(Sd−1) and ∀t ∈ [0,∞),
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which formally corresponds to a solution of (1.4.29) .
To overcome the difficulty that the equation is not defined when |Jρ| = 0, we
regularize the equation. We do this by considering the gradient flow of∫
ρ log ρ−
√
|Jρ|2 + ε.
Such a gradient flow solves (1.4.29) where Ωρ is replaced by
Ωερ :=
Jρ√|Jρ|2 + ε.
We show the existence of the regularized equation by using the Jordan-Kinderlehrer-
Otto scheme [66]. Then, we get the estimate
|Jρε(t)|2 ≥ |Jρ0|2e−2(d−1)t, (1.4.30)
which uniform in ε (see Lemma 3.3 from Chapter 3). Here, ρε is a solution to
the regularized equation.
Finally, we use (1.4.30) together with gradient structure to show equicontinu-
ity of the regularizations on the Wasserstein metric which allows us to pass to
the limit as ε→ 0 and get the existence of solutions to (1.4.29).
(It is worth noticing that the existence of solutions to the regularized equation
could also be proved by using the techniques in [49]. However, we used the
Jordan-Kinderlehrer-Otto scheme because it gave us useful estimates for the
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limiting system.)
Moreover, if the velocity field s → ∇ϕs satisfies the geodesic equation in
P2(Sd−1)
∂sϕs +
1
2
|∇ϕs|2 = 0,
then
d2
dt2
∣∣∣∣
t=0
E(ρs) =
∫
Sd−1
tr([D2ϕs]
TD2ϕs) ρs dω + (d− 2)
∫
Sd−1
|∇ϕs|2ρs dω
+
∫
Sd−1
∇ϕsD2(Ωρ · ω)∇ϕs ρs dω
− 1√|Jρs|2
(∣∣∣ ∫
Sd−1
∇ϕs ρs dω
∣∣∣2 − (∫
Sd−1
Ωρs · ∇ϕs ρs dω
)2)
≥ − 1|Jρs |
∫
Sd−1
|∇ϕs|2ρs dω,
(see Lemma 3.1 from Chapter 3).
As in Section 2.5, this condition suggests a pointwise lower bound on the
Wasserstein Hessian of E at ρ given by −|Jρ|−1. For gradient flows in Rd with
uniform Hessian lower bound, this condition is enough to give stability of so-
lutions (see Section 1.3).
Indeed, to obtain the short time stability estimate, we show a lower bound on
|Jρ| along solutions and we prove that the map ρ → |Jρ| is continuous in the
Wasserestein metric. Then, we perform the analogue of the estimate in Section
1.3, where the Wasserstein geodesic between two initial conditions ρ0 and ρ˜0
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plays the role of the line s → x + s(x˜ − x). By propagating the lower bound
on |Jρ| along such a Wassrestein geodesic we obtain a local version of the dis-
placement convexity condition and we achive stability for solutions to (1.4.29).
Additionally, we show that for d ≥ 3 any solution of (1.4.29) with initial
finite logarithmic entropy and nonvanishing momentum converges exponen-
tially (with explicit constant) to a Fisher-Von Mises distribution: for any
given Ω ∈ Sd−1, these are given by
MΩ(ω) =
eω·Ω∫
Sd−1 e
ω·Ω dω
.
We prove convergence to equilibrium, for d ≥ 3, by using the fact that (1.4.29)
is a gradient flow of the functional:
E(ρ) =
∫
Sd−1
log
(
ρ
MΩρ
)
ρ dω = inf
Ω∈Sd−1
∫
Sd−1
log
(
ρ
MΩ
)
ρ dω. (1.4.31)
As suggested by the above expression, at each ρ, E(ρ) concides at first order
with the relative entropy with respect to MΩρ . Indeed,
d
dt
E(ρt) =
d
dt
H(ρt|MΩρt ) = I(ρt|MΩρt ). (1.4.32)
For d ≥ 3 this relative entropy is a bounded perturbation (in the Holley and
Stroock sense [63]) of a strictly convex functional on (P2(Sd−1),W2). Hence,
the relative entropy satisfies the logarithmic Sobolev inequality (see Section
2.4). By using this, we show that E decays exponentially.
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The method we used in [44] does not work to show convergence to equilibrium
of (1.4.29) in the case d = 2. The reason is that the celebrated Bakry-Emery
condition for the logarithmic Sobolev inequality is not available for that di-
mension.
In Chapter 4, in collaboration with Moon-Jin Kang, we obtain exponential
convergence to equilibrium (with explicit rate) for (1.4.29) when d = 2. In this
case, E does not agree at first order with a bounded perturbation of a dis-
placement convex function and hence quantitative convergence rates cannot
be obtained by using the existing theory [6]. To overcome this difficulty we
developed a general method that relies on two central estimates.
The first one is a localized version of the logarithmic Sobolev inequality, which
we prove by linearization. Such an inequality is given by∫
log
(
ρ
e−Ψ
)
ρ dω ≤ 2pi
2e2||Ψ||∞(1 + 1
15
ε∗)
1− 7
6
ε∗
∫
|∇ log ρ
e−Ψ
|2ρ dω.
The above estimate holds for any ρ and e−Ψ in P2(S1) such that Ψ and ρ be-
long to C1(S1) and ||ρ− e−Ψ||L∞(S1) ≤ ε∗ ≤ 1/10.
The second one is a global argument that exploits the gradient flow structure.
There, inspired by the expression for the Wasserstein Hessian we computed
in [44], we were able to obtain a differential inequality on the Wasserstein slope.
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From (1.4.32), we see that I(ρ|MΩρ) plays the role of |∇xE|2 for the gradient
flow of E in the formalism introduced in Section 2. In Section 1.2, under the
assumption that D2E ≥ λ Id, we proved the inequality
d
dt
|∇xE|2 ≤ −λ|∇xE|2.
Inspired by this, by direct computation in Lemma 3.1 we show that
d
dt
I(ρt|MΩρt ) ≤ 2
(
1 +
1
|Jρt |
)
I(ρ|MΩρ). (1.4.33)
Consequently, for every T ≥ 0, we have
I(ρt|MΩρt ) ≤ e
C 2
mint∈[T,t] |Jρt |
(t−T )
I(ρT |MΩρT ) t ≥ T,
for some C > 0.
Using the previous estimates and (1.4.30), we can find a time T0 depending
explicitly on E(ρ0) and |Jρ0| such that
E(ρt) ≤ C∗I(ρt|MΩρt ) ≤ C∗ε∗ in [T0,∞),
(see Section 3.1 of Chapter 4).
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Hence, from (1.4.32) and (1.4.33), we get
E(ρt) = E(ρt)− E(ρT0) + E(ρT0)
=
∫ T0
t
I(ρs|MΩρs )ds+ C∗I(ρT0|MΩρT0 )
≤ I(ρt|MΩρt )
[
e
(t−T0) min 2mint∈[T,t] |Jρt | (t−T )
+
∫ T0
t
e
(s−T0) min 2mint∈[T,t] |Jρt | (t−T )ds
]
.
When we combine this with the estimate on the momentum we get an inequal-
ity of the form
E(ρt) ≤ Bρ0I(ρt|MΩρt ),
(where the dependence of Bρ0 is explicitly quantified in Chapter 4). By using
this inequality in the same way inequality (1.1.8) was used in Section 1.2, we
get the quantitative convergence rate.
1.5 Formal weak KAM structure for kinetic equations
and the Kuramoto Sakaguchi model
In this section,, we provide a heuristic framework in which a large family
of kinetic equations and collective dynamics models can be regarded as the
calibrated curves of a KAM function (see Section 1.4 for the finite dimensional
version of this structure). We also explain how the study of the action along
the calibrated curves played a crucial role in providing the intuition that led
us to the emergence of phase concentration result for the Kuramoto-Sakaguchi
equation. We prove this result rigorously in Theorem 3.3 from Chapter 5.
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1.5.1 Emergence of phase concentration for the Kuramoto Sak-
aguchi equation
Collective phenomena such as aggregation, flocking, and synchroniza-
tion, etc., are ubiquitous in biological, chemical, and mechanical systems in
nature, e.g., the flashing of fireflies, chorusing of crickets, synchronous firing
of cardiac cells, and metabolic synchrony in yeast cell suspensions. When the
number of entities is sufficiently large, many of these phenomena are modeled
by the Kuramoto-Sakaguchi equation:
∂tf + ∂θ(v[f ], f) = 0, (θ, ω) ∈ T× R, t ≥ 0,
v[f ](θ, ω, t) = ω −K ∫T sin(θ − θ∗)ρ(θ∗, t) dθ∗, ρ(θ, t) := ∫R f(θ, ω, t) dω,
f(θ, ω, 0) = f0(θ, ω),
∫
T f0 dθ = g(ω).
(1.5.34)
Here, f = f(θ, ω) is the probability density function of an ensemble of oscilla-
tors in phase θ ∈ T, with a natural frequency ω at time t. Additionally, K is
the positive coupling strength measuring the degree of mean-field interactions
between oscillators. Lancellotti [71] rigorous derived the Kuramoto-Sakaguchi
equation from the Kuramoto synchronization model by using the Neunzert’s
method [81].
In [20], Carrillo, Choi, Ha, Kang, and Kim showed, in the case where all the
oscillators have the same frequency ωc, (that is f(θ, ω, 0) = 0 for every ω 6= ωc)
and the diameter of the support of ρ(θ, 0) is less than pi, that measured values
solutions will converge to a rotating Dirac measure in the phase space (θ, ω).
That is the oscillators will eventually synchronize.
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More recently in [14], Benedetto, Caglioti, and Montemagno proved that, in
the case of identical oscillators, any solution of (1.5.34) converges to a rotating
Dirac measure in phase space, provided
|Jf0| > 0, (1.5.35)
where
Jf =
∫
R
∫
T
eiθf dθ dω,
for any f in P(T× R).
In Chapter 5, in collaboration with Seung-Yeal Ha, Young-Heon Kim, and
Jinyeong Park, in the cases of nonidentical oscillators, we show that there
exists a time-dependent interval L(t) ⊂ T such that f will converge to zero
uniformly outside L, provided f0 ∈ C1(T×R), |Jf0| > 0, and K is sufficiently
large. Additionally, we quantify the diameter of L in terms of K and the sup-
port of g. By doing this, we show that the length of L(t) converges to zero as
K →∞.
In the identical case, that is g(ω) = δ0, the model is a Wasserstein gradient
flow of the functional
G(f) :=
K
2
(1− |Jf |)2.
Moreover, by direct computation, one finds
d
dt
G(f) = −KR2
∫
sin2(θ − φ)fdθdω.
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where R and φ are continuous functions from [0,∞) to R defined by the
relationship:
Jft = R(t)e
iφ(t).
Thus, it will be convinient to set
D(f) := KR2
∫
sin2(θ − φ)fdθdω = −KRR˙.
The functional f → D(f), plays the role of |∇xE|2 for the gradient flow of G
in the formalism introduced in Section 2. However, we see that the analogue
of condition (1.1.5) is not satisfied by G, i.eD(f)→ 0 does not imply G(f)→ 0.
In Lemma 4.1, we show that the map t→ D(ft) is Lipschitz continuous. Thus,
using the fact that G is bounded and the identity
G(f0)− G(ft) =
∫ t
0
D(fs) ds,
we show that
D(ft) = KR
2
∫
sin2(θ − φ)fdθdω = −KRR˙→ 0, (1.5.36)
as t→∞.
Hence, we deduce that as t → ∞, f should concentrate in φ and −φ. The
Wasserstein gradient of G at f is given by the gradient of the function σ → σ·Jf
in S1 with respect to the standard metric. For fixed f , the function σ · Jf has
two critical points: a minimum at σ = e−iφ and a maximum at σ = eiφ. Thus,
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if one controls the rotation of Jf it is reasonable to expect that all the mass will
be concentrated in the stable equilibrium point of ∇σ · Jf located at σ = eiφ.
Additionally, in equation (4.8) from Chapter 5, we show the estimate
|φ˙| ≤
√
K
R(0)
|R˙|. (1.5.37)
Consequently, by (1.5.36), we get |φ˙| → 0, as t → ∞. Using this we obtain a
differential inequality that shows quantitatively that solution stays away from
critical points that are not global minimizers, i.e.
d
dt
∫
cos(θ−φ)≤−δ
f 2 dθ ≤ −C
∫
cos(θ−φ)≤−δ
f 2 dθ ∀t ∈ [T,∞),
which implies ∫
cos(θ−φ)≤−δ
f 2t dθ ≤ e−C(t−T )
∫
cos(θ−φ)≤−δ
f 2T dθ, (1.5.38)
for some C > 0.
Such an inequality excludes concentration of mass at e−iφ and yields synchro-
nization of the oscillators in the identical case. We prove this in Theorem
3.1 of Chapter 5. This synchronization was previously obtained in [14], using
different methods. However, our approach allows us to show the emergence
of phase concentration in the non-identical case for a large coupling regime in
Theorem 3.3 from Chapter 5, which was not known previously.
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In general, (1.5.34) does not admit a gradient flow structure in the metric
space (P2(T × R),W2). However, in the next section, we find an action func-
tional in the space of paths of (P2(T × R),W2), where solutions to (1.5.34)
can be regarded as the calibrated curves having G as the KAM function (see
Section 1.4 for the description of these structures in finite dimensions). This
KAM function is not monotonic along solutions. Nonetheless, as in the Man˜e
conjecture, outline in Section 1.6, periodic orbits are the expected behavior
for solutions of (1.5.34). The study of the behavior of G along the calibrated
curves plays a crucial role in the proof of Theorem 3.3. In finite dimensions,
such curves converge to the projected Aubry set, which Man˜e conjecture pre-
dicts to consist of equilibrium points and periodic orbits. This motivated us
to study the behavior of G along solutions and obtain the inequality
d2
dt2
G(f(t)) ≥ −4K d
dt
G(f(t))− 2M. (1.5.39)
Such an inequality plays the role of an entropy production estimate which was
a key component in our proof. It is the key ingredient that we use in Section 6
of Chapter 5 to obtain a universal lower bound in R and show that eventually
R˙ is sufficiently small, so that the analogues of estimates (1.5.37) and (1.5.38)
hold for T large enough. Then, the concentration result follows by combining
these estimates with a compactness argument and the analysis of the dynamics
characteristic curves of the continuity equation along solutions.
The remaining part of this Section is devoted to the heuristic framework in
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which (1.5.34) and a large family of kinetic equation exhibit a weak KAM
structure.
1.5.2 Weak Kam structure for kinetic equations
Here, we introduce a heuristic framework in which several kinetic equa-
tions have a formal weak KAM structure. The finite dimensional version
of such structure is described in Section 1.4 of the introduction. We be-
gin by adapting the action functionals in the space of paths of measures,
to phase space. In d dimensions a point in phase space is given by a couple
(x, v) ∈ Rd × Rd. A delta measure centered at a given point (x, v) represents
a particle having position x and velocity v. Hence, if the map t→ (x(t), v(t))
represents the motion of a real particle, then we must have x˙(t) = v(t). When
we consider a curve of measures t→ ft having velocity field t→ vt = (vt,x, vt,v),
i.e.
∂tf = −divx(fvt,x)− divv(fvt,v),
and minimizing our action functionals, we would like that any integral curve
t → (x(t), v(t)), corresponding to the flow induced by vt, satisfies the condi-
tion x˙ = v(t). That is, we want the curve of measures t→ ft to represent the
motion of real particles in phase space. We will achieve this by using a pe-
nalization argument. We describe this argument in the general setting of the
tangent space to a Riemannian manifold (M, g). This will allow us to consider
a bigger family of equations and include the Cucker-Smale model, the stochas-
tic Vicsek model, and the Kuramoto-Sakaguchi equation in Section 5.2.6.
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1.5.2.1 Penalized action functionals
Let (M, g) be a Riemannian manifold and let W be a vector field in M .
For each x ∈ M we let F(x) be a closed, convex set in TxM. Additionally, we
let Λ be a positive number and µ and ν be measures in P2(M). We consider
the problem of minimizing∫ τ
0
∫ [
1
2
|vt|2 +W · vt + Λ
2
inf
w∈F(x)
| vt − w |2
]
ρt dxdt, (1.5.40)
among all measured valued maps t→ ρt and vector fields t→ vt from [0, τ ] to
P2(M) such that ρ0 dx = µ, ρτ dx = ν, and
d
dt
∫
ζρ dx =
∫
∇ζvtρt dx ∀ζ ∈ C∞(M) and ∀t ∈ [0, τ ]. (1.5.41)
Here, all the norms, inner products, gradients and divergences will be taken
with respect to g. Additionally, we assume the assignation x → F(x), is well
behaved. By this we mean that the map P : TM → TM, given by
P (x, v) =
(
x, argminw∈F(x)
1
2
| v − w |2
)
,
is differentiable.
1.5.2.2 Non-coercive Hamiltonians
To understand minimizers of (1.5.40) when Λ → ∞, it will be conve-
nient to compute the Hamiltonian associated with the Lagrangian
L(x, v) =
1
2
|v|2 +W · v + Λ
2
inf
w∈F(x)
| v − w |2 .
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For this purpose, in Section G.2 from Chapter 5, we show that the Hamiltonian
H associated with L is given by
H(x, p) = sup
w∈F(x)
p
p−W + Λw
1 + Λ
− 1
2
∣∣∣∣p−W + Λw1 + Λ
∣∣∣∣2 −W · p−W + Λw1 + Λ
−
∣∣∣∣p−W + Λw1 + Λ − w
∣∣∣∣2.
(1.5.42)
Additionally, we show that when we let Λ→∞ in (1.5.42), we obtain, H → H,
where
H(x, p) = pP (x, p−W )−W · P (x, p−W )− 1
2
| P (x, p−W ) |2 .
Then,
L(x, v) = sup
p
pv − pP (x, p−W )− P (x, p−W ) ·W + 1
2
| P (x, p−W ) |2
=
{
1
2
| P (x, p−W ) |2 −P (x, p−W ) ·W if P (x, p−W ) = v,
∞ otherwise.
Consequently, if L(x, v) is finite and v and p are conjugates via the Legendre
transform (see Section 1.4), then we must have
v = P (x, p−W ).
Here, we are abusing notation to regard the covector p as a vector. To do this
we are using the canonical isomorphism between TM∗ and TM induced by g.
From now on, we will adopt this convention.
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1.5.2.3 Optimal velocity fields as an infinite dimensional Legendre
transform
Suppose the curve t→ ρt with velocity field t→ vt, is a minimizer of (1.5.40)
and fix t ≥ 0. As in Section 2.2 of the introduction, we note that if t →
vt, ρt satisfies constraint (1.5.41), so does vt + sA, provided div(Aρt) = 0.
Consequently, by minimality we must have
0 =
d
ds
∣∣∣∣
s=0
∫ [
L(x, vt + sA)
]
ρt dx =
∫
∇vL(x, vt)A dx.
Since this hold for anyA with the property that div(Aρt) = 0, by the Helmholtz-
Hodge Theorem there exists ∇ϕt with the property that
∇vL(x, vt) = ∇ϕt. (1.5.43)
Using Legendre duality we conclude
∇pH(x,∇ϕt) = vt.
As Λ→∞, the discussion of the previous section yields
vt = P (x,∇ϕt −W ).
In the case where F(x) is a subspace, this is just the orthogonal projection of
∇ϕt −W into F(x).
Relationship (1.5.43) can be regarded as an infinite dimensional Legendre
transform. Indeed, in finite dimensions, if vp is the Legendre conjugate of
p then,
vp = argmaxv pv − L(x, v).
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On the other hand, when we use the formal Riemannian structure of Felix
Otto (see Section 2), with
TρP2(M) =
{
∇ϕ :
∫
|∇ϕ|2ρ dx <∞
}L2(ρ)
and we consider the Legendre conjugate of a covector ∇ϕ, we maximize
ω →
∫
∇ϕ∇ωρ dx−
∫
L(x,∇ω)ρ dx.
If ω is a maximizer of the above map, then we must have that for any function
α,
0 =
d
ds
∫
∇ϕ∇(ω + sα)ρ dx−
∫
L(x,∇(ω + sα))ρ dx
=
∫
∇ϕ∇αρ dx−
∫
∇vL(x,∇ω)∇αρ dx.
Since α was arbitrary, we must have
∇ϕ = ∇vL(x,∇ω),
which is equivalent to (1.5.43).
1.5.2.4 Extremals of the action
In this section, we show a heuristic argument that characterizes mini-
mizers of (1.5.40) and their limiting properties as Λ→∞. The main idea is to
generalize the techniques of Section 3 of the introduction to compute the first
variation of paths in P2(M) minimizing (1.5.40). Let t→ ρt, be a minimizer of
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(1.5.40), and let t→ ϕt be the potential generating the corresponding optimal
velocity field indexed in [0, τ ] as described in the previous section so that
d
dt
∫
ζρt dx =
∫
∇ζ∇pH(x,∇ϕt)ρt dx ∀ζ ∈ C∞(M) and ∀t ∈ [0, τ ],
(see Section 5.2.3).
Here, we will we show that t→ ϕt, satisfies
∂tϕt +H(x,∇ϕt) = 0 in [0, τ ], (1.5.44)
where H is the Hamiltonian corresponding to the Lagrangian
L(x, v) =
1
2
|v|2 + v ·W + Λ
2
inf
w∈F(x)
| v − w |2 .
Hence, by the discussion of Sections 5.2.2 and 5.2.3, we get that when Λ→∞,
minimizers satisfy
∂tϕ+∇ϕP (x,∇ϕ−W )−W · P (x,∇ϕ−W )− 1
2
| P (x,∇ϕ−W ) |2= 0,
and
d
dt
∫
ζρt dx =
∫
∇ζP (x,∇ϕ−W )ρt dx ∀ζ ∈ C∞(M) and a.e t in [0, τ ].
In order to see this, we perturb such minimizers by building a vector field along
the minimizing path, (as we did in Section 3 of the introduction). That is, for
each t in [0, τ ] we consider a potential ωt and the vector field ∇ωt induced by
it. We require ωt to be identically 0 in the complement of a compact subset
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of (0, τ), so that the variation fixes the end points of the optimal path.
Indeed, for each s, we let t→ ρt,s and t→ ∇pH(x,∇ϕt,s) satisfy
d
dt
∫
ζρt,sdx =
∫
∇ζ∇pH(x,∇ϕt,s)ρt,s dx ∀ζ ∈ C∞(M),
and
d
ds
∣∣∣∣
s=0
∫
ζρt,s dx =
∫
∇ζ∇ωtρt,s dx ∀ζ ∈ C∞(M).
Then, by minimality of the path t→ ρt, when s = 0, we must have
0 =
d
ds
∫ τ
0
∫
L(x,∇pH(x,∇ϕt,s)ρt,s dx.
In Section G.4 of Chapter 5, we show that this condition is equivalent to the
identity,
0 = −
∫ τ
0
∫ [
∇ωt∇[∂tϕt +H(x,∇ϕt)]ρt dx
]
dt.
Since t→ ωt was arbitrary in compact subsets of (0, τ), (1.5.44) follows.
1.5.2.5 Minimizing movement scheme of the entropy
In this section, we consider an infinite dimensional variant of the method
described in Section 1.5 of the introduction to build calibrated curves of a KAM
function starting at a point x0. By doing this, in the next section, we will be
able to regard a large family of kinetic equations as calibrated curves of KAM
functions.
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Let ρ0 be a probability density in P2(M). We provide a heuristic argument to
characterize minimizers of
{ρt}t∈[0,τ ] →
∫ τ
0
1
2
∫ [
|vt|2 +W ·vt+ Λ
2
inf
ω∈F(x)
|vt−ω|2
]
ρt dxdt+
∫
ρτ log ρτ dx,
(1.5.45)
as well as their properties when Λ→∞. Here, the vector fields t→ vt satisfy
constraint (1.5.41) and ρτ is a free parameter in the minimization.
In Section 5.2.3 we saw that any optimal velocity field has, for each t in [0, τ ],
a function ϕt such that
vt = ∇pH(x,∇ϕt).
In Section 5.2.4 we found that any potential t → ϕt corresponding to an
optimal path satisfies
∂tϕ+H(x,∇ϕt) = 0,
and
d
dt
∫
ζρtdx =
∫
∇ζ∇pH(x,∇ϕt)ρt dx ∀ζ ∈ C∞(M) and ∀t ∈ [0, τ ].
In Section G.5 of Chapter 5 we will show that minimizers of (1.5.45) satisfy
ϕτ = − log ρτ − 1 + c,
for some constant c.
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Hence, by the discussion of Section 5.2.3, using the minimizing movement
scheme and letting Λ→∞, one builds solutions to
∂tρ = −div(ρP (x,−∇ log ρ−W )).
1.5.2.6 Examples
The Cucker-Smale model. We let (M, g) = Rd × Rd, with the
standard product metric. Additionally, we set W = 0, F(x, v) = {v} × Rd ⊂
T(x,v)(Rd × Rd). Then, by Section 5.2.3, when Λ→∞, we have
P
(
(x, v),∇ϕ) = (v,∇vϕ).
Hence, by Section 5.2.4, optimal paths satisfy
d
dt
∫
ζftdωdσ =
∫
∇ζP((x, v),∇ϕt)ft dωdσ
=
∫ [
v∇xζ +∇vζ∇vϕt]ft dωdσ,
for any ζ ∈ C∞(M) and
0 = ∂tϕ+∇ϕP (x,∇ϕ)− 1
2
| P (x,∇ϕ) |2
= ∂tϕ+ v · ∇xϕ+ 1
2
|∇vϕ|2 − 1
2
|v|2.
Then, proceeding as in Section 5.2.5 when one minimizes
{ft}t∈[0,τ) → 1
4
∫
ψ(|x− x∗|)|v − v∗|2fτ (x, v)fτ (x∗, v∗) dxdvdx∗dv∗
+
∫ τ
0
(∫
L(x, vt)ft dωdσ
)
dt,
with f0 fixed, one finds the optimality condition
ϕτ (x, v) = −1
2
∫
ψ(|x− x∗|)|v − v∗|2fτ (x∗, v∗) dx∗dv∗ + c,
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for some constant c.
Consequently, when one follows the minimal movement scheme and lets Λ→
∞, one should obtain solutions to
∂tf = −div
(
fP
(
x,∇1
2
(
∫
ψ(|x− x∗|)|v − v∗|2dx∗dv∗)))
= −divx
(
vf
)−Kdivv(f∇v 1
2
∫
ψ(|x− x∗|)|v − v∗|2dx∗dv∗)
= −divx
(
vf
)−Kdivv(fFa(f)),
where
Fa(f) =
∫
ψ(|x− x∗|)(v∗ − v)f dx∗dv∗.
Stochastic Vicsek model. We let (M, g) = Rd × Sd−1 with the
standard product metric. Additionally, we set W = 0 and F(x, ω) = {ω} ×
{TωSd−1} ⊂ T(x,ω)(Rd × Sd−1). Then, by Section 5.2.2, when Λ→∞ we have
P (x,∇ϕ) = (ω,∇ωϕ).
Here, ∇ω denotes the gradient in Sd−1 with the standard metric.
Hence, by Section 5.2.4, optimal paths satisfy
d
dt
∫
ζft dxdω =
∫
∇ζP (x,∇ϕt)ft dxdω =
∫
∇xζωft dxdv
+
∫
∇ωζ∇ωϕtft dxdv
∀ζ ∈ C∞(M),
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and
0 = ∂tϕ+∇ϕP (x,∇ϕ)− 1
2
| P (x,∇ϕ) |2= ∂tϕ+ ω · ∇xϕ+ 1
2
| ∇ωϕ |2 −1
2
.
Then, proceeding as in Section 5.2.5 when one minimizes
{ft}t∈[0,τ) →
∫ (
fτ log fτ− | Jfτ (x) |
)
dxdv +
∫ τ
0
(∫
L(x, vt)ftdvdω
)
dt.
with f0 fixed, one finds the optimality condition
ϕτ = − log fτ
eω·Ωfτ
+ c,
for some constant c. Here
Jf (x) =
∫
ωf(x, ω)dω,
and
Ωf (x) =
Jf (x)
| Jf (x) | .
Consequently, when one follows the minimal movement scheme and lets Λ→
∞, one should obtain solutions to
∂tf = −div(fP (x,−∇ log fτ
eω·Ωfτ
))
= −divx(ωf) + divω
(
f∇ log f
eω·Ωf
)
= −divx(ωf) + ∆ωf − divω(f∇ωω · Ωf ).
Kuramoto Synchronization model. We let (M, g) = R × S1, with
the standard product metric. Additionally, we set W (ω, σ) = (0,−ωσ⊥) ∈
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T(ω,σ)(R × S1), F(ω, σ) = {0} × {TσS1} ⊂ T(ω,σ)(R × S1). Then, by Section
5.2.3, when Λ→∞, we have
P (x,∇ϕ) = (0,∇σϕ).
Here, ∇σ denotes the gradient in S1 with the standard metric.
Hence, by Section 5.2.4, optimal paths satisfy
d
dt
∫
ζftdωdσ =
∫
∇ζP(x,∇ϕt + (0, ωσ⊥))ft dωdσ
=
∫
∇σζ · [ωσ⊥ +∇σϕ
]
ft dωdσ,
and
0 = ∂tϕ+∇ϕP (x,∇ϕ+ (0, ωσ⊥)) + (0, ωσ⊥) · P (x,∇ϕ+ (0, ωσ⊥))
− 1
2
| P (x,∇ϕ+ (0, ωσ⊥)) |2
= ∂tϕ+
1
2
|∇σϕ|2 + ωσ⊥ · ∇σϕ+ 1
2
ω2,
for any ζ ∈ C∞(M) and t in [0,∞).
Then, proceeding as in Section 5.2.5 when one minimizes
{ft}t∈[0,τ) → K
2
(
1− |Jfτ |2
)
+
∫ τ
0
(∫
L(x, vt)ft dωdσ
)
dt,
with f0 fixed, one finds the optimality condition
ϕτ (ω, σ) = Kσ · Jfτ + c,
for some constant c.
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Here,
Jf (x) =
∫
σf(σ, ω) dσdω,
Consequently, when one follows the minimal movement scheme and lets Λ→
∞, one should obtain solutions to
∂tf = −div(fP (x,K∇σ · Jfτ + (0, ωσ⊥)))
= −Kdivσ
(
f∇σσ · Jfτ
)−Kdivσ(fωσ⊥),
which is the Kuramoto Sakaguchi equation in R× S1.
1.6 Formal weak KAM structure for reaction-diffusion
equations with boundary conditions
In this section, we introduce a heuristic framework in which a large family
of reaction-diffusion equations with boundary conditions regarded as the cal-
ibrated curves of a KAM function. This family includes the Fokker-Planck
equation with positive Dirichlet and Robin boundary conditions, population
growth models, and the Fisher-KPP equation. We also explain how this struc-
ture allowed us to adapt the transportation cost found by Alessio Figalli and
Nicola Gigli in [43], to build solutions to reaction-diffusion equations with pos-
itive Dirichlet boundary condition by using the minimizing movement scheme.
We prove this result rigorously in Theorem 4.1 from Chapter 2.
1.6.1 A new family of transportation costs with applications to
reaction-diffusion equations with boundary conditions
In general, the gradient flow interpretation for evolution equations in
a suitable space X provides a powerful variational method, developed by De
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Giorgi, to prove the existence of solutions. Given a time step τ > 0 and an
initial configuration x0 ∈ X, one builds an approximate solution by iteratively
minimizing.
x→ d
2(xn, x)
2τ
+ E(x) = E[x|xn],
where xn is a minimum for E[x|xn−1], and d is a distance defined in X.
This method has a wide range of applications, from the work of Almgren,
Taylor, and Wang on mean curvature flow [4] to kinetic equations [19].
Whenever X is the space of probability measures on an open domain, and
d is the Wasserstein distance, the minimizing movement scheme will always
produce solutions to parabolic equations with Neumann boundary conditions.
This interpretation allows one to prove entropy estimates and functional in-
equalities (see [84, 94] for more details on this area, which is very active and
in constant evolution).
More recently, Figalli and Gigli [43] introduced a distance among positive
measures in an open domain Ω. Such a distance allows one to use this scheme
to build solutions to the problem ∂tρ = div
(
∇ρ+ ρ∇V
)
in Ω,
ρ = e−V on ∂Ω.
(1.6.46)
Their work is a pioneering effort in the project of extending the methods devel-
oped by Otto to study evolution equations with Dirichlet boundary conditions.
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They focus on the case when the energy is the relative entropy to illustrate the
main ideas. Indeed, when E is the relative entropy with respect to e−V , their
approach yields solutions to (1.6.46). As in the Wasserstein case if one uses
other functionals in their construction one obtains solutions of a large family
of equations subject to Dirichlet boundary conditions. Examples of these in-
clude porous medium equations and nonlocal interaction equations.
When one uses this approach one would like to be able to choose the bound-
ary condition. However, as in (1.6.46), when one uses the distance introduced
by Figalli and Gigli [43] the boundary condition and the equation are always
coupled.
In Chapter 2, we introduce transportation costs between positive measures on
domains that allow the equation and the boundary condition to be detached.
More precisely, this chapter shows that when the distance is replaced by one
of these costs in the minimizing movement scheme, one obtains solutions to ∂tρ = div
(
∇ρ+ ρ∇V
)
− h(ρ) in Ω,
ρ = ρD on ∂Ω,
(1.6.47)
where ρD is strictly positive, and h belongs to a large family of reaction terms.
Note that, because of the drift term, it is not possible to choose an energy
functional to obtain such an equation as gradient flow in L2(Ω). In contrast to
other transportation distances among positive measures [72, 80], the costs in
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Chapter 2 allow the diffusion term and the reaction term to be set indepen-
dently.
To decouple the boundary condition and the equation we develop a heuristic
framework that extends Otto’s formalism to the case when the measures ex-
change mass with the boundary. In fact, the class of costs we introduced is
not associated with distances. We overcame this difficulty by using the formal
manifold structure of the space of paths of measures that interact with the
boundary. These heuristic arguments (discussed in Section 2 of [79]) allow
one to consider general reaction terms and boundary conditions. We found
these heuristics by combining the works of Otto with the work of Milnor [78]
on the formal Riemannian structure in the space of paths, the work of Rossi
and Piccoli on the generalization of the Benamou Brenier formula for positive
measures [11], and a paper by Figalli, Gangbo, and Yolcu on the minimizing
movement scheme with Lagrangian cost [42].
The remaning parts of this section are devoted to this heuristic framework.
1.6.2 Weak KAM structure for reaction-diffusion equations with
boundary conditions
Here, we introduce a heuristic framework in which several reaction-
diffusion and parabolic equations have a formal weak KAM structure. The
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finite dimensional version this structure is described in Section 1.4 of the in-
troduction. We begin by using an action functional in the space of paths of
positive measures in bounded domains that interact with the boundary to de-
fine a transportation cost. For this purpose we denote by M(Ω) the space of
positive measures in Ω and we consider the following problem:
Problem 2.1 (A variant of the transportation problem). Given µ and
ν in M(Ω) we consider the problem of minimizing
C˜τ (vt, ht,, ht) =
∫ τ
0
[
1
2
∫
Ω
|vt|2ρt dx+
∫
Ω
e(ht)m(ρt) dx+
∫
∂Ω
e(ht) dH
d−1
]
dt,
among all positive measured valued maps from [0, τ ] to M(Ω), satisfying ρ0 dx =
µ and ρτ dx = ν. Here, the measures ρt and the triplets (vt, ht,, ht) are indexed
by t in [0, τ ]. We require them to satisfy the constraint
d
dt
∫
Ω
ζρt dx =
∫
Ω
〈∇ζ, vt〉ρt dx−
∫
Ω
ζhtm(ρ) dx−
∫
∂Ω
ζht dH
d−1,
∀t ∈ [0, τ ] and ∀ζ ∈ C∞(Ω).
This provides a transportation cost between µ and ν given by
Wbe,m,e,τ2 (µ, ν) := inf C˜τ (vt, ht,, ht).
Henceforth, a path is defined as a measured valued map from [0, τ ] to M(Ω).
We apply the minimizing movement scheme to this cost: Given an initial
measure ρ0, we build a family of curves t→ ρτ (t), indexed by τ > 0, iterating
the minimization of the map
ρ→
∫
Ω
[ρ log ρ− ρ+ V (x)ρ+ 1] dx+Wbe,m,e,τ2 (ρτn, ρ) = E˜τ [ρ|ρτn],
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where ρτn is a minimum of E˜
τ [ρ|ρτn−1], inM(Ω). We define the discrete solutions
by
ρτ (t) := ρτ[t/τ ].
Then, as τ ↓ 0, we extract a subsequence converging to a weak solution of the
problem:
∂tρ = div
(
∇ρ+ ρ∇V
)
− [e′x]−1(log ρ+ V )m(ρ), in Ω,
−〈∇ρ−∇V ρ, ν〉 = [e′x]−1(log ρ+ V ) in ∂Ω,
ρ(0) = ρ0.
In particular, when we set
e(h, x) =
{ ∫ [F ′x]−1(h)
[F ′x]−1(0)
(log r + V )F ′′x (r) dr, if [F
′
x]
−1(h) ≥ 0,
+∞, otherwise,
and
e(h, x) =
 gR
(
l(h) log l(h) + (V − 1)l(h) + 1
)
, if l(h) ≥ 0,
+∞, otherwise,
we obtain a weak solution to the problem: ∂tρ = div
(
∇ρ(t) + ρ(t)∇V
)
− F ′x(ρ)m(ρ) in Ω,
−〈∇ρ−∇V ρ, ν〉 = gR(ρ− ρR) on ∂Ω.
(1.6.48)
Here,
l(r) =
r
gR
+ ρR.
Also, we will show that when we set
e(h, x) =
{ ∫ [F ′x]−1(h)
[F ′x]−1(0)
(log r + V )F ′′x (r) dr, if [F
′
x]
−1(h) ≥ 0,
+∞, otherwise,
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and
e(h, x) = (log ρD + V )h,
we obtain a weak solution to ∂tρ = div
(
∇ρ(t) + ρ(t)∇V
)
− F ′x(ρ)m(ρ) in Ω,
ρ = ρD on ∂Ω.
(1.6.49)
When F ′x(r) = (r − 1), m(r) = r, and V = 0, one obtain solution of to the
Fisher-KPP equation.
The heuristic is presented as follows. Section 6.2.1 characterizes optimal
triplets in terms of potentials. Section 6.2.2 describes a characterization of min-
imal paths in terms of an equation for the potentials. Section 6.2.3 describes
how the equation for minimal paths can be used to perform the minimizing
movement scheme. Section 6.2.4 describes how to match the cost with the
boundary conditions. Section 6.2.5 describes how to match the cost with the
reaction term. Finally, Section 6.2.6 show discusses a heuristic computation
in which the action between the calibrated curves of the entropy decreases
exponentially in time. This is another infinite dimensional analogue of the
structure introduced in Section 1.4.
1.6.2.1 Optimal triplets
In Section 2.1 of Chapter 2 we show a heuristic argument that char-
acterizes minimizing triplets for Problem 2.1. For such triplets, there exist
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functions ϕt indexed in [0, τ ], such that:
(a) ∇ϕt = vt.
(b) ϕt = −e′(ht) on ∂Ω and ht = 〈ρ∇ϕt, ν〉.
(c) ϕt = −e′(ht) in Ω.
As in Section 2.2 of the introduction, such a potential is found by performing
variations of the triplets that preserve constraint (??)
1.6.2.2 Optimal paths
In Section 2.2 of Chapter 2, we show a heuristic argument that charac-
terizes minimizers of Problem 2.1.
Let ρt, indexed in [0, τ ], be a minimizer of Problem 2.1. Also, for each t in
[0, τ ], let ϕt be the potential generating the corresponding optimal triplet:(∇ϕt, [e′]−1(−ϕt), [e′]−1(−ϕt)). Then, we show that
∂tϕ+
1
2
|∇ϕt|2 −
[
ϕt[e
′]−1(−ϕt) + e([e′]−1(−ϕt))
]
m′(ρt) = 0, (1.6.50)
and
d
dt
∫
Ω
ζρt dx =
∫
Ω
〈∇ζ,∇ϕt〉ρt dx−
∫
Ω
ζ[e′]−1(−ϕt)m(ρt) dx
−
∫
∂Ω
ζ[e′]−1(−ϕt) dHd−1,
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for every ζ in C∞c (Ω).
As in Section 5.2.4 of the introduction we obtain this condition by using a
vector field along the curve of measures to induced a variation with fixed end
points (see Section 3 of the introduction to the differential structure for path
space).
1.6.2.3 The minimizing movement scheme.
Given ρ0 ∈ M(Ω) and τ > 0, in Section 2.3 of Chapter 2 we provide
arguments to characterize the minimizers of
{ρt}t∈[0,τ ] →
∫ τ
0
(
1
2
∫
Ω
|vt|2ρt dx+
∫
Ω
e(ht)m(ρt) dx+
∫
∂Ω
e(ht) dH
d−1
)
dt
+
∫
Ω
[
ρτ log ρτ +
(
V − 1)ρτ + 1] dx.
(1.6.51)
Here, the triplets (vt, ht, ht) satisfy (??). Also, ρ0 is fixed and ρτ = ρ.
In Section 6.2.1 we saw that for minimizing triplets we have for each t ∈ [0, τ ]
a function ϕt such that
(vt, ht, ht) =
(∇ϕt, [e′]−1(−ϕt), [e′]−1(−ϕt)).
In Section 6.2.2 we found that optimal paths satisfy
∂tϕt +
1
2
|∇ϕt|2 −
[
ϕt[e
′]−1(−ϕt) + e([e′]−1(−ϕt))
]
m′(ρt) = 0.
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In Section 2.3 of Chapter 2 we will show that minimizers of (1.6.51) must
satisfy
ϕτ = − log ρτ − V.
In order to see this, we suppose that we have a minimizer ρτ and a path t→ ρt,
with corresponding triplets t→ (∇ϕt, [e′]−1(−ϕt), [e′]−1(−ϕt)).
Proceeding as in Section 1.5 of the introduction, we obtain this condition by
using a vector field along the curve of measures to induced a variation with
that fixes ρ0 but lets ρτ be free (see Section 3 of the introduction to the differen-
tial structure for path space and Section 2.5 of Chapter 2 for the computation).
1.6.2.4 The Boundary Conditions
In Section 6.2.3 we showed that for minimizers of (1.6.51) we have that
ϕτ = − log ρτ − V . In Section 6.2 we showed that for optimal triplets
−ϕ = e′(h) on ∂Ω.
Hence, if we set e(h) = Ψ h, we obtain the boundary condition
ρτ = e
Ψ−V on ∂Ω.
This concludes the analysis for the boundary condition for (1.6.49).
In order to derive the boundary condition for (1.6.48), we proceed as follows:
In Section 2.1 of Chapter 2, we show that for minimizers of Problem 2. we
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must have
ht = 〈ρt∇ϕt, ν〉.
Hence, we expect the limit of the minimizing movement scheme to satisfy the
relation
−〈∇ρ, ν〉 − 〈ρ∇V, ν〉 = [e′]−1(log ρ+ V ).
Our goal is to obtain the boundary condition
−〈∇ρ, ν〉 − 〈ρ∇V, ν〉 = gR
(
ρ− ρR
)
.
For this purpose, we would need
[e′]−1(log ρ+ V ) = gR
(
ρ− ρR
)
.
Thus,
V + log ρ = [e′]
(
gR
(
ρ− ρR
))
.
Hence, if we set
l(r) =
r
gR
+ ρR,
we obtain
[e′](l−1(ρ)) = log ρ+ V.
Then, it follows that
[e′](l−1(ρ))[l−1(ρ)]′ = gR(log ρ+ V ).
Integrating, we get
e(l−1(ρ)) =
∫ ρ
0
gR
(
log r + V
)
dr + C.
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Here, C is a constant that will be chosen later. This implies
e(ρ) = gR
∫ l(ρ)
l(0)
(
log r + V
)
dr + C.
Thus, it suffices to set
e(ρ) = gR
(
l(ρ) log l(ρ) +
(
V − 1
)
l(ρ) + 1
)
,
where C has been chosen appropriately.
1.6.2.5 The reaction term
In Section 6.2.1 we showed that optimal triplets satisfy
e′(hτ ) = −ϕτ .
In Section 6.2.3 we showed that minimizers of (1.6.51) satisfy
ϕτ = − log ρτ − V.
Thus, in order to obtain
h = F ′(ρ),
we set
e′(F ′(ρ)) = log ρ+ V.
This implies
e′(F ′(ρ))F ′′(ρ) =
(
log ρ+ V
)
F ′′(ρ).
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Integrating we obtain
e(F ′(ρ)) =
∫ ρ
0
(
log r + V
)
F ′′(r) dr + C,
for some constant C. Thus, it suffices to set
e(ρ) =
∫ [F ′]−1(ρ)
[F ′]−1(0)
(
log r + V
)
F ′′(r) dr,
where C has been chosen appropriately.
1.6.2.6 Stability estimates
Here we provide an example in which the minimizing movement scheme
yields a contractible flow. By this we mean that the cost between any two
solutions of the flow decreases exponentially in time. Here, Ω = Rd. The
energy functional is the entropy.
E(ρ) =
∫
ρ log ρ− ρ.
The mobility is m(ρ) = 1 and the mass creation is penalized by the entropy,
that is
e(h) =
∫
h log h− h.
Let ρ and ρ˜ be generated via the minimizing movement scheme. Then in
Section 2.6 of Chapter 2 we show that
∂sρ = ∆ρ− ρ,
∂sρ˜ = ∆ρ˜− ρ˜,
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and
A(ρs, ρ˜s) ≤ e−sA(ρ0, ρ˜0). (1.6.52)
Here,
A(µ, ν) := inf C(vt, ht,),
and
C(vt, ht)=
∫ 1
0
1
2
∫
|vt|2ρt dx+
∫
e(ht) dx dt.
The infimum is taken among all positive measured valued maps from [0, 1] to
M(Rd), satisfying ρ0dx = µ, ρ1dx = ν and
d
dt
∫
ζρtdx =
∫
∇ζvtρtdx−
∫
ζhtdx, ∀t ∈ [0, 1] and ∀ζ ∈ C∞(Ω).
As in Section 5.2.4 of the introduction, we obtain (1.6.52) by using a vector
field along the curve of measures to induced a variation with fixed end points
and obtain a Gronwall estimate on the action (see Section 3 of the introduction
to the differential structure for path space).
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Chapter 2
A new family of transportation costs with
applications to reaction-diffusion and
parabolic equations with boundary conditions
This paper introduces a family of transportation costs between non-
negative measures. This family is used to obtain parabolic and reaction-
diffusion equations with drift, subject to Dirichlet boundary condition, as the
gradient flow of the entropy functional
∫
Ω
ρ log ρ + V ρ + 1 dx. In [43], Figalli
and Gigli study a transportation cost that can be used to obtain parabolic
equations with drift subject to Dirichlet boundary condition. However, the
drift and the boundary condition are coupled in that work. The costs in this
paper allow the drift and the boundary condition to be detached.
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Keywords: transportation distances, gradient flows, reaction-diffusion
equations, boundary conditions.
2.1 Introduction
The use of optimal transport for the study of evolutionary equations
has proven to be a powerful method in recent years. More precisely, one of
the most surprising achievements of [66, 82, 83] has been that many evolution
equations of the form
d
dt
ρ(t) = div
(
∇ρ(t) + ρ(t)∇V + ρ(t)(∇W ∗ ρ(t))),
can be seen as gradient flows of some entropy functional on the space of prob-
ability measures with respect to the Wasserstein distance:
W2(µ, ν) = inf
{√∫
|x− y|2 dγ(x, y) : pi1#γ = µ, pi2#γ = ν
}
.
In addition to the fact that this interpretation allows one to prove entropy
estimates and functional inequalities (see [93, 94] for more details on this area,
which is still very active and in constant evolution), this point of view provides
a powerful variational method to prove the existence of solutions to the above
equations: given a time step τ > 0, and an initial measure ρ0, construct an
approximate solution by iteratively minimizing
ρ→ W2(ρ, ρn)
2τ
2
+
∫ [
ρ log ρ+ ρV +
1
2
ρ
(
W ∗ ρ)] dx = L[ρ|ρn],
where ρn is a minimum for L[ρ|ρn−1].
1
This approach will always produce solutions to parabolic equations
with Neumann boundary conditions. More recently, Figalli and Gigli [43]
introduced a distance among positive measures in an open domain Ω. Such a
distance allows one to use this approach to build solutions to the problem: ddtρ(t) = div
(
∇ρ(t) + ρ(t)∇V
)
in Ω,
ρ = e−V on ∂Ω,
in bounded domains. Note, however, that the boundary condition for ρ is
decided by the drift term appearing in the equation. Our goal here is to
decouple the equation and the boundary condition. Also, we want to allow
for the presence of a reaction term. Hence, inspired by [43], we introduce a
new family of transportation costs in a bounded open domain Ω. This family
allows us to build weak solutions to ∂tρ = div
(
∇ρ(t) + ρ(t)∇V
)
− F ′x(ρ) in Ω,
ρ = ρD on ∂Ω.
(2.1.1)
Here, F is a function on [0,∞) × Ω. We will use the notation Fx := F ( · , x).
Also, we denote the first and second partial derivatives with respect to the
first variable by F ′x and F
′′
x . Our method works for a wide class of reaction
terms F ′x. Some examples include
F ′x(ρ) = W (x)ρ
1+β −Q(x),
F ′x(ρ) = W (x) log ρ−Q(x),
2
and
F ′x(ρ) = W (x)(ρ− 1)|1− ρ|α−1 −Q(x),
with α in (0, 1), β ≥ 0, W Lipschitz and strictly positive, and Q Lipschitz and
non-negative. (Note that when V = W = 1 and Q = 0, the last example is
equivalent to the equation ∂tu = ∆u−uα via the change of variable u = ρ−1,
for non negative initial data.)
Now, we list sufficient conditions on F :
(F1) Fx is strictly convex for every x in Ω.
(F2) For every x in Ω, F ′x is a homeomorphism from (0,∞) to (infr>0 F ′x(r),∞).
(F3) For every r in (0,∞) the map F ′x is a continuous function of x.
(F4) limr→∞[F ′x](r) =∞ uniformly in x.
(F5) There exist positive constants s, s1, B0, and C0 such that,
F ′x(r) ≤ C0 r,
for every (r, x) in (0, s)× Ω and
||∇x[F ′x](ep−V (x))||L∞(Ω) ≤ B0,
for every (p, x) in (−∞,−s1)× Ω.
(F6) The map
(h, x)→
∫ [F ′x]−1(h)
[F ′x]−1(0)
(log r + V )F ′′x (r)dr,
is Lipschitz on any compact subset of {(h, x) ∈ R× Ω : [F ′x]−1(h(x)) >
0}.
3
(F7) For every x in Ω, F ′x satisfies that either
lim
r→0
F ′x(r) = −∞,
or
lim
r↓0
F ′x(r) = F
′
x(0).
We will assume that the drift, the domain, and the boundary data satisfy:
(B1) V is Lipschitz.
(B2) Ω is Lipschitz, open, bounded, and satisfies the interior ball condition.
(B3) ρD is Lipschitz and uniformly positive.
These transportation costs, that we shall define later, were found through a
set of heuristic arguments (see Section 2). These arguments explore costs that
are related to a larger class of problems. Examples of these problems include: ∂tρ = div
(
∇ρ(t) + ρ(t)∇V
)
− F ′x(ρ)m(ρ) in Ω,
ρ = ρD on ∂Ω,
(2.1.2)
and  ∂tρ = div
(
∇ρ(t) + ρ(t)∇V
)
− F ′x(ρ)m(ρ) in Ω,
−〈∇ρ−∇V ρ, ν〉 = gR(ρ− ρR) on ∂Ω.
(2.1.3)
Here, the functions gR, and ρR are assumed to be uniformly positive. Also,
m : [0,∞)→ [0,∞) is concave.
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The author found this heuristic by combining several previous works.
First, the work of Felix Otto on the formal Riemannian structure in the space of
probability measures [84, Section 3]. Second, the work of John Milnor [78, Part
III] on the formal Riemannian structure in the space of paths of a Riemannian
manifold. Third, the work of Francesco Rossi and Benedetto Piccoli [86] on
the generalization of the Benamou Brenier formula [11] for positive measures.
The last ingredient is a paper by Figalli, Gangbo, and Yolcu [42], in which they
successfully follow the minimizing movement scheme for Lagrangian cost. The
addition of nonlinear mobilities and the corresponding notion of generalized
geodesics has been studied in a diffrent context by J.A Carrillo, S. Lisini, G.
Savare, and D. Slepcev [21].
The heuristic arguments are developed in the second section of this
paper. These are made rigorous only for the costs induced by Problem 1.1.
These costs produce solutions to (2.1.1) and (2.1.7) via the minimizing move-
ment scheme. This is the main result of the paper: Theorem 2.4.1.
Our family of costs depend on a positive number τ and two functions
e : R× Ω→ R ∪ {∞},
and
Ψ : Ω→ R.
We will use the notation ex := e( · , x). We will denote the derivative
of e with respect to its first entry by e′x. Additionally, for each fixed x, [e
′
x]
−1
5
denotes the inverse of such a derivative as a function of its own first entry.
Analogous notation will be used for F . We will denote the interior of the set
of points such that e is finite by D(e) and the interior of the set of points z
such that e(z, x) is finite by D(ex). We require that the functions Ψ and e
satisfy the following properties:
(C1) Ψ is Lipschitz.
(C2) For each x in Ω, ex := e( · , x) is strictly convex and lower semicontinuous.
(C3) For each L ∈ R, there exists C(L) such that
e(z, x) ≥ L|z|+ C(L) ∀(z, x) ∈ R× Ω.
(C4) The map e is Lipschitz in any compact subset of D(e). (We regard Ω as
a topological space: Hence, the interior of any set of the form A × Ω,
where A is an open subset of R, is given by A× Ω).
(C5) For each x in Ω, the sets D(ex) are of the form (a(x),∞), with a(x)
being either a constant or negative infinity.
(C6) For each x, the map e′x is a homeomorphism between D(ex) and R.
(C7) For each r in R, the map [e′x]−1(r) is a continuous function of x and
lim
r→∞
[e′x]
−1(r) =∞,
uniformly in x.
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(C8) There exist positive constants s, s1, B0, and C0 such that
[e′x]
−1( log r + V (x)) ≤ C0 r,
for every (r, x) in (0, s)× Ω and
||∇x[e′x]−1(p)||L∞(Ω) ≤ B0,
for every (p, x) in (−∞, s1)× Ω.
(C9) The function e statisfies that∫
Ω
e(0, x) dx = 0.
Item (C9) can be easily be relaxed by adding a constant to e; we have just
assumed it for convenience. The notations e(h(x), x), e(h), e ◦ h, and ex(h)
will be used interchangeably. Similarly, we will freely interchange e′(h(x), x),
e′(h), e′x(h), and e
′ ◦ h.
We will use Ψ to obtain the desired boundary condition and e to control
the reaction term. We define the cost Wbe,Ψ,τ2 on the set of positive measures
with finite mass M(Ω), as a result of Problem 1.1, below.
Problem 1.1 (A variant of the transportation problem). Given µ, ρ dx ∈
M(Ω), we consider the problem of minimizing
Cτ (γ, h) :=
∫
Ω×Ω\∂Ω×∂Ω
(
1
2
|x− y|2
τ
+ Ψ(y)1Ω×∂Ω −Ψ(x)1∂Ω×Ω
)
dγ
+ τ
∫
Ω
e(h) dx, (2.1.4)
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in the space ADM(µ, ρ) of admissible pairs (γ, h). An admissible pair consists
of a positive measure γ in Ω × Ω and a function h in L1(Ω). We require the
pair to satisfy
pi2#γ
Ω
Ω
= ρ dx+ τh dx and pi1#γ
Ω
Ω = µ. (2.1.5)
Here, the measure γBA denotes the restriction of γ to A×B ⊂ Ω×Ω. Also, the
functions pi1 and pi2 are the canonical projections of Ω × Ω into the first and
second factor.
Hence, (2.1.4) provides a transportation cost between µ and ρ given by
Wbe,Ψ,τ2 (µ, ρ) := inf
(γ,h)∈ADM
Cτ (γ, h).
Additionally, we will denote by Opt(µ, ν) the set of minimizers of Problem 1.1
with µ and ν given.
The main objective is the following: given an initial measure ρ0, we
build a family of curves t → ρτ (t), indexed by τ > 0. We will do this by
iteratively minimizing
ρ→
∫
Ω
[ρ log ρ− ρ+ V (x)ρ+ 1] dx+Wbe,Ψ,τ2 (ρτn, ρ) = Eτ [ρ|ρτn], (2.1.6)
where ρτn is a minimum of E
τ [ρ|ρτn−1] in M(Ω). We define the discrete solutions
by
ρτ (t) := ρτ[t/τ ].
We then show that as τ ↓ 0, we can extract a subsequence converging to a
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weak solution to the problem:
∂tρ = div
(
∇ρ+ ρ∇V
)
− [e′x]−1(log ρ+ V ), in Ω,
ρ = eΨ−V , in ∂Ω,
ρ(0) = ρ0.
(2.1.7)
In particular when we set
e(z, x) =

∫ [F ′x]−1(z)
[F ′x]−1(0)
(
log r + V (x)
)
F ′′x (r) dr, if z > infr>0 F
′
x(r),
lim infz↓F ′x(0)
∫ [F ′x]−1(z)
[F ′x]−1(0)
(
log r + V (x)
)
F ′′x (r) dr, if z = infr>0 F
′
x(r),
+∞ otherwise,
(2.1.8)
and
Ψ = log ρD + V on ∂Ω, (2.1.9)
we obtain a weak solution to (2.1.1).
Whenever the reaction term satisfies (F1)-(F7), the drift, the boundary, and
the boundary data satisfy (B1)-(B3), and Ψ and e are as above, then properties
(C1)-(C9) are satisfied as well.
We will require ρ0 to be bounded and uniformly bounded away from
zero. Using Proposition 2.5.2, we will show the existence of positive constants
λ and Λ such that the weak solution satisfies
λ
sup e−V
e−(C0t+V ) ≤ ρ(x, t) ≤ Λ
inf e−V
e−V ,
for almost every x.
The paper is organized as follows: Section 2 introduces the heuristics used to
find the transportation costs. There, we explain the process used to relate the
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cost with the boundary conditions and reaction term. Section 3 is devoted
to the study of Problem 1.1 and characterization of its solutions in terms of
convex functions. Section 4 is devoted to the proof of the main result, Theorem
2.4.1, which states the convergence of the minimizing movement scheme to the
weak solution. Section 5 is devoted to the study of properties of the minimizers
of Eτ [ρ|ρ0] that we use to prove the main Theorem. Finally, Appendix A is
used to prove some technical properties of solutions to Problem 1.1 that are
necessary in Section 3.
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2.2 Heuristics
We define the cost Wbe,m,e,τ2 , as a result of Problem 2.1, below.
Problem 2.1 (A variant of the transportation problem). Given µ, ν ∈
M(Ω) we consider the problem of minimizing
C˜τ (vt, ht,, ht) =
∫ τ
0
[
1
2
∫
Ω
|vt|2ρt dx+
∫
Ω
e(ht)m(ρt) dx+
∫
∂Ω
e(ht) dH
d−1
]
dt,
among all positive measured valued maps from [0, τ ] to M(Ω), satisfying ρ0 dx =
µ and ρτ dx = ν. Here, the measures ρt and the triplets (vt, ht,, ht) are indexed
by t in [0, τ ]. We require them to satisfy the constraint
d
dt
∫
Ω
ζρt dx =
∫
Ω
〈∇ζ, vt〉ρt dx−
∫
Ω
ζhtm(ρ) dx
−
∫
∂Ω
ζht dH
d−1, ∀t ∈ [0, τ ] and ∀ζ ∈ C∞(Ω). (2.2.10)
This provides a transportation cost between µ and ν given by
Wbe,m,e,τ2 (µ, ν) := inf C˜τ (vt, ht,, ht).
Henceforth, a path is defined as a measured valued map from [0, τ ] toM(Ω).We
apply the minimizing movement scheme to this cost: given an initial measure
11
ρ0, we build a family of curves t → ρτ (t), indexed by τ > 0, iterating the
minimization of the map
ρ→
∫
Ω
[ρ log ρ− ρ+ V (x)ρ+ 1] dx+Wbe,m,e,τ2 (ρτn, ρ) = E˜τ [ρ|ρτn],
where ρτn is a minimum of E˜
τ [ρ|ρτn−1], inM(Ω). We define the discrete solutions
by
ρτ (t) := ρτ[t/τ ].
Then, as τ ↓ 0, we extract a subsequence converging to a weak solution of the
problem:
∂tρ = div
(
∇ρ+ ρ∇V
)
− [e′x]−1(log ρ+ V )m(ρ), in Ω,
−〈∇ρ−∇V ρ, ν〉 = [e′x]−1(log ρ+ V ) in ∂Ω,
ρ(0) = ρ0.
In particular, when we set
e(h, x) =
{ ∫ [F ′x]−1(h)
[F ′x]−1(0)
(log r + V )F ′′x (r) dr, if [F
′
x]
−1(h) ≥ 0,
+∞, otherwise,
and
e(h, x) =
 gR
(
l(h) log l(h) + (V − 1)l(h) + 1
)
, if l(h) ≥ 0,
+∞, otherwise,
we obtain a weak solution to: problem (2.1.3). Here,
l(r) =
r
gR
+ ρR.
Also, we will show that when we set
e(h, x) =
{ ∫ [F ′x]−1(h)
[F ′x]−1(0)
(log r + V )F ′′x (r) dr, if [F
′
x]
−1(h) ≥ 0,
+∞, otherwise,
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and
e(h, x) = (log ρD + V )h,
we obtain a weak solution to (2.1.2).
The heuristic is presented as follows. Section 2.1 characterizes optimal
triplets in terms of potentials. Section 2.2 describes a characterization of
minimal paths in terms of an equation for the potentials. Section 2.3 describes
how the equation for minimal paths can be used to perform the minimizing
movement scheme. Section 2.4 describes how to match the cost with the
boundary conditions. Finally, section 2.5 describes how to match the cost
with the reaction term.
2.2.1 Optimal triplets
In this section, we show a heuristic argument that characterizes min-
imizing triplets for Problem 2.1. For such triplets, there exist functions ϕt
indexed in [0, τ ], such that:
(a) ∇ϕt = vt.
(b) ϕt = −e′(ht) on ∂Ω and ht = 〈ρ∇ϕt, ν〉.
(c) ϕt = −e′(ht) in Ω.
In order to see this, we fix t ∈ [0, τ ] and minimize
1
2
∫
Ω
|vt|2ρt dx+
∫
Ω
e(ht)m(ρt) dx+
∫
∂Ω
e(ht) dH
d−1,
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under the constraint (2.2.10).
First, we prove (a).
Let us assume that we have a minimizer for Problem 2.1. Let (vt, ht, ht)
be the corresponding minimal triplet at the given time. We proceed as in the
classical case, [5, Proposition 2.30]. Let W be a compactly supported vector
field in the interior of Ω, with div(ρtW ) = 0. Then, (vt + sW, ht, ht) still
satisfies the constraint, for every s. Hence, by minimality, we must have
d
dt
∣∣∣∣
s=0
1
2
∫
Ω
|vt+sW |2ρt dx+
∫
Ω
e(ht)m(ρt) dx+
∫
∂Ω
e(ht) dH
d−1 =
∫
Ω
〈vt,W 〉ρt dx = 0.
SinceW was an arbitrary vector field satisfying div(Wρt) = 0, by the Helmholtz-
Hodge Theorem we obtain ∇ϕt = vt for some ϕt : Ω→ R.
Second, we prove (b).
Let ω : ∂Ω→ R be a smooth function. Also, let α solve the elliptic problem{
div(ρt∇α) = 0 in Ω,
〈ρt∇α, ν〉 = ω in ∂Ω.
(2.2.11)
Then, (vt+s∇α, , ht, ht+sω) satisfies the constraint for any s. By minimality,
we must have
d
ds
∣∣∣∣
s=0
1
2
∫
Ω
|∇ϕt + s∇α|2ρt dx+
∫
Ω
e(ht)m(ρt) dx+
∫
∂Ω
e(ht + sω) dH
d−1 = 0.
Hence, ∫
Ω
〈∇ϕt,∇α〉ρt dx+
∫
∂Ω
ωe′(ht) dHd−1 = 0.
Integrating by parts and using (2.2.11), we obtain∫
∂Ω
ω(e′(ht) + ϕt)dHd−1 = 0.
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Since ω was arbitrary, we conclude
e′(ht) = −ϕt on ∂Ω.
By (2.2.10), we must have∫
Ω
ζ∂tρt dx =
∫
Ω
〈∇ζ,∇ϕt〉ρt dx−
∫
Ω
ζhtρ dx−
∫
∂Ω
ζhtρt dH
d−1
= −
∫
Ω
ζdiv(∇ϕρt)−
∫
Ω
ζhtρ dx+
∫
∂Ω
ζ
(
〈∇ϕρt, ν〉 − ht
)
dHd−1,
for any ζ : Ω→ R.
Thus, we conclude
〈∇ϕρt, ν〉 = ht on ∂Ω.
Third, we show (c).
Let β, η : Ω→ R be smooth compactly supported functions satisfying
− div(∇βρt) = m(ρt)η. (2.2.12)
Then, for any s, the triplet (∇ϕ+s∇β, h+sη, h) is admissible. Consequently,
we must have
d
ds
∣∣∣∣
s=0
1
2
∫
Ω
|∇ϕt + s∇β|2ρt dx+
∫
Ω
e(ht + sη)m(ρt) dx+
∫
∂Ω
e(ht) dH
d−1 = 0.
Hence, ∫
Ω
〈∇ϕt,∇β〉ρt dx+
∫
Ω
η e′(ht)m(ρt) dx = 0.
Integrating by parts and using (2.2.12), we obtain∫
Ω
[ϕt + e
′(ht)]ηm(ρt) dx = 0.
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Since η was arbitrary, we conclude
e′(ht) = −ϕt in Ω.
2.2.2 Optimal paths
In this section, we will show a heuristic argument that characterizes
minimizers of Problem 2.1.
Let ρt, indexed in [0, τ ], be a minimizer of Problem 2.1. Also, for each
t in [0, τ ], let ϕt be the potential generating the corresponding optimal triplet:(∇ϕt, [e′]−1(−ϕt), [e′]−1(−ϕt)). Then,
∂tϕ+
1
2
|∇ϕt|2 −
[
ϕt[e
′]−1(−ϕt) + e([e′]−1(−ϕt))
]
m′(ρt) = 0, (2.2.13)
and
d
dt
∫
Ω
ζρt dx =
∫
Ω
〈∇ζ,∇ϕt〉ρt dx−
∫
Ω
ζ[e′]−1(−ϕt)m(ρt) dx
−
∫
∂Ω
ζ[e′]−1(−ϕt) dHd−1,
for every ζ in C∞c (Ω).
In order to see this, we proceed by perturbing such minimizers. For
each t ∈ [0, τ ], we consider optimal triplets (∇ωt, [e′]−1(−ωt), [e′]−1(−ωt)). We
require ωt to be identically 0 in the complement of a compact subset of (0, τ).
Then, for each s, we let t→ ρt,s and
t→ (∇ϕt,s, [e′]−1(−ϕt,s), [e′]−1(−ϕt,s))
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satisfy constraint (2.2.10). Additionally, for each t, we require the map s→ ρt,s
to satisfy
d
ds
∣∣∣∣
s=0
∫
Ω
ζρt,s dx =
∫
Ω
〈∇ζ,∇ωt〉ρt,s dx−
∫
Ω
ζ[e′]−1(−ωt)m(ρt,s) dx
−
∫
∂Ω
ζ[e′]−1(−ωt) dHd−1,
and
ρt,0 = ρt, ϕt,0 = ϕt.
Since t→ ρt is a minimizer, we must have
d
ds
∣∣∣∣
s=0
∫ τ
0
1
2
[ ∫
Ω
|∇ϕt,s|2ρt,s dx+
∫
Ω
e([e′]−1(−ϕt,s))m(ρt,s) dx
+
∫
∂Ω
e([e′]−1(−ϕt,s)) dHd−1
]
dt = 0.
Consequently,∫ τ
0
[ ∫
Ω
〈∇ϕt,s,∇∂sϕt,s〉ρt,s dx+ 1
2
∫
Ω
|∇ϕt,s|2∂sρt,s dx
−
∫
Ω
ϕt,s∂s[e
′]−1(−ϕt,s)m(ρt,s) dx
+
∫
Ω
e([e′]−1(−ϕt,s))m′(ρt,s)∂sρt,s dx−
∫
∂Ω
ϕt,s∂s[e
′]−1(−ϕt,s) dHd−1
]
dt = 0.
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Then,∫ τ
0
[
d
ds
(∫
Ω
|∇ϕt,s|2ρt,s dx−
∫
Ω
ϕt,s[e
′]−1(−ϕt,s)m(ρt,s) dx
−
∫
∂Ω
ϕt,s[e
′]−1(−ϕt,s) dHd−1
)
−
(∫
Ω
〈∇∂sϕt,s,∇ϕt,s〉ρ dx−
∫
Ω
∂sϕt,s[e
′]−1(−ϕt,s)m(ρt,s) dx
−
∫
∂Ω
∂sϕt,s[e
′]−1(−ϕt,s) dHd−1
)
− 1
2
∫
Ω
|∇ϕt,s|2∂sρt,s dx
+
∫
Ω
ϕt,s[e
′]−1(−ϕt,s)m′(ρt,s)∂sρt,s dx
+
∫
Ω
e([e′]−1(−ϕt,s))m′(ρt,s)∂sρt,s dx
]
dt = 0.
Recall that ht,s = [e
′]−1(−ϕt,s) and ht,s = [e′]−1(−ϕt,s). By (2.2.10), we get∫ τ
0
[
d
ds
∫
Ω
ϕt,s∂tρt,s dx−
∫
Ω
∂sϕt,s∂tρt,s dx
−
∫
Ω
(
1
2
|∇ϕt,s|2 −
[
ϕt,s[e
′]−1(−ϕt,s)
+ e([e′]−1(−ϕt,s))
]
m′(ρt,s)
)
∂sρt,s dx
]
dt = 0. (2.2.14)
By construction ∂sϕτ,s = ∂sρτ,s = ∂sϕ0,s = ∂sρ0,s = 0. Hence, if we integrate
by parts in t, we obtain
−
∫ τ
0
[ ∫
Ω
(
∂tϕ+
1
2
|∇ϕt|2 −
[
ϕt[e
′]−1(−ϕt)
+ e([e′]−1(−ϕt))
]
m′(ρt,s)
)
∂sρt,s dx
]
dt = 0. (2.2.15)
This gives the desired result.
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2.2.3 The minimizing movement scheme.
Given ρ0 ∈ M(Ω) and τ > 0, we provide heuristic arguments to char-
acterize the minimizers of
{ρt}t∈[0,τ ] →
∫ τ
0
(
1
2
∫
Ω
|vt|2ρt dx+
∫
Ω
e(ht)m(ρt) dx+
∫
∂Ω
e(ht) dH
d−1
)
dt
+
∫
Ω
[
ρτ log ρτ +
(
V − 1)ρτ + 1] dx.
(2.2.16)
Here, the triplets (vt, ht, ht) satisfy (2.2.10). Also, ρ0 is fixed and ρτ = ρ.
In Section 2.1, we saw that for minimizing triplets we have for each t ∈ [0, τ ]
a function ϕt, such that
(vt, ht, ht) =
(∇ϕt, [e′]−1(−ϕt), [e′]−1(−ϕt)).
In Section 2.2, we found that optimal paths satisfy
∂tϕt +
1
2
|∇ϕt|2 −
[
ϕt[e
′]−1(−ϕt) + e([e′]−1(−ϕt))
]
m′(ρt) = 0.
In this section, we will show that minimizers of (2.2.16) must satisfy
ϕτ = − log ρτ − V.
In order to see this, we suppose that we have a minimizer ρτ and a path t→ ρt,
with corresponding triplets t→ (∇ϕt, [e′]−1(−ϕt), [e′]−1(−ϕt)).
We proceed by perturbing the path t→ ρt. For each t we choose a function ωt.
We require these functions to be identically 0 in the complement of a compact
subset of (0, τ ]. This generates for each s a path t → ρt,s, as in Section 2.2,
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with the difference that now the end point ρτ,s is free.
For a minimizer, we must have
d
ds
∣∣∣∣
s=0
(∫ τ
0
1
2
∫
Ω
|∇ϕt,s|2ρt,s dx
+
∫
Ω
e([e′]−1(−ϕt,s))m(ρt,s) dx
+
∫
∂Ω
e([e′]−1(−ϕt,s)) dHd−1dt+
∫
Ω
[
ρτ,s log ρτ,s
+
(
V − 1)ρτ,s + 1] dx) = 0.
By (2.2.14) we have∫ τ
0
[
d
ds
∫
Ω
ϕt,s∂tρt,s dx−
∫
Ω
∂sϕt,s∂tρt,s dx
−
∫
Ω
(
1
2
|∇ϕt,s|2 −
[
ϕt,s[e
′]−1(−ϕt,s)
+ e([e′]−1(−ϕt,s))
]
m′(ρt,s)
)
∂sρt,s dx
]
dt
+
∫
Ω
[
log ρτ + V
]
∂sρτ,s dx = 0.
Then, if we use (2.2.13) we obtain∫ τ
0
[ ∫
Ω
ϕt,s∂t∂sρt,s dx
+
∫
Ω
∂tϕt,s∂sρt,s dx+
]
dt+
∫
Ω
(log ρτ + V )∂sρτ,s dx = 0.
Recall that by construction ∂sϕ0,s = ∂sρ0,s = 0. Integrating by parts we get∫
Ω
(
ϕτ + log ρτ + V
)
∂sρτ,s dx = 0.
Thus, we obtain the desired result.
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2.2.4 The Boundary Conditions
In Section 2.3, we showed that for minimizers of (2.2.16), we have that
ϕτ = − log ρτ − V . In Section 2.1, we showed that for optimal triplets,
−ϕ = e′(h) on ∂Ω.
Hence, if we set e(h) = Ψ h, we obtain the boundary condition
ρτ = e
Ψ−V on ∂Ω.
This concludes the analysis for the boundary condition for (2.1.2).
In order to derive the boundary condition for (2.1.3), we proceed as follows:
In Section 2.1, we showed that for minimizers of Problem 2.1, we must have
ht = 〈ρt∇ϕt, ν〉.
Hence, we expect the limit of the minimizing movement scheme to satisfy the
relation
−〈∇ρ, ν〉 − 〈ρ∇V, ν〉 = [e′]−1(log ρ+ V ).
Our goal is to obtain the boundary condition
−〈∇ρ, ν〉 − 〈ρ∇V, ν〉 = gR
(
ρ− ρR
)
.
For this purpose, we would need
[e′]−1(log ρ+ V ) = gR
(
ρ− ρR
)
.
Thus,
V + log ρ = [e′]
(
gR
(
ρ− ρR
))
.
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Hence, if we set
l(r) =
r
gR
+ ρR,
we obtain
[e′](l−1(ρ)) = log ρ+ V.
Then, it follows that
[e′](l−1(ρ))[l−1(ρ)]′ = gR(log ρ+ V ).
Integrating, we obtain
e(l−1(ρ)) =
∫ ρ
0
gR
(
log r + V
)
dr + C.
Here, C is a constant that will be chosen later. This implies
e(ρ) = gR
∫ l(ρ)
l(0)
(
log r + V
)
dr + C.
Thus, it suffices to set
e(ρ) = gR
(
l(ρ) log l(ρ) +
(
V − 1
)
l(ρ) + 1
)
.
2.2.5 The reaction term
In Section 2.1, we showed that optimal triplets satisfy
e′(hτ ) = −ϕτ .
In Section 2.3, we showed that minimizers of (2.2.16) satisfy
ϕτ = − log ρτ − V.
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Thus, in order to obtain
h = F ′(ρ),
we set
e′(F ′(ρ)) = log ρ+ V.
This implies
e′(F ′(ρ))F ′′(ρ) =
(
log ρ+ V
)
F ′′(ρ).
Integrating we obtain
e(F ′(ρ)) =
∫ ρ
0
(
log r + V
)
F ′′(r) dr + C,
for some constant C. Thus, it suffices to set
e(ρ) =
∫ [F ′]−1(ρ)
[F ′]−1(0)
(
log r + V
)
F ′′(r) dr.
2.2.6 Stability estimates
Here we provide an example in which the minimizing movement scheme
yields a contractible flow. By this we mean that the cost between any two
solutions of the flow decreases exponentially in time. Here, Ω = Rd. The
energy functional is the entropy.
E(ρ) =
∫
ρ log ρ− ρ.
The mobility is m(ρ) = 1 and the mass creation is penalized by the entropy,
that is
e(h) =
∫
h log h− h.
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Let ρ and ρ˜ be generated via the minimizing movement scheme. Then, one
has
∂sρ = ∆ρ− ρ,
∂sρ˜ = ∆ρ˜− ρ˜,
and
A(ρs, ρ˜s) ≤ e−sA(ρ0, ρ˜0).
Here,
A(µ, ν) := inf C(vt, ht,),
and
C(vt, ht)=
∫ 1
0
1
2
∫
|vt|2ρt dx+
∫
e(ht) dx dt.
The infimum is taken among all positive measured valued maps from [0, 1] to
M(Rd), satisfying ρ0dx = µ, ρ1dx = ν and
d
dt
∫
ζρtdx =
∫
∇ζvtρtdx−
∫
ζhtdx, ∀t ∈ [0, 1] and ∀ζ ∈ C∞(Ω).
As in section 5.2.4 of the introduction, we obtain (1.6.52) by using a vector
field along the curve of measures to induced a variation with fixed end points
and obtain a Gronwall estimate on the action (see section 3 of the introduction
to the differential structure for path space).
Proof.
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Fix s ≥ 0. Let ρs,t, with t ∈ [0, 1] be a path of measures minimizing C(ρs, ρ˜s).
Also, let (vt, ht) be the corresponding optimal triplet. By section 2 we know
that there exist functions ϕt indexed in [0, 1] satisfying (vt, ht) = (∇ϕt, e−ϕt).
By section 3 we know
∂tϕ+
1
2
| ∇ϕt |2= 0,
d
dt
∫
ζρs,tdx =
∫
∇ζ∇ϕρs,sdx− ζe−ϕdx. ∀ζ ∈ C∞(Ω).
for all t ∈ (0, 1). We wish to perturb this path in the direction of the flow. To
do this we assume that for each t
d
ds
∫
ζρs,tdx = −
∫
∇ζ∇ log ρs,tρs,tdx−
∫
ζρs,tdx∀ζ ∈ C∞(Ω).
We wish to compute
d
ds
∫ 1
0
[ ∫
1
2
| ∇ϕ |2 ρdx+
∫ (− ϕe−ϕ − e−ϕ + 1)dx]dt.
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By (2.2.14) the above expression is equal to∫ 1
0
[ ∫ (
d
ds
ϕ∂tρ− ∂sϕ∂tρ− 1
2
| ∇ϕ |2 ∂sρ
)
dx
]
dt
=
∫ 1
0
[ ∫ (
ϕ∂t∂sρ+ ∂tϕ∂sρ
)
dx
]
dt
=
∫ 1
0
[
d
dt
∫
ϕ∂sρdx
]
dt
=
∫ 1
0
[
d
dt
(
−
∫
∇ϕ∇ρdx−
∫
ϕρdx
)]
dt
=
∫ 1
0
[
d
dt
∫ (
∆ϕ− ϕ
)
ρdx
]
dt
=
∫ 1
0
[ ∫ (
∇ϕ∇∆ϕ− 1
2
∆ | ∇ϕ |2 + | ∇ϕ |
2
2
− | ∇ϕ |2
)
ρdx
−
∫ (
∆ϕ− ϕ)e−ϕdx]dt
=
∫ 1
0
[
−
∫
Tr(D2ϕTD2ϕ)ρdx−
∫
1
2
| ∇ϕ |2 ρdx+
∫
ϕe−ϕdx
−
∫
| ∇ϕ |2 e−ϕdx
]
dt
≤ −
∫ 1
0
[ ∫
1
2
| ∇ϕ |2 ρdx+
∫
ϕe−ϕdx+
∫
e−ϕdx
]
dt.
Consequently,
d
ds
∫ 1
0
[ ∫
1
2
| ∇ϕ |2 ρdx+
∫ (− ϕe−ϕ − e−ϕ)dxdt ≤
−
∫ 1
0
[ ∫
1
2
| ∇ϕ |2 ρdx+
∫ (− ϕe−ϕ − e−ϕ)dx]dt.
Thus, the desired result follows by Gronwall inequality. This concludes the
heuristic arguments. In the following sections we make these arguments rig-
orous for the case described in the introduction.
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2.3 Properties of Wbe,Ψ,τ2
In this section, we study minimizers of Problem 1.1. We begin by
showing their existence.
Lemma 2.3.1. (Existence of Optimal pairs) Let µ and ν be absolutely
continuous measures in M(Ω). Then there exists a minimizing pair for Prob-
lem 1.1.
Proof. We claim the following:
Claim 1: There exists a minimizing sequence of admissible pairs
{(γn, hn)}∞n=1
for which the mass of {γn}∞n=1 and {|hn| dx}∞n=1 is equibounded and the plans
in the sequence have no mass concentrated on ∂Ω× ∂Ω.
We assume this claim and postpone its proof until the end of the ar-
gument. By (2.1.5) the claim gives us a uniform bound in the total variation
of {(γn, hn dx)}∞n=1. Then, by compactness of Ω and Ω×Ω, for a subsequence
{(γn, hn)}∞n=1, not relabeled, we have weak convergence to regular Borel mea-
sures, with finite total variation, γ and h. This converge is in duality with
continuous bounded functions in Ω× Ω and Ω, respectively.
Assumption (C3) and the Dunford-Pettis Theorem allows us to con-
clude that h = h dx, for some h in L1(Ω) and that {hn}∞n=1 converges to h in
duality with functions in L∞(Ω). Since pi2#
(
γn
)Ω
Ω
= ρ dx+ hnτ , we have that
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for any ζ ∈ Cc(Ω),∫
Ω×Ω
ζ ◦ pi2 dγΩΩ =
∫
Ω×Ω
ζ ◦ pi2 dγ = lim
n→∞
∫
Ω×Ω
ζ ◦ pi2 dγn
= lim
n→∞
∫
Ω×Ω
ζ ◦ pi2 d(γn)ΩΩ
= lim
n→∞
∫
Ω
ζρ dx+ τ
∫
Ω
ζhn dx =
∫
Ω
ζρ dx+ τ
∫
Ω
ζh dx.
Hence, pi2#γ
Ω
Ω
= ρ dx + hτ . It can also be shown that pi1#γ
Ω
Ω = µ in an
analogous way. This implies that (γ, h) is in ADM(µ, ν).
Since the sequence {hn}∞n=1 converges weakly in L1(Ω) to h, using as-
sumptions (C2)-(C6) and [64, Theorem 1], we get
lim inf
n→∞
∫
Ω
e(hn(x), x)dx ≥
∫
e(h(x), x)dx.
We also claim the following:
Claim 2: there exists a further subsequence {γn}∞n=1, not relabeled,
with the property that {(γn)ΩΩ}∞n=1, {(γn)Ω∂Ω}∞n=1, and {(γn)∂ΩΩ }∞n=1 converge
weakly to γΩΩ , γ
Ω
∂Ω, and γ
∂Ω
Ω in duality with continuous and bounded functions
in C(Ω×Ω), C(∂Ω×Ω), and C(Ω× ∂Ω), respectively. We will also postpone
the proof of this claim until the end of the argument.
Since Ψ is bounded and continuous, this claim implies that
lim
n→∞
[ ∫
Ω×Ω
|x− y|2
2τ
d(γn)
Ω
Ω +
∫
∂Ω×Ω
( |x− y|2
2τ
−Ψ(x)
)
d(γn)
Ω
∂Ω
+
∫
Ω×∂Ω
( |x− y|2
2τ
+ Ψ(y)
)
d(γn)
∂Ω
Ω
]
=
∫
Ω×Ω
|x− y|2
2τ
dγΩΩ
+
∫
∂Ω×Ω
( |x− y|2
2τ
−Ψ(x)
)
dγΩ∂Ω +
∫
Ω×∂Ω
( |x− y|2
2τ
+ Ψ(y)
)
dγ∂ΩΩ .
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Hence, this shows the existence of minimizers, provided we prove the two
claims. In order to prove the first one, we note that due to (2.1.4) and (2.1.5)
we can assume, without loss of generality, that the plans in the minimizing
sequence have no mass concentrated on ∂Ω×∂Ω. Also, due to (C3) and (2.1.5),
Cτ (γ, h) ≥ −||Ψ||∞
(
|γΩ∂Ω|+ |γ∂ΩΩ |
)
+K
∫
Ω
|h| dx+ C(K)|Ω|
≥ −||Ψ||∞
(
|γ∂ΩΩ |+ |γΩ∂Ω|
)
+K|h|(Ω) + C(K)|Ω|
≥ −||Ψ||∞
(
µ(Ω) + ν(Ω) + τ |h|(Ω)
)
+K|h|(Ω) + C(K)|Ω|,
for any K. Taking K large enough, we obtain a uniform bound on |h|(Ω) and
consequently on |γ|, for any minimizing sequence. This proves the first claim.
As previously explained, this claim gives us a subsequence, not re-
labeled {(γn, hn)}∞n=1, that converges weakly to (γ, h). To prove the second
claim, we note that the measures in the sequence {(γn)ΩΩ,(γn)Ω∂Ω, (γn)∂ΩΩ }∞n=1
have uniformly bounded mass. Then, by compactness of Ω× Ω, ∂Ω× Ω, and
Ω× ∂Ω we can find a further subsequence {(γn)ΩΩ,(γn)Ω∂Ω, (γn)∂ΩΩ }∞n=1, not rela-
beled, weakly converging to the measures σ0, σ1, and σ2. This convergence is
in duality with continuous and bounded functions in C(Ω × Ω), C(∂Ω × Ω),
and C(Ω × ∂Ω), respectively. Using the definition of weak convergence, it is
easy to verify that we must have
γ = σ0 + σ1 + σ2. (2.3.17)
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We will prove the second claim by showing that σ0 = γ
Ω
Ω , σ1 = γ
Ω
∂Ω, and
σ2 = γ
∂Ω
Ω . By (2.3.17), this is a consequence of the measures pi2#σ0, pi1#σ0,
pi2#σ1, and pi1#σ2 having no mass concentrated in ∂Ω. In order to see that
these measures have this property, we let A ⊂ ∂Ω be a compact set and we
take a sequence {ηk}∞k=1 of uniformly bounded functions in C(Ω) that decreases
monotonically to 1A. Additionally, we require that the sets supp(ηk) decrease
monotonically to A. Since Ω is bounded, by the dominated convergence The-
orem, ∫
A
dpi2#σ0 =
∫
Ω
1A ◦ pi2 dσ0 = lim
k→∞
∫
Ω
ηk ◦ pi2 dσ0.
Also, by construction we have∫
Ω
ηk ◦ pi2 dσ0 = lim
n→∞
∫
Ω
ηk ◦ pi2 d(γn)ΩΩ ≤ lim
n→∞
∫
Ω×Ω
ηk ◦ pi2 d(γn)ΩΩ
= lim
n→∞
∫
Ω
ηkρ dx+ τ
∫
Ω
ηkhn dx =
∫
Ω
ηkρ dx+ τ
∫
Ω
ηkh dx
=
∫
supp(ηk)
ηk(ρ+ τh) dx ≤ sup(ηk)
∫
supp(ηk)
|ρ+ τh| dx.
Since {ηk}∞k=0 is uniformly bounded and supp(ηk) converges monotonically to
the set A ⊂ ∂Ω with zero Ld measure, we have∫
A
dpi2#σ0 ≤ lim
k→∞
sup(ηk)
∫
supp(ηk)
|ρ+ τh| dx = 0.
Thus, we conclude that pi2#σ0(A) = 0, for any measurable subset A of ∂Ω; the
proof for the measures pi1#σ0, pi2#σ1, and pi1#σ2 is analogous. This establishes
the second claim. Consequently, the Lemma is proven.
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We will use the following definitions:
Given an admissible pair (γ, h), we define
dΨ,τ (x) =
{
infy∈∂Ω
|x−y|2
2τ
+ Ψ(y) if x ∈ Ω,
0 otherwise,
and
d−Ψ,τ (y) =
{
infx∈∂Ω
|x−y|2
2τ
−Ψ(x) if y ∈ Ω,
0 otherwise.
For any x and y in Ω we denote by PΨ,τ (x) and P−Ψ,τ (y) the sets where the in-
fima are respectively attained. Henceforth, PΨ,τ and P−Ψ,τ will be measurable
maps from Ω to ∂Ω such that
dΨ,τ (x) =
|x− PΨ,τ (x)|2
2τ
+ 1Ω(x)Ψ
(
PΨ,τ (x)
)
,
and
d−Ψ,τ (y) =
|y − P−Ψ,τ (y)|2
2τ
− 1Ω(y)Ψ
(
P−Ψ,τ (y)
)
.
It is well known that such maps are uniquely defined on Ld-a.e. in Ω. (Indeed,
PΨ,τ (x) and P−Ψ,τ (y) are uniquely defined whenever the Lipschitz functions
dΨ,τ|Ω and d−Ψ,τ|Ω are differentiable and they are given by PΨ,τ (x) = x−∇xdΨ,τ
and P−Ψ,τ (y) = y −∇yd−Ψ,τ . Here, we are just defining them on the whole Ω
via a measurable selection argument (we omit the details).
Henceforth, P : Ω → ∂Ω will be a measurable map defined in the
whole Ω with the property that
|x− P (x)| = d(x, ∂Ω) ∀x ∈ Ω.
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We define the costs
c˜(x, y) =
|x− y|2
2τ
1(∂Ω×∂Ω)c − 1∂Ω×ΩΨ(x) + 1Ω×∂ΩΨ(y),
c(x, y) =
|x− y|2
2τ
,
c1 = c|Ω×Ω,
and
c2 = c|Ω×Ω.
Also, we define the set
A =
{
(x, y) ∈ Ω× Ω : dΨ,τ (x) + d−Ψ,τ (y) ≥ c˜(x, y)
}
.
We will work with the topological space (Ω×Ω,G). The topology of this space
built by considering the product topology, in the spaces Ω×Ω, ∂Ω×Ω, Ω×∂Ω,
and ∂Ω × ∂Ω, and then taking the disjoint union topology. In other words,
the space Ω× Ω is equipped with the topology
∂Ω× ∂Ω
∐
∂Ω× Ω
∐
Ω× ∂Ω
∐
Ω× Ω.
Hence, if we are given continuous functions {fi}4i=1 from the spaces Ω × Ω,
∂Ω × Ω,Ω × ∂Ω, and ∂Ω × ∂Ω to any other topological space Y , then there
exists a unique continuous function f : Ω× Ω→ Y such that
fi = f ◦ φi.
Here, {φi}4i=1 are the canonical injections of Ω×Ω, ∂Ω×Ω,Ω×∂Ω, and ∂Ω×∂Ω
into Ω×Ω. The support of the measures γ in Ω×Ω will be taken with respect to
32
this topology. Hence, given a positive γ measure in Ω×Ω, supp(γ) is defined to
be set of points (x, y) in Ω×Ω such that for every G in G containing (x, y), we
have γ(G) > 0. Additionally, we will use the notions of c-cyclical monotonicity,
c-transforms, c-concavity, and c-superdifferential. We refer the reader to [5,
Definitions 1.7 to 1.10]. We will only use the superdifferential. Thus, for any
cost c, we will denote by ∂cϕ the superdifferential of any c-concave function ϕ.
The following Proposition characterizes solutions of Problem 1.1 satis-
fying some hypotheses. We remark that Proposition A.2 provides conditions
under which these hypotheses are satisfied.
Proposition 2.3.1. (Characterization of optimal pairs) Let µ and ν
be absolutely continuous measures in M(Ω). Also, let (γ, h) be in ADM(µ, ν).
Assume that µ and ν + τh are strictly positive. Then, the following are equiv-
alent:
(i) Cτ (γ, h) is minimal among all pairs in ADM
(
µ, ν
)
with h fixed.
(ii) γ is concentrated on A and supp(γ)∪ ∂Ω× ∂Ω is c˜-cyclically monotone.
(iii) There exist functions ϕ, ϕ∗ : Ω→ R having the following properties:
(a) ϕ|Ω is c1−concave, ϕ|Ω = (ϕ∗)c1, ϕ∗|Ω is c2−concave, and ϕ∗|Ω = ϕc2
.
(b) supp(γΩΩ) ⊂ ∂c1ϕ and supp(γΩΩ) ⊂ ∂c2ϕ∗.
(c) ϕ|∂Ω = Ψ and ϕ∗|∂Ω = −Ψ.
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Moreover, (γ, h) is optimal in ADM
(
µ, ν
)
if and only if ϕ∗|Ω = −e′ ◦h+κ, Ld
a.e., for some constant κ.
Proof. We start by proving that (i) =⇒ (ii). Define the plan γ˜ by
γ˜ := γ|A + (pi1, PΨ,τ ◦ pi1)#
(
γ|Ω×Ω\A
)
+ (P−Ψ,τ ◦ pi2, pi2)#
(
γ|Ω×Ω\A
)
.
Observe that γ˜ ∈ ADM(µ, ν) and
Cτ (γ˜, h) =
∫
Ω×Ω
( |x− y|2
2τ
1(∂Ω×∂Ω)c + Ψ(y)1Ω×∂Ω −Ψ(x)1∂Ω×Ω
)
dγ˜
=
∫
A
c˜ dγ˜ +
∫
Ω×Ω\A
(
dΨ,τ (x) + d−Ψ,τ (y)
)
dγ
≤
∫
Ω×Ω
( |x− y|2
2τ
1(∂Ω×∂Ω)c + Ψ(y)1Ω×∂Ω −Ψ(x)1∂Ω×Ω
)
dγ
= Cτ (γ, h),
with strict inequality if γ(Ω × Ω\A) > 0. Thus, from the optimality of γ, we
deduce that it is concentrated on A.
Now we have to prove the c˜-cyclical monotonicity of supp(γ)∪∂Ω×∂Ω.
Note that
Cτ (γ, h) = Cτ
(
γ +Hd−1|∂Ω ⊗Hd−1|∂Ω , h
)
.
Hence, we can assume without loss of generality that ∂Ω× ∂Ω ⊂ supp(γ). Let
{(xi, yi)}ni=1 ∈ supp(γ). Our objective is to show that∑
i
c˜(xi, yσ(i))− c˜(xi, yi) ≥ 0, for all permutations σ of {1, ..., n}.
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We proceed by contradiction. For this purpose, we assume that the above
inequality fails for some permutation σ. Let
Xi =
{
∂Ω if xi ∈ ∂Ω,
Ω otherwise,
and
Yi =
{
∂Ω if yi ∈ ∂Ω,
Ω otherwise.
The cost c˜ is continuous in Xi × Yi, for any i in {0, ..., n}. Hence, we can find
neighborhoods Ui ⊂ Xi and Vi ⊂ Yi of xi and yi such that
N∑
i=1
c˜(ui, vσ(i))− c˜(ui, vi) < 0 ∀(ui, vi) ∈ Ui × Vi and ∀i ∈ {0, ..., n}.
We will build a variation of γ, γ˜ = γ + η, in such a way that its minimality is
violated. To this aim, we need a signed measure η with:
(A) η− ≤ γ (so that γ˜ is non-negative);
(B) pi1#η|Ω = pi
2
#η|Ω = 0 (so that (γ˜, h) is admissible);
(C)
∫
Ω×Ω c˜(x, y) dη < 0 (so that γ is not optimal).
Let C = ΠNi=1Ui × Vi and P ∈ P(C) be defined as the product of the
measures 1
mi
γ|Ui×Vi . Here, mi := γ(Ui×Vi). Denote by piUi and piVi the natural
projections of C to Ui and Vi respectively. Also, define
η :=
minimi
N
N∑
i=1
(piUi , piVσ(i)
)
#
P − (piUi , piVi)
#
P.
Since η satisfies (A), (B), and (C), the c˜−cyclical monotonicity is proven.
Next, we prove that (ii) =⇒ (iii).
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Arguing as Step 2 of [5, Theorem 1.13], we can produce a c˜− concave function
ϕ˜ such that supp(γ) ∪ ∂Ω× ∂Ω ⊂ ∂ c˜ϕ˜. Then,
ϕ˜(x) + ϕ˜c˜(y) =
|x− y|2
2τ
1(∂Ω×∂Ω)c −Ψ(x)1∂Ω×Ω + Ψ(y)1Ω×∂Ω
∀(x, y) ∈ supp(γ) ∪ ∂Ω× ∂Ω
and ϕ˜(x) + ϕ˜c˜(y) ≤ |x− y|
2
2τ
1(∂Ω×∂Ω)c −Ψ(x)1∂Ω×Ω + Ψ(y)1Ω×∂Ω
∀(x, y) ∈ Ω× Ω. (2.3.18)
After adding a constant, we can assume ϕ˜c(y0) = 0 for some y0 ∈ ∂Ω. Then,
using (2.3.18) it is easy to show that ϕ˜ = 0 on ∂Ω. Consequently, ϕ˜c = 0 on
∂Ω as well.
Set ϕ = ϕ˜+ 1∂ΩΨ and ϕ
∗ = ϕ˜c˜−Ψ1∂Ω. Since the measure µ is strictly
positive, by (2.3.18) we have
inf
y∈Ω
c(x, y)− ϕ∗(y) = ϕ(x) ∀x ∈ Ω.
Similarly, since pi2#γ is strictly positive, we have
inf
x∈Ω
c(x, y)− ϕ(x) = ϕ∗(y) ∀y ∈ Ω.
Then, all the items in (iii) can be verified using (2.3.18) (see [5, Definitions
1.7 to 1.10]).
We proceed to prove that (iii) =⇒ (i).
Let (γ˜, h) be any admissible pair. We set ϕ˜ = ϕ−Ψ1∂Ω and ϕ˜∗ = ϕ∗+Ψ1∂Ω. By
item (b) of (iii), we have that (2.3.18) holds with ϕ˜∗ in place of ϕ˜c. Moreover,
from (c) we get ϕ˜|∂Ω = ϕ˜∗|∂Ω = 0. From (a), (b), and (B2), we obtain that ϕ˜|Ω
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and ϕ˜∗|Ω are Lipschitz. Thus, they are integrable against any measure with
finite mass. As a consequence of these observations, we deduce
Cτ (γ, h) =
∫
Ω×Ω
c˜ dγ + τ
∫
Ω
e(h) dx
=
∫
Ω×Ω
(
ϕ˜(x) + ϕ˜∗(y)
)
dγ + τ
∫
Ω
e(h) dx
=
∫
Ω
ϕ˜(x) dµ+
∫
Ω
ϕ˜∗(y) dν + τ
∫
Ω
ϕ˜∗(y) dh+
∫
Ω
e(h) dx
=
∫
Ω×Ω
(
ϕ˜(x) + ϕ˜∗(y)
)
dγ˜ + τ
∫
Ω
e(h) dx
≤
∫
Ω×Ω
c˜ dγ˜ + τ
∫
Ω
e(h) dx
= Cτ (γ˜, h).
In the third and fourth line above, we have used (2.1.5). This gives us the
desired implication.
To prove the last part of the Proposition, we suppose the pair (γ, h) is optimal.
Also, we claim that there exists a set L ⊂ Ω of zero Lebesgue measure such that
for every x in Ω\L there exists y ∈ Ω\L such that (x, y) ∈ supp(γ)∪ ∂Ω× ∂Ω
and
e′ ◦ h(y˜)1Ω(y˜) + |x− y˜|
2
2τ
1(∂Ω×∂Ω)c(x, y˜) + Ψ(y˜)1Ω×∂Ω(x, y˜)−Ψ(x)1∂Ω×Ω(x, y˜)
≥ e′ ◦ h(y)1Ω(y) + |x− y|
2
2τ
1(∂Ω×∂Ω)c(x, y)
+ Ψ(y)1Ω×∂Ω(x, y)−Ψ(x)1∂Ω×Ω(x, y), (2.3.19)
holds for every y˜ in Ω\L. We also claim that this set L can be taken such that
for every y in Ω\L there exists x in Ω\L so that (x, y) ∈ supp(γ) ∪ ∂Ω × ∂Ω
and the above inequality holds for almost every y˜ in Ω\L. We will show these
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claims at the end of the proof. Now, we show how the result follows from
them. Define the function
(−e′ ◦ h)c˜(x) = inf
y∈Ω\L
|x− y|2
2τ
1(∂Ω×∂Ω)c
+ Ψ(y)1Ω×∂Ω(x, y)−Ψ(x)1∂Ω×Ω(x, y) + e′ ◦ h(y)1Ω(y).
for every x in Ω\L. By (2.3.19) for every x in Ω\L there exists y in Ω\L such
that (x, y) ∈ supp(γ) ∪ ∂Ω,
(−e′ ◦ h(y)1Ω(y)) + (−e′ ◦ h)c˜(x)
= Ψ(y)1Ω×∂Ω(x, y)−Ψ(x)1∂Ω×Ω(x, y) + |x− y|
2
2τ
1(∂Ω×∂Ω)c ,
and (−e′ ◦ h(y)1Ω(y)) + (−e′ ◦ h)c˜(x˜)
≤ Ψ(y)1Ω×∂Ω(x˜, y)−Ψ(x˜)1∂Ω×Ω(x˜, y) + |x− y|
2
2τ
1(∂Ω×∂Ω)c ,
for almost every x˜ in Ω\L. Then, we have that
(−e′ ◦ h(y)1Ω(y) = inf
x∈Ω\L
Ψ(y)1Ω×∂Ω(x, y)
−Ψ(x)1∂Ω×Ω(x, y) + |x− y|
2
2τ
1(∂Ω×∂Ω)c − (−e′ ◦ h)c˜(x).
Thus, it follows that the functions −e′ ◦ h|Ω\L admits a Lipschitz extension to
Ω, which we will not relabel. Consequently, for every y in Ω\L there exists
x ∈ Ω\L such that (x, y) ∈ supp(γ) and (2.3.19) holds for every y˜ ∈ Ω. Then
by (2.3.19), for every y in Ω\L there exists x ∈ Ω and a constant A := A(x, y)
such that (x, y) is in supp(γ) and
τe′ ◦ h(y) + |y|
2
2
+ 〈x, y˜ − y〉+ A(x, y) ≤ |y˜|
2
2
+ τe′ ◦ h˜(y˜), (2.3.20)
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for every y˜ ∈ Ω. Let P be the set of affine functions that are below τe′◦h(y)+ |y|2
2
in Ω. Then, it follows that
τe′ ◦ h+ |y|
2
2
= sup
p∈P
p(y),
for every y in Ω\L. This together with the Lipschitz continuity of −e′ ◦ h|Ω
implies that the function τe′ ◦ h(y) + |y|2
2
is convex. In a similar way from
(2.3.18) we can deduce that ϕ∗|Ω is Lipschitz,
|y|2
2
− τϕ∗(y) is convex, and for
a.e y in Ω there exists a point x ∈ Ω and a constant B := B(x, y) such that
(x, y) ∈ supp(γ) and
− τϕ∗(y) + |y|
2
2
+ 〈x, y˜ − y〉+B(x, y) ≤ |y˜|
2
2
+ τϕ∗(y˜), (2.3.21)
for every y˜ ∈ Ω. Recall ν+τh is absolutely continuous and uniformly bounded
from below. Consequently, by Lemma A.2 γΩ
Ω
= (S, Id)#ν + τh, for a map
S that is optimal in the classical sense and is uniquely defined a.e. Thus, it
follows from (2.3.20) and (2.3.21) that |y|
2
2
− τϕ∗(y) and τe′ ◦ h(y) + |y|2
2
are
Lipschitz, and have the same derivative a.e in Ω. Therefore, we deduce that
there exists a constant κ such that
ϕ∗ = −e′ ◦ h+ κ a.e in Ω.
In order to prove the opposite implication, suppose ϕ˜∗ = −e′ ◦ h + κ and let
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(γ˜, h˜) ∈ ADM(µ, ν). When we argue as in (iii) =⇒ (i), we obtain
Cτ (γ, h) =
∫
Ω×Ω
c˜ dγ + τ
∫
Ω
e(h) dx
=
∫
Ω×Ω
(
[ϕ˜(x) + κ] + [ϕ˜∗(y)− κ]
)
dγ + τ
∫
Ω
e(h) dx
=
∫
Ω
[ϕ˜(x) + κ] dµ+
∫
Ω
[ϕ˜∗(y)− κ] dν + τ
∫
Ω
[ϕ˜∗(y)− κ]h dx
+ τ
∫
Ω
e(h) dx
=
∫
Ω×Ω
(
ϕ˜(x) + ϕ˜∗(y)
)
dγ˜ + τ
∫
Ω
[ϕ˜∗(y)− κ](h− h˜) dx
+ τ
∫
Ω
e(h) dx
≤
∫
Ω×Ω
c˜ dγ˜ + τ
∫
Ω
e(h) dx+ τ
∫
Ω
e′ ◦ h(h˜− h) dx
≤
∫
Ω×Ω
c˜ dγ˜ + τ
∫
Ω
e(h˜) dx.
Here, in the last inequality we used (C2). This completes the proof of the
Theorem, provided we can prove the claim.
Finally, we show (2.3.19). The idea is to use Proposition A.1 and the
absolute continuity and uniform positivity of µ and ν+ τh. We only prove the
statement holds for x ∈ Ω\L; the corresponding statement for y is analogous.
In order to do this we will use the same notation as in Proposition A.1.
Let L1 be a set of zero Lebesgue measure such that every point in Ω\L1
is a Lebesgue point for S, ν + τh, and h. Also let L2 be a set of zero Lebesgue
measure such that every point in Ω\L2 is a Lebesgue point for T and the
density of µ. Let A = {y ∈ Ω\L1 : S(y) ∈ Ω} and B = {x ∈ Ω\L2 : T (x) ∈
∂Ω}. Since pi1#(γΩΩ +γ∂ΩΩ ) = µ and ν+τh and µ are absolutely continuous and
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uniformly positive, it follows that L3 = Ω\(S(A) ∪ T (B)) has zero Lebesgue
measure. Set L = L1 ∪ L2 ∪ L3. Then, for every x ∈ Ω\L we have two
possibilities: Either there exists y ∈ Ω\L such that x = S(y), in which cases
the claim follows from (A.43) and (A.44), or T (x) ∈ ∂Ω, in which case the
claim follows from (A.45) and (A.46). It remains to consider the case when
x ∈ ∂Ω\L. In such case the statement follows from (A.47) and (A.48). This
concludes the proof of the Proposition.
The following result is the analogue in our setting of Brenier’s Theorem
on existence and uniqueness of optimal transport maps.
Corollary 2.3.1. (On uniqueness of optimal pairs) Let µ, ν ∈ M(Ω)
and fix (γ, h) ∈ Opt(µ, ν) satisfying the hypotheses of the previous Proposition.
Additionally, let ϕ and ϕ∗ be the functions given by Proposition 2.3.1. Then
(i) The function h is unique Ld a.e.
(ii) The plan γΩΩ is unique and it is given by (Id, T )#µ. Also, T : Ω→ Ω is
the gradient of a convex function and
−∇ϕ = T − Id
τ
a.e. in Ω.
(iii) The plan γΩ
Ω
is unique and it is given by (S, Id)#ν. Also, S : Ω→ Ω is
the gradient of a convex function and
−∇ϕ∗ = S − Id
τ
a.e. in Ω.
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(iv) If γ has no mass concentrated on ∂Ω× ∂Ω, then γ is unique.
Proof. By linearity of the constraint (2.1.5) in ADM(µ, ν), the uniqueness
of h follows by (C2). Due to the equivalence (i) ⇐⇒ (iii) of the previ-
ous Theorem, using (a) and (b) we get that the functions τϕ and τϕ∗ are
d2
2
− concave. Here, d(x, y) = |x − y|. Thus, the result follows exactly as in
the classical transportation problem (see for example [6, Theorem 6.2.4 and
Remark 6.2.11]).
Henceforth we will assume, without loss of generality, that the trans-
portation plans γ have no mass concentrated on ∂Ω× ∂Ω.
2.4 The weak solution
In this section, we follow the minimizing movement scheme described
in the introduction. This method yields a map, t → ρ(t), that belongs to
L2loc([0,∞),W 1,2(Ω)). Such a map is a weak solution to (2.1.7). By this, we
mean that the map t→ ρ(t)− eΨ−V belongs to L2loc([0,∞),W 1,20 (Ω)),
ρ(0) = ρ0 in Ω,
and∫
Ω
ζρ(s) dx−
∫
Ω
ζρ(t) dx =
∫ s
t
(∫
Ω
[
∆ζ − 〈∇V,∇ζ〉]ρ(r) dx
−
∫
Ω
ζ[e′x]
−1( log(ρ(r)) + V ) dx)dr,
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for all 0 ≤ t < s and ζ in C∞c (Ω).
Similarly, we will say that a map t → ρ(t) in L2loc([0,∞),W 1,2(Ω)) is a weak
solution of (2.1.1), if there exists a Lipschitz function ρ˜ such that t→ ρ(t)− ρ˜
belongs to L2loc([0,∞),W 1,20 (Ω)),
ρ˜ = ρD on ∂Ω,
ρ(0) = ρ0 in Ω,
and∫
Ω
ζρ(s) dx−
∫
Ω
ζρ(t) dx =
∫ s
t
(∫
Ω
[
∆ζ − 〈∇V,∇ζ〉]ρ(r) dx
−
∫
Ω
ζF ′x(ρ(r)) dx
)
dr,
for all 0 ≤ t < s and ζ in C∞c (Ω).
E(µ) :=
{ ∫
Ω
E(ρ(x), x) dx if µ = ρ Ld|Ω,
+∞ otherwise,
where E : [0,∞)× Ω→ [0,∞) is given by
E(z, x) := z log z − z + V (x)z + 1.
We will denote by E′ the derivative of E with respect to its first variable and
by D(E) the interior of the sets of points where E is finite. The notations
E(ρ(x), x) and E(ρ) will be used interchangeably. Also, we will freely inter-
change E′(ρ(x), x) and E′(ρ).
The main result is the following:
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Theorem 2.4.1. With the notation from the introduction and assumptions
(B1) and (B2), for any pair of functions e and Ψ satisfying (C1)-(C9), any
uniformly positive and bounded initial data ρ0, and any sequence τk ↓ 0 there
exists a subsequence, not relabeled, such that ρτk(t) converges to ρ(t) in
L2(0; tf , L
2
loc(Ω)), for any tf > 0. The map t→ ρ(t) belongs to
L2loc([0,∞),W 1,2(Ω)) and is a weak solution of (2.1.7). Moreover, there exist
positive constants λ and Λ such that
λ
sup{e−V }e
−(C0t+V ) ≤ ρ(x, t) ≤ Λ
inf{e−V }e
−V , (2.4.22)
for almost every x.
Remark 2.4.1. When assumptions (B1)-(B3) and (F1)-(F7) hold, and e and
Ψ are as in (2.1.8) and (2.1.9), properties (C1)-(C9) hold as well and the map
t→ ρ(t) given by the previous Theorem is a weak solution of (2.1.1).
The proof of Theorem 2.4.1 is involved. We begin with a technical
result.
Proposition 2.4.1. (A step of the minimizing movement) Let µ be
a measure in M(Ω) with the property that E(µ) < ∞. Also, assume that its
density is uniformly positive and bounded. Additionally, let τ be a positive
number. Then, there exists a minimum µτ ∈M(Ω) of
ρ→ E(ρ) +Wbe,Ψ,τ2 (µ, ρ). (2.4.23)
Moreover, there exists δ > 0 such that if τ < δ, then the corresponding optimal
pair (γ, h) ∈ ADM(µ, µτ ) satisfies:
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(i) µτ = ρτ L
d
|Ω.
(ii) e′ ◦ h = log ρτ + V.
(iii) The restriction of γ to Ω×Ω is given by (T, Id)#µτ . The map T satisfies
T (y)− y
τ
= ∇ log ρτ (y) +∇V (y), Ld − a.e.x. (2.4.24)
(iv) ρτ ∈ W 1,2(Ω) and ||Tr [ρτ ]− eΨ−V ||L∞(∂Ω) ≤ C
√
τ .
Here, C is a positive constant that depends only on Ψ. Also, Tr : W 1,2(Ω)→
L2(∂Ω) denotes the trace operator.
Proof. Consider a minimizing sequence of measures {ρn}∞n=1, with correspond-
ing optimal pairs {(γn, hn)}∞n=1 in ADM(µ, ρn). We claim such sequences of
measures and optimal pairs have the property that the mass the elements of
{(ρn, γn)}∞n=1 and the norm in L1(Ω) of the members of {hn}∞n=1 are uniformly
bounded. Since Ω is bounded, the claim allows us to obtain compactness and
produce subsequences weakly converging to γ, h, and ρτ . The previous con-
vergence takes place as described in the proof of Lemma 2.3.1. We will not
relabel these subsequences. The absolute continuity of h and ρτ is guaranteed
by the superlinearity of e and E.
The inequality
lim inf
n→∞
E(ρn) ≥ E(ρτ ),
is a consequence of the weak conergence, ρn ⇀ ρ, and the convexity and su-
perlinearity of the maps {r → E(r, x)}x∈Ω (See [6, Lemma 9.4.5], for example).
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To show
lim inf
n→∞
Cτ (γ
n, hn) ≥ Cτ (γ, h),
and (γ, h) ∈ ADM(µ, ρτ ), we argue as in Lemma 2.3.1. This gives us the
existence of a minimum as well as item (i), assuming we can prove the claim.
Next, we show the claim. Arguing as in Lemma 2.3.1 and using Jensen in-
equality we obtain∫
Ω
E(ρ) dx+ Cτ (γ, h) ≥ −||Ψ||∞
(
µ(Ω) + ν(Ω) + τ |h|(Ω)
)
+K|h|(Ω) + (C(K)− 1)|Ω|+ ρ(Ω) log
(
ρ(Ω)
|Ω|
)
− (1 + ||V ||∞)ρ(Ω).
Taking K large enough, we obtain a uniform bound on ρ(Ω) + τ |h|(Ω) and
consequently on |γ|, for any minimizing sequence. (Recall we assume that the
plans have no mass concentrated on ∂Ω× ∂Ω). This proves the claim.
We proceed to the proof of (ii). Let η be a function with compact
support in Ω. For each ε > 0, let ρετ = ρτ − τεη. By Lemma 2.5.1, for suffi-
ciently small ε we can guarantee that ρετ is non-negative. Since (γ, h + εη) ∈
ADM(µ, ρετ ), by minimality must have
E(ρετ )− E(ρτ ) + Cτ (γ, h+ εη)− Cτ (γ, h) ≥ 0.
Dividing by ε and letting ε ↓ 0, due to (2.1.5), Lemma 2.5.1, Lemma A.2, the
dominated convegence Theorem and the fact that e and E are locally Lipschitz
in D(e) and D(E), we get∫
Ω
(
e′ ◦ h)η dy − ∫
Ω
(
log ρτ + V
)
η dy ≥ 0.
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Replacing η by −η gives the desired result.
Now, we show (iii). Let λ and Λ be positive numbers such that Propo-
sition 2.5.2 holds. Then, for τ ∈ (0, 1) we have that ρ and ρτ are strictly bigger
than
λ
inf e−V
sup e−V
1
(1 + C0)
.
We let δ ∈ (0, 1) have the property that Corollary 2.5.1 and Proposition A.2
hold for any τ ∈ (0, δ). Now, observe that Corollary 2.3.1 and the absolute
continuity of µτ guarantee the existence of T . Then, (iii) follows from (ii),
Corollary 2.3.1, and Proposition 2.3.1 (Note that in Corollary 2.3.1, T plays
the role of S).
To show (iv) we note that, by minimality of ρτ ,
Wbe,Ψ,τ2 (µ, ρτ ) ≤ E(µ)− E(ρτ ),
and thus
1
2τ
∫
Ω
|∇ log ρτ +∇V |2(ρτ + τh) dy ≤ 1
2τ
∫
Ω×Ω
|x− y|2 dγτ
≤ E(µ)− E(ρτ )− τ
∫
Ω
e(h) dy +
∫
∂Ω×Ω
Ψ(x) dγ −
∫
Ω×∂Ω
Ψ(y) dγ.
Consequently, after makign δ smaller if necessary, we get∫
Ω
|∇ρτ |2 dy = C2
∫
Ω
|∇ log ρτ |2(ρτ + τh) dy <∞.
Here, C2 := C2(Ψ, e, V, ρ0). Also, we have used the fact that ρτ is bounded
from below by λ/(1 + C0), V belongs to W
1,2(Ω), and Corollary 2.5.1 holds.
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Combining (2.5.36), Lemma 2.5.2, and Lemma 2.5.6, we can see that
−|y − P (y)|
2
2τ
− C1|y − P (y)| − C
√
τ ≤ −Ψ(P (y)) + log ρτ (y) + V (y)
≤ C√τ + C1|y − P (y)|+ |y − P (y)|
2
2τ
,
where P (y) denotes any of the closest points in ∂Ω to y. Also, C and C1 depend
only on ∂Ω and Ψ. Finally (iv) follows from the previous inequality.
Proof of Theorem 2.4.1. Let ρ0 be bounded and uniformly positive.
Let δ ∈ (0, 1) be such that Propositions 2.4.1 and 2.5.3 and Corollary 2.5.1
hold for any τ ∈ (0, δ). For any n in N, let (γτn, hτn) be the minimizing pair from
ρτn to ρ
τ
n+1. Also, let T
τ
n be the map that induces (γ
τ
n)
Ω
Ω
given by Proposition
2.4.1 (ii).
Let tf be a positive number larger than τ. Iterating Proposition 2.5.2,
we can see that that there exist positive constants λ and Λ such that(
(1 + C0τ)
1
τ
)−nτ
λ
sup e−V
e−V ≤ ρτn ≤
Λ
inf e−V
e−V ∀n ∈ N. (2.4.25)
Note
lim
τ→0
(1 + C0τ)
1
τ = eC0 .
Hence, for sufficiently small τ we obtain a uniform lower bound for ρτn whenever
nτ ≤ tf + 1. Then, Lemmas 2.5.2, 2.5.3, 2.5.4, 2.5.5, Corollary 2.5.1, and
Proposition 2.5.3 can be iterated to hold, with uniform constants C, κ1, and
κ2, for all these measures. Henceforth, we assume the condition nτ ≤ tf + 1.
Fix ζ ∈ C∞c (Ω).
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Recall that given γ, we denote by γBA its restriction to A × B. Note
that since
γτn =
(
γτn
)Ω
Ω
+
(
γτn
)∂Ω
Ω
+
(
γτn
)Ω
∂Ω
,
by (2.1.5) we have
µτn =
(
pi1
)
#
(
γτn
)Ω
Ω
+
(
pi1
)
#
(
γτn
)∂Ω
Ω
,
and
µτn+1 =
(
pi2
)
#
(
γτn
)Ω
Ω
+
(
pi2
)
#
(
γτn
)Ω
∂Ω
− τhτn dy.
Consequently, we obtain∫
Ω
ζ dµτn+1 −
∫
Ω
ζ dµτn =
∫
Ω×Ω
ζ ◦ pi2 d
(
γτn
)Ω
Ω
−
∫
Ω×Ω
ζ ◦ pi1 d
(
γτn
)Ω
Ω
− τ
∫
Ω
ζhτn dy +
∫
Ω×Ω
ζ ◦ pi2 d
(
γτn
)Ω
∂Ω
−
∫
Ω×Ω
ζ ◦ pi1 d
(
γτn
)∂Ω
Ω
. (2.4.26)
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First, using Proposition 2.4.1 and a Taylor expansion,∫
Ω×Ω
ζ ◦ pi2 d
(
γτn
)Ω
Ω
−
∫
Ω×Ω
ζ ◦ pi1 d
(
γτn
)Ω
Ω
=
∫
Ω×Ω
(
ζ(y)− ζ(x)) d(γτn)ΩΩ
=
∫
Ω×Ω
(
ζ(y)− ζ(T τn (y))
)
1{x=T τn (y)} d
(
γτn
)Ω
Ω
=
∫
Ω×Ω
(ζ − ζ ◦ T τn ) ◦ pi2 d
(
γτn
)Ω
Ω
=
∫
Ω×Ω
(ζ − ζ ◦ T τn )1{T τn 6∈∂Ω} ◦ pi2 d
(
γτn
)Ω
Ω
+
∫
Ω×Ω
(ζ − ζ ◦ T τn )1{T τn 6∈∂Ω} ◦ pi2 d
(
γτn
)Ω
∂Ω
=
∫
Ω
(ζ − ζ ◦ T τn )1{T τn 6∈∂Ω} dµτn+1 +R1(τ, n)
= −
∫
Ω
〈∇ζ, T τn − Id〉ρτn+11{T τn 6∈∂Ω} dy +R2(τ, n) +R1(τ, n)
= −τ
∫
Ω
〈∇ζ,∇ρτn+1 + ρτn+1∇V 〉1{T τn 6∈∂Ω} dy +R2(τ, n)
+ R1(τ, n).
(2.4.27)
Second, by item (iii) of Proposition 2.4.1, we have
hτn(y) = [e
′
y]
−1(log ρτn+1(y) + V (y))
and consequently
−τ
∫
Ω
ζhτn dy = −τ
∫
Ω
ζ[e′]−1(log ρτn+1 + V ) dy.
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Third, using Corollary 2.3.1,∫
Ω×Ω
ζ ◦ pi2 d
(
γτn
)Ω
∂Ω
−
∫
Ω×Ω
ζ ◦ pi1 d
(
γτn
)∂Ω
Ω
=
∫
Ω×Ω
ζ ◦ pi21{x=T τn (y)} d
(
γτn
)Ω
∂Ω
−
∫
Ω×Ω
ζ ◦ pi11{Sτn(x)=y} d
(
γτn
)∂Ω
Ω
=
∫
Ω×Ω
ζ(x)1{x=T τn (y)} d
(
γτn
)Ω
∂Ω
−
∫
Ω×Ω
ζn+1(y)1{Sτn(x)=y} d
(
γτn
)∂Ω
Ω
+R3(τ, n)
=
∫
Ω×Ω
ζ(x) d((γτn)
Ω
∂Ω −
∫
Ω×Ω
ζ(y) d(γτn)
∂Ω
Ω +R3(τ, n).
Here, Sτn is the map which induces (γ
τ
n)
Ω
Ω, given by Corollary 2.3.1. Putting
the above together, we obtain∫
Ω
ζ dµτn+1 −
∫
Ω
ζ dµτn = τ
(
−
∫
Ω
〈∇ζn+1,∇ρτn+1 + ρτn+1∇V 〉1{T τn 6∈∂Ω} dx
−
∫
Ω
ζn+1[e
′]−1(log ρτn+1 + V ) dx
)
+
∫
Ω×Ω
ζ(x) d((γτn)
Ω
∂Ω −
∫
Ω×Ω
ζ(y) d(γτn)
∂Ω
Ω
+R(n, τ).
(2.4.28)
51
Here, R(n, τ) is given by
R(n, τ) = R1(n, τ) +R2(n, τ) +R3(n, τ)
= τ
∫
Ω
(ζ(y)− ζ ◦ T τn (y))hτn1{T τn 6∈∂Ω} dy
+
∫
Ω
(∫ 1
0
(
〈∇ζ ◦ ((1− s)T τn + sId), Id− T τn 〉
− 〈∇ζ, Id− T τn 〉
)
ρτn+11{T τn∈∂Ω} dy
+
∫
Ω×Ω
(
ζ ◦ pi2 − ζ ◦ pi1
)
1{x=T τn (y) d
(
γτn
)Ω
∂Ω
−
∫
Ω×Ω
(
ζ ◦ pi1 − ζ ◦ pi2
)
1{Sτn(x)=y} d
(
γτn
)∂Ω
Ω
.
Recall ζ is compactly supported. Hence, iterating Lemma 2.5.2, for sufficiently
small τ we have that the intersection between the sets supp(ζ◦pi1) , supp(ζ◦pi2),
and supp
((
γτn
)∂Ω
Ω
+ (γτn
)Ω
∂Ω
)
is empty. Consequently, iterating Lemmas 2.5.2
and 2.5.4, we deduce∣∣∣∣R(n, τ)∣∣∣∣ ≤ τLip(ζ)∫
Ω
|y − T τn (y)||hτn| dy
+ Lip(∇ζ)
∫
Ω
|T τn − Id|2ρτn+1 dy
≤ C1(ζ,Ψ, e, V, ρ0,Ω)
[
τ
3
2 +
∫
Ω
|T τn − Id|2(ρτn+1 + τh) dy
]
.
Here, we have used Corollary 2.5.1 and the fact that Ω is bounded. Now, by
Proposition 2.5.3∫
Ω×Ω
|x− y|2
2τ
dγτn ≤ C2(Ψ, e, V, ρ0)
(
E(ρτn)−
∫
Ω
Ψ dµτn
− E(ρτn+1) +
∫
Ω
Ψ dµτn+1 + τ
)
.
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Thus, combining the above inequalities with (2.1.5), Lemma 2.5.4, and Corol-
lary 2.5.1, we get∣∣∣∣R(n, τ)∣∣∣∣ ≤ C3(ζ,Ψ, e, V, ρ0)(τ 3/2 + τ[E(ρτn)− ∫
Ω
Ψ dµτn
− E(ρn+1) +
∫
Ω
Ψ dµτn+1
])
.
This implies
∣∣∣∣ N−1∑
n=M
R(n, τ)
∣∣∣∣ ≤ C3(ζ,Ψ, e, V, ρ0)(√τ(M −N)τ
+ τ
[
E(ρτM)−
∫
Ω
Ψ dµτM − E(ρτN) +
∫
Ω
Ψ dµτN
])
,
for sufficiently small τ and all integers N and M such that τM ≤ τN ≤ tf +1.
Let τ = τk. Also, define
ρτk(t) = ρτkn+1 for t ∈
(
(n+ 1)τk, nτk],
and
θhρ
τk(t) = ρτk(t+ h),
for any positive constant h. Now, choose 0 ≤ r < s < tf + 1 and add up
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(2.4.28) from M = [r\τk] to N = [s\τk]− 1 to get∫
Ω
ζρτk(s) dx−
∫
Ω
ζρτk(r) dx
=
∫ τk[s\τk]
τk[t\τk]
(
−
∫
Ω
〈∇ζ,∇ρτk(t) +∇V ρτk〉1{T τkn 6∈∂Ω;[t\τk]=n} dx
−
∫
Ω
ζ[e′]−1(log ρτk(t)) + V
)
dt+
∣∣∣∣ N∑
n=M
R(n, τk)
∣∣∣∣
=
∫ τk[s\τk]
τk[t\τk]
(∫
Ω
[
∆ζ − 〈∇ζ,∇V 〉]ρτk(t) dx
−
∫
Ω
ζ[e′]−1(log ρτk(t) + V )
)
dt+
N∑
n=M
R(n, τk).
(2.4.29)
Here, we have used the fact that by Lemma 2.5.2, for sufficiently small τ ,
{T τkn ∈ ∂Ω; [t\τk] = n} and supp(ζ) are disjoint.
The strategy to pass to the limit is to use the Aubin-Lions Theorem [91,
Theorem 5]. Let U be an open set with Lipschitz boundary whose closure is
compactly contained in Ω. Also, set p > d + 1. First, note L2(U) embeds in
the dual of W 2,p(U). We will denote this space by W−2,p(U). Second, observe
W 1,2(U) embeds compactly in L2(U) (recall Ω is bounded). Thus, in order to
use the Aubin-Lions Theorem, we will show ρτk is bounded in L2(0, tf ;L
2(U))∩
L1loc(0, tf ;W
1,2(U)) and
||θhρτk − ρτk ||L1(t1,t2;W−2,p(U)) → 0 ∀0 ≤ t1 < t2 < tf ,
as h→ 0, uniformly.
Given t ∈ (t1, t2) set N =
⌈
t+h
τk
⌉
− 1 and M =
⌈
t
τk
⌉
. For each ζ ∈ W 2,p(U),
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we consider an extension to Rn (not relabeled) satisfying supp(ζ) ⊂ Ω and
||ζ||W 2,p(Rn) ≤ C4||ζ||W 2,p(U).
Here, C4 := C4(U,Ω). Then,∫
Ω
ζ(θhρ
τk(t)− ρτk(t)) dx
=
N∑
n=M
∫
Ω
ζ dµτkn+1 −
∫
Ω
ζ dµτkn
=
N∑
n=M
∫
Ω
ζ(y)− ζ(x) dγτkn −
∫
Ω
ζττkh
τk
n dx
=
N∑
n=M
∫
Ω×Ω
∫ 1
0
〈∇ζ(x+ s(y − x)), y − x〉 ds dγτkn −
∫
Ω
ζτhτkn dx
≤
N∑
n=M
∫
Ω×Ω
(∫ 1
0
|∇ζ(x+ s(y − x))|2ds dγτkn
) 1
2
(∫
Ω×Ω
|y − x|2 dγτkn
) 1
2
+ C5τk||ζ||W 2,p(U)
≤ C6||ζ||W 2,p(U)
N∑
n=M
[(∫
Ω×Ω
|y − x|2 dγτkn
) 1
2
+ τk
]
.
Here, we used Lemma 2.5.4 and the embedding of W 2,p(U) into C1(U). Also,
C5 := C5(tf ,Ψ, e, V, ρ0) and C6 := C6(Ω, U, tf ,Ψ, e, V, ρ0). Consequently, it
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follows:
||θhρτk(t)− ρτk(t)||W−2,p(U)
= sup
||ζ||W2,p(U)=1
∫
Ω
ζ
(
θhρ
τk(t)− ρτk(t)) dy
≤ C6
N∑
n=M
[(∫
Ω×Ω
|y − x|2 dγτn
) 1
2
+ τk
]
≤ C6
(
τk(N −M) +
(
τk(N −M)
) 1
2
( N∑
n=M
[(∫
Ω×Ω
|y − x|2
τ
dγτkn
)) 1
2
≤ C7
(
h+
√
h
[ N∑
n=M
E(ρτkn )−
∫
Ω
Ψρτkn dy − E(ρτkn ) +
∫
Ω
Ψρτkn + τ dy
] 1
2
)
≤ C7
(
h+
√
h
[
E(ρτkM)−
∫
Ω
ΨρτkM dy − E(ρτkN+1) +
∫
Ω
ΨρτkN+1 + h dy)
]1/2)
.
(2.4.30)
Here, we used the Jensen inequality and Proposition 2.5.3. Also, C7 :=
C7(tf ,Ω, U,Ψ, e, V, ρ0). This shows ||θhρτk −ρτk ||L1(t1,t2;W−2,p(U)) → 0 as h→ 0,
uniformly in k. In order to show that ρτk is bounded in L1(0, tf ;W
1,2(U)) we
use (2.1.5), Proposition 2.4.1, Lemma 2.5.4, Corollary 2.5.1 and Proposition
2.5.3 to obtain∫
Ω
∣∣∣∣∇ log ρτkn+1 +∇V ∣∣∣∣2(ρτkn+1 + τkhτkn ) dx τk ≤ ∫
Ω×Ω
|x− y|2
2τk
dγτkn
≤ C8
(
E(ρτkn )−
∫
Ω
Ψ dµτkn − E(ρτkn+1) +
∫
Ω
Ψ dµτkn+1 + τk
)
,
(2.4.31)
for every n in [0, tf/τ ]. Here, C8 := C8(Ψ, e, V, ρ0). By Proposition (2.4.25),
we have that Λ˜ ≥ ρτkn+1 ≥ λ˜, for some positive constants λ˜ := λ˜(tf ) and Λ˜
and every n in [0, tf/τ ]. Then, using (2.4.31), the Young inequality, Corollary
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2.5.1, and the fact that V is in W 1,2(Ω), we get∫ tf
0
(∫
Ω
|∇ρτk(t)|2 dx
)
dt < C9(tf ,Ψ, e, V, ρ0)(1 + tf ). (2.4.32)
Hence, we conclude that {ρτk}∞k=1 is equibounded in L2(0, tf ;W 1,2(Ω)). Also,
from Proposition 2.5.2, we have that {ρτk}∞k=1 is equibounded in L2(0, tf ;L2(Ω))
as well.
This shows that the hypotheses of the Aubin-Lions Theorem are sat-
isfied. Thus, we obtain a map ρ ∈ L2(0, tf ;L2(U)) and a subsequence (not
relabeled). Such a subsequence satisfies that ρτk → ρ in L2(0, tf ;L2(U)) as
k → ∞. By (2.4.30) and the Arzela Ascoli Theorem, this subsequence con-
verges to ρ in C1/2(0, tf ;W
−2,p(U)).
The final step is to use a diagonal argument along a sequence of sets U
increasing to Ω. By doing this we obtain a further subsequence converging in
L2(0, tf ;L
2
loc(Ω)) and in C
1/2(0, tf ;W
−2,p
loc (Ω)) to a map ρ ∈ L2(0, tf ;L2loc(Ω)),
which we have not relabeled.
Consequently, for any ζ ∈ C∞c (Ω),∫
Ω
ζρτk(s) dx−
∫
Ω
ζρτk(r) dx→
∫
Ω
ζρ(s) dx−
∫
Ω
ζρ(r) dx.
Let U be an open set such that supp(ζ) ⊂ U and U is compactly contained in
Ω. By Proposition 2.5.2, there exists C10 := C10(λ,Λ, tf ) such that∫
Ω
|ζe′(log ρτk(t) + V )| dx ≤ C10
∫
Ω
||ζ||L∞(Ω) dx <∞,
and∫
Ω
|[∆ζ−〈∇ζ,∇V 〉]ρτk(t)| dx ≤ C10 ∫
Ω
[||∆ζ||L∞(Ω) + |∇ζ|2 + |∇V |2] dx <∞.
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Recall that V is in W 1,2(Ω). Using the fact that ρτk(t) → ρ(t) in L2(U) for
almost every t and the dominated convergence Theorem, we get∫
Ω
ζe′(log ρτk(t) + V ) dx→
∫
Ω
ζe′(log ρ(t) + V ) dx,
and ∫
Ω
[
∆ζ − 〈∇ζ,∇V 〉]ρτk(t) dx→ ∫
Ω
[
∆ζ − 〈∇ζ,∇V 〉]ρ(t) dx.
for almost every t in [0, tf ]. Then, a second application of the dominated
convergence Theorem gives us∫ τk[s\τk]
τk[r\τk]
(∫
Ω
[
∆ζ − 〈∇ζ,∇V 〉]ρτk(t) dx− ∫
Ω
ζ[e′]−1(log ρτk(t) + V )
)
dt
→
∫ s
r
(∫
Ω
[
∆ζ − 〈∇ζ,∇V 〉]ρ(t) dx− ∫
Ω
ζ[e′]−1(log ρ(t) + V )
)
dt
Moreover, (2.4.32) and the Fatou Lemma yield∫ tf
0
lim inf
k→∞
(∫
Ω
|∇ρτk(t)|2 dx
)
dt <∞.
This gives
lim inf
k→∞
(∫
Ω
|∇ρτk(t)|2 dx
)
<∞ for a.e t ≥ 0.
Now, for any t such that the above lim inf is finite, consider a subsequence kn
(depending on t) such that
sup
n∈N
∫
Ω
|∇ρτkn (t)|2 dx <∞.
This implies that ρτkn (t) is uniformly bounded inW 1,2(Ω). Recall that ρτk(t)→
ρ(t) in L2(0, tf ;L
2
loc(Ω)). Hence, ρ
τkn (t) ⇀ ρ(t) in W 1,2(Ω). Then, by Propo-
sition 2.4.1 we get that ρ(t)− eΨ−V is in W 1,20 (Ω). Hence, we have shown that
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the map t → ρ(t) is a weak solution of (2.1.7). Finally, to show (2.4.22), we
use the fact that ρτk(t)→ ρ(t) in C1/2(0, tf ;W−2,ploc (Ω)) and (2.4.25).
2.5 Properties of Minimizers
In this section, we let τ > 0 be a fixed time step. We set µ = ρ Ld|Ω and
denote by µτ = ρτ L
d
|Ω a minimizer of (2.4.23). The density ρ is assumed to
be strictly positive. Additionally, we let (γ, h) be the associated optimal pair
for (ρ, ρτ ). The objective of the section is to show some properties of µτ that
are necessary to prove the main result, Theorem 2.4.1.
A priori, it is not immediate that one can obtain a τ independent
positive lower bound for µτ ; this is studied in Proposition 2.5.2. Consequently,
we cannot use Proposition 2.3.1. However, since µ and µτ are absolutely
continuous, Lemma A.2 guarantees the existence of maps T and S with the
property that (Id, T )#µ = γ
Ω
Ω and (S, Id)#µτ = γ
Ω
Ω
. We will use this maps
throughout this section.
(We remark that in the proof of Proposition 4.1, we get existence of ρτ without
using Proposition 2.3.1 or any result from this section.)
Lemma 2.5.1. (Boundedness and Uniform positivity) The minimizer
ρτ , defined above, is bounded and uniformly positive.
Proof. Let r and R be positive constants such that
log r + V < −diam(Ω)
2
2τ
− ||Ψ||∞,
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logR + V >
diam(Ω)2
τ
+ 2||Ψ||∞,
and
R + 1 > τ ||h||∞.
(Recall that due to Lemma A.2, h is bounded). Now, set AκR = {ρτ > R +
1} ∩ {ρτ + τh < κ} and Ar = {ρτ + 1 < r}. Define γ˜ by
γ˜ = γ + ε(P−Ψ,τ,Id)#1Ar − εγA
κ
R
Ω
+ ε(Id, PΨ,τ,)#γ
AκR
Ω
If we set ρ˜ = pi2γ˜ − τh, then
ρ˜ =

ρτ in Ω\AκR ∪ Ar,
ρτ + ε in Ar,
ρτ − ε(ρτ + τh) in AκR.
Hence if R+1
κ
> ε, then ρ˜ ∈M(Ω) and (γ˜, h) ∈ ADM(µ, ρ˜). By optimality,
0 ≤ E(ρ˜)− E(ρτ ) + Cτ (γ˜, h)− Cτ (γ, h)
≤
∫
Ar
[
E(ρτ + ε)− E(ρτ )
]
dy + ε
∫
Ar
( |P−Ψ,τ,(y)− y|2
2τ
−Ψ(P−Ψ,τ,(y))
)
dy
+
∫
AκR
[
E(ρτ − ε(ρτ + τh))− E(ρτ )
]
dy + ε
∫
AκR
(
diam2(Ω)
2τ
+ ||Ψ||∞
− |S(y)− y|
2
2τ
+ ||Ψ||∞
)
(ρ+ τh) dy.
Then, by convexity of E with respect to its first variable
0 ≤ ε
∫
Ar
[
E′(ρτ + ε) +
|P−Ψ,τ,(y)− y|2
2τ
−Ψ(P−Ψ,τ,(y))
]
dy
+ ε
∫
AκR
[
− E′(ρτ − ε(ρτ + τh)) + diam
2(Ω)
2τ
+ ||Ψ||∞
− |S(y)− y|
2
2τ
+ ||Ψ||∞
]
(ρ+ τh) dy.
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Now if we let ε < min
(
1/κ, 1
)
, then E′(ρτ − ε(ρτ + τh) > logR + V in AκR
and E′(ρτ + ε) < log r + V in Ar. Hence, by construction both integrands are
strictly negative. Thus, we conclude |Ar| = |AκR| = 0. Since κ was arbitrary
and ρτ + τh ∈ L1(Ω), we obtain the desired result.
In the next Proposition, we will say that a point in Ω is a density point
for ρτ + τh if it is a point of with density 1 for the set {ρτ + τh > 0} and it
is a Lebesgue point for ρτ and h. As before, the interior of the set of points
where E is finite will be denoted by D(E). The Proposition is the analogue in
our context of [43, Proposition 3.7].
Proposition 2.5.1. With the notation introduced at the beginning of this sec-
tion, the following inequalities hold:
• Let y1 and y2 be points in Ω. Assume that y1 is a density point for ρτ +τh
and Lebesgue point for S and that y2 is a Lebesgue point for ρτ . Then
log(ρτ (y1)) + V (y1) +
|y1 − S(y1)|2
2τ
≤ log(ρτ (y2)) + V (y2) + |y2 − S(y1)|
2
2τ
.
(2.5.33)
• Let x ∈ Ω be a Lebesgue point for ρ, and T and assume that T (x) ∈ ∂Ω.
Assume further that y ∈ Ω is a Lebesgue point for ρτ and h. Then
|x− T (x)|2
2τ
+ Ψ(T (x)) ≤ log(ρτ (y)) + V (y) + |x− y|
2
2τ
. (2.5.34)
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• Let y1 and S(y1) be points in Ω. Assume that y1 is a density point for
ρ+ τh and a Lebesgue point for S. Then for any y2 ∈ ∂Ω, we have
log(ρτ (y1)) + V (y1) +
|y1 − S(y1)|2
2τ
≤ |y2 − S(y1)|
2
2τ
+ Ψ(y2). (2.5.35)
• Let y ∈ Ω be a density point for ρτ + τh and a Lebesgue point for P−Ψ,τ .
Then
− |y − P−Ψ,τ (y)|
2
2τ
≤ −Ψ(P−Ψ,τ (y)) + log ρτ (y) + V (y)
≤ |y − P−Ψ,τ (y)||y − S(y)|
τ
+
|y − P−Ψ,τ (y)|2
2τ
. (2.5.36)
• Let y ∈ Ω be a density point for ρτ + τh and a Lebesgue point for S and
P−Ψ,τ and assume that S(y) = P−Ψ,τ (y) ∈ ∂Ω. Then
log
(
ρτ (y)
)
+ V (y) +
|y − P−Ψ,τ (y)|2
2τ
−Ψ(P−Ψ,τ (y)) = 0. (2.5.37)
Proof. -Heuristic argument. First we start with (2.5.34). Consider a
point y ∈ Ω and suppose that we take some mass from x ∈ Ω and instead of
sending it to T (x) ∈ ∂Ω, we send it to y. Then, we are paying log ρτ (y)+V (y)
in terms of the entropy and |x−y|
2
2τ
in terms of the cost. We are also saving
|x−T (x)|2
2τ
+ Ψ(T (x)) in terms of the cost. Hence, by minimality, we must have
|x− T (x)|2
2τ
+ Ψ(T (x)) ≤ log(ρτ (y)) + V (y) + |x− y|
2
2τ
.
Now we proceed with (2.5.35). We take some mass from S(y1) and instead of
sending it to y1, we send it to y2. Then, we pay
|y2−S(y1)|2
2τ
+ Ψ(y2) in terms of
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the cost. We also save |y1−S(y1)|
2
2τ
in terms of the cost and log(ρτ (y1))+V (y1) in
terms of the entropy. Thus, the desired result follows by minimality; (2.5.33)
is analogous.
To show (2.5.36), we argue as follows. Pick a point y ∈ Ω and perturb ρτ
by taking some small mass from a point in P−Ψ,τ (y) ∈ P−Ψ,τ (y) and putting
it onto y. (In the case that S(y) ∈ ∂Ω we choose the point to be S(y) =
P−Ψ,τ (y) ∈ P−Ψ,τ (y). It is easy to verify that the minimality of the pair allows
us to do this almost everywhere in Ω.) In this way, we pay log(ρτ (y)) + V (y)
in terms of the entropy and
|y−P−Ψ,τ (y)|2
2τ
− Ψ(P−Ψ,τ (y)) in term of the cost.
Consequently, by minimality we must have
log(ρτ (y)) + V (y)−Ψ(P−Ψ,τ (y)) ≥ −|y − P−Ψ,τ (y)|
2
2τ
. (2.5.38)
Now consider two cases. First, if S(y) ∈ Ω, we stop sending some mass
from S(y) to y. Instead, we send it to P−Ψ,τ (y) ∈ ∂Ω. By doing this, we earn
log(ρτ (y)) + V (y) in terms of the entropy and
|S(y)−y|2
2τ
in terms of the cost.
On the other hand, we pay
|S(y)−P−Ψ,τ (y)|2
2τ
+ Ψ(P−Ψ,τ (y)) in terms of the cost.
Thus,
−Ψ(P−Ψτ (y)) + log(ρτ (y)) + V (y) + |S(y)− (y)|
2
2τ
≤ |S(y)− P−Ψ,τ (y)|
2
2τ
≤
(|y − S(y)|+ |y − P−Ψ,τ (y)|)2
2τ
.
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Consequently, when we combine this with (2.5.38), we obtain
− |y − P−Ψ,τ (y)|
2
2τ
≤ −Ψ(P−Ψ,τ (y)) + log ρτ (y) + V (y)
≤ |y − P−Ψ,τ (y)||y − S(y)|
τ
+
|y − P−Ψ,τ (y)|2
2τ
. (2.5.39)
Second, if S(y) ∈ ∂Ω the above inequality is obtained as a consequence of
(2.5.37) and (2.5.38).
The proof of (2.5.37) is a sort of converse of (2.5.38). Indeed, as S(y) =
P−Ψ,τ (y) ∈ ∂Ω, we know that the mass at y comes from the boundary. Hence,
we can perturb ρτ by taking a bit less mass from the boundary, so that there
is less mass in y. In this way, we save log(ρτ (y))+V (y) in terms of the entropy
and
|y−P−Ψ,τ (y)|2
2τ
−Ψ(P−Ψ,τ (y)) in terms of the cost. Hence,
−
(
log(ρτ (y)) + V (y) +
|y − P−Ψ,τ (y)|2
2τ
−Ψ(P−Ψ,τ (y))
)
≥ 0.
From (2.5.38), we get the opposite inequality and thus we conclude the argu-
ment.
-Rigorous proof. We only prove (2.5.35); the proofs of the other inequalities
are analogous.
Let Ty2y1 : Br(y1) → ∂Ω be identically equal to y2 in Br(y1) and let r
be positive constant such that Br(y1) is contained in Ω. Define the plan γ
r,ε
by
γεr = γ
Br(y1)c
Ω
+ (1− ε)γBr(y1)
Ω
+ ε
(
pi1,Ty2y1 )#γ
Br(y1)
Ω
)
,
and set
µr,ετ := pi
2
#γ
r,ε − τh dy.
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Observe that pi1#γ
r,ε = pi1#γ, (γ
r,ε, h) ∈ ADM(ρ, µr,εr ), (γr,ε)Ω∂Ω = γΩ∂Ω−εγBr(y1)∂Ω ,
(γr,ε)∂ΩΩ = γ
∂Ω
Ω + ε
(
pi1,Ty2y1 )#γ
Br(y1)
Ω , and µ
r,ε
τ = ρ
r,ε
τ L
d. Here, ρr,ετ is given by
ρr,ετ =
{
ρτ (y) if y ∈ Br(y1)c,
(1− ε)(ρτ (y) + τh)− τh if y ∈ Br(y1).
(We remark that by Lemma A.2 h is in L∞(Ω) and by Lemma 2.5.1 we that
ρτ is bounded and uniformly positive. Hence, we can guarantee that for suffi-
ciently small ε, ρr,ετ is strictly positive.)
From the minimality of ρτ and the relationship between γ, S, and T,
we get
0 ≤
∫
Ω
E(ρr,ετ ) dx+ Cτ (γ
r,ε, h)−
∫
Ω
E(ρτ ) dx− Cτ (γ, h)
=
∫
Br(y1)
E((1− ε)(ρτ (y) + τh)− τh)− E(ρτ ) dy
+ ε
∫
Br(y1)
( |Ty2y1 (y)− S(y)|2
2τ
1{S(y)∈Ω} − |y − S(y)|
2
2τ
)
(ρτ (y) + τh) dy
+ ε
∫
Br(y1)
[
Ψ(Ty2y1 (y))1{S(y)∈Ω} + Ψ(S(y))1{S(y)∈∂Ω}
]
(ρτ (y) + τh) dy.
Dividing by ε and letting ε ↓ 0, using Lemma 2.5.1, the dominated convergence
Theorem, and the fact that E is Lipschitz in any compact subset of D(E), we
obtain ∫
Br(y1)
E′(ρτ (y))(ρτ (y) + τh) dy
≤
∫
Br(y1)
( |Ty2y1 (y)− S(y)|2
2τ
1{S(y)∈Ω} − |y − S(y)|
2
2τ
)
(ρτ (y) + τh) dy
+
∫
Br(y1)
[
Ψ(Ty2y1 (y))1{S(y)∈Ω} + Ψ(S(y))1{S(y)∈∂Ω}
]
(ρτ (y) + τh) dy.
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Recall that by assumption S(y1) 6∈ ∂Ω. Now, since y1 is a density point for
ρτ + τh, and a Lebesgue point for S when we divide both sides by L
d(Br(0))
and we let r ↓ 0, we obtain (2.5.35).
Henceforth, we will omit the proof of these kinds of perturbation argu-
ments. They can be made rigorous using the ideas contained in the previous
Proposition. In the next Proposition, the constants C0 and s are the ones
described in the introduction.
Proposition 2.5.2. (L∞Barriers) With the notation introduced at the
beginning of this section, the following holds: There exists ε ∈ (0, 1), such that
if λ and Λ satisfy 0 < λ < ε < 1
ε
< Λ and
λ
sup{e−V }e
−V ≤ ρ ≤ Λ
inf{e−V }e
−V ,
then (
1
1 + C0τ
)
λ
sup{e−V }e
−V ≤ ρτ ≤ Λ
inf{e−V }e
−V .
Here, ε depends only on e, ||Ψ||∞, and ||V ||∞.
Proof. We first prove the lower bound.
Assumption (C8) allows us to choose ε ∈ (0, s) so that
[e′x]
−1(log r + V (x)) ≤ C0 r in Ω, (2.5.40)
and
Ψ > log r + V on ∂Ω,
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for all r ∈ (0, ε).
Let λ ∈ (0, ε) such that λ e−V / sup{e−V } ≤ ρ and set
Aλ =
{
ρτ <
(
1
1 + C0τ
)
λ
sup{e−V }e
−V
}
.
For a contradiction suppose ρτ (Aλ) > 0 (Note that by Lemma 2.5.1, ρτ is
uniformly positive).
For each x ∈ Aλ, we perturb (γ, h) by decreasing h(x) and thus increas-
ing the mass created at x. By optimality, we get
log ρτ (x) + V (x)− e′(h(x)) ≥ 0. (2.5.41)
Since (
1
1 + C0τ
)
λ
sup{e−V }e
−V < s,
when we combine (2.5.40) and (2.5.41) we conclude
h <
(
C0
1 + C0τ
)
λ
sup{e−V }e
−V in Aλ.
Let Cλ = {x ∈ Aλ : T (x) 6∈ Aλ} and note that ρ(Cλ) > 0. Otherwise by
(2.1.5) and the previous inequality∫
Aλ
(
1
1 + C0τ
)
λ
sup{e−V }e
−V dx > ρτ (Aλ) ≥ ρτ (T (Aλ))
≥ ρ(T−1(T (Aλ)))− τ
∫
TAλ
h dx
≥
∫
Aλ
λ
sup{e−V }e
−V dx−
(
C0τ
1 + C0τ
)
λ
sup{e−V }e
−V dx
=
∫
Aλ
(
1
1 + C0τ
)
λ
sup{e−V }e
−V dx.
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Define the sets
C1λ :=
{
x ∈ Cλ : T (x) ∈ Ω
}
and C2λ :=
{
x ∈ Cλ : T (x) ∈ ∂Ω
}
.
Since Cλ = C
1
λ ∪C2λ, we have that either ρ(C1λ) > 0 or ρ(C2λ) > 0. Suppose we
are in the first case. Then, we can find a point x which is a Lebesgue point
for T such that T (x) is a Lebesgue point for ρτ . If we stop sending some mass
from x to T (x), then, by optimality we obtain
log ρτ (x) + V (x)− log(ρτ (T (x))− V (T (x))− |x− T (x)|
2
2τ
≥ 0.
Since
log ρτ (T (x)) ≥ log
[(
1
1 + C0τ
)
λ
sup{e−V }e
−V (T (x))
]
,
and
log
[(
1
1 + C0τ
)
λ
sup{e−V }e
−V (x)
]
> log ρτ (x),
we get a contradiction.
Now, suppose ρ(C2λ) > 0. We perturb (γ, h) by not moving some mass
from x to the boundary. By optimality we must have
log ρτ (x) + V (x)−Ψ(T (x))− |x− T (x)|
2
2τ
≥ 0.
Since λ > ρτ (x) and Ψ > log λ+ V (x), we get a contradiction.
Second, we prove the upper bound.
By assumptions (C1), (C7), (B1), and (B2), after making ε smaller, we can
guarantee that
[e′x]
−1(log r + V ) > 0 in Ω,
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and
Ψ < log r + V on ∂Ω,
for all r > 1/ε.
Let Λ > 1/ε satisfy Λ
inf{e−V }e
−V ≥ ρ and set AΛ =
{
ρτ >
Λ
inf{e−V }e
−V
}
.
In order to get a contradiction, suppose ρτ (AΛ) > 0.
For each x ∈ AΛ, we perturb (γ, h) by increasing h(x) and hence decreasing
the amount of mass created in x. By optimality we get
e′(h(x), x)− log ρτ (x)− V (x) ≥ 0.
Since Λ
inf{e−V }e
−V ≥ Λ, we deduce that h is non-negative in AΛ. Now, we
consider the following cases:
Case 1: the mass of ρτ in AΛ does not come from ∂Ω. Let BΛ =
T−1(AΛ) and observe that due to (2.1.5),∫
AΛ
Λ
inf{e−V }e
−V dx < ρτ (AΛ) ≤ ρ(BΛ)− τ
∫
AΛ
h dx <
∫
BΛ
Λ
inf{e−V }e
−V dx,
which implies
|AΛ| < |BΛ|.
Hence, we can find a Lebesgue point x ∈ BΛ\AΛ. If we stop transporting some
mass from x to T (x), then by optimality, we obtain
−|x− T (x)|
2
2τ
+ log ρτ (x) + V (x)− log ρτ (T (x))− V (T (x)) ≥ 0.
Now by construction,
log
Λ
sup{e−V }e
−V (x) > log ρτ (x),
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and
log ρτ (T (x)) > log
Λ
sup{e−V }e
−V (T (x)).
When we combine this with the previous inequality we reach a contradiction.
Case 2: the mass of ρτ comes partially from ∂Ω. Let DΛ ⊂ AΛ be
the set of points y such that the mass ρτ (y) comes from the boundary; i.e.,
DΛ := {y ∈ A : S(y) ∈ ∂Ω}. Also, let y ∈ DΛ be a Lebesgue point for S.
Then, if we stop moving some mass from S(y) to y, by optimality we obtain
−|S(y)− y|2
2τ
+ Ψ(S(y))− log ρτ (y)− V (y) ≥ 0.
Since ρτ (x) > Λ and Ψ < log Λ+V (x), we get a contradiction. This concludes
the proof.
For the next Lemma we recall that we have assumed that γ∂Ω∂Ω = 0.
Lemma 2.5.2. (Transportation bound) Let ε, ρ, λ, and Λ be as in Propo-
sition 2.5.2. Then, there exists C > 0 such that
|y − x| ≤ C√τ ∀(x, y) ∈ supp(γ).
Here, C depends only on ε, λ, Λ, ||Ψ||∞, and ||V ||∞.
Proof. Let (x, y) be a point in supp(γ). Then, we perturb the plan γ by not
moving some mass from x to y. By optimality,
Ψ(y)1Ω×∂Ω −Ψ(x)1∂Ω×Ω +
(
log ρτ (x) + V (x)
)
1Ω(x)
− ( log ρτ (y)− V (y))1Ω(y)− |x− y|2
2τ
≥ 0.
Thus, the result follows (B1), (B2), (C1), and Proposition 2.5.2.
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Lemma 2.5.3. (Boundary Mass Flux estimate) Let ε, ρ, λ, and Λ be
as in Proposition 2.5.2. Then, there exists C > 0 such that
γ(∂Ω× Ω ∪ Ω× ∂Ω) ≤ C√τ .
Here, C depends only on ε, λ, Λ, ||Ψ||∞, and ||V ||∞.
Proof. By Lemma 2.5.2, no mass either sent or taken from the boundary trav-
els more than C
√
τ . Then, at most a C
√
τ neighborhood of ∂Ω can be sent
to the boundary. The mass taken from the boundary can fill at most a C
√
τ
neighborhood of ∂Ω. Hence, the desired result follows from (B2) and Propo-
sition 2.5.2.
Lemma 2.5.4. (Interior Mass Creation estimate) Let ε, ρ, λ, and Λ
be as in Proposition 2.5.2. Then, there exists C > 0 such that∫
Ω
|h| dx ≤ C and |h| ≤ C.
Here, C depends only on ε, Ω, λ,Λ, and ||V ||∞.
Proof. By item (iii) of Proposition 2.4.1, we know
e′(h) = log ρτ + V.
Consequently, by Proposition 2.5.2,
log
[(
1
1 + C0τ
)
λ
]
− ||V ||∞ ≤ e′x(h(x)) ≤ log(Λ) + ||V ||∞, ∀x ∈ Ω.
Using assumptions (C2), (C7), (B1) and (B2), we get that h is bounded. Thus,
since Ω is bounded, the result follows.
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Corollary 2.5.1. Let ε, ρ, λ, and Λ be as in Proposition 2.5.2. Then, there
exist positive constants κ1, κ2, and δ such that
κ1 <
ρτ
ρτ + τh
< κ2.
for every τ ∈ (0, δ). Here, κ1 and κ2 depend only on ε, λ,Λ, ||Ψ||∞, and ||V ||∞.
Proof. This follows directly from Proposition 2.5.2 and Lemma 2.5.4.
Lemma 2.5.5. (Boundary cost bound) Let ε, ρ, λ, and Λ be as in Propo-
sition 2.5.2. Then, for every  > 0, there exists C > 0 such that∫
Ω×Ω
Ψ(y)1Ω×∂Ω −Ψ(x)1∂Ω×Ω dγ ≥
∫
Ω
Ψ dµ−
∫
Ω
Ψ dµτ
− 
∫
Ω×Ω
|x− y|2
2τ
dγ − C
(
1 +
1

)
τ.
Here, C depends only on ε,LipΨ, λ, Λ, and ||V ||∞.
Proof. Set ζ = Ψ in (2.4.26). By doing this and rearranging terms, we get∫
Ω×Ω
Ψ(y)1Ω×∂Ω −Ψ(x)1∂Ω×Ω dγ =
∫
Ω
Ψ dµ−
∫
Ω
Ψ dµτ
−
(∫
Ω×Ω
Ψ(x)−Ψ(y) dγ + τ
∫
Ω
Ψh dx
)
+R(Ψ, τ),
where,
R(Ψ, τ) =
∫
Ω×Ω
(
Ψ ◦ pi2 −Ψ ◦ pi1
)
1{x=S(y)} dγΩ∂Ω
−
∫
Ω×Ω
(
Ψ ◦ pi1 −Ψ ◦ pi2
)
1{T (x)=y} dγ∂ΩΩ .
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First, by Lemma 2.5.2 and Lemma 2.5.3,
|R(Ψ, τ)| ≤ C1(LipΨ, λ,Λ,Ω, ||V ||∞)τ.
Second, by Lemma 2.5.4 we have
−τ
∫
Ω
Ψh dx ≥ −C3(||Ψ||∞, V, λ,Λ)|Ω|τ.
Finally, by the Young inequality, Proposition 2.4.1, Proposition 2.5.2, and
Lemma 2.5.4,
−
∫
Ω×Ω
Ψ(x)−Ψ(y) dγ ≥ −
∫
Ω
LipΨ|x− y| dγ
− τ
2
∫
(LipΨ)2dγ − 
∫
Ω×Ω
|x− y|2
2τ
dγ
≥ −C4(,Ψ, e, V, λ,Λ,Ω)τ

− 
∫
Ω×Ω
|x− y|2
2τ
dγ.
Thus, the desired result follows.
Proposition 2.5.3. (Energy Inequality) Let ε, ρ, λ, and Λ be as in Propo-
sition 2.5.2. Then, there exist positive constants C and δ such that∫
Ω×Ω
|x− y|2
2τ
dγ ≤ C
(
E(ρ)−
∫
Ω
Ψ dµ− E(ρτ ) +
∫
Ω
Ψ dµτ + τ
)
,
for every τ ∈ (0, δ). Here, C depends only on ε, λ,Λ,LipΨ, and ||V ||∞.
Proof. By minimality of ρτ , we obtain∫
Ω×Ω
|x− y|2
2τ
+ Ψ(y)1Ω×∂Ω −Ψ(x)1∂Ω×Ω dγ + τ
∫
Ω
e(h) dx+ E(ρτ ) ≤ E(ρ).
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Also, by Lemma 2.5.4 and the above inequality,∫
Ω×Ω
|x− y|2
2τ
+Ψ(y)1Ω×∂Ω−Ψ(x)1∂Ω×Ω dγ ≤ E(ρ)−E(ρτ )+C1(Ψ, e, V, µ,Ω)τ.
Now, using the above inequality and Lemma 2.5.5, we obtain∫
Ω×Ω
|x− y|2
2τ
dγ+
∫
Ω
Ψ dµ−
∫
Ω
Ψ dµτ − 
∫
Ω×Ω
|x− y|2
2τ
dγ τ −C2
(
1+
1

)
τ
≤ E(ρ)− E(ρτ ) + C1(Ψ, e, V, λ,Λ,Ω)τ.
Here, C2 := C2(Ψ, e, V, λ,Λ,Ω). Then, the result follows by first choosing 
and then δ appropriately in the above inequality.
For the next proposition, we will need the map P :→ Rd, which was
defined in Section 3. Such a map satisfies
|x− P (x)| = d(x, ∂Ω) ∀x ∈ Ω.
Lemma 2.5.6. (Projection estimate) Assume Ω satisfies the interior ball
condition with radius r > 0. Then, for all x with d(x, ∂Ω) < r
2
, we have
|P (x)− PΨ,τ (x)| ≤ 4τLipΨ and |P (x)− P−Ψ,τ (x)| ≤ 4τLipΨ.
Proof. Let x ∈ Ω such that d(x, ∂Ω) < r
2
. By the interior ball condition, P (x)
is unique. For a contradiction, suppose
|P (x)− PΨ,τ (x)| > 4τLipΨ.
Denote by Q the center of the circle of radius r that is tangent to ∂Ω at P (x)
and is contained in Ω. Using the cosine law and the fact that |Q−PΨ,τ (x)| ≥ r,
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we can see that
|x− PΨ,τ (x)|2 − |x− P (x)|2
≥ |P (x)− PΨ,τ (x)|2
(
1− |x− P (x)|
r
)
≥ |P (x)− PΨ,τ (x)|
2
2
.
Hence,
|x− PΨ,τ (x)|2
2τ
− |x− P (x)|
2
2τ
+ Ψ(PΨ,τ (x))−Ψ(P (x)),
is bounded from below by
|P (x)− PΨ,τ (x)|2
4τ
− LipΨ|P (x)− PΨ,τ (x)|.
Our assumption implies that the above quantity is strictly positive. This
contradicts the minimality of PΨ,τ (x). Thus, we get the first inequality of the
Lemma. The second inequality can be shown using the same argument.
Appendix
A Minimizers of problem 1.1
In this section, we study properties of the minimizers of Problem 1.1
that are needed for Section 3. For this purpose, we let µ and ρ dx be ab-
solutely continuous measures in M(Ω) and let τ be a fixed positive number.
Additionally, we define mr : Ω→ R by
mr(x) := [e
′
x]
−1(r),
for any r in R.
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Henceforth, we will say that a plan is optimal in the classical sense
if it is an optimal plan for the cost d(x, y) = |x − y|2. Whenever γ is an
optimal plan in the classical sense and µ = pi1#γ is absolutely continuous,
we can guarantee the existence of a map T such that (Id, T )#µ = γ (see,
for example, [6, Theorem 6.2.4 and Remark 6.2.11]). Any map satisfying the
previous property will be called optimal in the classical sense.
Lemma A.1. (Refinement of pairs) Let µ and ρ dx be absolutely contin-
uous measures in M(Ω) and let τ be a positive constant. Then, for any (γ, h)
in ADM(µ, ρ) there exists (γ′, h) and (γ′′, h′) in ADM(µ, ρ) with the following
properties:
(i) The plans (γ′)ΩΩ and (γ
′)Ω
Ω
are optimal in the classical sense, (γ′)∂Ω∂Ω = 0
and
Cτ (γ
′, h)−Cτ (γ, h) =
∫
Ω×Ω\∂Ω×∂Ω
|x− y|2
2τ
dγ′−
∫
Ω×Ω\∂Ω×∂Ω
|x− y|2
2τ
dγ.
(ii) We have
h′(x) > [e′x]
−1
(
− diam(Ω)
2
2τ
− ||Ψ||∞
)
,
for almost every x in Ω and
Cτ (γ
′′, h′)− Cτ (γ′, h) ≤ τ
∫
Ar
[
e′(mr) +
|P−Ψ,τ,(y)− y|2
2τ
−Ψ(P−Ψ,τ,(y))
]
(mr − h) dy
+ τε
∫
AκR
[
− e′(h− ε(ρ+ τh)) + diam
2(Ω)
2τ
− |S(y)− y|
2
2τ
+ 2||Ψ||∞
]
(ρ+ τh) dy ≤ 0. (A.42)
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Here, S is an optimal map, in the classical sense, such that (S, Id)#(ρ+τh) =
γ′Ω
Ω
(this exists by the absolute continuity of ρ + τh), Ar = {h < mr}, AκR =
{h > mR + 1}∩{ρ+ τh < κ}, κ is a positive constant, and ε < min(1\κ, 1\τ).
Also, r and R are constants satisfying
r < −diam(Ω)
2
2τ
− ||Ψ||∞,
R >
diam(Ω)2
τ
+ 2||Ψ||∞,
and
mR > 0 in Ω.
Proof. It is easy to verify that if γ˜ satisfies piiγ
Ω
Ω = pii(γ˜)
Ω
Ω and piiγ
Ω
Ω
= pii(γ˜)
Ω
Ω
for i = 1 and i = 2, then (γ˜, h) ∈ ADM(µ, ρ), and
Cτ (γ˜, h)− Cτ (γ, h) =
∫
Ω×Ω\∂Ω×∂Ω
|x− y|2
2τ
dγ˜ −
∫
Ω×Ω\∂Ω×∂Ω
|x− y|2
2τ
dγ.
Consequently, if (γ˜)Ω
Ω
and (γ˜)ΩΩ are optimal plans in the classical sense, then
Cτ (γ˜, h) ≤ Cτ (γ, h).
Now, (i) follows from the observation that (γ˜ − γ˜∂Ω∂Ω , h) ∈ ADM(µ, ρ) and
Cτ (γ˜, h) = Cτ (γ˜ − γ˜∂Ω∂Ω , h).
We proceed to the proof of (ii). Let γ′ be the plan given by item (i). Define
h′ and γ′′ by
h′ = h+ (mr − h)1Ar − εpi#2 (γ′)A
κ
R
Ω
,
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γ′′ = γ′ + τ(P−Ψ,τ,Id)#(mr − h)1Ar − τε(γ′)A
κ
R
Ω
+ τε(Id, PΨ,τ,)#(γ
′)A
κ
R
Ω .
Here, we are using same notation as in the statement of the Lemma. Observe
that by (2.1.5), (γ′′, h′) ∈ ADM(µ, ρ),
h′ =

h in Ω\AκR ∪ Ar,
mr in Ar,
h− ε(ρ+ τh) in AκR,
and
pi2#γ
′′
|Ω =

ρ+ τh in Ω\AκR ∪ Ar,
ρ+ τmr in Ar,
(1− τε)(ρ+ τh) in AκR.
Hence,
Cτ (γ
′′, h′)− Cτ (γ′, h)
≤ τ
∫
Ar
[
e(mr)− e(h)
]
dy + τ
∫
Ar
( |P−Ψ,τ,(y)− y|2
2τ
−Ψ(P−Ψ,τ,(y))
)
(mr − h) dy
+ τ
∫
AκR
e(h− ε(ρ+ τh))− e(h) dy + ετ
∫
AκR
(
diam2(Ω)
2τ
+ ||Ψ||∞
− |S(y)− y|
2
2τ
+ ||Ψ||∞)
)
(ρ+ τh) dy.
Then, the desired result follows by the convexity of e with respect to its first
variable and the definition of r, R, and ε.
For the next lemma, we will need the set D(e), which was previously
defined to be the interior of the set of points such that e is finite.
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Lemma A.2. (Optimal maps and Bounds on the created mass) Let
µ and ρ dx be absolutely continuous measures in M(Ω) and let τ be a positive
constant. Additionally, let (γ, h) be a pair in Opt(µ, ρ). Then
(i) The plans γΩΩ and γ
Ω
Ω
are optimal in the classical sense.
(ii) There exist maps T and S from Ω to Ω such that
(Id, T )#µ = γ
Ω
Ω ,
and
(S, Id)#(ρ+ τh) = γ
Ω
Ω
.
(iii) There exists a compact set K ⊂ R× Ω contained in D(e) such that
(x, h(x)) ∈ K,
for a.e x in Ω.
Proof. By Lemma A.1, (i) follows by optimality. Since µ and ρ + τh are
absolutely continuous, (ii) follows from the classical optimal transportation
theory (see for example [6, Theorem 6.2.4 and Remark 6.2.11]).
Now, we proceed to the proof of (iii). Let r, R, and (γ′′, h′) be defined as
in the previous Lemma and set K = {(q, x) ∈ R×Ω : mr(x) ≤ q ≤ mR(x) +
1}. By (C7) and (C8), K is compact. By construction, both integrands in
(A.42) are strictly negative. Thus, from the minimality of (γ, h), we conclude
that |Ar| = |Aκr | = 0. Since κ was arbitrary and h+ τρ ∈ L1(Ω), we obtain the
desired result.
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In the next proposition, we will say that a point in Ω is a density point
for ρ+ τh if it is a point of with density 1 for the set {ρ+ τh > 0} and it is a
Lebesgue point for ρ and h.
Proposition A.1. Let µ and ρ dx be absolutely continuous measures in M(Ω)
and let τ be a positive constant. Additionally, let (γ, h) be a pair in Opt(µ, ρ).
If T and S are the maps given by Lemma A.2, then the following inequalities
hold:
• Let y1 and y2 be points in Ω. Assume that y1 is a density point for ρ+τh
and a Lebesgue point for S and that y2 is a Lebesgue point for h. Then
e′(h(y1)) +
|y1 − S(y1)|2
2τ
≤ e′(h(y2)) + |y2 − S(y1)|
2
2τ
. (A.43)
• Let y1 and S(y1) be points in Ω. Assume that y1 is a density point for
ρ+ τh and a Lebesgue point for S. Then for any y2 ∈ ∂Ω, we have
e′ ◦ h(y1) + |y1 − S(y1)|
2
2τ
≤ |y2 − S(y1)|
2
2τ
+ Ψ(y2). (A.44)
• Let x1 ∈ Ω be a Lebesgue point for the density of µ, and T and assume
that T (x1) ∈ ∂Ω. Assume further that y1 ∈ Ω is a Lebesgue point for h.
Then
|x1 − T (x1)|2
2τ
+ Ψ(T (x1)) ≤ e′(h(y1)) + |x1 − y1|
2
2τ
. (A.45)
• Let x1 ∈ Ω be a Lebesgue point for the density of µ, and T and assume
that T (x1) ∈ ∂Ω. Then for any y1 in ∂Ω,
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|x1 − T (x1)|2
2τ
+ Ψ(T (x1)) ≤ |x1 − y1|
2
2τ
+ Ψ(y1). (A.46)
• Let y1 ∈ Ω be a Lebesgue point for h. Then for any x1 ∈ ∂Ω,
0 ≤ e′ ◦ h(y1) + |y1 − x1|
2
2τ
−Ψ(x1). (A.47)
• Let y1 ∈ Ω be a density point for ρ+ τh such that S(y1) ∈ ∂Ω. Then, for
any x1 in ∂Ω,
|y1 − S(y1)|2
2τ
−Ψ(S(y1)) ≤ |y1 − x1|
2
2τ
−Ψ(x1). (A.48)
• Let y1 ∈ Ω be a density point for ρ+ τh such that S(y1) ∈ ∂Ω. Then
|y1 − S(y1)|2
2τ
−Ψ(S(y1)) ≤ −e′(h(y1)). (A.49)
Proof. We only prove (A.43); the proofs of the other inequalities are analogous.
Also, Proposition 2.5.1 provides heuristic arguments that illustrate the method
used to prove those inequalities. This Proposition is the analogue of [43,
Proposition 3.7] in our context. We have decided to include this proof since
this is the first times we explain how to make these kinds of arguments rigorous
with perturbations that involve mass creation.
-Heuristic argument We provide the idea to show (A.43). First suppose
S(y1) ∈ Ω. Then we can take some mass from S(y1) and instead of sending
it to y1, we send it to y2. In order to end up with we an admisible pair, we
then have to create the missing mass at y1 and remove the extra mass at y2.
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In order to do this, we have to decrease h(y1) and increase h(y2). By doing
this we save |y1−S(y1)|
2
2τ
and we pay
|y2 − S(y1)|2
2τ
− e′(h1) + e′(h2).
Hence, (A.43) follows by minimality. If S(y1) ∈ ∂Ω, when we do the previous
perturbation we save |y1−S(y1)|
2
2τ
+ Ψ(S(y1)) and we pay
|y2 − S(y1)|2
2τ
+ Ψ(S(y1))− e′(h1) + e′(h2),
Thus, we get the same conclusion.
-Rigorous proof We define γr,ε and hr,ε by
γεr = γ
Br(y1)c
Ω
+ (1− ε)γBr(y1)
Ω
+ ε(pi1,T
y2
y1
)#γ
Br(y1)
Ω
,
and
hεr = h−
ε
τ
(pi2#γ
Br(y1)
Ω
) +
ε
τ
(Ty2y1 ◦ pi2#γBr(y1)Ω ).
Here, Ty2y1 (y) = y − y1 + y2, and r is small enough so that Br(y1) and Br(y2)
are disjoint and contained in Ω.
Note that pi1#(γ
r,ε) = pi1#γ and pi
2
#γ − τh = pi2#γr,ε − τhr,ε. Hence, (γr,ε, hr,ε) ∈
ADM(µ, ν). By optimality, we must have
0 ≤ C(hr,ε, γr,ε)− Cτ (h, γ).
Thus,
0 ≤ ε
∫
Br(y1)
[ |Ty2y1 − S|2
2τ
− |Id− S|
2
2τ
]
(ρ+ τh) dy
+ τ
∫
Br(y1)
[
e
(
h− ε
τ
(ρτ + τh)
)
− e(h)
]
dy
+ τ
∫
Br(y1)
[
e
(
h ◦ Ty2y1 +
ε
τ
(ρ+ τh)
)
− e(h ◦ Ty2y1 )
]
dx.
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If we divide by ε and let ε ↓ 0, using Lemma A.2, the fact that e is locally
Lipschitz in D(e), and the dominated convergence Theorem, we obtain
0 ≤
∫
Br(y1)
[ |Ty2y1 − S|2
2τ
− |y − S|
2
2τ
]
(ρ+ τh) dy −
∫
Br(y1)
e′(h)(ρ+ τh) dy
+
∫
Br(y1)
e′(h ◦ Ty2y1 )(ρ+ τh) dy.
Recall y1 is a density point for ρ+ τh and a Lebesgue point for S and y1 and
y2 are Lebesgue points for h. Hence, when we divide by L
d(Br(0)) and we let
r ↓ 0, we obtain (A.43).
Henceforth, as we did in Section 5, we will omit the proof of these
kinds of perturbation arguments. They can be made rigorous using the ideas
contained in the previous Proposition. For the next proposition, we will need
the sets D(ex), which were previously defined to be the interior of the set of
points z such that e(z, x) is finite.
Proposition A.2. (Bounds on the transported mass) With the nota-
tions and assumptions from Proposition A.1, the following implication holds:
If there there exists a positive constant λ0 such that
λ0 dx ≤ µ,
and
λ0 ≤ ρ,
then there exists a positive number δ such that
λ0
4
≤ ρ+ τh,
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for all τ in (0, δ). Here, δ depends only on λ0, Ψ, and e.
Proof. Let ρ˜ = ρ + τh. If the sets D(ex) are of the form (a,∞) with a finite,
then since h(x) ∈ D(ex) and (C2), (C5), and (C8) hold, the lower bound
follows easily by choosing δ sufficiently small. Hence, we assume that the
sets D(ex) are of the form (−∞,∞). (We remark that due to (C8) the two
conditions are mutually exclusive).
By (C6) and (C8), there exits δ such that for every τ < δ there exists
r such that
r < −||Ψ||∞
and
1
τ
(
λ0
4
− ρ
)
≤ mr ≤ 1
τ
(
λ0
2
− ρ
)
in Ω.
Set Ar = {ρ˜ < ρ + τmr(x)} and Cr = {x ∈ Ar : T (x) 6∈ Ar}. For a
contradiction, suppose |Ar| > 0. Note that |Cr| ≥ 0. Otherwise, by (2.1.5)
λ0
2
|Ar| > ρ˜(Ar) ≥ ρ˜(T (Ar)) = µ(T−1T (Ar)) ≥ λ0|Ar|.
Define the sets
C1r :=
{
x ∈ Cr : T (x) ∈ Ω
}
and C2r :=
{
x ∈ Cr : T (x) ∈ ∂Ω
}
.
Since Cr = C
1
r ∪C2r , we have that either |C1r | > 0 or |C2r | > 0. Suppose we are
in the first case. Then, we can find a point x which is a Lebesgue point for T
such that T (x) is a Lebesgue point for ρ˜. If we stop sending some mass from
x to T (x) then we can create the missing mass at T (x) and remove the extra
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mass at x. To do this we have to increase h(x) and decrease h(T (x)). By doing
this, we produce a pair in ADM(µ, ρ). Thus, by optimality, we must have
e′(h(x))− e′(h(T (x))− |x− T (x)|
2
2τ
≥ 0.
By construction, if we use (2.1.5), we obtain
e′(h(x)) = e′
(
ρ˜(x)− ρ(x)
τ
)
< e′(mr(x)) = r,
and
e′(h(T (x)) = e′
(
ρ˜(T (x))− ρ(T (x))
τ
)
≥ e′(mr(x)) = r.
This gives us a contradiction.
Now, suppose |C2r | > 0. Then, we can find a point x ∈ C2r such that x is
a Lebesgue point for T and h. If we stop moving some mass from x to the
boundary, then we can remove the extra mass at x. To do this we have to
increase h(x). By doing this, we produce a pair in ADM(µ, ρ). By optimality,
we must have
e′(h(x))−Ψ(T (x))− |x− T (x)|
2
2τ
≥ 0.
As before e′(h(x)) < r and by construction r−Ψ < 0. This gives us a contra-
diction. Hence, we conclude that
ρ+ τh = ρ˜ ≥ ρ+ τmr ≥ λ0
4
a.e in Ω.
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Chapter 3
Global well-posedness of the spatially
homogeneous Kolmogorov-Vicsek model as a
gradient flow
We consider the so-called spatially homogenous Kolmogorov-Vicsek
model, a non-linear Fokker-Planck equation of self-driven stochastic particles
with orientation interaction under the space-homogeneity. We prove the global
existence and uniqueness of weak solutions to the equation. We also show that
weak solutions exponentially converge to a steady state, which has the form
of the Fisher-von Mises distribution.
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1 Introduction
In this paper we study the dynamics of the probability density function
ρ(t, ω), as one-particle distribution at time t with direction ω ∈ Sd−1 (unit
sphere of Rd), which satisfies the system
∂tρ = ∆ωρ−∇ω ·
(
ρPω⊥Ωρ
)
,
Ωρ =
Jρ
|Jρ| , Jρ =
∫
Sd−1
ω ρ dω.
(1.1)
Here the operators ∇ω and ∆ω denote the gradient and the Laplace-Beltrami
operator on the sphere Sd−1, respectively. The term Pω⊥Ω denotes the projec-
tion of the vector Ω onto the normal plane to ω, describing the mean-field force
that governs the orientational interaction of self-driven particles by aligning
them with the direction Ω determined by the flux J . Notice that Ω is not
defined when J = 0, and this singularity in the vector field is one of the main
difficulties when studying the system (1.1).
The equation (1.1) is the spatially homogeneous version of the kinetic
Kolmogorov-Vicsek model, which was formally derived by Degond and Motsch
[31] as a mean-field limit of the discrete Vicsek model [3, 15, 26, 50] with
stochastic dynamics. Recently, the stochastic Vicsek model has received ex-
tensive attention in the mathematical topics such as the mean-field limit, hy-
drodynamic limit, and phase transition. Bolley, Can˜izo and Carrillo [16] have
rigorously justified the mean-field limit when the unit vector Ω in the force
term of (1.1) is replaced by a more regular vector-field, and Degond, Frouvelle
1
and Liu [28] provided a complete and rigorous description of phase transitions
when Ω is replaced by ν(|J |)Ω, and there is a noise intensity τ(|J |) in front of
∆ωρ, where the functions ν and τ satisfy
|J | 7→ ν(|J |)|J | and |J | 7→ τ(|J |) are Lipschitz and bounded.
Indeed, this modification leads to the appearance of phase transitions such as
the number and nature of equilibria, stability, convergence rate, phase diagram
and hysteresis, which depend on the ratio between ν and τ . It is important
to observe that the assumptions of ν remove the singularity of Ω because
ν(|J |)Ω → 0 as |J | → 0. This phase transition problem has been studied as
well in [3, 26, 28, 29, 47, 50]. Concerning studies on hydrodynamic descriptions
of kinetic Vicsek model we refer to [28, 29, 31, 32, 33, 46], see also [17, 27, 52]
for other related studies.
For the well-posedness of the kinetic Kolmogorov-Vicsek model, Frou-
velle and Liu [47] have shown the well-posedness in the spatially homogeneous
case with the “regular” force field Pω⊥J instead of Pω⊥Ω. Moreover they have
provided the convergence rates towards equilibria by using the Onsager free en-
ergy functional and Lasalle’s invariance principle, and their results have been
applied in [28]. More recently, Gamba and Kang [49] proved the existence and
uniqueness of weak solutions to the kinetic Kolmogorov-Vicsek model with the
singular force field Pω⊥Ω, under the a priori assumption that |J | > 0. The
solution constructed in [49] are in L∞ in time and Lp(D), where D is both in
2
x-space and v-space. (and so they are weak solutions in the classical sense) and
have stability with respect to the initial data, under the a priori assumption
of |J | > c uniformly in time and space. See statement of Theorem 2.1 in [49]
equation (2.3) to (2.7). This statement also holds for the space-homogeneous
setting under the a priori assumption of |J | > 0. As a study for its numerical
scheme, we refer to [48].
The purpose of this paper is to present the global well-posedness and
large time behavior of weak solutions to the spatially homogeneous problem
(1.1). In order to prevent the singularity of Ωρ, we shall consider initial prob-
ability densities ρ0 satisfying |Jρ0| > 0. Nonetheless, since the momentum J
is not conserved, the condition |Jρ0| > 0 may not immediately ensure that
|Jρ| > 0 for all time. As we shall see, a formal computation actually does
show that |Jρ(t)| ≥ |Jρ0 |e−2(d−1)t (see Lemma 3.3). However, since it does not
seem obvious how to justify this estimate, we shall rather argue by approxima-
tion. More precisely, we first regularize the equation (1.1) by adding a small
constant ε > 0 to the denominator of Ωρ. This allows us to look at (1.1) as
the gradient flow with respect to Wasserstein distance of a ε-perturbed free
energy functional, and we will be able to prove the well-posedness of the regu-
larized equation using the time-discrete scheme by Jordan, Kindeleherer, and
Otto [66]. Finally, using a compactness argument, we will obtain the global
well-posedness of (1.1).
For the large time behavior, we observe that, as a consequence of (2.6),
3
the system (1.1) can be written as the nonlinear Fokker-Planck equation:
∂tρ = ∆ωρ−∇ω ·
(
ρ∇ω(ω · Ωρ)
)
. (1.2)
We can easily see that the equilibrium states of (1.2) have the form of the
Fisher-von Mises distribution: for any given Ω ∈ Sd−1, these are given by
MΩ(ω) := CMe
ω·Ω,
where CM is the positive constant given by
CM =
1∫
Sd−1 e
ω·Ω dω
, (1.3)
so that MΩ is a probability density function. Notice that the normalization
constant CM does not depend on Ω, and can be easily computed when d = 3
(see Appendix). In this paper we prove that any weak solution of (1.1) con-
verges exponentially to a stationary Fisher-von Mises distribution.
The paper is organized as follows. In the next section, we briefly present
some useful results and estimates in the optimal transportation theory, and
then state our main results. Section 3 is devoted to the proof of existence
of weak solutions. In Section 4, we prove the convergence of weak solutions
towards the equilibrium in L1 distance. In Section 5, we show that weak
solutions are locally stable with respect to the Wasserstein distance, and as a
consequence we obtain the uniqueness of the weak solution.
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2 Preliminaries and Main results
2.1 Probability measures on the sphere
Here we summarize useful results from optimal transportation theory
that will be used throughout the paper. We consider the embedded Rie-
mannian manifold Sd−1 ⊂ Rd endowed with the ambient metric and geodesic
distance given by
d(x, y) := inf
{√∫ 1
0
| γ˙ |2 dt
∣∣∣ γ ∈ C1((0, 1), Sd−1), γ(0) = x, γ(1) = y}.
We define the 2-Wasserstein distance (or transportation distance) with quadratic
cost between two probability measures µ and ν as
W2(µ, ν) :=
√
inf
λ∈Λ(µ,ν)
∫
Sd−1×Sd−1
d(x, y)2 dλ(x, y), (2.1)
where Λ(µ, ν) denotes the set of all probability measures λ on Sd−1×Sd−1 with
marginals µ and ν, i.e,
pi1#λ = µ, pi2#γ = ν,
where pi1 : (x, y) 7→ x and pi2 : (x, y) 7→ y are the natural projections from
Sd−1 × Sd−1 to Sd−1, and pi1#λ denotes the push forward of λ through pi1.
Whenever µ is absolutely continuous with respect to the volume measure of
Sd−1, it follows by McCann’s Theorem [77] that there exists a unique optimal
plan λ0 ∈ Λ(µ, ν) which minimizes (2.1), and such a plan is induced by an
optimal transport map T : Sd−1 → Sd−1, i.e., λ0 = (Id, T )#µ (thus, T#µ = ν).
In addition, T can be written as
T (ω) = expω(∇ϕ(ω)),
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for some d2/2-convex function ϕ : Sd−1 → R (see for instance [5, Theorem
2.33]).
We shall denote by (P(Sd−1),W2) the metric space of probability mea-
sures on the sphere endowed with the Wasserstein distance. We recall that
(P(Sd−1),W2) is a complete separable compact metric space, and a sequence
µn converges to µ in W2 if and only if it converges weakly in duality with
functions in C(Sd−1) (see for example [5, Theorem 3.7 and Remark 3.8]).
The following proposition provides a useful estimate on the directional
derivative of the map µ 7→ W 22 (µ, ν), which is used in Section 3.
Proposition 2.1. Let µ, ν ∈ P(Sd−1), assume that µ is absolutely continuous,
let X : Sd−1 → TSd−1 be a C∞ vector field, and define µt := exp(tX)#µ. Then
we have
lim sup
t→0
W 22 (µt, ν)−W 22 (µ, ν)
t
≤ −2
∫
Sd−1
∇ωϕ(ω) ·X(ω) dµ,
where ϕ : Sd−1 → R is a d2/2-convex function such that expω(∇ωϕ) is the
optimal map sending µ onto ν.
Proof. Let λ0 ∈ Λ(µ, ν) be the optimal plan, i.e., (Id, expω(∇ωϕ))#µ = λ0.
Since the measure
λt :=
(
(exp(tX) ◦ pi1, pi2
)
#
λ0
6
belongs to Λ(µt, ν), it follows by the definition of W2 (see (2.1)) that
W 22 (µt, ν) ≤
∫
Sd−1×Sd−1
d(ω, ω¯)2 dλt
=
∫
Sd−1×Sd−1
d(expω(tX), ω¯)
2 dλ0
=
∫
Sd−1
d
(
expω(tX), expω(∇ωϕ)
)2
dµ.
We now recall that the following formula about the squared distance function
(see for instance [45, Section 1.9]):
d
(
expω(tX(ω)), expω(∇ωϕ(ω))
)2
≤ d(ω, expω(∇ωϕ(ω)))2 − 2tX(ω) · ∇ωϕ(ω) + C t2. (2.2)
Thus
W 22 (µt, ν) ≤
∫
Sd−1
d
(
ω, expω(∇ωϕ(ω))
)2
dµ− 2t
∫
Sd−1
X(ω) · ∇ωϕ(ω) dµ+ C t2
= W 22 (µ, ν)− 2t
∫
Sd−1
X(ω) · ∇ωϕ(ω) dµ+ C t2,
and the result follows.
Throughout the paper, we mainly deal with absolutely continuous mea-
sures. Hence, by abuse of notation, we will use sometimes ρ to denote the
absolutely continuous measure ρ dω on the sphere Sd−1.
2.2 Formulas for the calculus on the sphere
We present here some useful formulas on sphere Sd−1, which are used
throughout the paper.
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Let F : Sd−1 → Rd be a vector-valued function and f : Sd−1 → R be scalar-
valued function. Then we have the following formulas related to the integration
by parts: ∫
Sd−1
f ∇ω · F dω = −
∫
Sd−1
F · (∇ωf − 2ωf) dω, (2.3)
and ∫
Sd−1
ω∇ω · F dω = −
∫
Sd−1
F dω,∫
Sd−1
∇ωf dω = (d− 1)
∫
Sd−1
ω f dω.
(2.4)
Since ∇ωf is a tangent vector-field, it follows immediately by the definition of
the projection Pω⊥ that
Pω⊥ω = 0,
Pω⊥∇ωf = ∇ωf.
(2.5)
Moreover, for any constant vector v ∈ Rd we have
∇ω(ω · v) = Pω⊥v,
∇ω · (Pω⊥v) = −(d− 1)ω · v.
(2.6)
We refer to [47, 85] for the derivations of these formulas.
2.3 Main results
We now state our main existence, uniqueness, and convergence results.
In the sequel we shall restrict to the case d ≥ 3 since we will need to use the
logarithmic Sobolev inequality on the sphere (see the proof of Lemma 4.1).
We point out that Lemma 4.1 is not used in the existence part, hence our
approach allows one to get existence of solutions even in the case d = 2.
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Theorem 2.1. (Existence and Uniqueness) Assume d ≥ 3. Let ρ0 ∈ P(Sd−1)
be an initial probability measure satisfying
|Jρ0| > 0,
∫
Sd−1
ρ0 log ρ0 dω <∞. (2.7)
Then the equation (1.1) has a unique weak solution ρ ∈ L2loc([0,∞),W 1,1(Sd−1))
starting from ρ0, which is weakly continuous in time, and satisfies (1.1) in the
weak sense: for all ϕ ∈ C∞(Sd−1) and 0 ≤ t < s,∫
Sd−1
ϕ (ρ(s)− ρ(t)) dω =
∫ s
t
(∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω ·Ωρ(r))
]
ρ(r) dω
)
dr.
Moreover for all t > 0,
|Jρ|2 ≥ |Jρ0|2e−2(d−1)t.
Theorem 2.2. (Convergence to steady state) Assume d ≥ 3. Let ρ0 ∈ P(Sd−1)
be an initial probability measure satisfying (2.7). Then there exist a constant
vector Ω∞ ∈ Sd−1 and a constant C > 0, depending only on ρ0 and the dimen-
sion d, such that
‖ρ(t)−MΩ∞‖L1(Sd−1) ≤ C
(∫
Sd−1
ρ0 log ρ0 dω + 1
)
e−
2(d−2)
e2
t.
Remark 2.1. Notice that, since the momentum Jρ(t) is not conserved in time,
it is not clear how to determine the vector Ω∞ from the initial data ρ0.
The following theorem provides a short time stability in Wasserstein
distance when two initial probability measures are close to each other. In
particular it implies uniqueness of solutions.
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Theorem 2.3. (Stability in Wasserstein distance) Assume d ≥ 3. Let ρ0, ρ¯0 ∈
P(Sd−1) be probability measures satisfying (2.7) and
W2(ρ0, ρ¯0) ≤ |Jρ0 |
16
,
and let ρ(t) and ρ¯(t) denote the solutions of (1.1) starting from ρ0 and ρ¯0,
respectively. Then there exist constants C > 0 and δ > 0, depending on ρ0, ρ¯0,
such that
W2(ρ(t), ρ¯(t)) ≤ eλtW2(ρ0, ρ¯0) ∀ t < δ,
where λ := (1 + 2/|Jρ0|)− (d− 2).
3 Existence
In this section, we prove the existence part in Theorem 2.1. For this, we
first regularize the equation (1.1) using a parameter ε ∈ (0, 1) to prevent the
singularity of Ωρ, and then take ε→ 0 using standard compactness argument.
It is worth noticing that the existence of solutions to the regularized equation
could also be proved by using the techniques in [49]. However, we used the
Jordan-Kinderlehrer-Otto scheme because it gave us useful estimates for the
limiting system.
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3.1 Regularized equation
We first regularize (1.1) by adding ε > 0 to the denominator of Ωρ as
follows:
∂tρ
ε = ∇ω ·
(
ρε∇ω (log ρε − ω · Ωερε)
)
,
ρε(0) = ρ0,
Ωερε =
Jρε√|Jρε|2 + ε, Jρε =
∫
Sd−1
ω ρε dω.
(3.1)
In the next subsections, we show the existence of weak solutions to the regu-
larized equation (3.1) as a gradient flow with respect to Wasserstein distance
of the ε-perturbed free energy functional
Eε(µ) :=
{ ∫
Sd−1 ρ log ρ dω −
√|Jρ|2 + ε if µ = ρ dω
+∞, otherwise.
Notice that since ρ 7→ Jρ is continuous with respect to W2, the functional Eε
is lower semicontinious with respect to W2. The next lemma provides some
useful properties on derivatives of the functional Eε.
Lemma 3.1. For a given ρ ∈ P(Sd−1), the following results hold.
(1) For any d2/2-convex function ϕ : Sd−1 → R, the second derivative of Eε
along the geodesic ρt dω := exp(t∇ϕ)#ρ dω at t = 0 is given by
d2
dt2
∣∣∣∣
t=0
Eε(ρt) =
∫
tr([D2ϕ]TD2ϕ) ρ dω + (d− 2)
∫
Sd−1
|∇ϕ|2ρ dω
+
∫
∇ϕD2(Ωερ · ω)∇ϕρ dω
− 1√|Jρ|2 + ε
(∣∣∣ ∫ ∇ϕρ dω∣∣∣2 − (∫ Ωερ · ∇ϕρ dω)2).
(3.2)
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(2) For any smooth vector field X : Sd−1 → TSd−1, the directional derivative
of Eε along µt := exp(tX)#ρ dω at t = 0 is given by
lim
t→0
Eε(µt)− Eε(ρ)
t
=
∫
Sd−1
∇ω(log ρ− ω · Ωερ) ·X(ω) ρ dω. (3.3)
(3) The slope of Eε is given by
|∇Eε(ρ)| := lim sup
ρ¯→ρ
(Eε(ρ¯)− Eε(ρ))+
W2(ρ¯, ρ)
=
√∫
Sd−1
|∇ω(log ρ− ω · Ωερ)|2ρ dω.
(3.4)
Proof. Once we prove (3.2), since the Hessian of the map ω 7→ Ωερ ·ω has norm
bounded by 1 and tr([D2ϕ]TD2ϕ) ≥ 0, we get
d2
dt2
∣∣∣∣
t=0
Eε(ρt) ≥ −λ
∫
Sd−1
|∇ϕ|2ρ dω, (3.5)
with λ = (1 + ε−1/2) − (d − 2). This means that the functional Eε is (−λ)-
convex, and it follows by standard theory (see for instance [6, Chapter 10])
that (3.3) and (3.4) hold. Thus the remaining part is devoted to the proof of
(3.2).
We begin by noticing that, since ρt dω := exp(t∇ϕ)#ρ dω is a geodesic
in W2, the couple (ρt, ϕt) solves the following system of continuity/Hamilton-
Jacobi equation in the distributional/viscosity sense (see for instance [94,
Chapter 13]):
∂tρt +∇ · (ρt∇ϕt) = 0,
∂tϕt +
|∇ϕt|2
2
= 0,
(3.6)
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where ρ0 = ρ and ϕ0 = ϕ.
Then, using first the continuity equation above, we have
d
dt
(∫
Sd−1
ρt log ρt dω −
√
|Jρt|2 + ε
)
=
∫
log ρt ∂tρt dω
− Jρt√|Jρt|2 + ε ·
∫
ω ∂tρt dω
= −
∫
log ρt∇ · (ρt∇ϕt) dω +
∫
Ωερt · ω∇ · (ρt∇ϕt) dω
=
∫
∇ϕt · ∇ log ρt ρt dω −
∫
∇(ω · Ωερt) · ∇ϕt ρt dω
= −
∫
∆ϕt ρt dω −
∫
∇(ω · Ωερt) · ∇ϕt ρt dω.
Thus,
d2
dt2
Eε(ρt) = − d
dt
∫
∆ϕt ρt dω − d
dt
∫
∇(ω · Ωερt) · ∇ϕt ρt dω
=: I1 + I2.
Using (3.6), we have
I1 =
∫
∆
|∇ϕt|2
2
ρt dω +
∫
∆ϕt∇ · (∇ϕt ρt) dω
=
∫
∆
|∇ϕt|2
2
ρt dω −
∫
∇∆ϕt · ∇ϕt ρt dω
=
∫
tr([∇2ϕt]T∇2ϕt) ρt dω +
∫
Ric(∇ϕt,∇ϕt) ρt dω.
where in the last equality we used the Bochner formula
∆
| ∇ϕ |2
2
−∇ϕ · ∇∆ϕ = tr([∇2ϕ]T∇2ϕ) + Ric(∇ϕ,∇ϕ).
Since the Ricci curvature tensor of Sd−1 is (d− 2)Id−1, we have
I1 =
∫
tr([∇2ϕt]T∇2ϕt) ρt dω + (d− 2)
∫
|∇ϕt|2 ρt dω.
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For I2, we use (2.5) and (2.6) to get
∇(ω · Ωερt) · ∇ϕt = Pω⊥Ωερt · ∇ϕt = Pω⊥∇ϕt · Ωερt = ∇ϕt · Ωερt , (3.7)
which yields
I2 = − d
dt
∫
∇ϕt · Ωερt ρt dω
= −
∫
∂tρt∇ϕt · Ωερt dω −
∫
ρt∇∂tϕt · Ωερt dω −
∫
ρt∇ϕt · ∂tΩερt dω
=: I21 + I22 + I23.
Using (3.6) and (3.7), we have
I21 =
∫
∇ · (ρt∇ϕt)∇ϕt · Ωερt dω
=
∫
∇ · (ρt∇ϕt)∇(ω · Ωερt) · ∇ϕt dω
= −
∫
ρt∇ϕt · ∇
(∇(ω · Ωερt) · ∇ϕt) dω
= −
∫
ρt∇ϕtD2(ω · Ωερt)∇ϕt dω +
∫
ρt∇(ω · Ωερt) · ∇
( |∇ϕt|2
2
)
dω.
Similarly we have
I22 =
∫
ρt∇
( |∇ϕt|2
2
)
· Ωερt dω
=
∫
ρt∇(ω · Ωερt) · ∇
( |∇ϕt|2
2
)
dω,
thus
I21 + I22 = −
∫
ρt∇ϕtD2(ω · Ωερt)∇ϕt dω.
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Concerning I23, since
∂tΩ
ε
ρt =
∂tJρt√|Jρt |2 + ε − Ω
ε
ρt√|Jρt |2 + ε Ωερt · ∂tJρt
=
1√|Jρt |2 + ε
(
−
∫
ω∇ · (ρt∇ϕt) dω + Ωερt
∫
Ωερt · ω∇ · (ρt∇ϕt) dω
)
=
1√|Jρt |2 + ε
(∫
ρt∇ϕt dω − Ωερt
∫
∇(Ωερt · ω) · ∇ϕt ρt dω
)
=
1√|Jρt |2 + ε
(∫
ρt∇ϕt dω − Ωερt
∫
Ωερt · ∇ϕt ρt dω
)
,
we have
I23 = − 1√|Jρt|2 + ε
∫
ρt∇ϕ ·
(∫
ρt∇ϕt dω − Ωερt
∫
Ωερt · ∇ϕt ρt dω
)
dω
= − 1√|Jρt|2 + ε
∣∣∣∣ ∫ ∇ϕt ρt dω∣∣∣∣2 + 1√|Jρt|2 + ε
(∫
Ωερt · ∇ϕt ρt dω
)2
.
Recalling that ρ0 = ρ and ϕ0 = ϕ, this completes the proof of (3.2).
3.2 Minimizing movements for the free energy
To prove existence of solutions to the regularized problem, we use the
time-discrete scheme by Jordan, Kindeleherer and Otto [66] (see also [43]).
Hence, in all this section, ε > 0 is fixed and, to simplify the notation, we shall
not explicitly show the dependence on it.
Given a time step τ > 0, for a given initial data ρ0 ∈ P(Sd−1) we set
ρτ0 = ρ0,
and then recursively define ρτn as a minimizer of
σ 7→ W
2
2 (σ, ρ
τ
n−1)
2τ
+ Eε(ρ). (3.8)
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The existence of a minimizer to (3.8) is guaranteed as follows.
Lemma 3.2. For a given τ > 0 and ρ ∈ P(Sd−1), there exists a minimum
ρτ ∈ P(Sd−1) of
σ → W
2
2 (σ, ρ)
2τ
+ Eε(σ).
Furthermore, the optimal transport map T sending ρτ dω onto ρ dω is given by
T (ω) = expω
[
τ∇ω
(
log ρτ − ω · Ωερτ
)]
. (3.9)
Proof. First of all, the existence of a minimum µτ = ρτ dω follows from the
fact that Eε is lower semicontinous and bounded from below thanks to
Eε(ρt) ≥ min
x>0
x log x
∫
Sd−1
dω −
√∣∣∣ ∫
Sd−1
ρt dω
∣∣∣2 + ε
≥ |Sd−1| e−1 log e−1 −√1 + ε.
(3.10)
To show (3.9), let ϕ be a d2/2-convex function such that expω(∇ωϕ) is the
optimal map sending ρτ dω onto ρ dω. For any smooth vector field X on Sd−1,
we set
µt := exp(tX)#ρτ dω.
Using the minimality of ρτ , we get
Eε(µt)− Eε(ρτ ) + W
2
2 (µt, ρ)−W 22 (ρτ , ρ)
2τ
≥ 0.
Then we use Proposition 2.1 and (3.3) to obtain∫
Sd−1
∇ω
(
log ρτ − ω · Ωερτ
) ·X(ω) ρ dω − 1
τ
∫
Sd−1
∇ωϕ ·X(ω) ρ dω
≥ lim sup
t→0
(
Eε(µt)− Eε(ρτ ) + W
2
2 (µt, ρ)−W 22 (ρτ , ρ)
2τ
)
≥ 0.
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Exchanging X with −X, this yields∫
Sd−1
τ ∇ω
(
log ρτ − ω · Ωερτ
) ·X(ω) ρ dω = ∫
Sd−1
∇ωϕ ·X(ω) ρ dω,
and since X is arbitrary we get
∇ωϕ = τ ∇ω
(
log ρτ − ω · Ωερτ
)
,
which proves (3.9).
3.3 Existence of the regularized equation (3.1)
Using the sequence of minimizers defined in the previous section, we
define the discrete solution t 7→ ρτ (t) by
ρτ (t) := ρτn, for t ∈ [nτ, (n+ 1)τ).
We show now the existence of weak solutions to (3.1) as a limit of the discrete
solutions ρτ as τ → 0.
Proposition 3.1. Assume ρ0 ∈ P(Sd−1) with
∫
Sd−1 ρ0 log ρ0 dω < ∞. Then,
for any sequence τk ↓ 0, up to a subsequence ρτk(t) converges to some limit ρ(t)
locally uniformly in time. The limit t 7→ ρ(t) belongs to L2loc([0,∞),W 1,1(Sd−1))
and is a weak solution of (3.1).
Proof. Throughout the proof, we will use the following inequality for the se-
quence of minimizers ρτn of (3.8),
1
2
m−1∑
i=n
W 22 (ρ
τ
i+1, ρ
τ
i )
τ
+
τ
2
m−1∑
i=n
|∇Eε(ρτi )|2 ≤ Eε(ρτm)− Eε(ρτn), for any n < m,
(3.11)
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referring to [6, Lemma 3.2.2] for its proof.
Since Eε(ρτm) ≤ Eε(ρ0) for all m and Eε(ρτn) bounded from below due to (3.10),
we have
Eε(ρτm)− Eε(ρτn) ≤ Eε(ρ0) +
√
1 + ε. (3.12)
Let {τk}k∈N be a sequence converging to 0. Then, for any n < m,
1
2
m−1∑
i=n
W 22 (ρ
τk
i+1, ρ
τk
i )
τk
≤ Eε(ρ0) +
√
2 (3.13)
(recall that ε ≤ 1).
Notice that
Eε(ρ0) ≤
∫
Sd−1
ρ0 log ρ0 dω <∞. (3.14)
Also, it follows by Jensen’s inequality that
W 22 (ρ
τ
m, ρ
τ
n)
(m− n)2 ≤
(∑m−1
i=n W2(ρ
τ
i+1, ρ
τ
i )
m− n
)2
≤
∑m−1
i=n W
2
2 (ρ
τ
i+1, ρ
τ
i )
m− n ≤ 2τ(E
ε(ρ0) +
√
2).
Hence, setting n = [ s
τ
] and m = [ t
τ
] for any 0 ≤ s < t, we have
W2(ρ
τk(t), ρτk(s)) ≤
√
2(Eε(ρ0) +
√
2) [t− s+ τk]. (3.15)
This equicontinuity estimate combined the compactness of (P(Sd−1),W2) im-
plies that, up to a subsequence,
ρτk(t) converges to some limit ρ(t) in (P(Sd−1),W2) locally uniformly in t ≥ 0.
(3.16)
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We now show that t 7→ ρ(t) is a weak solution of (3.1). For n ∈ N, by (3.8)
and Lemma 3.2, we have(
expω
(
τk∇ω
(
log ρτkn+1 − ω · Ωερτkn+1
)))
#
ρτkn+1 dω = ρ
τk
n dω.
Thus, for any ϕ ∈ C∞(Sd−1),∫
Sd−1
ϕ(ω) (ρτkn+1 − ρτkn ) dω
=
∫
Sd−1
(
ϕ(ω)− ϕ( expω(τk∇ω(log ρτkn+1 − ω · Ωερτkn+1)))) ρτkn+1 dω.
Using, for each ω ∈ Sd−1, the Taylor formula along the geodesic
s 7→ expω(sτk∇ω(log ρτkn+1 − ω · Ωερτkn+1)), we have∫
Sd−1
ϕ(ω) (ρτkn+1 − ρτn) dω
= −
∫
Sd−1
τk∇ωϕ(ω) · ∇ω
[
log ρτkn+1 − ω · Ωερτkn+1
]
ρτkn+1 dω +R(n, τk)
=
∫
Sd−1
τk
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερτkn+1)
]
ρτkn+1 dω +R(n, τk),
(3.17)
where the remainder term R(n, τk) can be estimated by
R(n, τk) ≤ ‖D2ωϕ‖L∞(Sd−1)
∫
Sd−1
d2
(
ω, expω(τk∇ω
[
log ρτkn+1 − ω · Ωρτkn+1
])
ρτkn+1 dω
= ‖D2ωϕ‖L∞(Sd−1) W 22 (ρτkn+1, ρτkn ),
(3.18)
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For any 0 ≤ t < s, we sum up (3.17) from l := [ t
τk
] to m := [ s
τk
] to get∫
Sd−1
ϕ (ρτk(s)− ρτk(t)) dω
≤
m∑
n=l
∫
Sd−1
τk
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερτkn+1)
]
ρτkn+1 dω
+
m∑
n=l
R(n, τk)
=
∫ (m+2)τk
(l+1)τk
∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερτk (r))
]
ρτk(r) dω dr
+
m∑
n=l
R(n, τk).
Letting τk → 0, (3.16) implies∫
Sd−1
ϕ (ρτk(s)− ρτk(t)) dω →
∫
Sd−1
ϕ (ρ(s)− ρ(t)) dω.
Since Jρτk → Jρ, we have
|Ωερτk − Ωερ| ≤
∣∣∣Jρτk (√|Jρ|2 + ε−√|Jρτk |2 + ε) +√|Jρτk |2 + ε(Jρτk − Jρ)∣∣∣√|Jρτk |2 + ε√|Jρ|2 + ε
≤ 1
ε
(
|Jρτk − Jρ|+
∣∣∣√|Jρτk |2 + ε−√|Jρ|2 + ε∣∣∣)
→ 0,
which implies that, for all r,∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερτk (r))
]
ρτk(r) dω
→
∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερ(r))
]
ρ(r) dω.
Moreover since
∫
Sd−1
[
∆ωϕ+∇ωϕ·∇ω(ω·Ωερτk (r))
]
ρτk(r) dω is uniformly bounded,
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the dominated convergence theorem yields∫ (m+2)τk
(l+1)τk
∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερτk (r))
]
ρτk(r) dω dr
→
∫ s
t
∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερ(r))
]
ρ(r) dω dr.
On the other hand, since (3.18) and (3.13) give
m∑
n=l
R(n, τk) ≤ C
m∑
n=l
W 22 (ρ
τk
n+1, ρ
τk
n )
≤ C(Eε(ρ0) +
√
2)τk → 0,
we have shown that 0 ≤ t < s,∫
Sd−1
ϕ (ρ(s)− ρ(t)) dω =
∫ s
t
∫
Sd−1
[
∆ωϕ+∇ωϕ · ∇ω(ω · Ωερ(r))
]
ρ(r) dω dr,
which provides the weak formulation of (3.1). Moreover, thanks to (3.15) and
(3.14),
W2(ρ(t), ρ(s)) ≤
√
2
∫
Sd−1
ρ0 log ρ0 dω
√
t− s, (3.19)
hence t 7→ ρ(t) is weakly continuous and ρ is a weak solution to (3.1).
It remains to show that ρ ∈ L2loc([0,∞),W 1,1(Sd−1)). Using again (3.11)
and (3.12) we see that, for any 0 ≤ t < s,∫ s
t
|∇Eε(ρτk(t))|2dt ≤ 2(Eε(ρ0) +
√
2),
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which together with (3.4) yields
2(Eε(ρ0) +
√
2) ≥
∫ s
t
∫
Sd−1
|∇ω(log ρτk − ω · Ωερτk )|2ρτk dω dt
≥
∫ s
t
∫
Sd−1
|∇ω log ρτk |2ρτk dω dt
− 2
∫ s
t
∫
Sd−1
∇ω log ρτk · ∇ω(ω · Ωερτk ) ρτk dω dt
≥ 1
2
∫ s
t
∫
Sd−1
|∇ω log ρτk |2ρτk dω dt
− 2
∫ s
t
∫
Sd−1
|∇ω(ω · Ωερτk )|2ρτk dω dt.
(3.20)
Since |∇ω(ω · Ωε)| = |Pω⊥Ω| ≤ 1, we have∫ s
t
∫
Sd−1
|∇ω
√
ρτk |2dω dt = 1
2
∫ s
t
∫
Sd−1
|∇ω log ρτk |2ρτk dω dt
≤ 2(Eε(ρ0) +
√
2) + 2(s− t),
which implies that
√
ρτk is uniformly bounded in L2loc([0,+∞), H1(Sd−1)).
Therefore, letting τk → 0, we get
√
ρ ∈ L2loc([0,+∞), H1(Sd−1)), (3.21)
that combined with Ho¨lder inequality implies that ρ ∈ L2loc([0,+∞),W 1,1(Sd−1)).
3.4 Uniqueness
The following results provide the stability estimates for weak solutions
to (3.1), thus their uniqueness. We shall revisit the arguments of the proof to
show the stability and uniqueness of weak solutions to (1.1) in Section 5.
22
Proposition 3.2. (Uniqueness and stability). Assume ρ0, ρ¯0 ∈ P(Sd−1) satisfy
(2.7). Let ρε, ρ¯ε be solutions of (3.1) with corresponding initial datas ρ0, ρ¯0.
Then for all t > 0,
W2(ρ
ε(t), ρ¯ε(t)) ≤ eλtW2(ρ0, ρ¯0), (3.22)
where λ := (1 + ε−1/2)− (d− 2).
Proof. For a fixed time t > 0, let ϕ0 be a d
2/2-convex function such that
expω(∇ωϕ0) is the optimal map sending ρε(t) dω onto ρ¯ε(t) dω, and consider
the curve [0, 1] 3 r 7→ αr dω of absolutely continuous measures defined by
αr dω = expω(r∇ωϕ0)#ρε(t) dω
(the absolute continuity of αr follows, for instance, from [40, Section 5]). Then
the curve r 7→ αr dω is the unique geodesic in (P(Sd−1),W2) connecting α0 =
ρε(t) to α1 = ρ¯
ε(t) (see for example [5, Corollary 3.22]).
For each r ∈ [0, 1], let ϕr be a d2/2-convex function such that expω(∇ωϕr) is
the optimal map sending αr dω onto ρ¯
ε(t) dω. Similarly, the curve s 7→ αr,s dω
defined by
αr,s dω = expω(s∇ϕr)#αr dω, (3.23)
and it is the unique geodesic in (P(Sd−1),W2) connecting αr,0 = αr to αr,1 =
ρ¯ε(t). Notice that it follows from the uniqueness of the geodesics that, for all
r, s ∈ [0, 1],
αr+(1−r)s = αr,s.
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Now, applying (3.2) in Lemma 3.1 to (3.23), we estimate the second derivative
of Eε by Wasserstein distance as
d2
dh2
∣∣∣∣
h=r
Eε(αh) =
d2
dh2
∣∣∣∣
h=0
Eε(αr, h
1−r
)
=
1
(1− r)2
d2
ds2
∣∣∣∣
s=0
Eε(αr,s)
≥ − λ
(1− r)2
∫
Sd−1
|∇ϕr|2αr dω
= −λ W
2
2 (αr, ρ¯
ε(t))
(1− r)2
= −λW 22 (ρε(t), ρ¯ε(t)),
(3.24)
where λ := (1 + ε−1/2)− (d− 2) (see (3.5)).
Since, by Taylor formula along the geodesic r 7→ αr dω,
Eε(α1) = E
ε(α0) +
d
dr
∣∣∣∣
r=0
Eε(αr) +
∫ 1
0
(1− r) d
2
dr2
Eε(αr) dr,
we use (3.3) and (3.24) to have
Eε(ρ¯ε(t)) ≥ Eε(ρε(t))
+
∫
Sd−1
∇ϕ0 · ∇(log ρε(t)− ω · Ωρε(t)) ρε(t) dω − λ
2
W 22 (ρ
ε(t), ρ¯ε(t)).
Similarly, applying the above arguments to the d2/2-convex function ϕ0 satis-
fying
ρε(t) dω = expω(∇ϕ0)#ρε(t) dω,
we have
Eε(ρε(t)) ≥ Eε(ρ¯ε(t))
+
∫
Sd−1
∇ϕ¯0 · ∇(log ρ¯ε(t)− ω · Ωρ¯ε(t)) ρ¯ε(t) dω − λ
2
W 22 (ρ
ε(t), ρ¯ε(t)),
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therefore∫
Sd−1
∇ϕ0 · ∇(log ρε(t)− ω · Ωρε(t)) ρε(t) dω
+
∫
Sd−1
∇ϕ¯0 · ∇(log ρ¯ε(t)− ω · Ωρ¯ε(t)) ρ¯ε(t) dω ≤ λW 22 (ρε(t), ρ¯ε(t)). (3.25)
We now claim that
d
dt
W 22 (ρ
ε(t), ρ¯ε(t)) =
∫
Sd−1
∇ϕ0 · ∇(log ρε(t)− ω · Ωρε(t)) ρε(t) dω
+
∫
Sd−1
∇ϕ¯0 · ∇(log ρ¯ε(t)− ω · Ωρ¯ε(t)) ρ¯ε(t) dω.
(3.26)
Indeed, ρε and ρ¯ε solve the continuity equation
∂tρ+∇ω · (v[ρ]ρ) = 0,
where v[ρ] := ∇ω(ω ·Ωερ− log ρ) is a locally Lipschitz vector field. Moreover it
follows from (3.21) that, for all t < s,∫ s
t
∫
Sd−1
|v[ρ]| ρ dω ≤ C (s− t)
(
1 + ‖∇√ρ‖L2(Sd−1)
)
<∞.
Hence the hypotheses of [94, Theorem 23.9] are satisfied implying (3.26), and
combining it with (3.25) yields
d
dt
W 22 (ρ
ε(t), ρ¯ε(t) ≤ λW 22 (ρε(t), ρ¯ε(t)),
which completes the proof.
3.5 Properties of solutions to (3.1)
In the next lemma, we show that the momentum does not vanish for
any finite time t ∈ (0,∞), with an estimate independent of ε.
25
Lemma 3.3. Let ρε be a solution of (3.1). Then, for all t > 0,
|Jρε(t)|2 ≥ |Jρ0|2e−2(d−1)t.
Proof. It follows from (3.1) that
d
dt
1
2
|Jρε|2 = Jρε · ∂tJρε
= Jρε ·
(∫
ω∆ρε dω −
∫
ω∇ · (ρε∇(ω · Ωρε)) dω
)
= Jρε ·
∫
ω∆ρε dω −
∫
Jρε · ω∇ · (ρε∇(ω · Ωρε)) dω
=: I1 + I2.
We use (2.4) to get
I1 = −Jρε ·
∫
∇ρε dω
= −(d− 1)Jρε ·
∫
ω ρε dω
= −(d− 1)|Jρε|2.
Also, using (2.3), we have
I2 =
∫
∇(Jρε · ω) · ∇(ω · Ωρε) ρεdω
=
∫
ρε√|Jρε|2 + ε |∇(ω · Jρε)|2 dω
≥ 0.
Thus
d
dt
|Jρε |2 ≤ −2(d− 1)|Jρε|2,
which completes the proof.
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3.6 Proof of the existence in Theorem 2.1
Let {εk}k∈N be a sequence converging to 0. As a consequence of (3.19)
it follows that the sequence {ρεk}k∈N is equicontinous, so the compactness of
(P(Sd−1),W2) imply that up to a subsequence, ρεk(t) converges to some limit
ρ(t) in (P(Sd−1),W2) uniformly in t ≥ 0. Then since Jρεk → Jρ, it follows from
Lemma 3.3 that for all t > 0,
|Jρ(t)|2 ≥ |Jρ0|2e−2(d−1)t. (3.27)
Therefore by the same arguments as the proof of Proposition 3.1, the limit ρ is
a weak solution to (1.1). Moreover since a straightforward computation yields
d
dt
E0(ρ) = −
∫
Sd−1
|∇ω(log ρ− ω · Ωρ)|2ρ dω,
the analogue of (3.20) with ε = 0 combined with (3.14) provide
ρ ∈ L2loc([0,+∞),W 1,1(Sd−1)).
4 Convergence towards equilibrium
In this section, we prove Theorem 2.2. We start with the following
estimates on the difference between ρε and MΩερε .
Lemma 4.1. Let CM be as in (1.3), and let ρ
ε be a solution of (3.1) starting
from ρ0. Then, for all t > 0,
‖ρε(t)−MΩε
ρε(t)
‖L1(Sd−1) ≤ e−C1t
(∫
Sd−1
ρ0 log ρ0 dω + 1− logCM
)
+
√
ε.
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where
C1 :=
2(d− 2)
e2
.
Proof. First of all, for each measure ρε, we denote its relative entropy with
respect to the probability measure MΩερε (ω) dω = CMe
ω·Ωερεdω by
H(ρε |MΩερε ) =
∫
Sd−1
ρε log
( ρε
MΩερε
)
dω,
which can also be rewritten as
H(ρε |MΩερε ) =
∫
Sd−1
ρε log ρε dω −
∫
Sd−1
ω · Ωερε ρε dω − logCM .
Since ∫
Sd−1
ω · Ωερε ρε dω =
Jρε√|Jρε |2 + ε ·
∫
ω ρε dω =
|Jρε|2√|Jρε|2 + ε
=
√
|Jρε|2 + ε− ε√|Jρε|2 + ε,
we have
Eε(ρε) = H(ρε |MΩερε )−
ε√|Jρε|2 + ε + logCM . (4.1)
We now set α := |Sd−1|−1, and regard the measure MΩερε dω as a bounded
perturbation of the constant probability measure α dω, i.e.,
MΩερε = e
ω·Ωερε−logCM = eω·Ω
ε
ρε−logCM−logαα,
where
osc(ω · Ωερε − logCM − logα) ≤ 2. (4.2)
28
Since the Ricci curvature tensor of Sd−1 is (d−2)Id and d ≥ 3, the logarithmic
Sobolev inequality [10] implies
H(ρε | α) ≤ 1
2(d− 2)
∫ ∣∣∣∣∇ log ρεα
∣∣∣∣2ρε dω.
Thus, since the logarithmic Sobolev inequality is stable under bounded per-
turbations (see for instance [63, 84]), it follows from (4.2) that
H(ρε |MΩερε ) ≤
e2
2(d− 2)
∫ ∣∣∣∣∇ log ρεMΩερε
∣∣∣∣2ρε dω. (4.3)
Therefore, since (4.1) yields
d
dt
Eε(ρε) =
d
dt
H(ρε |MΩερε )−
d
dt
ε√|Jρε |2 + ε,
and we see
d
dt
Eε(ρε) = −
∫
|∇(log ρε − ω · Ωερε)|2ρε dω
= −
∫ ∣∣∣∣∇ log ρεMΩερε
∣∣∣∣2ρε dω, (4.4)
it follows from (4.3) and (4.4) that
d
dt
H(ρε |MΩερε ) ≤ −
2(d− 2)
e2
H(ρε |MΩερε ) +
d
dt
ε√|Jρε|2 + ε.
Integrating this inequality, we get
H(ρε(t) |MΩε
ρε(t)
) ≤ e−C1tH(ρ0 |MΩερ0 ) + e
−C1t
∫ t
0
eC1s
d
ds
ε√|Jρε(s)|2 + ε ds
= e−C1tH(ρ0 |MΩερ0 ) +
ε√| Jρε(t) |2 +ε − e−C1t ε√| Jρ0 |2 +ε
− C1e−C1t
∫ t
0
eC1s
ε√|Jρε(s)|2 + ε ds
≤ e−C1tH(ρ0 |MΩερ0 ) +
√
ε.
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Hence, thanks to the Csiszar-Kullback-Pinsker inequality (see for example [51,
Theorem 1.4]) and the bound
H(ρ0 |MΩερ0 ) ≤
∫
Sd−1
ρ0 log ρ0 dω + 1− logCM ,
we have the desired inequality.
The above estimates immediately imply that our weak solutions of (1.1)
looks more and more as a Fisher-von Mises distribution as t→∞.
Proposition 4.1. Let ρ be a solution of (1.1). Then for all t > 0,
‖ρ(t)−MΩρ(t)‖L1(Sd−1) ≤ e−
2(d−2)
e2
t
(∫
Sd−1
ρ0 log ρ0 dω + 1− logCM
)
.
Proof. The desired inequality follows by taking ε→ 0 in Lemma 4.1 for each
t > 0.
The above proposition only tells us that our solution ρ(t) resembles to
MΩρ(t) for t  1, but it does not say whether the vector Ωρ(t) stabilizes to a
fixed vector as t→∞.
To prove this fact, we first use the above result to obtain the uniform
positivity of |Jρ| in time, which improves the estimate (3.27). The following
result ensures that if there is a limit J∞ of Jρ(t) as t→∞, then J∞ has to be
a nonzero vector.
Lemma 4.2. Let ρ be a solution of (1.1) with initial data ρ0 ∈ P(Sd−1) satis-
fying (2.7). Then there exists a positive constant C(ρ0) only depending on ρ0
such that for all t > 0,
|Jρ(t)| > C(ρ0).
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Proof. Using Proposition 4.1, we have∣∣∣∣Jρ(t) − ∫
Sd−1
ω ·MΩρ(t) dω
∣∣∣∣ = ∣∣∣∣ ∫
Sd−1
ω (ρ(t)−MΩρ(t)) dω
∣∣∣∣
≤ ‖ρ(t)−MΩρ(t)‖L1(Sd−1)
≤ e− 2(d−2)e2 t
(∫
Sd−1
ρ0 log ρ0 dω + 1− logCM
)
,
which yields
|Jρ(t)| ≥
∣∣∣∣ ∫
Sd−1
ω ·MΩρ(t) dω
∣∣∣∣− ∣∣∣∣Jρ(t) − ∫
Sd−1
ω ·MΩρ(t) dω
∣∣∣∣
≥
∣∣∣∣ ∫
Sd−1
ω ·MΩρ(t) dω
∣∣∣∣− e− 2(d−2)e2 t(∫
Sd−1
ρ0 log ρ0 dω + 1− logCM
)
=: R(t).
By (5.1), C(d) :=
∣∣ ∫
Sd−1 ω ·MΩρ dω
∣∣ is a positive constant independent of Ωρ,
thus
R(t)→ C(d) as t→∞.
Recalling (3.27), this completes the proof.
4.1 Proof of Theorem 2.2
We begin with
d
dt
Jρ =
∫
ω∇ω ·
(
ρ∇ω(log ρ−∇ω(ω · Ωρ))
)
dω
= −
∫
ρ∇ω log ρ dω +
∫
ρ∇ω(ω · Ωρ) dω.
If we regard the above terms as functionals on ρ, that is,
I1(ρ) :=
∫
ρ∇ω log ρ dω,
I2(ρ) :=
∫
ρ∇ω(ω · Ωρ) dω,
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then we see that
I1(MΩρ) = I2(MΩρ).
Also, noticing that I1(ρ) and I1(ρ) can be written as (see Section 2.2)
I1(ρ) =
∫
∇ωρ dω = (d− 1)
∫
ω ρ dω,
I2(ρ) =
∫
ρPω⊥Ωρ dω,
we have
|I1(ρ)− I1(MΩρ)| ≤ (d− 1)
∣∣∣ ∫ ω (ρ−MΩρ) dω∣∣∣
≤ C‖ρ−MΩρ‖L1(Sd−1),
and
|I2(ρ)− I2(MΩρ)| ≤ C‖ρ−MΩρ‖L1(Sd−1)
for some dimensional constant C. Thus, thanks to Proposition 4.1, we have∣∣∣ d
dt
Jρ
∣∣∣ = ∣∣∣− I1(ρ) + I1(MΩρ)− I2(MΩρ) + I2(ρ)∣∣∣
≤ C‖ρ−MΩρ‖L1(Sd−1).
≤ C e− 2(d−2)e2 t.
Together with Lemma 4.2, this implies that there exist a nonzero constant
vector J∞ ∈ Rd such that
|Jρ(t) − J∞| ≤ Ce−
2(d−2)
e2
t.
Therefore, setting Ω∞ = J∞|J∞| , we have
‖MΩρ(t) −MΩ∞‖L1(Sd−1) ≤ C |Ωρ(t) − Ω∞| ≤ C e−
2(d−2)
e2
t,
that combined with Proposition 4.1 completes the proof.
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5 Uniqueness and Stability
In this section, we present a stability estimate in Wasserstein distance,
which provides as a corollary the uniqueness result in Theorem 2.1. First of
all, notice that the stability estimate (3.22) does not imply the stability for
(1.1), because of the dependence on ε in (3.22).
We obtain here a stability estimate for short time when the two initial
data ρ0, ρ¯0 are close to each other as
W2(ρ0, ρ¯0) ≤ |Jρ0|
2
16
. (5.1)
To get the stability estimate, we use the following lemma on the continuity of
the momentum Jρ with respect to the density ρ.
Lemma 5.1. Let ρ, ρ¯ ∈ P(Sd−1) be any measures satisfying |Jρ¯| > 0. Then,∣∣|Jρ¯| − |Jρ|∣∣ ≤ 2W2(ρ¯, ρ)|Jρ¯| .
Proof. We follow the same arguments in the proof of Proposition 3.2. Let ϕ0
be a d2/2-convex function such that expω(∇ωϕ0) is the optimal map sending
ρ dω onto ρ¯ dω, and consider the unique geodesic r 7→ αr dω connecting α0 = ρ
to α1 = ρ¯.
Similarly for each r ∈ [0, 1], let ϕr be a d2/2-convex function such that
expω(∇ωϕr) is the optimal map sending αr dω onto ρ¯ dω, and consider the
geodesic s 7→ αr,s dω connecting αr,0 = αr to αr,1 = ρ¯. Notice that s 7→ αr,s dω
satisfies the continuity equation in the sense of distributions:
∂
∂s
∣∣∣∣
s=0
αr,s = −∇ω · (αr,s∇ωϕr).
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Using the same computations as in (3.24), we have
∂
∂h
∣∣∣∣
h=r
αh =
1
1− r
∂
∂s
∣∣∣∣
s=0
αr,s = − 1
1− r∇ω · (αr∇ωϕr),
thus
d
dt
∣∣∣∣
h=r
|J(αh)|2 = 2J(αh) · d
dt
∣∣∣∣
h=r
J(αh)
=
2
1− r
∫
Sd−1
∇ω(ω · J(αr))∇ωϕrαr dω
≤ 2
1− r
√∫
Sd−1
| ∇ω(ω · J(αr)) |2 αr dω
√∫
Sd−1
| ∇ωϕr |2 αr dω
≤ 2
1− rW2(αr, ρ¯)
≤ 2W2(ρ, ρ¯).
Integrating the above inequality from r = 0 to r = 1 we get
|Jρ¯|2 − |Jρ|2 ≤ 2W2(ρ, ρ¯).
Similarly applying the above arguments to another d2/2-convex function ϕ0
sending ρ dω onto ρ dω we get
|Jρ|2 − |Jρ¯|2 ≤ 2W2(ρ, ρ¯),
hence ∣∣∣|Jρ¯| − |Jρ|∣∣∣ ≤ 2W2(ρ¯, ρ)|Jρ¯|+ |Jρ| ≤ 2W2(ρ¯, ρ)|Jρ¯| .
5.1 Proof of Theorem 2.3
Since ρ solves the continuity equation
∂tρ+∇ω · (ρ∇ω(ω · Ωρ − log ρ)) = 0,
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it follows from the Benamou and Brenier formula [11] that, for any t > 0,
W 22 (ρ(t), ρ0) ≤ t
∫ t
0
∫
Sd−1
|∇ω(ω · Ωρ(τ) − log ρ(τ))|2ρ(τ) dω dτ.
In addition, since
d
dt
E0(ρ) = −
∫
Sd−1
|∇ω(log ρ− ω · Ωρ)|2ρ dω,
we have
W 22 (ρ(t), ρ0) ≤ t
∫ t
0
(
− d
dτ
E0(ρ)
)
dτ.
Recalling (4.1), we see that
d
dt
E0(ρ) =
d
dt
H(ρ |MΩρ).
Thus, for all t > 0,
W 22 (ρ(t), ρ0)
≤ t
(
H(ρ0 |MΩ(ρ0))−H(ρ(t) |MΩρ(t))
)
≤ tH(ρ0 |MΩ(ρ0)).
Analogously
W 22 (ρ¯(t), ρ¯0) ≤ tH(ρ¯0 |MΩ(ρ¯0)).
Therefore, setting
δ :=
|Jρ0|4
28 max{H(ρ0 |MΩ(ρ0)), H(ρ¯0 |MΩ(ρ¯0))}
we have that, for all t ≤ δ,
W2(ρ(t), ρ0) ≤ |Jρ0|
2
16
, W2(ρ¯(t), ρ¯0) ≤ |Jρ0|
2
16
. (5.2)
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For each time t ≤ δ, we consider the unique geodesic r 7→ αr dω connecting
α0 = ρ(t) to α1 = ρ¯(t).
Then, using (5.1) and (5.2), we have
W2(ρ0, αr) ≤ W2(ρ0, ρ(t)) +W2(ρ(t), αr)
≤ W2(ρ0, ρ(t)) +W2(ρ(t), ρ¯(t))
≤ 2W2(ρ0, ρ(t)) +W2(ρ0, ρ¯(t))
≤ 2W2(ρ0, ρ(t)) +W2(ρ0, ρ¯0) +W2(ρ¯0, ρ¯(t))
≤ |Jρ0 |
2
4
,
and applying Lemma 5.1 to ρ0 and αr we get
∣∣|Jρ0 | − |Jαr |∣∣ ≤ 2W2(ρ0, αr)|Jρ0| ≤ |Jρ0|2 ,
thus
|Jαr | ≥
|Jρ0|
2
. (5.3)
We now compute the second derivative of E0 using (3.24) and (3.2) with ε = 0,
and thanks to (5.3) we have
d2
dh2
∣∣∣∣
h=r
E0(αh) ≥ −λW 22 (ρε(t), ρ¯ε(t)),
where λ := (1 + 2/|Jρ0|)− (d− 2).
Hence, using the same arguments in the proof of Proposition 3.2, we deduce
that
W2(ρ(t), ρ¯(t)) ≤ eλtW2(ρ0, ρ¯0) ∀ t ∈ [0, δ], (5.4)
as desired.
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5.2 Proof of the uniqueness in Theorem 2.1
The short time stability estimate (5.4) implies the uniqueness of weak
solutions to (1.1). Indeed, if W2(ρ0, ρ¯0) = 0, then W2(ρ(t), ρ¯(t)) = 0 for all
t ≤ δ. Thanks to Lemma 4.2 and
d
dt
H(ρ |MΩρ) ≤ 0,
a continuation argument implies W2(ρ(t), ρ¯(t)) = 0 for all t ≥ 0.
Appendix A
We here present how to compute explicitely the momentum JMΩ of the
Fisher-von Mises distribution in the case d = 3.
Let us fix a reference Cartesian coordinate system with e3 = Ω, and
then consider the spherical coordinate system (θ, φ) associated with the or-
thonormal basis (e1, e2,Ω). Then a straightforward compution yields
C−1M =
∫
S2
eω·Ω dω =
∫ 2pi
0
dφ
∫ pi
0
ecos θ sin θ dθ = 2pi(e− e−1).
Moreover, since
ω = sin θ cosφ e1 + sin θ sinφ e2 + cos θΩ,
we have
JMΩ =
∫
S2
ωMΩ(ω) dω = CMΩ
∫ 2pi
0
dφ
∫ pi
0
cos θ ecos θ sin θ dθ =
2e−1
e− e−1 Ω.
Similarly using the generalized spherical coordinate system on Sd−1, we have
JMΩ =
∫ pi
0
cos θ ecos θ sind−2 θ dθ∫ pi
0
ecos θ sind−2 θ dθ
Ω. (5.1)
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Notice that CM and |JMΩ| are constants only depending on dimension d, but
independent of Ω.
38
Chapter 4
Dynamics of a spatially homogeneous Vicsek
model for oriented particles on the plane
We consider a spatially homogeneous Kolmogorov-Vicsek model in two
dimensions, which describes the alignment dynamics of self-driven stochastic
particles that move on the plane at a constant speed, under space-homogeneity.
In [44], Alessio Figalli and the authors have shown the existence of global weak
solutions for this two-dimensional model. However, no time-asymptotic behav-
ior has been obtained for the two-dimensional case, due to the failure of the
celebrated Bakry-Emery condition for the logarithmic Sobolev inequality. We
prove exponential convergence (with quantitative rate) of the weak solutions
towards a Fisher-von Mises distribution, using a new condition for the loga-
rithmic Sobolev inequality.
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1 Introduction and Main results
Recently, the stochastic Vicsek model has received extensive attention
in mathematical topics such as mean-field limits, hydrodynamic limits, and
phase transitions [3, 16, 26, 29, 28, 31, 47, 50]. In this article, we study a time-
asymptotic behavior of the so-called Kolmogorov-Vicsek model in two space
dimensions. Such a model is governed by a nonlinear, nonlocal Fokker-Planck
equation, which describes self-propelled stochastic particles moving on a plane
with unit speed:
∂tρ = ∆ωρ−∇ω ·
(
ρPω⊥Ωρ
)
,
Ωρ =
Jρ
|Jρ| , Jρ =
∫
S1
ω ρ dω,
(1.1)
where ρ(t, ω) is a probability density function at time t with direction ω ∈
S1 (unit circle of R2), and the operators ∇ω and ∆ω denote the gradient
and the Laplace-Beltrami operator on the circle S1. The force field Pω⊥Ωρ
denotes the projection of the unit vector Ωρ onto the normal plane to ω, i.e.,
Pω⊥Ωρ := (Id − ω ⊗ ω)Ωρ, which describes the mean-field force that governs
the orientational interaction of self-driven particles by aligning them with the
direction Ωρ determined by the flux Jρ.
This model (1.1) is a spatially homogeneous version of the kinetic
Kolmogorov-Vicsek model [31, 49], which was formally derived by Degond and
Motsch [31] as a mean-field limit of the discrete Vicsek model [3, 26, 50, 15]
with stochastic dynamics. Bolley, Can˜izo and Carrillo [16] have rigorously jus-
tified the mean-field limit when the unit vector Ωρ in the force term of (1.1)
1
is replaced by a more regular vector-field. As a study on phase transition,
Degond, Frouvelle and Liu [28] provided a complete and rigorous description
of phase transitions when Ωρ is replaced by ν(|Jρ|)Ωρ, and there is a noise
intensity τ(|Jρ|) in front of ∆ωρ, where the functions ν and τ are Lipschitz,
bounded, and satisfy that |Jρ| 7→ ν(|Jρ|)/|Jρ| and |Jρ| 7→ τ(|Jρ|). It turns out
that their modification leads to the appearance of phase transitions such as
the number and nature of equilibria, stability, convergence rate, phase diagram
and hysteresis, which depend on the ratio between ν and τ . We see that the as-
sumptions of ν remove the singularity of Ωρ because ν(|Jρ|)Ωρ → 0 as |Jρ| → 0.
This phase transition problem has been studied as well in [3, 26, 29, 28, 47, 50].
As a result on well-posedness of kinetic Vicsek model, Gamba and the
first author [49] recently proved the existence and uniqueness of weak solutions
to the spatially inhomogeneous Vicsek model under the a priori assumption of
positivity of momentum, without handling the stability issues, whose difficulty
is mainly coming from the facts that the momentum is not conserved and no
dissipative energy functional has been found for the model. For a study for
its numerical scheme, we refer to [48]. Frouvelle and Liu [47] have shown
the well-posedness in the spatially homogeneous case with a more regular
vector-field, i.e., Pω⊥Jρ instead of Pω⊥Ωρ. Concerning studies on hydrodynamic
descriptions of kinetic Vicsek model, we refer to [29, 28, 31, 32, 33, 46]; see
also [17, 27, 30, 52] for other related studies.
In [44], the authors have shown the global-in-time existence of weak
solutions to the two-dimensional model (1.1), and short-time stability in 2-
2
Wasserstein distance, whereas they have proved the convergence of the weak
solutions towards Fisher-von Mises distribution in the higher-dimensional case
for (1.1), that is, the space dimension is bigger than two. In order to show
the exponential convergence to steady state, they have used the logarithmic
Sobolev inequality based on the celebrated criterion of Bakry and Emery [10]
(see Section 2), which requires the constraint on the space dimension.
In this article, we prove that the weak solution of (1.1) exponentially
converges towards the Fisher-von Mises distribution as a stationary state.
Notice that since Pω⊥Ωρ = ∇ω(ω · Ωρ), the equation (1.1) can be rewritten in
the form:
∂tρ = ∇ω ·
(
ρ∇ω (log ρ− ω · Ωρ)
)
, (1.2)
which can be regarded as a gradient flow with respect to the Wasserstein
distance of the free energy functional
E(ρ) =
∫
S1
ρ log ρ dω − |Jρ|. (1.3)
We can easily see that the equilibrium states of (1.2) have the form of the
Fisher-von Mises distributions: for any given Ω ∈ S1, these are given by
MΩ(ω) := CMe
ω·Ω,
where CM is the following positive constant
CM =
1∫
S1 e
ω·Ω dω
, (1.4)
so that MΩ is a probability density function in P(S1); the space of probability
measures in S1.
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As in [44], we will show the time-asymptotic behavior using the relative
entropy with respect to the Fisher-von Mises distribution MΩρ defined by
H(ρ|MΩρ) :=
∫
S1
log
( ρ
MΩρ
)
ρ dω,
which actually control the L1-distance between ρ and MΩρ . We show that
H(ρ|MΩρ) decays exponentially. The proof of such a decay relies on two main
estimates. The first one is a localized version of the logarithmic Sobolev in-
equality which we prove in section 2. The second one is a growth control of
the dissipation given in Lemma 3.1. The main heuristic idea for such control
is coming from the finite dimensional identity
d
dt
〈∇γ(t)E,∇γ(t)E〉 = −2〈∇2γ(t)E∇γ(t)E,∇γ(t)E〉, ∀t ≥ 0,
which holds for any E in C2(Rn) and any γ in C1([0,∞),Rn) satisfying γ˙ =
−∇γE.
Indeed, in the setting of the formal Calculus introduced by Otto and Villani
(see [84, Section 3]), such a identity corresponds to the connection between
(3.5) and the formal expression for the Wasserstein Hessian of the free energy
(1.3) appeared in [44, Lemma 3.1].
We now state the main results of the paper.
Theorem 1.1. Let ρ0 ∈ P(S1) be an initial probability measure satisfying
ρ0 > 0, |Jρ0| > 0,
∫
S1
ρ0 log ρ0 dω <∞. (1.5)
Then, the equation (1.1) has a unique weak solution ρ ∈ L2loc([0,∞),W 1,1(S1)),
which is weakly continuous in time, and satisfies time-asymptotic behaviors as
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follows:
1) There exist a constant unit vector Ω∞ ∈ S1 such that for all t > 0,
‖ρt −MΩ∞‖L1(S1) . H(ρ0|MΩρ0 )e−Bt. (1.6)
Here, the exponential decay rate B depends on initial data as
B =
( |Jρ0|e−T0
2|Jρ0|e−T0 + 2
(
exp
[(
2 +
2
|Jρ0|e−T0
)
T0
]
− 1
)
+ C∗exp
[(
2 +
2
|Jρ0|e−T0
)
T0
])−1
,
where T0 > 0 is some constant depending on initial data with T0 . H(ρ0|MΩρ0 ),
and
C∗ :=
2pi2e2(1+| logCM |)(1 + 1
15
ε∗)
1− 7
6
ε∗
,
for any fixed positive constant ε∗ ≤ 110 .
2) For any t ≥ T0, we have
‖ρt −MΩ∞‖L1(S1) . H(ρ0|MΩρ0 )e−C
−1∗ (t−T0).
3) For any ε > 0, there exists δ > 0 such that if H(ρ0|MΩρ0 ) < δ, then for all
t > 0,
‖ρt −MΩ∞‖L1(S1) . H(ρ0|MΩρ0 ) exp
[
−
( 1
2pi2e2(1+| logCM |)
− ε
)
t
]
.
Remark 1.1. The estimates (1.6) in Theorem (1.1) represent the exponential
convergence of weak solutions towards some steady state MΩ∞, where it is not
clear how to determine the vector Ω∞ from the initial data ρ0, because the
momentum Jρt is not conserved in time.
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Remark 1.2. Following the proof in Section 3, the estimates (1.6) under the
above three conditions 1)-3) are straightforward results of the more detailed
estimates (see (3.17)):
‖ρt −MΩ∞‖L1(S1) ≤ H(ρ0|MΩρ0 )
(
e−
∫ t
0 B(s)ds + C
∫ ∞
t
e−
∫ r
0 B(s)dsdr
)
, ∀t > 0,
(1.7)
where C > 0 is some constant and B(t) is a positive function defined by (with
notation f+ := max(f, 0))
B(t) :=
( |Jρ0|e−T0
2|Jρ0|e−T0 + 2
(
exp
[(
2 +
2
|Jρ0|e−T0
)
T0
]
− exp
[(
2 +
2
|Jρ0 |e−T0
)
t
])
+
+ C∗ exp
[(
2 +
2
|Jρ0|e−T0
)
(T0 − t)+
])−1
.
Here, T0 > 0 is some constant such that
T0 ≤ 2H(ρ0|MΩρ0 )
[
min
(
C2Me
−2ε2∗,
L
2C∗
C2Me
−2ε2∗,mC
−1
∗
)]−1
,
where C∗, ε∗ are the constants appeared in Theorem 1.1, and
L :=
(
2 +
4
m
)−1
log 2,
where m denotes a strength of momentum of the Fisher-von Mises distribution,
i.e.,
m :=
∣∣∣ ∫
S1
ωMΩρ dω
∣∣∣,
which is a constant (see [44, Appendix]).
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Remark 1.3. In the proof of Theorem 1.1, we first obtain the exponential
convergence of H(ρt|MΩt) as
H(ρt|MΩρt ) ≤ H(ρ0|MΩρ0 )e−
∫ t
0 B(s)ds. (1.8)
However, the Fisher-von Mises distribution MΩρt is not constant in time, be-
cause of no conservation of momentum Jρt. In fact, we show that Ωρt stabilizes
to a fixed vector as t → ∞, observing that | d
dt
Jρt | vanishes as t → ∞ thanks
to the decay estimate (1.8).
Remark 1.4. Notice that since∫
S1
ρ0 log ρ0 dω − 1− logCM ≤ H(ρ0 |MΩρ0 ) ≤
∫
S1
ρ0 log ρ0 dω + 1− logCM ,
we see that H(ρ0 | MΩρ0 ) < ∞ if and only if
∫
S1 ρ0 log ρ0 dω < ∞. Therefore,
the initial condition
∫
S1 ρ0 log ρ0 dω < ∞ in (1.5) can be replaced by H(ρ0 |
MΩρ0 ) <∞.
In [44], the authors have proven that for any dimension n ≥ 1, the
model (1.1) on n-dimensional sphere Sn has a weak solution
ρ ∈ L2loc([0,∞),W 1,1(Sn)) that satisfies
|Jρt | ≥ |Jρ0 |e−nt, ∀t > 0. (1.9)
Additionally, we showed short-time stability in 2-Wasserstein distance W2 as
follows: for any probability measure ρ0 and ρ¯0 satisfying (1.5) and
W2(ρ0, ρ¯0) ≤ |Jρ0 |
16
,
7
there exists δ > 0 such that any two solutions ρt and ρ¯t of (1.1) starting from
ρ0 and ρ¯0 satisfies
W2(ρt, ρ¯t) ≤ exp
[(
2− n+ 2|Jρ0|
)
t
]
W2(ρ0, ρ¯0), ∀t < δ, (1.10)
where the short time δ is explicitly found as
δ =
|Jρ0 |4
28max{H(ρ0|MΩρ0 ), H(ρ¯0|MΩρ¯0 )}
. (1.11)
In fact, for this stability estimate, the authors have not used the logarithmic
Sobolev inequality based on the criterion of Bakry and Emery. Therefore, the
above stability still holds when n = 1, whose case will be added in [44]. On
the other hand, the uniqueness of the weak solutions has been proven in the
case of n ≥ 2, by using the stability estimate (1.10) up to δ in (1.11) together
with the exponential convergence towards Fisher-von Mises distribution.
Therefore, once we get the exponential convergence (3.17) in Theorem
1.1, the uniqueness of the weak solution to (1.1) holds true by the same argu-
ment in [44] as mentioned above. Recently, we recognized that we can prove
the uniqueness, based on (1.10) and the energy method with the parabolic reg-
ularity without using the large-time behavior. We give its proof in Appendix
B as an another proof of the uniqueness.
The paper is organized as follows. In the next section, we present a
localized version for logarithmic Sobolev inequality, which is crucially used in
the proof of Theorem 1.1 in Section 3.
8
2 Logarithmic Sobolev inequality
In this section, we present a simple condition for the logarithmic Sobolev
inequality on S1 equipped with the ambient metric. Such condition is one of
the crucial ingredients that we use to show the exponential decay (3.17). We
first fix a reference probability measure e−Ψ(ω)dω such that Ψ ∈ C1(S1). Then,
for a given probability measure ρ dω, we define its relative entropy with respect
to e−Ψ(ω)dω by
H(ρ|e−Ψ) =
∫
S1
log
( ρ
e−Ψ
)
ρ dω,
and the relative Fisher information by
I(ρ|e−Ψ) =
∫
S1
∣∣∣∇ log ρ
e−Ψ
∣∣∣2ρ dω,
where ∇ denotes the gradient on S1.
We recall the celebrated criterion of Bakry and Emery [10] for a logarithmic
Sobolev inequality as follows: If there exists a constant α > 0 such that
D2Ψ + Ricci curvature tensor on S1 ≥ αIn, (2.1)
then the probability measure e−Ψdω satisfies a logarithmic Sobolev inequality
with α, i.e., for all probability measure ρ dω we have
H(ρ|e−Ψ) ≤ 1
2α
I(ρ|e−Ψ).
In [44], we proved the exponential convergence estimate like (3.17) with explicit
decay rate, using the above criterion (2.1) together with the facts that the Ricci
9
curvature tensor of Sn is (n− 1)In, and the logarithmic Sobolev inequality is
stable under bounded perturbations (see [63, 84]). However, if we consider the
1-dimensional sphere S1, its Ricci curvature vanishes. Therefore, the condition
(2.1) is not satisfied anymore when Ψ takes the form Ψ(ω) = −ω · Ω, as a
Fisher-von Mises distribution. We will overcome this difficulty by imposing
a smallness condition of the L∞ distance between ρ and e−Ψ in the following
Lemma.
Lemma 2.1. Let ρ and e−Ψ be probability measures on S1 such that ρ,Ψ ∈
C1(S1), and |Ψ| ≤ λ, for some constant λ. For any fixed positive constant
ε∗ ≤ 110 , if
‖ρeΨ − 1‖L∞(S1) ≤ ε∗,
then,
H(ρ|e−Ψ) ≤ 2pi
2e2λ(1 + 1
15
ε∗)
1− 7
6
ε∗
I(ρ|e−Ψ). (2.2)
Proof. We set f := ρeΨ− 1, γ(s) := (1 + sf)e−Ψ for s ∈ [0, 1]. Then we define
H(γ(s)|e−Ψ) =
∫
S1
(1 + sf)e−Ψ log(1 + sf)dω,
and
I(γ(s)|e−Ψ) =
∫
S1
(1 + sf)e−Ψ|∇ log(1 + sf)|2dω.
for every s in[0, 1].
We will use the Taylor theorem and the Poincare´ inequality to show (2.2).
First of all, we see that
H(γ(0)|e−Ψ) = 0 = I(γ(0)|e−Ψ).
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A straightforward computation yields
d
ds
H(γ(s)|e−Ψ) =
∫
S1
(1 + log(1 + sf))fe−Ψdω,
d2
ds2
H(γ(s)|e−Ψ) =
∫
S1
f 2
1 + sf
e−Ψdω,
d3
ds3
H(γ(s)|e−Ψ) = −
∫
S1
f 3
(1 + sf)2
e−Ψdω.
Setting g(s) = 1 + sf , by direct computation, we obtain
d
ds
I(γ(s)|e−Ψ) =
∫
S1
∇ log(g(s))
[
2∇
(g′(s)
g(s)
)
g(s) +∇ log(g(s))g′(s)
]
e−Ψdω,
d2
ds2
I(γ(s)|e−Ψ) =
∫
S1
∇
(g′(s)
g(s)
)[
2∇
(g′(s)
g(s)
)
g(s) +∇ log(g(s))g′(s)
]
e−Ψdω
+
∫
S1
∇ log(g(s))
[
− 2∇
( |g′(s)|2
g(s)2
)
g(s) + 3∇
(g′(s)
g(s)
)
g′(s)
]
e−Ψdω,
d3
ds3
I(γ(s)|e−Ψ) = −
∫
S1
∇
( |g′(s)|2
g(s)2
)[
2∇
(g′(s)
g(s)
)
g(s)
+∇ log(g(s))g′(s)
]
e−Ψdω
+ 2
∫
S1
∇
(g′(s)
g(s)
)[
− 2∇
( |g′(s)|2
g(s)2
)
g(s) + 3∇
(g′(s)
g(s)
)
g′(s)
]
e−Ψdω
+
∫
S1
∇ log(g(s))
[
4∇
( |g′(s)|3
g(s)3
)
g(s)− 5∇
( |g′(s)|2
g(s)2
)
g′(s)
]
e−Ψdω,
where we have used the fact thatg′′(s) = 0.
Since
d
ds
∣∣∣
s=0
H(γ(s)|e−Ψ) =
∫
S1
fe−Ψdω =
∫
S1
(ρ− e−Ψ)dω = 0,
d
ds
∣∣∣
s=0
I(γ(s)|e−Ψ) = 0,
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it follows from Taylor theorem that there exists s1, s2 ∈ (0, 1) such that
H(ρ|e−Ψ) = H(γ(1)|e−Ψ)
=
1
2
∫
S1
f 2e−Ψdω +
1
6
d3
ds3
∣∣∣
s=s1
H(γ(s)|e−Ψ),
I(ρ|e−Ψ) = I(γ(1)|e−Ψ)
=
∫
S1
|∇f |2e−Ψdω + 1
6
d3
ds3
∣∣∣
s=s2
I(γ(s)|e−Ψ).
(2.3)
Since
∫
S1 fe
−Ψdω = 0 and e−Ψ > 0, there exists ω0 ∈ S1 such that f(ω0) = 0.
Then, using |Ψ| ≤ λ, we have a Poincare´ inequality:∫
S1
f 2e−Ψdω ≤ eλ
∫
S1
f 2dω = eλ
∫
S1
(f(ω)− f(ω0))2dω = eλ
∫
S1
(∫ ω
ω0
∇f
)2
dω
≤ 4eλpi2
∫
S1
|∇f |2dω ≤ 4e2λpi2
∫
S1
|∇f |2e−Ψdω.
(2.4)
A straightforward computation with ‖f‖L∞(S1) ≤ ε∗ ≤ 110 gives the estimates
for the third order terms in (2.3) as follows:∣∣∣ d3
ds3
∣∣∣
s=s1
H(γ(s)|e−Ψ)
∣∣∣ ≤ 1
5
ε∗
∫
S1
f 2e−Ψdω
and ∣∣∣ d3
ds3
∣∣∣
s=s2
I(γ(s)|e−Ψ)
∣∣∣ ≤ 42ε∗ ∫
S1
|∇f |2e−Ψdω,
Therefore, using (2.3), (2.4), and the above estimates we get
H(ρ|e−Ψ) ≤ 1
2
(
1 +
1
15
ε∗
)∫
S1
f 2e−Ψdω
≤ 2pi2e2λ
(
1 +
1
15
ε∗
)∫
S1
|∇f |2e−Ψdω
≤
2pi2e2λ
(
1 + 1
15
ε∗
)
1− 7
6
ε∗
I(ρ|e−Ψ).
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Remark 2.1. In the proof of Lemma 2.1, we see that the Poincare´ inequality
implies the logarithmic Sobolev inequality (2.2), provided L∞ distance between
ρ and e−Ψ is suitably small on S1. In general, we refer to [90] (see also [84]) on
the implication of the Poincare´ inequality as a linearization of the logarithmic
Sobolev inequality, on a compact Riemannian manifold.
3 Proof of Theorem 1.1
We begin by observing that a straightforward computation with (1.2)
implies
d
dt
H(ρt|MΩρt ) = −I(ρt|MΩρt ). (3.1)
We first show that H(ρ|MΩρ) exponentially decays after a suitably large time
using (3.1) and Lemma 2.1. Notice that the weak solution ρ to (1.1) becomes
smooth instantaneously thanks to the parabolic regularization, therefore we
can consider smoothness of weak solutions ρ to (1.1) for the decay estimates.
Moreover, since ρ0 > 0 by the assumption, we see that the weak solution ρ of
the parabolic equation (1.1) is positive for all time, i.e., ρt > 0 for all t > 0.
Since S1 is one-dimensional manifold, we easily see that ‖ρM−1Ωρ − 1‖L∞(S1) is
controlled by the dissipation I(ρ|MΩρ) as follows:
‖ρM−1Ωρ − 1‖L∞(S1) ≤ C−1M e
√
I(ρ|MΩρ). (3.2)
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Indeed, since
∫
S1 ρdω =
∫
S1 MΩρdω = 1, there exists ω0 ∈ S1 such that ρ(ω0) =
MΩρ(ω0), which together with CMe
−1 ≤MΩρ ≤ CMe imply that
ρM−1Ωρ (ω)− 1 = ρM−1Ωρ (ω)− ρM−1Ωρ (ω0) =
∫ ω
ω0
∇(ρM−1Ωρ ) dω
≤
√
C−1M e
(∫
S1
|∇(ρM−1Ωρ )|2
ρM−1Ωρ
dω
)1/2
≤ C−1M e
(∫
S1
∣∣∣∇(ρM−1Ωρ )
ρM−1Ωρ
∣∣∣2ρ dω)1/2
= C−1M e
√
I(ρ|MΩρ).
We will show that for ε∗ appeared in Lemma 2.1, there exists T0 > 0 such that
I(ρt|MΩρt ) ≤ C2Me−2ε2∗, ∀t ≥ T0, (3.3)
therefore we use Lemma 2.1 together with (3.1) to get the exponential decay
of H(ρ|MΩρ).
Before showing (3.3), we first prove the following lemma on growth es-
timates of the dissipation I(ρ|MΩρ).
Lemma 3.1. Let ρ0 ∈ P(S1) be an initial probability measure satisfying (1.5).
Then, the solution ρ of (1.1) starting from ρ0 satisfies that for any t ≥ s > 0,
I(ρt|MΩρt ) ≤ I(ρs|MΩρs )eC(t,s)(t−s), (3.4)
where
C(t, s) = 2 +
2
minr∈[s,t] |Jρr |
.
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Proof. We claim that
d
dt
I(ρt|MΩρt ) = −2
∫
S1
tr
([
D2 log
ρt
eω·Ωρt
]T
D2 log
ρt
eω·Ωρt
)
ρt dω
+ 2
∫
S1
∇ log ρt
eω·Ωρt
D2(ω · Ωρt)∇ log
ρt
eω·Ωρt
ρt dω
+
2
|Jρt|
(∣∣∣∣ ∫
S1
∇ log ρt
eω·Ωρt
ρtdω
∣∣∣∣2 − ∣∣∣∣ ∫
S1
Ωρt · ∇ log
ρt
eω·Ωρt
ρtdω
∣∣∣∣2).
(3.5)
Once we show the above equality, since the first term in r.h.s. of (3.5) is non-
positive and the Hessian of the map ω 7→ ω · Ωρt has norm bounded by 1, we
have
d
dt
I(ρt|MΩρt ) ≤
(
2 +
2
|Jρt |
)∫
S1
∣∣∣∇ log ρt
eω·Ωρt
∣∣∣2ρt dω
=
(
2 +
2
|Jρt |
)
I(ρt|MΩρt ),
which provides the desired inequality (3.4). Therefore, it remains to prove the
claim (3.5).
First of all, we separate I(ρt|MΩρt ) into two parts as
I(ρt|MΩρt ) =
∫
S1
∇ log ρt
eω·Ωρt
· ∇ log ρtρt dω
−
∫
S1
∇ log ρt
eω·Ωρt
· ∇(ω · Ωρt)ρt dω
=: I1 + I2,
15
Using the Eq. (1.2) and integration by parts, we compute d
dt
I1 as follows:
d
dt
I1 =
∫
S1
∇∂t log ρt
eω·Ωρt
· ∇ρt dω +
∫
S1
∇ log ρt
eω·Ωρt
· ∇∂tρt dω
= −
∫
S1
∂t log
ρt
eω·Ωρt
∆ρt dω −
∫
S1
∆ log
ρt
eω·Ωρt
∇ ·
(
∇ log ρt
eω·Ωρt
ρt
)
dω
= −
∫
S1
eω·Ωρt
ρt
∂t
ρt
eω·Ωρt
∆ρt dω +
∫
S1
∇∆ log ρt
eω·Ωρt
· ∇ log ρt
eω·Ωρt
ρt dω
= −
∫
S1
∂tρt
ρt
∆ρt dω +
∫
∂t(ω · Ωρt)∆ρt dω
+
∫
S1
∇∆ log ρt
eω·Ωρt
· ∇ log ρt
eω·Ωρt
ρt dω.
Similarly, compute d
dt
I2 as follow:
d
dt
I2 = −
∫
S1
∇∂t log ρt
eω·Ωρt
· ∇(ω · Ωρt)ρt dω
−
∫
S1
∇ log ρt
eω·Ωρt
· ∇∂t(ω · Ωρt)ρt dω
−
∫
S1
∇ log ρt
eω·Ωρt
· ∇(ω · Ωρt)∂tρt dω
=: I21 + I22 + I23,
where the three terms are computed as
I21 =
∫
S1
∂t log
ρt
eω·Ωρt
∇ ·
(
∇(ω · Ωρt)ρt
)
dω
=
∫
S1
(∂tρt
ρt
− ∂t(ω · Ωρt)
)(
∆(ω · Ωρt)ρt +∇(ω · Ωρt) · ∇ρt
)
dω,
I22 = −
∫
S1
(
∇ρt −∇(ω · Ωρt)ρt
)
· ∇∂t(ω · Ωρt) dω
=
∫
S1
(
∆ρt −∆(ω · Ωρt)ρt −∇(ω · Ωρt) · ∇ρt
)
∂t(ω · Ωρt) dω,
I23 = −
∫
S1
∇ log ρt
eω·Ωρt
· ∇(ω · Ωρt)∇ ·
(
∇ log ρt
eω·Ωρt
ρt
)
dω
=
∫
S1
∇
(
∇ log ρt
eω·Ωρt
· ∇(ω · Ωρt)
)
· ∇ log ρt
eω·Ωρt
ρt dω
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Combining the above computations, we have
d
dt
I(ρt|MΩρt )
=
∫
S1
(
∇∆ log ρt
eω·Ωρt
· ∇ log ρt
eω·Ωρt
+∇
(
∇ log ρt
eω·Ωρt
· ∇(ω · Ωρt)
)
· ∇ log ρt
eω·Ωρt
)
ρt dω
−
∫
S1
(
∆ρt
ρt
−∆(ω · Ωρt)−
∇(ω · Ωρt) · ∇ρt
ρt
)
∂tρt dω
+ 2
∫
S1
(
∆ρt −∆(ω · Ωρt)ρt −∇(ω · Ωρt) · ∇ρt
)
∂t(ω · Ωρt) dω
=: J1 + J2 + J3.
We first use (A.1) and (1.2) to get
J2 = −
∫
S1
(
∆ log
ρt
eω·Ωρt
+ |∇ log ρt
eω·Ωρt
|2 +∇(ω · Ωρt) · ∇ log
ρt
eω·Ωρt
)
∂tρt dω
=
∫
S1
∇
(
∆ log
ρt
eω·Ωρt
+ |∇ log ρt
eω·Ωρt
|2
+∇(ω · Ωρt) · ∇ log
ρt
eω·Ωρt
)
· ∇ log ρt
eω·Ωρt
ρt dω
=
∫
S1
∇∆ log ρt
eω·Ωρt
· ∇ log ρt
eω·Ωρt
ρt dω
+
∫
S1
∇|∇ log ρt
eω·Ωρt
|2 · ∇ log ρt
eω·Ωρt
ρt dω
+
∫
S1
∇
(
∇(ω · Ωρt) · ∇ log
ρt
eω·Ωρt
)
· ∇ log ρt
eω·Ωρt
ρt dω
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Then, we combine J2 with J1 as
J1 + J2
= 2
∫
S1
∇∆ log ρt
eω·Ωρt
· ∇ log ρt
eω·Ωρt
ρt dω
+
∫
S1
∇|∇ log ρt
eω·Ωρt
|2 · ∇ log ρt
eω·Ωρt
ρt dω
+ 2
∫
S1
∇
(
∇(ω · Ωρt) · ∇ log
ρt
eω·Ωρt
)
· ∇ log ρt
eω·Ωρt
ρt dω
= 2
∫
S1
∇∆ log ρt
eω·Ωρt
· ∇ log ρt
eω·Ωρt
ρt dω
+
∫
S1
∇|∇ log ρt
eω·Ωρt
|2 ·
(
∇ρt −∇(ω · Ωρt)ρt
)
dω
+ 2
∫
S1
∇
(
∇(ω · Ωρt) · ∇ log
ρt
eω·Ωρt
)
· ∇ log ρt
eω·Ωρt
ρt dω
= 2
∫
S1
[
∇∆ log ρt
eω·Ωρt
· ∇ log ρt
eω·Ωρt
− 1
2
∆|∇ log ρt
eω·Ωρt
|2
]
ρt dω
+ 2
∫
S1
[
∇
(
∇(ω · Ωρt) · ∇ log
ρt
eω·Ωρt
)
· ∇ log ρt
eω·Ωρt
− 1
2
∇|∇ log ρt
eω·Ωρt
|2 · ∇(ω · Ωρt)
]
ρt dω
= −2
∫
tr
([
D2 log
ρt
eω·Ωρt
]T
D2 log
ρt
eω·Ωρt
)
ρt dω
+ 2
∫
∇ log ρt
eω·Ωρt
D2(ω · Ωρt)∇ log
ρt
eω·Ωρt
ρt dω
where we have used the Bochner formula on S1 to get the first integral in the
last inequality.
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On the other hand, by integration by parts, we get
J3 = 2
∫
S1
∆ρt∂t(ω · Ωρt) dω + 2
∫
S1
∇(ω · Ωρt) · ∇ρt∂t(ω · Ωρt) dω
+ 2
∫
S1
∇(ω · Ωρt) · ∇∂t(ω · Ωρt)ρt dω − 2
∫
S1
∇(ω · Ωρt) · ∇ρt∂t(ω · Ωρt) dω
= 2
∫
S1
∆ρt∂t(ω · Ωρt) dω + 2
∫
S1
∇(ω · Ωρt) · ∇∂t(ω · Ωρt)ρt dω
= −2
∫
S1
∇ρt · ∇(ω · ∂tΩρt) dω + 2
∫
S1
∇(ω · Ωρt) · ∇(ω · ∂tΩρt)ρt dω
= −2
∫
S1
Pω⊥∂tΩρt · ∇ log
ρt
eω·Ωρt
ρt dω
= −2∂tΩρt ·
∫
S1
∇ log ρt
eω·Ωρt
ρt dω,
where we have used (C.2) and (C.3).
Then, we use (1.2) and (C.2)-(C.3) to compute ∂tΩρt as
∂tΩρt =
∂tJρt
|Jρt |
− Jρt|Jρt |2
Jρt · ∂tJρt
|Jρt|
=
∂tJρt
|Jρt|
− Ωρt|Jρt|
∫
S1
ω · Ωρt∂tρt dω
=
∂tJρt
|Jρt |
+
Ωρt
|Jρt |
∫
S1
∇(ω · Ωρt) · ∇ log
ρt
eω·Ωρt
ρt dω
=
∂tJρt
|Jρt |
+
Ωρt
|Jρt |
Ωρt ·
∫
S1
∇ log ρt
eω·Ωρt
ρt dω.
(3.6)
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Again, using (1.2) and (C.2)-(C.3), we have
J3 = − 2|Jρt|
∫
S1
(
ω ·
∫
S1
∇ω′ log ρt
eω
′·Ωρt
ρtdω
′
)
∂tρt dω
− 2|Jρt|
(
Ωρt ·
∫
S1
∇ log ρt
eω·Ωρt
ρt dω
)2
=
2
|Jρt |
∫
S1
∇ω
(
ω ·
∫
S1
∇ω′ log ρt
eω
′·Ωρt
ρtdω
′
)
· ∇ω log ρt
eω·Ωρt
ρtdω
− 2|Jρt|
(
Ωρt ·
∫
S1
∇ log ρt
eω·Ωρt
ρt dω
)2
=
2
|Jρt |
∫
S1
Pω⊥
∫
S1
∇ω′ log ρt
eω
′·Ωρt
ρtdω
′ · ∇ω log ρt
eω·Ωρt
ρtdω
− 2|Jρt|
(
Ωρt ·
∫
S1
∇ log ρt
eω·Ωρt
ρt dω
)2
=
2
|Jρt |
(∣∣∣∣ ∫
S1
∇ log ρt
eω·Ωρt
ρtdω
∣∣∣∣2 − (∫
S1
Ωρt · ∇ log
ρt
eω·Ωρt
ρtdω
)2)
,
where in the second equality, we have used (C.2) and (C.3).
Hence we complete (3.5).
3.1 Proof of (3.3)
For the notational simplification, for any fixed constant ε∗ satisfying
0 < ε∗ ≤ 110 ,
C∗ :=
2pi2e2(1+| logCM |)(1 + 1
15
ε∗)
1− 7
6
ε∗
,
denotes the coefficient of the logarithmic Sobolev inequality in Lemma 2.1
when λ = 1 + | logCM | because of Ψ = −ω ·Ω− logCM in our case. Moreover,
we set
T∗ := 2H(ρ0|MΩρ0 )
[
min
(
C2Me
−2ε2∗,
L
2C∗
C2Me
−2ε2∗,mC
−1
∗
)]−1
, (3.7)
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where L := (2 + 4
m
)−1 log 2, and m :=
∣∣∣ ∫S1 ωMΩρ dω∣∣∣.
Since H(ρt|MΩρt ) ≥ 0 for all t by Jensen’s inequality, (3.1) yields that for any
t > 0,
H(ρ0|MΩρ0 ) ≥ H(ρ0|MΩρ0 )−H(ρt|MΩρt ) = −
∫ t
0
d
ds
H(ρs|MΩρs )ds
=
∫ t
0
I(ρs|MΩρs )ds ≥ t min
s∈[0,t]
I(ρs|MΩρs ).
(3.8)
(We remark that Lemma 3.1 implies that the dissipation is lower semicontin-
uous as a function of time and consequently it achieves a minimum on any
finite closed interval.)
Thus, there exists T0 ∈ [0, T∗] such that
I(ρT0|MΩρT0 ) ≤ mins∈[0,T∗] I(ρs|MΩρs ) ≤
H(ρ0|MΩρ0 )
T∗
≤ 1
2
C2Me
−2ε2∗. (3.9)
Therefore, it follows from (3.2) that
‖ρT0M−1ΩρT0 − 1‖L∞(S1) ≤ ε∗,
which together with Lemma 2.1 implies that
H(ρT0|MΩρT0 ) ≤ C∗I(ρT0|MΩρT0 ).
Then, it follows from (3.7) and (3.9) that
H(ρT0|MΩρT0 ) ≤ C∗
H(ρ0|MΩρ0 )
T∗
≤ m
2
. (3.10)
In particular, for all t ≥ T0,
H(ρt|MΩρt ) ≤
m
2
.
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Then, using Csiszar-Kullback-Pinsker inequality (see for example [51, Theorem
1.4]), we have that for all t ≥ T0,
|Jρt| ≥
∣∣∣∣ ∫
S1
ω ·MΩρt dω
∣∣∣∣− ∣∣∣∣Jρt − ∫
S1
ω ·MΩρt dω
∣∣∣∣
= m−
∣∣∣∣ ∫
S1
ω (ρt −MΩρt ) dω
∣∣∣∣ ≥ m− ‖ρt −MΩρt‖L1(S1) ≥ m2 ,
(3.11)
which together with Lemma 3.1 implies that for any t ≥ s ≥ T0,
I(ρt|MΩρt ) ≤ I(ρs|MΩρs )e(2+
4
m
)(t−s). (3.12)
Therefore, using (3.9), we have that for any t ∈ [T0, T0 + L] (recall L =
(2 + 4
m
)−1 log 2),
I(ρt|MΩρt ) ≤ I(ρT0|MΩρT0 )e
(2+ 4
m
)L = 2I(ρT0|MΩρT0 ) ≤ C
2
Me
−2ε2∗. (3.13)
Now, we extend the time length, on which the above inequality still holds.
Using the same estimates as (3.8), we have
H(ρT0 |MΩρT0 ) ≥ H(ρT0+L/2|MΩρT0+L/2 ) ≥
∫ T0+L
T0+L/2
I(ρs|MΩρs )ds
≥ L
2
min
s∈[T0+L/2,T0+L]
I(ρs|MΩρs ).
Then, thanks to (3.7) and (3.10), there exists s∗ ∈ [T0 +L/2, T0 +L] such that
I(ρs∗|MΩρs∗ ) ≤ mins∈[T0+L/2,T0+L] I(ρs|MΩρs ) ≤
2
L
C∗H(ρ0|MΩρ0 )
T∗
≤ 1
2pi
C2Me
−2ε2∗.
Thus, the inequality (3.12) yields that for any t ∈ [s∗, s∗ + L],
I(ρt|MΩρt ) ≤ I(ρs∗|MΩρs∗ )e(2+
4
m
)L = 2I(ρs∗|MΩρs∗ ) ≤ C2Me−2ε2∗,
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which together with (3.13) implies that
I(ρt|MΩρt ) ≤ C2Me−2ε2∗, ∀t ∈ [T0, T0 +
3
2
L].
We use again the above arguments to make the above inequality hold on the
interval [T0, T0 + 2L], therefore we repeat the same arguments to eventually
complete (3.3).
3.2 Proof of (1.7)
First of all, it follows from (3.2) and (3.3) that
‖ρM−1Ωρ − 1‖L∞(S1) ≤ ε∗, ∀t ≥ T0.
Then, Lemma 2.1 and (3.1) imply that
H(ρt|MΩρt ) ≤ C∗I(ρt|MΩρt ), ∀t ≥ T0. (3.14)
Now, using (1.9) and Lemma 3.1, we have that for any 0 < t < T0,
H(ρt|MΩρt )−H(ρT0|MΩρT0 ) = −
∫ T0
t
d
ds
H(ρs|MΩρs )ds =
∫ T0
t
I(ρs|MΩρs )ds
≤ I(ρt|MΩρt )
∫ T0
t
exp
[(
2 +
2
|Jρ0|e−T0
)
s
]
ds
= I(ρt|MΩρt )
× |Jρ0|e
−T0
2|Jρ0|e−T0 + 2
(
exp
[(
2 +
2
|Jρ0|e−T0
)
T0
]
− exp
[(
2 +
2
|Jρ0 |e−T0
)
t
])
︸ ︷︷ ︸
=:β(t)
.
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Thus, (3.14) and Lemma 3.1 yield that for any 0 < t < T0,
H(ρt|MΩρt ) ≤ I(ρt|MΩρt )β(t) +H(ρT0|MΩρT0 )
≤ I(ρt|MΩρt )β(t) + C∗I(ρT0|MΩρT0 )
≤
(
β(t) + C∗ exp
[(
2 +
2
|Jρ0|e−T0
)
(T0 − t)
])
I(ρt|MΩρt ),
which together with (3.14) implies that
H(ρt|MΩρt ) ≤
1
B(t)
I(ρt|MΩρt ), ∀t > 0,
where
B(t) :=
( |Jρ0|e−T0
2|Jρ0|e−T0 + 2
(
exp
[(
2 +
2
|Jρ0|e−T0
)
T0
]
− exp
[(
2 +
2
|Jρ0 |e−T0
)
t
])
+
+ C∗ exp
[(
2 +
2
|Jρ0|e−T0
)
(T0 − t)+
])−1
. (3.15)
Therefore, it follows from (3.1) that
d
dt
H(ρt|MΩρt ) ≤ −B(t)H(ρt|MΩρt ),
which implies that
H(ρt|MΩρt ) ≤ H(ρ0|MΩρ0 )e−
∫ t
0 B(s)ds.
Then, the Csiszar-Kullback-Pinsker inequality yields that
‖ρt −MΩρt‖L1(S1) ≤ H(ρ0|MΩρ0 )e−
∫ t
0 B(s)ds, ∀t ≥ 0. (3.16)
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Following the same estimates as in proof of [44, Theorem 2.2], there exists a
constant C > 0 such that∣∣∣ d
dt
Jρt
∣∣∣ ≤ C‖ρt −MΩρt‖L1(S1),
therefore, ∣∣∣ d
dt
Jρt
∣∣∣ ≤ CH(ρ0|MΩρ0 )e− ∫ t0 B(s)ds.
Notice that since e−
∫ t
0 B(s)ds → 0 as t → ∞, and thanks to (1.9), there exists
a constant vector J∞ such that |J∞| ≥ m2 and
|Jρt − J∞| ≤
∫ ∞
t
∣∣∣∣ ddrJρr
∣∣∣∣dr
≤ CH(ρ0|MΩρ0 )
∫ ∞
t
e−
∫ r
0 B(s)dsdr.
Then, setting Ω∞ = J∞|J∞| , we have
|Ωρt − Ω∞| ≤
2|Jρt − J∞|
|J∞| ≤
4
m
|Jρt − J∞|
≤ C 4
m
H(ρ0|MΩρ0 )
∫ ∞
t
e−
∫ r
0 B(s)dsdr.
Let γt : [0, 1]→ R2 be a curve defined by
γt(s) = (1− s)Ωρt + sΩ∞.
Then, we have
‖MΩρt −MΩ∞‖L1(S1) = CM
∫
S1
|eω·Ωρt − eω·Ω∞|dω
≤ CM
∫
S1
∫ 1
0
∣∣∣∣ ddseω·γt(s)
∣∣∣∣ds dω
≤ CM |Ωρt − Ω∞|
∫
S1
∫ 1
0
eω·γt(s)dsdω ≤ 2pie2CM |Ωρt − Ω∞|
≤ 8pi
2e2CCM
m
H(ρ0|MΩρ0 )
∫ ∞
t
e−
∫ r
0 B(s)dsdr.
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Hence, we combine the above estimate with (3.16), to get
‖ρt −MΩ∞‖L1(S1) ≤ ‖ρt −MΩρt‖L1(S1) + ‖MΩρt −MΩ∞‖L1(S1)
≤ H(ρ0|MΩρ0 )
(
e−
∫ t
0 B(s)ds +
8pi2e2CCM
m
∫ ∞
t
e−
∫ r
0 B(s)dsdr
)
.
(3.17)
3.3 Conclusion
We now use (3.17) to show the three results 1)-3) in Theorem 1.1.
Since the function B(t) is positive and non-decreasing, (3.17) implies that
‖ρt −MΩ∞‖L1(S1) ≤ H(ρ0|MΩρ0 )
(
e−B(0)t + C
∫ ∞
t
e−B(0)rdr
)
≤ CH(ρ0|MΩρ0 )e−B(0)t,
where it follows from (3.15) that
B(0) =
( |Jρ0|e−T0
2|Jρ0 |e−T0 + 2
(
exp
[(
2 +
2
|Jρ0|e−T0
)
T0
]
− 1
)
+ C∗exp
[(
2 +
2
|Jρ0|e−T0
)
T0
])−1
.
On the other hand, using (3.17) together with the fact that B(t) = C−1∗ for
all t ≥ T0, we have that
‖ρt −MΩ∞‖L1(S1) ≤ CH(ρ0|MΩρ0 )e−C
−1∗ (t−T0), ∀t ≥ T0.
In order to show the last result, we observe that C∗(ε∗)→ 2pi2e2(1+| logCM |) as
ε∗ → 0. Thus, for any ε > 0, there exists ε˜∗ such that
C−1∗ (ε˜∗) ≥
1
2pi2e2(1+| logCM |)
− ε
2
.
For such ε˜∗, since
T0 ≤ 2H(ρ0|MΩρ0 )
[
min
(
C2Me
−2ε˜2∗,
L
2C∗(ε˜∗)
C2Me
−2ε˜2∗,mC
−1
∗ (ε˜∗)
)]−1
,
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if H(ρ0|MΩρ0 )→ 0, then T0 → 0 and |Jρ0| → m, consequently
B(0)→ C−1∗ (ε˜∗).
Thus, there exists δ > 0 such that if H(ρ0|MΩρ0 ) < δ, then
B(0) ≥ C−1∗ (ε˜∗)−
ε
2
.
Therefore, we have
‖ρt −MΩ∞‖L1(S1) ≤ CH(ρ0|MΩρ0 )e−B(0)t
≤ CH(ρ0|MΩρ0 ) exp
[
−
( 1
2pi2e2(1+| logCM |)
− ε
)
t
]
.
Hence we complete the proof.
Appendix
A Laplacian log identity
Lemma A.1. Assume ρ and Ψ are functions in C2(S1), and ρ > 0. Then, the
following identity holds:
∆ρ
ρ
+
∇Ψ · ∇ρ
ρ
+ ∆Ψ = ∆ log
ρ
e−Ψ
+
∣∣∣∇ log ρ
e−Ψ
∣∣∣2 −∇Ψ · ∇ log ρ
e−Ψ
, (A.1)
Proof. We begin by computing the first term in r.h.s of (A.1) as
∆ log
ρ
e−Ψ
= div
∇ ρ
e−Ψ
ρ
e−Ψ
= −
∣∣∣∣∇ ρe−Ψ ∣∣∣∣2(
ρ
e−Ψ
)2 + ∆ ρe−Ψρ
e−Ψ
=: I1 + I2.
By straightforward computations, we have
I1 = −
∣∣∣∇ log ρ
e−Ψ
∣∣∣2,
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and
I2 =
div
(
∇ρ
e−Ψ +
ρ
e−Ψ∇Ψ
)
ρ
e−Ψ
=
∆ρ
ρ
+ 2
∇Ψ · ∇ρ
ρ
+ ∆Ψ + |∇Ψ|2
=
∆ρ
ρ
+
∇Ψ · ∇ρ
ρ
+ ∆Ψ +∇Ψ · ∇ log ρ
e−Ψ
.
Hence, we have the desired identity.
B Uniqueness
We here present another proof for the uniqueness of weak solutions to
(1.1), combining the short-time stability (1.10) with the energy estimates to be
specified below. First of all, we see that the weak solution ρ to (1.1) becomes
smooth instantaneously thanks to the parabolic regularity, therefore we have
that ρ ∈ L∞([t0,∞)× S1) for any fixed t0 > 0.
Let ρ and ρ¯ be any two weak solutions to (1.1). Then, since
∂t(ρ− ρ¯) = ∆ω(ρ− ρ¯)−∇ω ·
(
(ρ− ρ¯)Pω⊥Ωρ
)
−∇ω ·
(
ρ¯Pω⊥(Ωρ − Ωρ¯)
)
,
we have
d
dt
∫
S1
|ρ− ρ¯|2
2
dω +
∫
S1
|∇ω(ρ− ρ¯)|2dω =
∫
S1
(ρ− ρ¯)Ωρ · ∇ω(ρ− ρ¯)dω
+
∫
S1
ρ¯(Ωρ − Ωρ¯) · ∇ω(ρ− ρ¯)dω.
Since (1.9) yields that
|Ωρ − Ωρ¯| ≤ 2|Jρ − Jρ¯||Jρ| ≤ Ce
t|Jρ0|−1‖ρ− ρ¯‖L2(S1),
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we have∣∣∣∣ ∫
S1
ρ¯(Ωρ−Ωρ¯)·∇ω(ρ−ρ¯)dω
∣∣∣∣ ≤ Cet|Jρ0 |−1‖ρ¯‖L∞(S1)‖ρ−ρ¯‖L2(S1)‖∇ω(ρ−ρ¯)‖L2(S1).
Then, using ρ ∈ L∞([t0,∞)× S1) for all t ≥ t0, we have that for all t ≥ t0
d
dt
∫
S1
|ρ− ρ¯|2dω +
∫
S1
|∇ω(ρ− ρ¯)|2dω ≤ C(1 + e2t)
∫
S1
|ρ− ρ¯|2dω,
which implies that∫
S1
|ρ− ρ¯|2dω ≤ Cee2t
∫
S1
|ρt0 − ρ¯t0|2dω, ∀t ≥ t0.
Therefore, if ρt0 = ρ¯t0 , then ρt = ρ¯t for all t ≥ t0.
Since it follows from the short-time stability (1.10) that if ρ0 = ρ¯0, then ρt = ρ¯t
for all t ≤ δ, we take t0 < δ to complete the uniqueness.
C Formulas for Calculus on sphere
We here present some useful formulas on n-dimensional sphere Sn,
which are extensively used in this paper.
Let F be a vector-valued function and f be scalar-valued function. Then we
have the following formulas related to the integration by parts:∫
Sn
f∇ω · Fdω = −
∫
Sn
F · (∇ωf − 2ωf)dω. (C.1)
By the definition of the projection Pω⊥ , it is obvious that
Pω⊥∇ωf = ∇ωf (C.2)
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for any scalar-valued function f .
Moreover, for any constant vector v ∈ Rn+1, we have
∇ω(ω · v) = Pω⊥v. (C.3)
We refer to [47, 85] for the derivations of these formulas.
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Chapter 5
Emergence of phase concentration for the
Kuramoto-Sakaguchi equation
We study the asymptotic phase concentration phenomena for the Kuramoto-
Sakaguchi(K-S) equation in a large coupling strength regime. For this, we
analyze the detailed dynamics of the order parameters such as the amplitude
and the average phase. For the infinite ensemble of oscillators with the iden-
tical natural frequency, we show that the total mass distribution concentrates
on the average phase asymptotically, whereas the mass around the antipodal
point of the average phase decays to zero exponentially fast in any positive
coupling strength regime. Thus, generic initial kinetic densities evolve toward
the Dirac measure concentrated on the average phase. In contrast, for the
infinite ensemble with distributed natural frequencies, we find a certain time-
dependent interval whose length can be explicitly quantified in terms of the
coupling strength. Provided that the coupling strength is sufficiently large,
the mass on such an interval is eventually non-decreasing over the time. We
also show that the amplitude order parameter has a positive lower bound that
depends on the size of support of the distribution function for the natural fre-
quencies and the coupling strength. The proposed asymptotic lower bound on
the order parameter tends to unity, as the coupling strength increases to infin-
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ity. This is reminiscent of practical synchronization for the Kuramoto model,
in which the diameter for the phase configuration is inversely proportional to
the coupling strength. Our results for the K-S equation generalize the results
in [57] on the emergence of phase-locked states for the Kuramoto model in a
large coupling strength regime.
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1 Introduction
Collective phenomena such as aggregation, flocking, and synchroniza-
tion, etc., are ubiquitous in biological, chemical, and mechanical systems in
nature, e.g., the flashing of fireflies, chorusing of crickets, synchronous firing
of cardiac pacemakers, and metabolic synchrony in yeast cell suspensions (see
for instance [1, 18]). After Huygens’ observation on the anti-synchronized mo-
tion of two pendulum clocks hanging on the same bar, the synchronization of
oscillators were reported in literature from time to time. However, the first
rigorous and systematic studies on synchronization were pioneered by Winfree
[95] and Kuramoto [70] in several decades ago. They introduced phase cou-
pled models for the ensemble of weakly coupled oscillators, and showed that
collective synchronization in the ensemble of oscillators can emerge from dis-
ordered ensemble via the competing mechanism between intrinsic randomness
and sinusoidal nonlinear couplings (see [1, 36, 87], for details). In this paper,
we are interested in the large-time dynamics of a large ensemble of Kuramoto
oscillators. In particular, we assume that the number of Kuramoto oscillators
is sufficiently large so that a one-oscillator probability distribution function
can describe effectively the dynamics of a large phase-coupled system, i.e., our
main concern lies in the mesoscopic description of the ensemble of Kuramoto
oscillators. In fact, this kinetic description has been used in physics litera-
ture [1] to analyze the phase transition from an incoherent state to a partially
synchronized state, as the coupling strength is varied from zero to a large value.
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Let f = f(θ, ω, t) be the one-oscillator probability density function of
the Kuramoto ensemble in phase θ ∈ T := R/(2piZ), with a natural frequency
ω at time t, as in [71]. Suppose that g = g(ω) is a nonnegative and compactly
supported probability density function for natural frequencies with zero first
frequency moment (
∫
R ωg(ω)dω = 0). Then, the dynamics of the kinetic den-
sity f is governed by the Kuramoto-Sakaguchi (K-S) equation:
∂tf + ∂θ(v[f ]f) = 0, (θ, ω) ∈ T× R, t > 0,
v[f ](θ, ω, t) = ω −K
∫
T
sin(θ − θ∗)ρ(θ∗, t) dθ∗, ρ(θ, t) :=
∫
R
f(θ, ω, t) dω,
(1.1)
subject to the initial datum:
f(θ, ω, 0) = f0(θ, ω),
∫
T
f0 dθ = g(ω), (1.2)
where K is the positive coupling strength measuring the degree of mean-field
interactions between oscillators. The K-S equation (1.1) has been rigorously
derived from the Kuramoto model in mean-field limit (N → ∞), using the
method of particle-in-cell employing empirical measures as an approximation
[71]. Several global existence theories have been proposed for (1.1)-(1.2) in
different frameworks, e.g., BV-entropic weak solutions [2], measure-valued so-
lutions, and classical solutions [20, 22, 71]. Recently, motivated by the success
of nonlinear Landau damping in plasma physics, there have been several inter-
esting works [14, 23, 41, 96] on the Kuramoto conjecture and Landau damping
in relation to stability and instability of incoherent solution in sub-and super-
critical regimes. We also refer to [34, 61, 62] for the corresponding issues for
2
the Kuramoto-Sakaguchi-Fokker-Planck equation which is a stochastic version
of the K-S equation.
The purpose of this paper is to investigate the emergence of phase con-
centration for the K-S equation via the time-asymptotic approach. The time-
asymptotic approach is to show existence of the steady states with some desired
properties, as well as their stability to a given time-dependent problem. This
approach has been very successful in the realms of hyperbolic conservation laws
and kinetic theory, to analyze the large-time behavior of viscous conservation
laws and positivity of Boltzmann shocks [73, 74]. In spirit, this is close to the
mean curvature flow in differential geometry, in which manifolds with constant
mean curvature emerges as an asymptotic manifold from a rough manifold via
the mean curvature flow. In this time-asymptotic approach, we are able to ob-
tain quantitive estimates on the detailed relaxation dynamics from the initial
states not in the resulting attractors. As byproduct, stability and structure
of the resulting attractors follows; for a finite-dimensional analogue, we refer
to [20] where existence, stability and structure of the phase-locked states are
presented via the time-asymptotic approach based on the Kuramoto model.
For a survey on related issues arising from the classical and quantum synchro-
nization, we refer to the recent review papers [36, 58].
The main results of this paper are three-fold. First, we consider the
infinite ensemble of identical oscillators in which the density function g = g(ω)
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for the natural frequency is given by the Dirac measure concentrated on the
average natural frequency. In this case, for any positive coupling strength, we
show that generic C1- initial datum with a positive order parameter tends to the
Dirac measure concentrated on the asymptotic average phase, whereas mass
near the antipodal phase of the average phase decays to zero exponentially fast
(see Theorem 3.1). The latter assertion contrasts the difference between the
infinite-dimensional case (the K-S equation) and finite-dimensional case (the
Kuramoto model). For the Kuramoto model, bi-polar configurations (say, one
oscillator lies on the south pole, and the rest of ensemble lies on the north
pole) is possible, although it is unstable. The second and third results deal
with mass concentration phenomenon for the distributed natural frequencies.
In our second result (Theorem 3.2), we construct a time dependent interval
L(t) centered at the time-dependent average phase and with constant width,
such that the mass over L(t) is nondecreasing and for each fixed natural fre-
quency w in the support of g, the integral
∫
L(t)
|f(θ, ω, t)|2dθ tends to infinity
exponentially fast for large coupling strengths depending on the size of the
support of g. This is obtained for a well arranged initial datum. Such condi-
tion is removed in our third result, where we present a nontrivial lower bound
for the asymptotic amplitude order parameter depending only on the size of
the support of g and the coupling strength. We also show that there exists a
time dependent interval that contains all the mass asymptotically. The size
of the interval is characterized by the coupling strength, maximum of natu-
ral frequencies, and the asymptotic amplitude order parameter (see Theorem
4
3.3). Moreover, by choosing the coupling strength large enough, this size can
be made arbitrary small, and the amplitude order parameter arbitrary close
to 1.
The rest of this paper is organized as follows. In Section 2, we briefly
review several concepts of synchronization for the Kuramoto model, the or-
der parameters (amplitude and phase), and gradient flow formulations for the
Kuramoto model and the K-S equation. We also recall some relevant previous
results for the Kuramoto model. In Section 3, we discuss our main results for
the K-S equation on the emergence of attractors. In Section 4, we present an
emergent dynamics of the K-S equation for identical oscillators. In particular,
we present dynamics of the amplitude order parameter and using it, we give
the proof of Theorem 3.1. In Section 5, we study the dynamics of local order
parameters for the sub-ensemble of identical oscillators with the same natu-
ral frequency, and using the detailed dynamics of local order parameters, we
provide the proof of Theorem 3.2. In Section 6, we provide a nontrivial lower
bound for the asymptotic amplitude order parameter in terms of the maximum
of the natural frequency, and the coupling strength. This lower bound estimate
for the asymptotic order parameter yields a certain practical synchronization
that has been introduced for the finite-dimensional Kuramoto model in [60].
Finally, Section 7 is devoted to the summary of our main results and future
directions. In Appendix A, we provide a short presentation of Otto’s calculus
which inspired us for some of our proofs. For the readability of the paper, we
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postpone lengthy proofs of several lemmata and propositions to Appendix B
- Appendix E. In Appendix F, we discuss several estimates on the Kuramoto
vector field.
Notation: For vectors p, q in R2, we denote an inner product of p and q by
p · q, whereas for two complex numbers z1, z2 ∈ C, we set their inner product
by 〈z1, z2〉 = z1z¯2.
2 Preliminaries
In this section, we briefly review two synchronization models, the Ku-
ramoto model and its kinetic counterpart, the Kuramoto-Sakaguchi equation.
For these two models, we introduce real-valued order parameters and gradient
flow formulations.
2.1 The Kuramoto model
Consider a complete network consisting of N -nodes with edges connect-
ing all pair of nodes, and assume that at each node, a Landau-Stuart oscillator
is located. We set zi ∈ C1 to be the state of the i-th Landau-Stuart oscillator.
Then, zi is governed by the following first-order system of ODEs:
dzi
dt
= (1− |zi|2 + iωi)zi + K
N
N∑
j=1
(zj − zi), j = 1, · · · , N, (2.1)
where K is the uniform coupling strength between oscillators, and ωi is the
quenched random natural frequency of the i-th Stuart-Landau oscillator ex-
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tracted from a given distribution function g = g(ω), ω ∈ R:∫
R
g(ω) dω = 1,
∫
R
ωg(ω) dω = 0, supp g(·) ⊂⊂ R, g(ω) ≥ 0.
The state zi = zi(t) governed by the system (2.1) approaches a certain limit-
cycle (a circle with radius determined by the coupling strength) asymptotically
for a suitable range of K (see [69]). Hence, in the sequel, we are mainly
interested in the dynamics of the limit-cycle oscillators so that the amplitude
variations can be ignored from the dynamics, and we focus our attention on
the phase dynamics. This explains the meaning of “weakly coupled oscillator”.
To see the dynamics of the phase, we set
zi(t) := e
iθi(t), t ≥ 0, 1 ≤ i ≤ N, (2.2)
and substitute (2.2) into (2.1), and compare the imaginary part of the resulting
relation to derive the Kuramoto model [69, 70]:
θ˙i = ωi +
K
N
N∑
j=1
sin(θj − θi), i = 1, · · · , N. (2.3)
Note that the first term in the right-hand-side of (2.3), represents the intrinsic
randomness of the system, whereas the second term describes the nonlinearity
of the attractive coupling. It is easy to see that the total phase
∑N
i=1 θi satisfies
a balanced law:
d
dt
N∑
i=1
θi =
N∑
i=1
ωi, t > 0.
Thus, when the total sum of natural frequencies is not zero, then system (2.3)
cannot have equilibria Θe = (θ1e, · · · , θNe):
θ˙ie = 0, 1 ≤ i ≤ N.
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However, we may still expect existence of relative equilibria, which are the
equilibria of (2.3) in a rotating coordinate frame with the angular velocity
ωc :=
1
N
N∑
i=1
ωi. The relative equilibrium for (2.3) is called the phase-locked
state. More precisely, we present its formal definition as follows.
Definition 2.1. [24, 60] Let Θ = (θ1, · · · , θN) be a solution to (2.3).
1. Θ = (θ1, · · · , θN) is a phase-locked state if the transversal phase differ-
ences are constant along the Kuramoto flow (2.3):
|θi(t)− θj(t)| = |θi(0)− θj(0)|, ∀ t ≥ 0, 1 ≤ i, j ≤ N.
2. The Kuramoto model (2.3) exhibits “complete (frequency) synchroniza-
tion” asymptotically if the transversal frequencies differences approach
zero asymptotically:
lim
t→∞
max
1≤i,j≤N
|θ˙i(t)− θ˙j(t)| = 0.
3. The Kuramoto model (2.3) exhibits “complete phase synchronization”
asymptotically if the transversal phase differences approach zero asymp-
totically:
lim
t→∞
max
1≤i,j≤N
|θi(t)− θj(t)| = 0.
4. The Kuramoto model (2.3) exhibits “practical (phase) synchronization”
asymptotically if the transversal phase differences satisfy
lim
K→∞
lim sup
t→∞
max
1≤i,j≤N
|θi(t)− θj(t)| = 0.
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Remark 2.1. 1. If complete synchronization occurs asymptotically, solutions
tend to phase-locked states asymptotically. We also note that for non-identical
oscillators, complete phase synchronization is not possible even asymptotically.
For details on the phase-locked states, we refer to [24, 56].
2. When the average natural frequency ωc is zero, the equilibrium solution Θ to
(2.3) which is a solution to the following system of transcendental equations:
ωc :=
N∑
i=1
ωi = 0, ωi +
K
N
N∑
j=1
sin(θj − θi) = 0, i = 1, · · · , N,
is a phase-locked solution to (2.3) as well.
3. For a brief review on the classical and quantum Kuramoto type models, we
refer to a recent survey paper [58].
2.1.1 Order parameters
In this part, we briefly review real-valued order parameters for the phase
configuration Θ = (θ1, · · · , θN) and their dynamics following the presentation
given in [55]. Consider the average position (centroid) of N limit-cycle oscil-
lators zi = e
iθi : for t ≥ 0,
r(t)eiφ(t) :=
1
N
N∑
j=1
eiθj(t). (2.4)
Here we call r and φ the amplitude and the average phase order parameters
for the N limit-cycle system, respectively. Since the right hand side of (2.4) is
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a convex combination of N -points on the unit circle, the amplitude r(t) lies on
the interval [0, 1] and the cases r = 0 and 1 correspond to the splay state and
the completely phase synchronized state, respectively. Hence, we can regard
r and φ as quantities measuring the degree of overall synchronization and the
average of phases, respectively. Note that the average phase φ is well-defined
when r > 0.
We divide (2.4) by eiθk to obtain
rei(φ−θk) =
1
N
N∑
j=1
ei(θj−θk),
and compare the real and imaginary parts of the above relation to find
r cos(φ− θk) = 1
N
N∑
j=1
cos(θj − θk), r sin(φ− θk) = 1
N
N∑
j=1
sin(θj − θk). (2.5)
Similarly, we divide the relation (2.4) by eiφ(t) and compare real and imaginary
parts to see the following relations:
r =
1
N
N∑
j=1
cos(θj − φ), 0 = 1
N
N∑
j=1
sin(θj − φ).
By comparing the second relation in (2.5) and the coupling terms in (2.3), it
is easy to see that the Kuramoto model (2.3) can be rewritten in a mean-field
form:
θ˙i = ωi −Kr sin(θi − φ), t > 0. (2.6)
The equation (2.6) looks decoupled, but it is coupled, because the order pa-
rameters r and φ are functions of other θj’s.
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We next study the dynamics of the order parameters r and φ. For this,
we differentiate the equation (2.4) with respect to t to see
r˙eiφ + ireiφφ˙ =
i
N
N∑
j=1
eiθj θ˙j.
We divide the resulting equation by eiφ to find
r˙ + irφ˙ = − 1
N
N∑
j=1
sin(θj − φ)θ˙j + i
N
N∑
j=1
cos(θj − φ)θ˙j. (2.7)
We now compare the real and imaginary parts of (2.7) to obtain
r˙ = − 1
N
N∑
j=1
sin(θj − φ)θ˙j, φ˙ = 1
rN
N∑
j=1
cos(θj − φ)θ˙j. (2.8)
Thus, we can combine (2.6) and (2.8) to get the evolutionary system:
r˙ = − 1
N
N∑
j=1
sin(θj − φ)
(
ωj −Kr sin(θj − φ)
)
,
φ˙ =
1
rN
N∑
j=1
cos(θj − φ)
(
ωj −Kr sin(θj − φ)
)
.
(2.9)
Before we close this part, we present the relationship between the phase diam-
eter D(Θ) := max1≤i,j≤N |θi − θj| and the order parameter r in the following
proposition.
Proposition 2.1. [24] Suppose that the phase configuration Θ = (θ1, · · · , θN)
is confined in a half circle such that
D(Θ) < pi.
Then, the following estimates hold.
11
1. The order parameter r is rotationally invariant and r ≥ cos D(Θ)
2
.
2. The order parameter r satisfies
r = 1 ⇐⇒ D(Θ) = 0, i.e., θ1 = θ2 = · · · = θN .
Proof. (i) For the rotational invariance of r, it suffices to show that the con-
figuration Θ + α1 := (θ1 + α, · · · , θN + α) and Θ := (θ1, · · · , θN) have the
same order parameter. Let r¯ and r be the order parameters for Θ + α1 and
Θ, respectively.
r¯ =
1
N
∣∣∣ N∑
j=1
ei(θj+α)
∣∣∣ = 1
N
∣∣∣eiα N∑
j=1
eiθj
∣∣∣ = 1
N
∣∣∣ N∑
j=1
eiθj
∣∣∣ = r.
(ii) Since the order parameter is rotationally invariant, without loss of gener-
ality, we may assume
θi ∈
(
− D(Θ)
2
,
D(Θ)
2
)
, 1 ≤ i ≤ N.
• Case A: We first prove that if D(Θ) = 0, then r = 1. For this, we note that
r =
1
N
∣∣∣ N∑
j=1
eiθj
∣∣∣ = 1
N
[( N∑
j=1
cos θj
)2
+
( N∑
j=1
sin θj
)2] 1
2
≥ 1
N
N∑
j=1
cos θj ≥ cos D(Θ)
2
.
Thus, if D(Θ) = 0, then
1 ≥ r ≥ cos D(Θ)
2
= 1, i.e., r = 1.
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• Case B: Note that
zi = e
iθi ∈ S1 ⊂ C, |z1 + · · ·+ zN | = Nr,
Suppose that r = 1, then we have
|z1 + · · ·+ zN | = N. (2.10)
We now claim:
θi = θj, 1 ≤ i, j ≤ N.
It follows from the relation (2.10) that we have
0 = |z1 + · · ·+ zN |2 −N2 =
N∑
i=1
|zi|2 −N2 + 2
∑
1≤i<j≤N
cos(θi − θj).
This yields ∑
1≤i<j≤N
cos(θi − θj) = N(N − 1)
2
.
This again implies
cos(θi − θj) = 1 i.e., θi − θj = 0, 1 ≤ i, j ≤ N.
2.1.2 A gradient flow formulation
Note that the right hand side of (2.3) is 2pi-periodic, so the system
(2.3) is a dynamical system on N -tori TN . However, for the description of
a gradient flow formulation, we lift the system (2.3) to a dynamical system
on RN by a straightforward lifting. So the trajectory of Θ = (θ1, · · · , θN) is
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not necessarily bounded as a subset of RN . In [92], from an analogy with the
XY-model in statistical physics, Hemmen and Wreszinski observed that the
Kuramoto model (2.3) can be formulated as a gradient flow with an analytic
potential. More precisely, they introduced the analytic potential Vp:
Vp(Θ) := −
N∑
i=1
ωiθi +
K
2N
N∑
i,j=1
(
1− cos(θj − θi)
)
. (2.11)
By direct calculation, it is easy to see that the Kuramoto model (2.3) can be
rewritten as a gradient flow form:
Θ˙(t) = −∇Vp(Θ). (2.12)
Note that the potential function Vp is neither convex nor bounded below a pri-
ori. This gradient formulation has been crucially used to prove the emergence
of phase-locked states from generic initial configurations [35, 57].
2.1.3 Emergent dynamics
In this part, we recall the uniform boundedness of fluctuations of phases
around the averaged motion, as well as mass concentration of the identical
oscillators around the average phase. Since we regard the system (2.12) as
a dynamical system on RN , the uniform boundedness of fluctuations around
the average phase motion is not clear a priori. In [57], authors showed that
the relative phases are uniformly bounded, if more than half of oscillators are
confined in a small arc and the coupling strength is sufficiently large.
Proposition 2.2. [57] Suppose that the initial configuration Θ0 satisfies
θj0 ∈ [−pi, pi), 1 ≤ j ≤ N,
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and let n0, l, and K satisfy
n0 ∈ Z+ ∩
(N
2
, N
]
, l ∈
(
0, 2 cos−1
N − n0
n0
)
,
max
1≤j,k≤n0
|θj0 − θk0| < l, K >
max
i,j
|ωi − ωj|
n0
N
sin l − 2(N−n0)
N
sin l
2
.
Let Θ be a global solution to the system (2.3). Then, we have
sup
0≤t<∞
max
i,j
|θi(t)− θj(t)| ≤ 4pi + l.
Remark 2.2. For identical oscillators with ωi = ω, Dong and Xue [35] used
the gradient flow formulation (2.12) to show that for all initial configurations
and positive coupling strength, the Kuramoto flow (2.3) tends to phase-locked
states. Moreover, the uniform boundedness of Proposition 2.1 and gradient
flow formulation yields the formation of phase-locked states.
Next, we consider the Kuramoto model for identical oscillators:
θ˙i = ω +
K
N
N∑
j=1
sin(θj − θi), i = 1, · · · , N. (2.13)
For a dynamical solution Θ(t) to (2.13), we divide the oscillator set N :=
{1, · · · , N} into synchronous and anti-synchronous oscillators, with respect to
the overall phase φ(t) := ωt :
Is := {j : lim
t→∞
|θj(t)− φ(t)| = 0}, Ib := {j : lim
t→∞
|θj(t)− φ(t)| = pi}.
Proposition 2.3. [57] Let Θ = (θ1, · · · , θN) be a solution to (2.13) with initial
configuration Θ0 satisfying the following conditions:
N∑
i=1
Ωi = 0, r0 > 0, θk0 6= θj0, 1 ≤ k, j ≤ N.
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Then, {Is, Ib} is a partition of N and we have
|Ib| ≤ 1,
where |A| denotes the cardinality of the set A.
Remark 2.3. 1. The state with |Ib| = 1 is called the bi-polar state, which is
well known to be unstable [24].
2. For a detailed survey on the Kuramoto model (2.3), we refer to
[1, 9, 24, 25, 35, 36, 37, 57, 58, 59, 65]).
2.2 The Kuramoto-Sakaguchi (K-S) equation
In this subsection, we discuss the kinetic counterpart of (2.3). Consider
a situation where the number of oscillators, which we denote by N in (2.3) goes
to infinity. In this mean-field limit, it is more convenient to rewrite the system
(2.3), as a dynamical system on the phase space T×R, T := R/2piZ = [0, 2pi]
for (θ, ω): 
dθi
dt
= ωi − K
N
N∑
j=1
sin(θi − θj),
dωi
dt
= 0, t > 0.
(2.14)
Since we are dealing with a large oscillator system N  1, we can introduce
a probability density function f = f(θ, ω, t) to approximate the N -oscillator
system (2.14). Based on the standard BBGKY Hierarchy argument [68], we
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can derive the K-S equation:
∂tf + ∂θ(v[f ]f) = 0, (θ, ω) ∈ T× R, t > 0,
v[f ](θ, ω, t) = ω −KF [ρ], F [ρ] :=
∫
T
sin(θ − θ∗)ρ(θ∗, t) dθ∗.
(2.15)
where ρ = ρ(θ, t) is the local mass density function, which corresponds to the
θ-marginal density function of f :
ρ(θ, t) :=
∫
R
f(θ, ω, t) dω, t ≥ 0.
Remark 2.4. The rigorous derivation from (2.3) to (2.15) was done by Lan-
cellotti [71] using Neunzert’s method [81]. In [71, Theorem 2 and Remark
3], Lancellotti showed that there exists a unique classical solution to (2.15),
whenever the initial datum is C1.
We next recall some conservation laws for the K-S equation.
Lemma 2.1. [2] Let f = f(θ, ω, t) be a C1-solution to (2.15), with initial
datum f0 satisfying the following conditions:∫
T
f0 dθ = g(ω),
∫∫
T×R
f0 dθdω = 1.
Then, we have∫
T
f(θ, ω) dθ = g(ω),
∫
T×R
f dθdω = 1, t ≥ 0.
Proof. The identities follow from a direct computation as follows.
d
dt
∫
T
f dθ =
∫
T
∂tf dθ = −
∫
T
∂θ(v[f ]f) dθ = 0,
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and
d
dt
∫∫
T×R
f dθdω =
∫
R
d
dt
(∫
T
f dθ
)
dω = 0.
Remark 2.5. Lemma 2.1 yields that for any test function h = h(ω), we have∫∫
T×R
h(ω)f dθdω =
∫
R
h(ω)
(∫
T
f dθ
)
dω =
∫
R
hg dω =
∫
T×R
h(ω)f0 dθdω.
2.2.1 Order parameters
In this part, we introduce real-valued order parameters R = R(t) and
φ = φ(t) which measure the overall degree of synchronization for the K-S equa-
tion (2.15). Such order parameters will be used to simplify the expression of
the system (2.15). As a straightforward generalization of the order parameters
(2.4) for the Kuramoto model, we define real order parameters R and φ for
the K-S equation [1, 55]:
R(t)eiφ(t) :=
∫∫
T×R
eiθf dθdω =
∫
T
eiθρ dθ, t ≥ 0. (2.16)
To avoid the confusion with the amplitude order parameter r for (2.4), we use
a capital letter R instead of r for the K-S equation. As for the Kuramoto
model, the average phase φ is well-defined when R > 0. We divide (2.16) by
eiφ on both sides to get
R(t) =
∫
T
ei(θ−φ(t))ρ dθ =
∫
T
〈eiθ, eiφ(t)〉ρ dθ. (2.17)
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By comparing real and imaginary part on both sides of (2.17), we obtain
R(t) =
∫
T
cos(θ − φ(t))ρ(θ, t) dθ and 0 =
∫
T
sin(θ − φ(t))ρ(θ, t) dθ.
(2.18)
On the other hand, we use (2.18) to rewrite the linear operator F [ρ] in terms
of order parameters:
F [ρ] =
∫
T
sin(θ − θ∗)ρ(θ∗, t) dθ∗
=
∫
T
sin
(
(θ − φ)− (θ∗ − φ)
)
ρ(θ∗, t) dθ∗
=
∫
T
(
sin(θ − φ) cos(θ∗ − φ)− cos(θ − φ) sin(θ∗ − φ)
)
ρ(θ∗, t) dθ∗
= sin(θ − φ)
∫
T
cos(θ∗ − φ)ρ(θ∗, t) dθ∗
− cos(θ − φ)
∫
T
sin(θ∗ − φ)ρ(θ∗, t) dθ∗
= R sin(θ − φ).
(2.19)
Thus, we can rewrite the Kuramoto-Sakaguchi equation (2.15) as an equivalent
form:
∂tf + ∂θ
(
ωf −KR sin(θ − φ)f
)
= 0. (2.20)
For the identical oscillator case with g(Ω) = δ(ω), by integrating (2.20) with
respect to ω we obtain
∂tρ+ ∂θ
(
ωρ−KR sin(θ − φ)ρ
)
= 0. (2.21)
2.2.2 A gradient flow formulation
In this part, we discuss the gradient flow formulation of the K-S equa-
tion with g(ω) = δ(ω), i.e., we will write the system (2.3) as a gradient flow
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in the probability space P(T) equipped with the Wasserstein metric W2. For
this, we adapt the differential calculus introduced by Felix Otto [83], which
has proven to be a powerful tool for the study of the dynamics and stability
of evolutionary equations (we refer the reader to [66, 82, 83] for the pioneering
works on this topic) (see Appendix A). We first set up a potential function
for our gradient flow. In analogy with (2.11) for the Kuramoto model, it is
natural to come up with the following potential function for the K-S equation
(4.1).
Vk(ρ(t)) :=
K
2
∫∫
T2
(1− cos(θ∗ − θ))ρ(θ∗, t)ρ(θ, t) dθ∗dθ.
Here the subscript k stands for “kinetic”. We next present another handy
expression for Vk(ρ) in terms of the order parameter R given in (2.16). First,
we let σ : T→ R2 be defined by σ(θ) := (cos θ, sin θ). Then, given ρ in P(T),
the above potential function Vk can be written as
Vk(ρ(t)) =
K
2
− K
2
∫∫
T2
σ(θ) · σ(θ∗)ρ(θ, t)ρ(θ∗, t) dθ∗dθ, (2.22)
where σ(θ) · σ(θ∗) denotes the inner product between the two vectors in R2.
We define the total momentum of ρ by
J :=
∫
T
σ(θ)ρ(θ) dθ ∈ R2. (2.23)
When we regard Reiφ in (2.16) as a vector in R2, we have
J = Reiφ.
From this, we can write
Vk(ρ) =
K
2
(1− |J |2), equivalently Vk(ρ) = K
2
(1−R2). (2.24)
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(a) I+δ (b) I
−
δ
Figure 5.1: Geometric descriptions of I+δ and I
−
δ
By straightforward application of Otto calculus (see Appendix A), we have
gradρVk = −K∇(σ(θ) · J) = KR sin(θ − φ),
where gradρ denotes the gradient with respect to the Wasserstein metric. We
now substitute this in (A.2) to get the gradient flow of Vk as the one-parameter
family t ∈ [0, ε) 7→ ρt ∈ P(T) satisfying
∂tρ = ∂θ
(
ρgradρVk
)
= ∂θ (ρKR sin(θ − φ)) .
This is the same as (2.21) when ω = 0, which verifies the gradient flow structure
of the K-S equation.
3 Discussion of the main results
In this section, we briefly present our three main results on the emergent
dynamics of the K-S equation. The proofs will be given in the following three
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sections.
3.1 Emergence of point attractors
In this subsequent, we briefly discuss how point attractors can emerge
from generic smooth initial data, asymptotically along the Kuramoto-Sakaguchi
flow with g = δ. For the finite-dimensional Kuramoto model for N -identical
oscillators, if we start from generic initial datum
r0 =
1
N
∣∣∣ N∑
j=1
eiθj0
∣∣∣ > 0, θi0 6= θj0, 1 ≤ i, j ≤ N,
then, any positive coupling strength K will push the initial configuration to
two possible scenarios. First scenario to happen is that the phases will concen-
trate near the time-dependent average phase which is also dynamic along the
Kuramoto flow, and the second scenario will be a bi-polar configuration where
(N − 1) oscillators will aggregate toward the average phase, and the remain-
ing one oscillator will approach the antipodal phase of the average phase (see
Proposition 2.2). By an easy perturbation argument, we see that the bi-polar
configuration is unstable (see [24]). Thus, the completely phase synchronized
state which we call one-point attractor in this paper, is the only stable asymp-
totic state for the Kuramoto model in any positive coupling regime. Thus, it
is interesting to figure out what will happen for the K-S equation which can
be obtained from the Kuramoto model as N →∞:
Does the same asymptotic patterns as in the Kuramoto flow emerge
for the K-S flow from generic initial configurations?
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In fact, we will argue that the unstable bi-polar configurations can not
be reachable from a generic smooth initial datum along the K-S flow. To justify
and quantify our claim, we will first define a set consisting of two disjoint
intervals containing the average phase and its antipodal point, respectively,
and then we will show that the mass outside this set will approach to zero
asymptotically. Finally, we will argue that the mass around the antipodal point
of the average phase will tend to zero exponentially, i.e., all mass will aggregate
in any small neighborhood of the average phase. Hence, asymptotically, one-
point attractor will emerge. In processing the above procedures, analysis on
the dynamics of R and φ will play a key role. To quantify the above sketched
arguments, we define for a positive constant δ > 0, a set Iδ := I
+
δ ∪ I−δ (see
Figure 5.1):
I+δ (t) := {θ ∈ T : |θ − φ(t)| < δ},
I−δ (t) := {θ ∈ T : |θ − (φ(t) + pi)| < δ}.
(3.1)
Consequently, we will see that eventually all the mass of ρ will be concentrated
in the region I+δ ∪ I−δ for every δ > 0. Since R is monotonic, if R0 > 0, we
necessarily have ∫
I+δ
ρ dθ >
∫
I−δ
ρ dθ.
Then, it is reasonable to expect that the mass will exit I−δ and enter the inter-
val I+δ , and eventually will yield a point attractor, provided that we can control
the rotation of φ(t). This is proved in (4.14) and (4.15), whereas in Proposi-
tion 4.1 we can control the rotation of φ(t), using the fact that R˙(t)→ 0.
23
We are now ready to state our first result on the emergence of point
attractors.
Theorem 3.1. Suppose that the coupling strength, the density function g and
the initial datum satisfy
K > 0, g(ω) = δ(ω), ρ0 ∈ C1,
∫
T
ρ0 dθ = 1 and R0 := R(0) > 0.
Then, for a classical solution ρ : T×R+ → R to (2.21), the mass concentrates
around the average phase φ(t) asymptotically. More precisely, for any δ > 0,
there exists T1 = T1(δ) ≥ 0, such that
lim
t→∞
∫
I+δ (t)
ρ(θ, t) dθ = 1 and∫
I−δ (t)
|ρ(θ, t)|2 dθ ≤ e−R(0)(cos δ)2 K(t−T1)
∫
I−δ (T1)
|ρ(θ, T1)|2 dθ ∀ t ≥ T1.
Proof. The proof will be given in Section 4.2.
Remark 3.1. Concentration of mass around φ has been proved in [14] by
a different argument without the exponential decay estimate of mass in the
interval I−δ .
3.2 Emergence of phase concentration
In this subsection and the next, we will show that there exists an in-
terval centered at φ where the mass will concentrate asymptotically, when the
coupling strength is sufficiently large. Moreover, we will also present a lower
bound for the asymptotic amplitude order parameter R = R(t) which tends
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to unity as K →∞. Before we discuss our second and third main results, we
first recall corresponding results for the Kuramoto model in a large coupling
strength regime (see Proposition 2.2). Consider an ensemble consisting of N
Kuramoto oscillators and assume that more than N
2
oscillators are confined
in a small interval I at some instant. We divide the ensemble into two sub-
ensembles consisting of confining oscillators in the interval I and the rest of
it. In this situation, if we choose a sufficiently large coupling strength, then
the confining oscillators will stay in the interval and drifting oscillators might
enter neighboring copies of the interval (I+ 2pi)∪ (I− 2pi). Thus, trajectories
of oscillators will be bounded eventually. We now return to the K-S equa-
tion. As we have seen in the previous subsection, for identical oscillators, the
total mass will concentrate asymptotically on the average phase. Thus, for
the density function g = g(ω) with a compact support, we can imagine that
a similar scenario for the Kuramoto model will happen, i.e., once we choose
a large coupling strength compared to the size of the support of the natural
frequency density function g, we can guess that mass will be confined inside
some small interval around the average phase. In fact, this is the case. To be
more precise, assume that g = g(ω) is compactly supported inside the interval
[−M,M ] and some significant portion of local mass of f0 is concentrated on
some time-dependent interval L(t) centered the average phase φ(t): for some
positive constant C > 0 ∫∫
L(0)×R
f0(θ, ω) dθdω > C.
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In this setting, for a large coupling strength K M , we will derive
d
dt
∫∫
L(t)×R
f(θ, ω, t) dθdω ≥ 0,
d
dt
∫
L(t)
|f(θ, ω, t)|2 dθ ≥ K|O(1)|
∫
L(t)
|f(θ, ω, t)|2 dθ, ω ∈ supp g(ω).
Thus, we have
d
dt
∫∫
L(t)×R
f(θ, ω, t) dθdω ≥ 0,
∫
L(t)
|f(θ, ω, t)|2 dθ ≥ CeCt,
ω ∈ supp g(ω).
Note that the first estimate says that the mass on the set L(t) × R in the
phase space is nondecreasing, i.e., the mass does not leak to complement of
this set, and the second estimate tells us that for each fixed ω ∈ supp g(ω),
there should be some mass concentration. In this sense, we may say that the
time-dependent set L(t) × R converges to an invariant manifold for the K-S
flow. For a precise statement, we set
M∗(ε0, γ0) :=
2 + ε0 + cos γ0
(1 + sin γ0)(1 + cos γ0)
. (3.2)
We now ready to state our second main result summarizing the above argu-
ments.
Theorem 3.2. Suppose that the following conditions hold.
1. The frequency density function g = g(ω) and coupling strength K satis-
fies
supp g(ω) ⊂ (−M,M), K > M
ε0
(
1 +
1
ε0
)
, ε0 ∈
(
0,
3
√
3
4
− 1
)
.
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2. Suppose that initial datum f0 satisfies
(i) f0(θ, ω) = 0 in T× (R\[−M,M ]), ||f0||L∞ <∞,
(ii)
∫∫
L+γ0 (0)×R
f(θ, ω, 0) dθdω ≥M∗(ε0, γ0),
where γ0 satisfies
pi
3
≤ γ0 < arcsin
(
1− 2ε0
2
√
3 + 1
)
.
Then, for any C1-solution to (2.15), there exists a time-dependent interval
L(t) ⊂ T centered around φ(t), with fixed width such that
d
dt
∫∫
L(t)×R
f(θ, ω, t) dθdω ≥ 0,
∫
L(t)
|f(θ, ω, t)|2 dθ ≥ CeCt,
ω ∈ supp g(ω).
Proof. We present its proof in Section 5.
3.3 Asymptotic dynamics of the order parameter
Notice that in Theorem 3.2, we assumed a certain lower bound on the
mass in a certain interval. We remove such assumption for our third main
result which we now describe. For the Kuramoto model (2.3), the dynamics
of the order parameter r does play a key role in the recent resolution of the
complete synchronization problem in [57]. As noticed in Proposition 2.1, for
the Kuramoto model, if the order parameter r is close to 1, we can say that the
configuration is close to complete phase synchronization where all phases are
concentrated at some common phase. Our third result is concerned about the
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estimation of the order parameter in a large coupling strength regime. More
precisely, we will obtain a positive lower bound as
lim inf
t→∞
R(t) ≥ 1− |O(1)|√
K
, for K  1.
This certainly implies that as K →∞,
lim
K→∞
lim inf
t→∞
R(t) = 1.
By Proposition 2.1, this means the formation of complete phase synchroniza-
tion in K → ∞ limit, which can be understood as an emergence of practical
synchronization. Below, we state our third result.
Theorem 3.3. Let f : T × R × R+ → R be a classical solution to (2.15).
Suppose g is supported on the interval [−M,M ], R(0) := R0 > 0, and K is
sufficiently large (depending on the support of g and 1/R0). Then,
lim inf
t→∞
R(t) ≥ R∞ := 1 + M
K
−
√
M2
K2
+ 4
M
K
and
lim
t→∞
||ft1T\L∞(t)||L∞(T×R) = 0.
Here, L∞(t) ⊂ T is a time dependent interval, centered at φ(t) with the con-
stant width
arccos
(√
1−
[
M
K
(1 +R∞)
R2∞
+
1−R∞
R∞
]2)
+ ε,
where ε is an arbitrary constant in (0, 1). Notice that as K →∞ the width of
L∞ can be made arbitrarily small and R∞ tends to 1.
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Proof. The proof will be given in Section 6.3.
In the following three sections, we will present proofs of the main the-
orems and of many lemmata.
4 Emergence of point attractors
In this section, we present existence of point attractors for the K-S
equation with g = δ from a generic initial datum using the time-asymptotic
approach. Without loss of generality, we may assume that the common natural
frequency ωc is zero and that the corresponding density function g = g(ω)
satisfies
g(ω) = δ0.
We first note that the local mass density ρ satisfies the following two equivalent
equations: 
∂tρ+ ∂θ(v[ρ]ρ) = 0, θ ∈ T, t > 0,
v[ρ](θ, t) = −K
∫
T
sin(θ − θ∗)ρ(θ∗, t) dθ∗,
(4.1)
or equivalently
∂tρ− ∂θ
(
KRρ sin(θ − φ)
)
= 0.
In the following two subsections, we will study the dynamics of the amplitude
order parameter R and present the proof of Theorem 3.1.
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4.1 Dynamics of order parameters
In this subsection, we derive a coupled dynamical system for the or-
der parameters R and φ, and using this dynamical system, we analyze their
asymptotics. Note that the complete phase synchronization occurs if and only
if R→ 1 as t→∞.
For the derivation of dynamics of R and φ, we differentiate the defining
relation (2.16) with respect to t, and we obtain
R˙eiφ + iRφ˙eiφ =
∫
T
∂tρ(θ, t)e
iθ dθ. (4.2)
We divide (4.2) by eiφ on both sides to get
R˙ + iRφ˙ =
∫
T
∂tρ(θ, t)e
i(θ−φ) dθ. (4.3)
We compare real and imaginary parts of (4.3) and employ (4.1) to derive
relations for R and φ:
R˙ =
∫
T
∂tρ(θ, t) cos(θ − φ) dθ, t > 0,
φ˙ =
1
R
∫
T
∂tρ(θ, t) sin(θ − φ) dθ.
(4.4)
Lemma 4.1. Let ρ be a solution to (4.1) and let R and φ be the order param-
eters defined by the relation (2.17). Then, R and φ satisfy
(i) R˙ = KR
∫
T
sin2(θ − φ)ρ(θ, t) dθ, φ˙ = −K
2
∫
T
sin (2(θ − φ)) ρ(θ, t) dθ.
(ii) R¨ =
(R˙)2
R
+ 2R(φ˙)2 − 2(KR)2
∫
T
sin2(θ − φ) cos(θ − φ)ρ(θ, t) dθ.
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Proof. (i) We use (4.4) and (4.1) to obtain
R˙ =
∫
T
cos(θ − φ)∂tρ dθ
= KR
∫
T
cos(θ − φ)∂θ
[
ρ(θ, t) sin(θ − φ)
]
dθ
= KR
∫
T
sin2(θ − φ)ρ(θ, t) dθ.
(4.5)
Similarly, we have
φ˙ =
1
R
∫
T
sin(θ − φ)∂tρ(θ, t) dθ
= K
∫
T
sin(θ − φ)∂θ
[
ρ(θ, t) sin(θ − φ)
]
dθ
= −K
∫
T
sin(θ − φ) cos(θ − φ)ρ(θ, t) dθ
= −K
2
∫
T
sin (2(θ − φ)) ρ(θ, t) dθ.
(ii) We again differentiate (4.5) with respect to t to get
R¨ = KR˙
∫
T
sin2(θ − φ)ρ(θ, t) dθ − 2KRφ˙
∫
T
sin(θ − φ) cos(θ − φ)ρ(θ, t) dθ
+KR
∫
T
sin2(θ − φ)∂tρ(θ, t) dθ
=
(R˙)2
R
+ 2R(φ˙)2 + (KR)2
∫
T
sin2(θ − φ)∂θ
[
ρ(θ, t) sin(θ − φ)
]
dθ
=
(R˙)2
R
+ 2R(φ˙)2 − (KR)2
∫
T
2 sin2(θ − φ) cos(θ − φ)ρ(θ, t) dθ.
This yields the desired result.
Based on the dynamics given in Lemma 4.1, we study asymptotics of
R and φ.
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Proposition 4.1. Let ρ = ρ(θ, t) be a solution to (4.1) with the initial datum
ρ0 satisfying
R0 > 0 and ρ0 ∈ P(T) ∩ C1(T).
Then, there exists a positive constant R∞ ≤ 1 such that
(i) inf
0≤t<∞
R(t) ≥ R0 > 0, lim
t→∞
(R(t), R˙(t)) = (R∞, 0),
(ii) |φ˙(t)| ≤ K(1−R(t)), t ≥ 0, lim
t→∞
|φ˙(t)| = 0.
Proof. (i) Note that estimates in Lemma 4.1 yield the uniform boundedness
of R˙, R¨ and φ˙. So R, R˙ and φ are Lipschitz continuous. Moreover, we have
R˙ ≥ 0, thus, R(t) ≥ R0 ∀t ∈ [0,∞). (4.6)
On the other hand, since R ≤ 1, R must converge to R∞ ≤ 1.
Suppose R˙ does not converge to zero. Since R˙ ≥ 0, we can find a
sequence of time {tn} such that tn ↑ ∞ as n → ∞ and R˙(tn) > α for some
positive constant α. From Lemma 4.1, we attain the Lipschitz continuity of R˙
with |R¨| ≤ K2
R0
+K + 2K2 =: C0, which yieds
R˙(s) ≥ R˙(tn)− C0|tn − s| ≥ α− α
2
=
α
2
, ∀s ∈ (tn − α
2C0
, tn +
α
2C0
).
Thus, we have ∫ ∞
tn− α2C0
R˙(s) ds ≥
∫ tn+ α2C0
tn− α2C0
R˙(s) ds ≥ α
2
2C0
.
This contradicts the convergence of R, i.e.,
lim
a→∞
∫ ∞
a
R˙(s) ds = 0.
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Hence, we attain R˙→ 0 as t→∞.
(ii) We next derive the estimate:
−K(1−R) ≤ φ˙ ≤ K(1−R). (4.7)
For the second inequality, we use the second result in Lemma 4.1 to obtain
φ˙ = −K
∫
T
sin(θ − φ) cos(θ − φ)ρ(θ, t) dθ
= −K
∫
T
(
sin(θ − φ)− 1)( cos(θ − φ)− 1)︸ ︷︷ ︸
≥0
ρ(θ, t) dθ
−K
∫
T
(
cos(θ − φ) + sin(θ − φ)− 1)ρ(θ, t) dθ
≤ −K
∫
T
cos(θ − φ)ρ(θ, t) dθ −K
∫
T
sin(θ − φ)ρ(θ, t) dθ +K
= −KR +K = K(1−R).
In the last line we used (2.18). Similarly, we get the first inequality in (4.7).
For the remaining estimate, we use the formulas for φ˙ and R˙ in Lemma 4.1,
the monotonicity of R, and the Cauchy-Schwarz inequality to get
| φ˙ | ≤ K
∫
T
| sin(θ − φ) | ρ dθ ≤ K
(∫
T
| sin(θ − φ) |2 ρ dθ
) 1
2
≤
√
K
R
√
|R˙| ≤
√
K
R(0)
√
|R˙|, (since R ≥ R0 from (i)).
(4.8)
Since R˙→ 0 (see item (i)), we conclude
lim
t→∞
|φ˙(t)| = 0.
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We are now ready to provide the proof of Theorem 3.1 in the following
subsection.
4.2 Proof of Theorem 3.1
In this subsection, we present the proof of Theorem 3.1. Before we
present a rigorous argument, we first discuss heuristics for the emergence of
point attractor. Suppose that the coupling strength K is positive, the initial
datum ρ0 is C
1, and R0 > 0. Then, since R is bounded and monotonically
increasing, R˙ → 0 as t → ∞ (see Proposition 4.1). It follows from Lemma
4.1(i) that
lim
t→∞
∫
T
sin2(θ − φ(t))ρ(θ, t) dθ = 0.
Thus, the limiting behavior of ρ will be one of the following states: for positive
constant ε ∈ (0, 1
2
),
δφ∞ , (1− ε)δφ∞ + εδ(φ∞+pi).
We then show that the latter case, i.e., bipolar state is not possible. The proof
can be split into two steps:
• Step A: Mass will concentrate asymptotically near at φ∞ and/or φ∞+pi:
lim
t→∞
∫
T\Iδ
ρ(θ, t) dθ = 0.
• Step B: Mass in the interval I−δ decays to zero exponentially fast:
lim
t→∞
∫
I−δ (t)
ρ(θ, t) dθ = 0,
where the intervals Iδ and I
±
δ are defined in (3.1).
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4.2.1 Step A (concentration of mass in the interval Iδ):
In this part, we show that mass will concentrate on the interval Iδ
asymptotically. For any δ ∈ (0, pi
2
), we claim:
lim
t→∞
∫
T\Iδ
ρ(θ, t) dθ = 0. (4.9)
The proof of claim (4.9): It suffices to show that for any ε > 0, there exists a
finite time t∗(ε) > 0 such that∫
T\Iδ
ρ(θ, t) dθ < ε, t > t∗(ε).
Due to Proposition 4.1, we have R˙→ 0 as t→∞, i.e., there exists a positive
time t∗ = t∗(ε, δ) such that
R˙(t) = KR(t)
∫
T
sin2(θ(t)− φ(t))ρ(θ, t) dθ < KR0(sin δ)2ε, t > t∗. (4.10)
By Lemma 4.1, we have
R(t) ≥ R0 t ≥ 0. (4.11)
Then, it follows from (4.10) and (4.11) that∫
T
sin2(θ − φ(t))ρ(θ, t) dθ ≤ (sin δ)2ε, t > t∗. (4.12)
On the other hand, since
| sin(θ − φ(t))| > sin δ ∀θ ∈ T \ Iδ,
the estimate (4.12) yield
(sin δ)2
∫
T\Iδ
ρ(θ, t) dθ <
∫
T\Iδ
sin2(θ − φ(t))ρ(θ, t) dθ
≤
∫
T
sin2(θ − φ(t))ρ(θ, t) dθ ≤ (sin δ)2ε, t ≥ t∗.
Thus, we obtain the desired estimate (4.9).
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4.2.2 Step B (concentration of mass in the interval I+δ ):
In this part, we exclude the possibility of bi-polar configuration as an
asymptotic profile by showing that no mass concentration occurs in I−δ asymp-
totically, i.e., we claim:
lim
t→∞
∫
I−δ (t)
ρ(θ, t) dθ = 0. (4.13)
For the proof of (4.13), we use Cauchy-Schwarz inequality to see∫
I−δ (t)
ρ(θ, t) dθ
≤
(∫
I−δ (t)
|ρ(θ, t)|2 dθ
) 1
2
(∫
I−δ (t)
dθ
) 1
2 ≤
√
2δ
(∫
I−δ (t)
|ρ(θ, t)|2 dθ
) 1
2
. (4.14)
Due to the relation (4.14), it suffices to show that there exist a positive number
T1 such that∫
I−δ (t)
|ρ(θ, t)|2 dθ ≤ e−R(0)(cos δ)K(t−T1)
∫
I−δ (T1)
|ρ(θ, T1)|2 dθ, ∀ t > T1.
(4.15)
Note that for δ ∈ (0, pi
2
) and t > 0,
θ ∈ I−δ =⇒ cos(θ − φ) < − cos δ. (4.16)
On the other hand, since lim
t→∞
φ˙ = 0, for any ε ∈ (0, K), there exist T1 =
T1(ε, δ) > 0 such that
| φ˙ |< εR0 sin δ, ∀ t > T1. (4.17)
We next introduce the Lyapunov functional:
Λ(t) :=
∫
I−δ (t)
|ρ(θ, t)|2 dθ =
∫ φ+pi+δ
φ+pi−δ
|ρ(θ, t)|2 dθ, (4.18)
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and we show that it satisfies a Gronwall’s inequality:
dΛ(t)
dt
≤ −R(0) cos δKΛ(t), t ≥ T1. (4.19)
For the estimate (4.19), we use (2.21) and (4.18) to see
dΛ
dt
= φ˙
(
ρ2(φ+ pi + δ)− ρ2(φ+ pi − δ))+ 2 ∫
I−δ
ρ∂tρ dθ
= φ˙
(
ρ2(φ+ pi + δ)− ρ2(φ+ pi − δ))+ 2RK ∫
I−δ
ρ∂θ
[
sin(θ − φ)ρ
]
dθ
= φ˙
(
ρ2(φ+ pi + δ)− ρ2(φ+ pi − δ))− 2RK sin δρ2(φ+ pi + δ)
− 2RK sin δρ2(φ+ pi − δ)−RK
∫
I−δ
sin(θ − φ)∂θ(ρ2) dθ
= φ˙ρ2(φ+ pi + δ)− φ˙ρ2(φ+ pi − δ)−RK sin δρ2(φ+ pi + δ)
−RK sin δρ2(φ+ pi − δ) +RK
∫
I−δ
cos(θ − φ)ρ2 dθ
=
(
φ˙−RK sin δ
)
ρ2(φ+ pi + δ)−
(
φ˙+RK sin δ
)
ρ2(φ+ pi − δ)
+RK
∫
I−δ
cos(θ − φ)ρ2 dθ.
(4.20)
On the other hand, it follows from (4.16) and (4.17) that we have
φ˙−RK sin δ ≤ (εR(0)−RK) sin δ ≤ (ε−K)R(0) sin δ < 0,
φ˙+RK sin δ > (−εR(0) +RK) sin δ > (K − ε)R(0) sin δ > 0,∫
I−δ
cos(θ − φ)ρ2 dθ ≤ −(cos δ)Λ(t).
(4.21)
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We combine (4.20), (4.21) and the fact R(t) ≥ R0 in Proposition 4.1 to obtain
(4.19). Thus, we have (4.15). Finally, we combine (4.14) and (4.15) to get∫
I−δ (t)
ρ(θ, t) dθ ≤
√
2δ
(∫
I−δ (t)
ρ2(θ, t) dθ
) 1
2
≤
√
2δe−
R(0)(cos δ)
2
K(t−T1)
(∫
I−δ (T1)
ρ(θ, T1)
2 dθ
) 1
2
, ∀ t > T1.
This yields (4.13) and completes the proof of Theorem 3.1.
Remark 4.1. Note that the result in Theorem 3.1 also implies
lim
t→∞
R(t) = 1 and lim
t→∞
Vk(ρ) = 0.
In the next section, we study existence of positively invariant set for the
K-S equation with distributed natural frequencies from well-prepared initial
data, in which some significant fraction of mass is confined and it attracts a
neighboring mass.
5 Emergence of phase concentration
In this section, we study emergent phenomenon of phase concentration
for the K-S equation with distributed natural frequencies, i.e., the non-identical
case, from well-prepared initial configurations whose significant portion of mass
is already concentrated on the average phase. As we have seen in the previous
section, the analysis on the dynamics of global order parameters R and φ does
play a key role in the proof of the first result in Theorem 3.1. Likewise, we will
introduce local order parameters for the sub-ensemble with the same natural
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frequencies and study the dynamics of these local order parameters. We also
discuss a possible asymptotic behavior for the K-S equation with distributed
natural frequencies. Finally, we present the proof of our second result Theorem
3.2 on the emergence of arc type attractors from a well aggregated initial
datum in a large coupling strength regime. Note that in the next section,
such a condition on the initial datum will be removed, but we still are able to
show an asymptotic pattern of the mass and the amplitude order parameter
which shows asymptotic emergence of complete synchronization, namely, a
point cluster, as the coupling strength tends to infinity.
5.1 Local order parameters
For a finite-dimensional Kuramoto model, all oscillators with the same
natural frequency will aggregate to the same phase asymptotically. Thus, it
is reasonable to consider order parameters for the sub-ensemble of oscillators
with the same frequency, which we call local order parameters in the sequel.
For a fixed ω ∈ supp g(·), let %(θ, ω, t) be the conditional probability density
function corresponding to the natural frequency ω:
f(θ, ω, t) = g(ω)%(θ, ω, t) and
∫
T
%(θ, ω, t) dθ = 1. (5.1)
Then, the local order parameters are defined as follows.
Definition 5.1. Let % be a conditional distribution function introduced in
(5.1). Then, for a given ω ∈ supp g(·) and t ≥ 0, the local order parame-
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ters Rω and φω are defined by the following relation:
Rω(t)e
iφω(t) :=
∫
T
eiθ%(θ, ω, t) dθ. (5.2)
Then, the local order parameters satisfy the following estimates.
Lemma 5.1. Let (R, φ) and (Rω, φω) be global and local order parameters
defined in (2.16) and (5.2), respectively. Then, we have
(i) Rω =
∫
T
%(θ, ω, t) cos(θ − φω) dθ, 0 =
∫
T
%(θ, ω, t) sin(θ − φω) dθ.
(ii) R =
∫
R
g(ω)Rω cos(φω − φ) dω, 0 =
∫
R
g(ω)Rω sin(φω − φ) dω.
Proof. (i) We divide (5.2) by eiφω(t) to get
Rω(t) =
∫
T
ei(θ−φω(t))%(θ, ω, t) dθ. (5.3)
We now compare the real and imaginary parts of (5.3) to get the desired es-
timates.
(ii) We use the defining relation (2.16) for R and φ to obtain
Reiφ :=
∫∫
T×R
f(θ, ω, t)eiθ dθdω =
∫∫
T×R
g(ω)%(θ, ω, t)eiθ dθdω
=
∫
R
g(ω)
∫
T
%(θ, ω, t)eiθ dθdω =
∫
R
g(ω)Rωe
iφω dω.
(5.4)
This again yields
R =
∫
R
g(ω)Rωe
i(φω−φ) dω.
We compare real and imaginary parts of the above relation to get the desired
estimates.
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We next derive an equation for the conditional probability density func-
tion % from the K-S equation (2.15). Recall that f satisfies
∂tf + ∂θ(v[f ]f) = 0, (θ, ω) ∈ T× R, t > 0,
v[f ](θ, ω, t) = ω −K
∫∫
T×R
sin(θ − θ∗)f(θ∗, ω∗, t) dθ∗dω∗.
(5.5)
We now substitute the ansatz (5.1) into the above equation (5.5) to derive the
equation for the conditional distribution %:
∂t%(θ, ω, t) + ω∂θ%(θ, ω, t)
−K∂θ
[
%(θ, ω, t)
∫∫
T×R
sin(θ − θ∗)g(ω∗)%(θ∗, ω∗, t) dθ∗dω∗
]
= 0.
(5.6)
As noticed in (2.19), we have∫∫
T×R
sin(θ − θ∗)g(ω∗)%(θ∗, ω∗, t) dθ∗dω∗ = R sin(θ − φ).
Thus (5.6) can be written as
∂t%+ ∂θ
[(
ω −KR sin(θ − φ))%] = 0. (5.7)
This equation can also be obtained directly from the equation (2.20).
Lemma 5.2. Let f = f(θ, ω, t) be a solution to (5.5), and (Rω, φω) and (R, φ)
be local and global order parameters defined by (2.16) and (5.2), respectively.
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Then, we have
(i) R˙ω = KR
∫
T
%(θ, ω, t) sin(θ − φω) sin(θ − φ) dθ,
φ˙ω = ω −K R
Rω
∫
T
%(θ, ω, t) cos(θ − φω) sin(θ − φ) dθ.
(ii) R˙ = −
∫∫
T×R
sin(θ − φ)ωf(θ, ω, t) dθdω +KR
∫
T
sin2(θ − φ)ρ(θ, t) dθ.
φ˙ =
1
R
∫∫
T×R
cos(θ − φ)ωf(θ, ω, t) dθdω − K
2
∫
T
sin (2(θ − φ)) ρ(θ, t) dθ.
Proof. The estimates follow from the differentiation of the defining relations
for order parameters and using the K-S equations (5.7) and (5.5) for ρ and f .
(i) We differentiate (5.2) with respect to t and use Lemma 5.1 to obtain
R˙ω =
∫
T
cos(θ − φω)∂t%(θ, ω, t) dθ
= −
∫
T
cos(θ − φω)∂θ
[
%(θ, ω, t)
(
ω −KR sin(θ − φ))] dθ
= −
∫
T
sin(θ − φω)%(θ, ω, t)
(
ω −KR sin(θ − φ)) dθ
= KR
∫
T
%(θ, ω, t) sin(θ − φω) sin(θ − φ) dθ
and
φ˙ω =
1
Rω
∫
T
sin(θ − φω)∂t%(θ, ω, t) dθ
= − 1
Rω
∫
T
sin(θ − φω)∂θ
[
%(θ, ω, t)
(
ω −KR sin(θ − φ))] dθ
=
1
Rω
∫
T
cos(θ − φω)%(θ, ω, t)
(
ω −KR sin(θ − φ)) dθ
= ω −K R
Rω
∫
T
%(θ, ω, t) cos(θ − φω) sin(θ − φ) dθ.
42
(ii) For the estimates on the global order parameters (5.4), we perform similar
computation as (i) to obtain desired estimates.
Remark 5.1. The dynamics of order parameters (Rω, φω) and (R, φ) coincide
with the dynamics (2.9) of corresponding order parameters for the Kuramoto
model (2.3).
5.2 Nonexistence of point attractors
In Section 4, we have shown that point attractors can emerge from
generic smooth initial data in a positive coupling strength regime for the iden-
tical natural frequency case. In this subsection, we will show that emergence
of point attractors will not be possible in a general setting. Without loss of
generality, we assume that average natural frequencies ωc =
∫
R ωg(ω)dω is
zero, otherwise, we can consider the rotating frame moving with ωc.
Suppose that f∞ is an equilibrium for the K-S equation (5.7), whose
conditional probability density function %∞(θ, ω, t) is in the form %∞(θ, ω, t) ≡
δφω for each ω ∈ supp g, i.e.,
f∞(θ, ω, t) = g(ω)%∞(θ, ω, t) = g(ω)δφω . (5.8)
We call such f∞ as a locally synchronized state, i.e., a locally synchronized state
f∞ is a complete phase synchronization for a sub-ensemble with the same given
frequency ω. A complete phase synchronization is obviously of such a form.
To distinguish these locally synchronized states, we use the notation (R∞, φ∞)
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and (R∞ω , φ
∞
ω ) for their global and local order parameters, respectively.
Note that for a locally synchronized state f∞ in (5.8), it follows from
Lemma 5.1 that for each ω ∈ supp g(ω),
R∞ω =
∫
T
δφ∞ω cos(θ − φ∞ω )dθ = cos(φ∞ω − φ∞ω ) = 1. (5.9)
This and Lemma 5.2 imply that for all ω ∈ supp g(ω),
φ˙∞ω = ω −K
R∞
R∞ω
∫
T
%∞(θ, ω, t) cos(θ − φ∞ω ) sin(θ − φ∞) dθ
= ω −KR∞
∫
T
δφ∞ω cos(θ − φ∞ω ) sin(θ − φ∞) dθ
= ω −KR∞ sin(φ∞ω − φ∞)
= 0,
(5.10)
where the last line is due to equilibrium state φ˙∞ω = 0. Thus, for all ω ∈
supp g(ω), we have
sin(φ∞ω − φ∞) =
ω
KR∞
, i.e., φ∞ω − φ∞ = arcsin
ω
KR∞
. (5.11)
On the other hand, we use Lemma 5.1 and (5.9) to see
R∞ =
∫
R
g(ω)R∞ω cos(φ
∞
ω − φ∞) dω =
∫
R
g(ω)
√
1−
( ω
KR∞
)2
dω. (5.12)
Note that the condition in (ii) Lemma 5.1 is automatically satisfied from (5.9)
and (5.11):∫
R
g(ω)R∞ω sin(φ
∞
ω − φ∞) dω =
1
KR∞
∫
R
ωg(ω) dω = 0,
where we used our assumption
∫
R ωg(ω) dω = 0.
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In summary, we have
f∞ = g(ω)δφ∞ω is an equilibrium
⇐⇒ R∞ =
∫
R
g(ω)
√
1−
( ω
KR∞
)2
dω and
sin(φ∞ω − φ∞) =
ω
KR∞
.
Proposition 5.1. Suppose that the coupling strength and g satisfy
K > 0,
∫
R
g(ω) dω = 1,
∫
R
ωg(ω) dω = 0, g 6= δ.
Then the K-S equation (5.5) may not have a complete phase synchronization.
Proof. Suppose that the complete phase synchronization occurs, i.e., there
exists an equilibrium f∞ which corresponds to R∞ = 1. Then, the relation
(5.12) yields
1 =
∫
R
g(ω)
√
1−
( ω
K
)2
dω. (5.13)
However, there exist g and K such that the above relation does not hold. For
example, we set
g(ω) =
1
2
1[−1,1], K = 1.
then, the L.H.S. of (5.13) satisfies∫
R
g(ω)
√
1−
( ω
K
)2
dω =
∫ 1
0
√
1− ω2 dω = arctanω
∣∣∣ω=1
ω=0
=
pi
4
6= 1.
This is contradictory to the relation (5.13). This shows that the complete
phase synchronization may not occur.
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It follows from (5.9), (5.10) and (5.12) that for such a locally synchro-
nized state we have
R˙∞ = 0, φ˙∞ = 0 and R∞ → 1 as K →∞.
Thus, we can expect that for a large K, equilibrium states are close to a
complete phase synchronization. In the following proposition, we give a more
quantified version of this.
Proposition 5.2. Suppose that the probability density function g = g(ω) sat-
isfies
[−m,m] ⊂ supp g(ω) ⊂ [−M,M ],
∫
R
ωg(ω) dω = 0, (5.14)
and let f∞ be an equilibrium to (2.15). Then, we have
R∞ ≥
√
1−
(
M
KR∞
)2
, R∞ ≥ m
(
min
ω∈[−m,m]
g(ω)
)
.
Proof. (i) It follows from (5.12) that we have
R∞ =
∫
supp g(ω)
g(ω)
√
1−
( ω
KR∞
)2
dω
≥
√
1−
(
M
KR∞
)2 ∫
supp g(ω)
g(ω) dω =
√
1−
(
M
KR∞
)2
.
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(ii) For K ≥ m, we use (5.12) and (5.14) to obtain
R∞ ≥
∫ m
−m
g(ω)
√
1−
( ω
KR∞
)2
dω
≥
(
min
ω∈[−m,m]
g(ω)
)∫ m
−m
√
1−
( ω
KR∞
)2
dω
=
(
min
ω∈[−m,m]
g(ω)
)(
m
√
1−
( m
KR∞
)2
+KR∞ arcsin
m
KR∞
)
≥
(
min
ω∈[−m,m]
g(ω)
)
KR∞ arcsin
m
KR∞
≥ m
(
min
ω∈[−m,m]
g(ω)
)
.
(5.15)
Remark 5.2. For g(ω) = 1
2l
1[−l,l], if we choose
m = M = l,
then we have R∞ ≥ 1
2
.
5.3 Proof of Theorem 3.2
As noted in Proposition 5.1, a complete phase synchronization may
not occur for the distributed natural frequencies and a complete phase syn-
chronization can be regraded as a concentration phenomenon where full mass
concentrates at a single point. Thus, it is still interesting to see
Under what conditions on parameters and initial data, when does
a concentration around the average phase emerge?
47
This question will be addressed in the sequel.
For t ≥ 0, we consider the following time-dependent interval L+γ (see
Figure 5.2) and mass on S ⊂ T:
L+γ (t) :=
(
φ(t)− pi
2
+ γ, φ(t) +
pi
2
− γ), M(S) := ∫
R
∫
S
f(θ, ω, t) dθdω,
where the constant γ is to be determined later, and we assume that g = g(ω)
is compactedly supported and
supp g(ω) ⊂ (−M,M).
Note that the length of the time-dependent interval L+γ (t) equals to pi − 2γ
and L+γ = I
+
pi
2
−γ.
Then, under an appropriate assumption on the initial configuration,
we will show the following two properties: for any solution f = f(θ, ω, t) to
(2.15),
d
dt
M(L+γ(t)) ≥ 0 and limt→∞
∫
L+γ (t)
|f(·, ω, t)|2 dθ =∞, for each ω ∈ R,
(5.16)
5.3.1 Verification of the first estimate in (5.16)
Before we present the proof of Theorem 3.2, we first establish several
lemmata in the sequel.
We first study the bounds of φ˙ and R.
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(a) L+γ (t) (b) L
−
γ (t)
Figure 5.2: Geometric descriptions of L+γ (t) and L
−
γ (t)
Lemma 5.3. Let f be a solution to (2.15). Then, the order parameters R and
φ satisfy
(i) |φ˙| ≤ M
R
+K(1−R).
(ii) max{0, (1 + sin γ)M(L+γ )− 1} ≤ R ≤ min{1, (1− sin γ)M
(
L+γ
)
+ sin γ}.
(5.17)
Proof. (i) We use (5.1) and Lemma 5.2 to obtain
φ˙ =
1
R
∫
R
ωg(ω)
∫
T
%(θ, ω, t) cos(θ − φ) dθdω
− 1
2
∫
R
Kg(ω)
∫
T
%(θ, ω, t) sin 2(θ − φ) dθdω
=: I21 + I22.
(5.18)
• (Estimate of I21): We use the fact supp g(ω) ⊂ [−M,M ] to see
|I21| ≤ 1
R
∫
R
|ω|g(ω)
∫
T
%(θ, ω, t) dθdω ≤ 1
R
∫ M
−M
|ω|g(ω) dω ≤ M
R
. (5.19)
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• (Estimate of I22): We use the same argument as in the proof of Proposition
4.1 to get
|I22| ≤ K(1−R). (5.20)
Finally, in (5.18), we combine (5.19) and (5.20) to obtain the desired
estimate:
|φ˙| ≤ M
R
+K(1−R).
(ii) For the lower bound estimate, we use a defining relation (2.16) for R to
obtain
R(t) =
∫∫
T×R
f(θ, ω, t) cos(θ − φ) dθdω
=
∫
R
∫
L+γ (t)
f(θ, ω, t) cos(θ − φ) dθdω
+
∫
R
∫
T\L+γ (t)
f(θ, ω, t) cos(θ − φ) dθdω
≥ sin γ
∫
R
∫
L+γ (t)
f(θ, ω, t) dθdω −
∫
R
∫
T\L+γ (t)
f(θ, ω, t) dθdω
= sin γM(L+γ (t))−
(
1−M(L+γ (t))
)
= (1 + sin γ)M(L+γ (t))− 1.
On the other hand, for the upper bound estimate, we use
R ≤
∫∫
L+γ ×R
f dθdω + sin γ
∫∫
(T\L+γ )×R
f dθdω ≤ (1− sin γ)M(L+γ ) + sin γ
to obtain the desired upper bound for R.
We now find appropriate constants ε0 and γ0 for the initial condition.
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1
√
3
2
3
√
3
4
− 1
ε
(1− 4ε
2+4
√
3
)
y = x(1 +
√
1− x2)− 1
y = − 1+2
√
3
2 (x− 1)
Figure 5.3: x(1 +
√
1− x2)− 1 > −1+2
√
3
2
(x− 1)
Lemma 5.4. Suppose ε0 and γ0 are positive constants satisfying
0 < ε0 <
3
√
3
4
− 1, pi
3
≤ γ0 < arcsin
(
1− 2ε0
2
√
3 + 1
)
. (5.21)
Then, we have
1 + ε0
1 + sin γ0
<M∗(ε0, γ0) < 1, (5.22)
where M∗(ε0, γ0) is a positive constant defined by (3.2).
Proof. (i) (First inequality): Since 1 + ε0 > ε0(1 + cos γ0), we have
2 + ε0 + cos γ0 = 1 + cos γ0 + 1 + ε0 > (1 + ε0)(1 + cos γ0)
This yields the first inequality.
(ii) (Second inequality): For
√
3
2
< x < 1, we have the following inequality (see
Figure 5.3):
x(1 +
√
1− x2)− 1 > −1 + 2
√
3
2
(x− 1).
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Thus, we have
x(1 +
√
1− x2)− 1 > ε0, for
√
3
2
< x < 1− 2ε0
1 + 2
√
3
. (5.23)
On the other hand, by the assumption (5.21),
√
3
2
< sin γ0 < 1− 2ε0
2
√
3 + 1
We use (5.23) to obtain
sin γ0(1+cos γ0) > 1+ε0, equivalently (1+sin γ0)(1+cos γ0) > 2+ε0+cos γ0,
which implies (5.22) for γ0 >
pi
3
. The case γ0 =
pi
3
follows from the fact that
M∗(ε0, γ0) = 1,
when γ0 =
pi
3
and ε0 =
3
√
3
4
− 1.
We now see how the previoiusly chosen ε0 and γ0 are used to give an
appropriate initial configuration.
Lemma 5.5. Suppose that the initial datum f0 satisfies
(i) f0(θ, ω) = 0 in T× (R\[−M,M ]).
(ii) inf
ω∈supp g
∫
L+γ0 (0)
f0(θ, ω) dθ ≥M∗(ε0, γ0),
where ε0 and γ0 are positive constants as in Lemma 5.4. Then we have
sup
ω∈supp g
|φ(0)− φω(0)| < pi
2
− 1 + ε0
1 + cos γ0
.
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Proof. By definition of the local order parameter (5.2) and (3.2), we have
Rω(0) cos(φω(0)− φ(0))
=
∫
L+γ0 (0)
cos(θ − φ(0))f0(θ, ω) dθ +
∫
T\L+γ0 (0)
cos(θ − φ(0))f0(θ, ω) dθ
≥ cos(pi
2
− γ0)
∫
L+γ0 (0)
f0(θ, ω) dθ −
∫
T\L+γ0 (0)
f0(θ, ω) dθ
≥ sin γ0M∗(ε0, γ0)−
(
1−M∗(ε0, γ0)
)
=
2 + ε0 + cos γ0
1 + cos γ0
− 1 = 1 + ε0
1 + cos γ0
> 0.
Since Rω(0) ≤ 1,
cos(φω − φ) > 1 + ε0
1 + cos γ0
> sin
( 1 + ε0
1 + cos γ0
)
= cos
(pi
2
− 1 + ε0
1 + cos γ0
)
.
Therefore, we have
|φ(0)− φω(0)| < pi
2
− 1 + ε0
1 + cos γ0
.
We are now ready to prove the first part of Theorem 3.2. Let γ0 and ε0
be positive constants satisfying the relations (5.21), and suppose that K, g =
g(ω) and the initial datum satisfy
(i) supp g(ω) ⊂ [−M,M ], K > M
ε0
(
1 +
1
ε0
)
,
(ii) ||f0||L∞ <∞, M(L+γ0(0)) ≥M∗(ε0, γ0).
(5.24)
Then, for any classical solution f to (2.15) we will show that
d
dt
M(L+γ0(t)) ≥ 0.
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Since the proof is rather lengthy, we split it into several steps. We first note
that
f(θ, ω, t) = 0, ω 6∈ [−M,M ].
• Step A: When R(t) > 0, we first establish
d
dt
M(L+γ0(t))
≥
[
K
(
R(1 + cos γ0)− 1
)−M (1 + 1
R
)]∫ M
−M
∣∣B−,ω(t) +B+,ω(t)∣∣ dω,
(5.25)
where B−,ω and B+,ω denote the boundary values:
B−,ω(t) := f(φ(t)− pi
2
+ γ0, ω, t) and B+,ω(t) := f(φ(t) +
pi
2
− γ0, ω, t).
(5.26)
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For the estimate (5.25), we use straightforward calculation to see
d
dt
M(L+γ0(t))
=
d
dt
∫ M
−M
∫ φ(t)+pi
2
−γ0
φ(t)−pi
2
+γ0
f(θ, ω, t) dθdω
= φ˙(t)
∫ M
−M
[
f(φ+
pi
2
− γ0, t)− f(φ− pi
2
+ γ0, t)
]
dω
+
∫ M
−M
∫
Lγ0 (t)
∂tf dθdω
= φ˙(t)
∫ [
B+,ω(t)−B−,ω(t)
]
dω
−
∫ M
−M
∫
L+γ0 (t)
∂θ
[
f(θ, ω, t)
(
ω −KR sin(θ − φ))] dθdω
= φ˙(t)
∫ M
−M
[
B+,ω(t)−B−,ω(t)
]
dω
+
∫ M
−M
[−B+,ω(t)(ω −KR sin(pi
2
− γ0)
)
+B−,ω(t)
(
ω −KR sin(−pi
2
+ γ0)
)]
dω
(5.27)
By rearranging the terms, we have
d
dt
M(L+γ0(t))
= φ˙(t)
∫ M
−M
[
B+,ω(t)−B−,ω(t)
]
dω
+
∫ M
−M
[−B+,ω(t)(ω −KR cos γ0)+B−,ω(t)(ω +KR cos γ0)] dω
= KR cos γ0
∫ M
−M
[
B−,ω(t) +B+,ω(t)
]
dω
+
∫ M
−M
(
φ˙(t)− ω)[B+,ω(t)−B−,ω(t)] dω.
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In (5.27), we use (5.17) in Lemma 5.3 to obtain (5.25):
d
dt
M(L+γ0(t))
≥
∫ M
−M
(
KR cos γ0 − |φ˙(t)− ω|
)∣∣B−,ω(t) +B+,ω(t)∣∣ dω
≥
(
KR cos γ0 −M
(
1 +
1
R
)
−K(1−R)
)∫ M
−M
∣∣B−,ω(t) +B+,ω(t)∣∣ dω
=
(
K
(
R(1 + cos γ0)− 1
)−M (1 + 1
R
))∫ M
−M
∣∣B−,ω(t) +B+,ω(t)∣∣ dω.
Now observe that
K
(
R(1 + cos γ0)− 1
)−M (1 + 1
R
)
≥ K
{(
(1 + sin γ0)M
(
L+γ0(t)
)− 1)(1 + cos γ0)− 1}
−M
(
1 +
1
(1 + sin γ0)M
(
L+γ0(t)
)− 1)
=: ∆(t).
In the next steps, we will show that ∆ ≥ 0.
• Step B: Due to the assumption (5.24) (i), we can choose sufficiently small
η > 0 satisfying
K
(
ε0 − η(1 + sin γ0)(1 + cos γ0)
)
−M
(
1 +
1
ε0 − η(1 + sin γ0)
)
> 0. (5.28)
Note that for η = 0, the relation (5.28) reduces to
Kε0 −M
(
1 +
1
ε0
)
= ε0
[
K − M
ε0
(
1 +
1
ε0
)]
> 0 by assumption (i) in (5.24).
Thus, such η satisfying (5.28) exists.
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• Step C: We claim that for t ∈ [0,∞),
∆(t) ≥ K
(
ε0 − η(1 + sin γ0)(1 + cos γ0)
)
−M
(
1 +
1
ε0 − η(1 + sin γ0)
)
and R(t) ≥ ε0.
(5.29)
The proof of claim (5.29): we now define a set Tη and its supremum T
∗
η :=
supTη:
Tη :=
{
T ∈ [0,∞) : M(L+γ0(t)) >M∗(ε0, γ0)− η for all t ∈ [0, T )}.
It follows from (5.17), (5.28), and definition of Tη that for t ∈ [0, T ∗η ),
R(t) ≥ (1 + sin γ0)M
(
L+γ0(t)
)− 1 ≥ 1 + ε0
1 + cos γ0
− η(1 + sin γ0) > 0. (5.30)
where we used η  1. By the assumption (ii) in (5.24) and Lipschitz continuity
of M
(
L+γ0(t)
)
in t (see Appendix B), we can see that the set Tη is nonempty,
hence T ∗η ∈ (0,∞]. Suppose that T ∗η <∞. Then, we have
lim
t→T ∗η−
M
(
L+γ0(t)
)
= M∗(ε0, γ0)− η. (5.31)
Again by (5.17), (5.28) and (5.30), for t ∈ [0, T ∗η ) we have
∆ ≥ K
(
ε0−η(1+sin γ0)(1+cos γ0)
)
−M
(
1+
1
ε0 − η(1 + sin γ0)
)
≥ 0, (5.32)
where we used an inequality 1 + ε0 > ε0(1 + cos γ0). Thus, the relation (5.32)
yields
M(L+γ0(t)) ≥M(L+γ0(0)), t ∈ [0, T ∗η ).
We let t→ T ∗η and use (5.31), assumption (ii) in (5.24) to obtain
M∗(ε0, γ0)− η = lim
t→T ∗η
M(L+γ0(t)) ≥M(L+γ0(0)) >M∗(ε0, γ0)
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which is contradictory. Therefore, we have T ∗η =∞ and
M
(
L+γ0(t)
)
>M∗(ε0, γ0)− η, R(t) ≥ ε0, ∀ t ∈ [0,∞).
In fact, the above inequality holds for any η  1, thus, we have
M
(
L+γ0(t)
) ≥M∗(ε0, γ0), ∀ t ∈ [0,∞).
We substitute the above relation again into (5.32) to obtain the desired esti-
mate:
∆(t) ≥ Kε0 −M
(
1 +
1
ε0
)
, ∀ t ∈ [0,∞),
which then shows
d
dt
M
(
L+γ0(t)
) ≥ 0, ∀ t ∈ [0,∞).
This completes the proof.
5.3.2 The second part of the proof of Theorem 3.2
In this part, we control the L2-integral of fω on the arc Lγ0 and show
that concentration of mass occurs on Lγ0(t) as time goes to infinity, when the
coupling strength is large enough, i.e.,
lim
t→∞
∫
L+γ0 (t)
|f(θ, ω, t)|2 dθ =∞, for each ω ∈ supp g(ω).
More precisely, under the same assumptions as in the previous part, we have∫
L+γ0 (t)
|f(θ, ω, t)|2 dθ ≥
∫
L+γ0 (t)
|f0(θ, ω, 0)|2 dθ e(Kε0 sin γ0)t, ∀ ω ∈ supp g(ω).
First, for each t ≥ 0 and each ω in [−M,M ], we define
Γ+γ0,ω(t) :=
∫
L+γ0 (t)
|f(θ, ω, t)|2 dθ =
∫ φ(t)+pi
2
−γ0
φ(t)−pi
2
+γ0
|f(θ, ω, t)|2 dθ.
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Then, by direct computation,
d
dt
Γ+γ0,ω(t) = φ˙(t)
(
B+,ω(t)
)2 − (B−,ω(t))2 + 2 ∫
L+γ0 (t)
f∂tf dθ
=: φ˙(t)
[(
B+,ω(t)
)2 − (B−,ω(t))2]+ I3, (5.33)
where B±,ω is the boundary value defined in (5.26).
For the estimate of I3, we use (5.7) to obtain
I3(t) = −2
∫
L+γ0 (t)
f∂θ
[
f
(
ω −KR sin(θ − φ))] dθ
= −2
∫
L+γ0 (t)
(f∂θf)
(
ω −KR sin(θ − φ))− f 2KR cos(θ − φ) dθ
= −
∫
L+γ0 (t)
(∂θf
2
)(
ω −KR sin(θ − φ)) dθ + 2KR ∫
L+γ0 (t)
f 2 cos(θ − φ) dθ
=: I31(t) + I32(t).
(5.34)
Below, we estimate the terms I3i, i = 1, 2 separately.
• (Estimate on I31): Integration by parts yields
I31(t) = −
[(
B+,ω(t)
)2(
ω −KR sin(pi
2
− γ0)
)
− (B−,ω(t))2(ω −KR sin(−pi
2
+ γ0)
)]
−KR
∫
L+γ0 (t)
(
f(θ, ω, t)
)2
cos(θ − φ) dθ
=: I311(t) + I312(t).
(5.35)
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 (Estimate on I311): By rearranging terms, we have
I311(t) = −ω
[(
B+,ω(t)
)2 − (B−,ω(t))2]+KR cos γ0[(B+,ω(t))2 + (B−,ω(t))2],
I32(t) + I312(t) ≥ KR sin γ0Γ+γ0,ω(t).
(5.36)
In (5.33), we combine all estimates (5.34), (5.35), (5.36) and use R ≥ ε0 to
obtain
d
dt
Γ+γ0,ω(t)
≥ (φ˙(t)− ω)
[(
B+,ω(t)
)2 − (B−,ω(t))2]
+KR cos γ0
[(
B+,ω(t)
)2
+
(
B−,ω(t)
)2]
+KR sin γ0Γ
+
γ0,ω
(t)
≥ (KR cos γ0 − |φ˙(t)− ω|)[(B+,ω(t))2 + (B−,ω(t))2]+KR sin γ0Γ+γ0,ω(t)
≥ (KR cos γ0 − |φ˙(t)− ω|)︸ ︷︷ ︸
=:∆˜(t)
[(
B+,ω(t)
)2
+
(
B−,ω(t)
)2]
+Kε0 sin γ0Γ
+
γ0,ω
(t).
(5.37)
We next estimate the sign of ∆˜. It follows from (5.17) and |ω| ≤ M that we
have
|φ˙− ω| ≤ |φ˙|+M ≤M
(
1 +
1
R
)
+K(1−R). (5.38)
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Then, (5.38) and (5.17)(ii) imply
∆˜ ≥ K
[
R(1 + cos γ0)− 1
]
−M
(
1 +
1
R
)
≥ K
((
(1 + sin γ0)M
(
L+γ0(t)
)− 1)(1 + cos γ0)− 1)
−M
(
1 +
1
(1 + sin γ0)M
(
L+γ0(t)
)− 1
)
≥ K
((
(1 + sin γ0)M
(
L+γ0(0)
)− 1)(1 + cos γ0)− 1)
−M
(
1 +
1
(1 + sin γ0)M
(
L+γ0(0)
)− 1
)
≥ Kε0 −M
(
1 +
1
ε0
)
> 0.
(5.39)
In the last line, we used the same argument as in the proof of Step B and Step
C in Theorem 3.2. Finally, we use (5.37) and (5.39) to obtain a Gronwall’s
inequality:
d
dt
Γ+γ0,ω(t) ≥ K sin γ0ε0Γ+γ0,ω(t).
This yields the desired estimate. This completes the proof of Theorem 3.2.
6 Lower bounds for the amplitude order parameter
In this section, we prove Theorem 3.3, by establishing the promised
asymptotic lower bound on the order parameter R (assuming R0 > 0). A first
key step is the existence of a positive lower bound R of the order parameter
R for the system (2.15) with R(0) = R0. For such a lower bound, we need a
large coupling strength K, depending on 1
R0
, and under this assumption, we
will first show that if R0 > 0, then we can guarantee that the mass in the
sector L+pi/3(t) will remain above a universal value, whenever R˙ ≤ 0. This will
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Figure 5.4: Schematic diagram on the dynamics of R(t)
enable us to establish the lower bound R of R. This is the result of Corollary
6.1, where we also prove that R˙ will remain below a small positive constant
after some time (see Figure 5.4). This lower bound will induce in Section 6.3.
a rough asymptotic lower bound 2/3 for R; see Proposition 6.2. And we finally
improve this rough lower bound to our desired one, namely, R∞ in Theorem
3.3, which tends to 1 as K →∞.
Throughout this section, we will assume that the natural frequency
density function g = g(ω) is compactly supported on the interval [M,M ]. It
is important to note that for the results in this section, we do not require the
previous assumption (5.24)(ii) given in Section 5 on the initial configuration.
6.1 Several lemmata
In this subsection, for a uniform lower bound of R, we will first present
several lemmata. The constants appearing in all computations are not neces-
sarily optimal. Our strategy to find a uniform lower bound is as follows. We
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will first assume that such a uniform lower bound R exists a priori and then
later, by the choice of large K, we will remove this a priori assumption and
obtain the uniform positive lower bound. We first begin a series of lemmata
with the growth estimate for f . We assume that there exists a uniform positive
lower bound for R in the following lemmata.
Lemma 6.1. Let f = f(θ, ω, t) be the solution to (2.15). Then, we have
‖f(t)‖L∞(T×[−M,M ]) ≤ ||f0||L∞eKt, t ∈ [0,∞).
Proof. For (θ0, ω0) ∈ T×R, we define a forward characteristics (θ(t), ω0) issued
from (θ0, ω0) at time t = 0 as a solution to the following Cauchy problem:θ˙(t) = ω0 −KR(t) sin(θ(t)− φ(t)), ω˙(t) = 0, t > 0,(θ(0), ω(0)) = (θ0, ω0).
Since the right-hand side of the ODE is Lipschitz continuous and sub-linear
in (θ, ω), we have a global solution and ω(t) = ω0. On the other hand, we use
(∂tf)(θ, ω, t) = −∂θ
(
[ω −KR sin(θ − φ)]f)
= −(ω −KR sin(θ − φ))∂θf +KR cos(θ − φ)f(θ, ω, t).
to see the time-rate of change of f along the characteristics (θ(t), ω0, t):
d
dt
f(θ(t), ω0, t)
= −[ω0 −KR(t) sin(θ(t)− φ(t))]∂θf(θ(t), ω0, t)
+KR(t) cos(θ(t)− φ(t))f(θ(t), ω0, t) + θ˙(t)∂θf(θ(t), ω0, t)
= KR(t) cos(θ(t)− φ(t))f(θ(t), ω0, t)
≤ Kf(θ(t), ω0, t).
(6.1)
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This yields
f(θ(t), ω0, t) ≤ eKtf0(θ0, ω0) ≤ ‖f0‖L∞(T×R)eKt, in [0, T ].
This yields the desired L∞-estimate of f .
Lemma 6.2. The following assertions hold.
1. R = R(t) is Lipschitz continuous in [0,∞).
2. Suppose that the initial density f0 and the order parameter R satisfy the
following conditions:
‖f0‖L∞ <∞, inf
0≤t≤T
R(t) ≥ R, for some T ∈ (0,∞] and R > 0,
Then, there exists η′ > 0 such that the functions R(·), R˙(·) and M(L+γ (·))
are Lipschitz continuous in [0, T+η′), for any γ in (−pi
2
, pi
2
). The Lipschitz
constants for R(·), R˙(·) and (L+γ (·)) are given by
|R˙| < M +K,
|R¨| ≤ 1
R
[
4(K2 +KM) + 2KM + 2M2 + 2(M +K)2
]
,∣∣∣∣ ddtM(L+γ (t))
∣∣∣∣ ≤ 2M[K + 2MR +K(1− R2 )+M
]
‖f0‖L∞(T×R)eK(T+η).
Proof. Since the proof is very lengthy, we postpone it to Appendix B.
In the next Lemma we will show how the values R and R˙ can be used
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to control the mass in L+pi
3
. For t ≥ 0 and γ ∈ (pi
3
, pi
2
), we set
L−γ (t) :=
(
φ(t) +
pi
2
+ γ, φ(t) +
3pi
2
− γ) = I−pi
2
−γ,
B˜−,ω(t) := f
(
φ(t) +
pi
2
+ γ, ω, t
)
, B˜+,ω(t) := f
(
φ(t) +
3pi
2
− γ, ω, t
)
,
E1(K,M, µ,R, γ) :=
sin γ
cos2 γ
M
KR
+
1− sin γ
2
and
E2(K,M, µ,R, γ) := 1− sin γ + (1 + sin γ) M
KR cos2 γ
+
sin γ
cos2 γ
M
KR
.
In the subsequent three lemmata, we will study the relationships between
(R(t0), R˙(t0)) and M(L
+
pi
3
(t0)) under the following three situations:
Case 1 : R(t0) ≥ R, R˙(t0) ≤ 0,
Case 2 : R(t0) ≥ R, R˙(t0) < Kµ, K  1, 0 < µ 1,
Case 3 : inf
0≤t≤T
R(t) ≥ R, R˙(T ) = Kµ.
In the sequel, to simplify presentation appearing in the messy compu-
tations, we will consider the sector L+pi
3
and to emphasize γ dependence in E1
and E2, we suppress other dependence, i.e. Ei(γ) := Ei(K,M, µ,R, γ).
Lemma 6.3. Let γ ∈ (pi
3
, pi
2
) and suppose that there exists t0 ≥ 0 and R > 0
such that
R(t0) ≥ R, R˙(t0) ≤ 0. (6.2)
Then, R(t0) is controlled by the mass M(L
+
pi
3
(t0)), and vice verse:
2M(L+pi
3
(t0))− E2(γ)− 1 ≤ R(t0) ≤ 2M(L+pi
3
(t0)) + 2E1(γ)− 1. (6.3)
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Proof. (i) (Proof of the upper bound): For derivation of the second inequal-
ity, we first estimate how the mass M(L−γ ) can be controlled by the mass
M(L+γ ), K,M,R and γ. In the sequel, all quantities will be evaluated at t = t0.
• Step A (Controlling the mass M(L−γ )): By a priori condition (6.2) and
Lemma 5.2,
0 ≥ R˙ = −
∫∫
T×R
sin(θ − φ)ωf(θ, ω) dθdω
+KR
∫∫
T×R
sin2(θ − φ)f(θ, ω) dθdω
≥ −M +KR cos2 γ(1−M(L+γ )−M(L−γ )),
(6.4)
where we used ∫∫
T×R
sin2(θ − φ)f(θ, ω) dθdω
≥
∫∫
(T\(L+γ ∪L−γ ))×R
sin2(θ − φ)f(θ, ω) dθdω
≥ cos2 γ
∫∫
(T\(L+γ ∪L−γ ))×R
f(θ, ω) dθdω
= cos2 γ
(
1−M(L+γ )−M(L−γ )
)
.
Then the relation (6.4) yields
1−M(L+γ (t0))−M(L−γ (t0)) ≤
M
KR cos2 γ
, or
M(L−γ (t0)) ≥ 1−M(L+γ (t0))−
M
KR cos2 γ
.
(6.5)
• Step B (Bounding R by M(L+γ )): Since pi3 < γ, we have
L+γ ⊂ L+pi
3
.
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Then, we use the above relation, (2.17) and (6.5) to obtain
R =
∫∫
L+γ ×R
〈eiθ, eiφ〉f dθdω +
∫∫
(T\(L+γ ∪L−γ ))×R
〈eiθ, eiφ〉f dθdω
+
∫∫
L−γ ×R
〈eiθ, eiφ〉f dθdω
≤M(L+γ ) + sin γ
(
1−M(L−γ )−M(L+γ )
)
− sin γM(L−γ )
≤M(L+γ ) +
sin γ
cos2 γ
M
KR
− sin γM(L−γ )
≤M(L+γ ) + 2
sin γ
cos2 γ
M
KR
+ sin γM(L+γ )− sin γ
≤ 2M(L+γ )− 1 + 2
sin γ
cos2 γ
M
KR
+ (sin γ − 1)M(L+γ ) + 1− sin γ
≤ 2M(L+pi
3
)− 1 + 2 sin γ
cos2 γ
M
KR
+ 1− sin γ
= 2
(
M(L+pi
3
)− 1
2
+
sin γ
cos2 γ
M
KR
+
1− sin γ
2
)
= 2
(
M(L+pi
3
)− 1
2
+ E1
)
.
(6.6)
This verifies the upper bound.
(ii) (Proof of the lower bound): We use the similar argument to the first part
of (6.6) to find
R =
∫∫
L+γ ×R
〈eiθ, eiφ〉f dθdω +
∫∫
(T\(L−γ ∪L+γ ))×R
〈eiθ, eiφ〉f dθdω
+
∫∫
L−γ ×R
〈eiθ, eiφ〉f dθdω
≥ sin γM(L+γ )− sin γ
(
1−M(L+γ )−M(L−γ )
)
−M(L−γ ).
(6.7)
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On the other hand, we again use the same arguments as in (6.4) to find
0 ≥ R˙ = −
∫∫
T×R
sin(θ − φ)ωf(θ, ω, t) dθdω
+KR
∫∫
T×R
sin2(θ − φ))ρ(θ, t) dθdω
≥ −M +KR cos2 γ(1−M(L+γ )−M(L−γ )).
This yields
1−M(L+γ )−M(L−γ ) ≤
M
KR cos2 γ
.
We use (6.7) and the fact that M(L+γ ) +M(L
−
γ ) ≤ 1 to obtain
R ≥ sin γM(L+γ )−
sin γ
cos2 γ
M
KR
−M(L−γ )
≥ sin γM(L+γ )−
sin γ
cos2 γ
M
KR
− 1 +M(L+γ )
= (1 + sin γ)M(L+γ )− 1−
sin γ
cos2 γ
M
KR
.
Similarly, Lemma 5.2 and the fact that R˙ ≤ 0 imply
M(L+pi
3
)− M
KR cos2 γ
≤M(L+γ ).
Hence,
R ≥ (1 + sin γ)M(L+pi
3
)− 1− (1 + sin γ) M
KR cos2 γ
− sin γ
cos2 γ
M
KR
.
Thus, we again use the fact that M(L+pi
3
) ≤ 1 to get
R ≥ 2M(L+pi
3
)− 1− (1− sin γ)− (1 + sin γ) M
KR cos2 γ
− sin γ
cos2 γ
M
KR
.
This yields the desired result.
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Remark 6.1. Note that the estimate (6.3) can be rewritten as follows.
R(t0) + 1
2
− E1(γ) ≤M(L+pi
3
(t0)) ≤ R(t0) + 1
2
+
E2(γ)
2
.
We next show that there exists a positive constant µ, such that when
R˙ is below Kµ, the mass in L+pi
3
is nondecreasing.
Lemma 6.4. Let K,R and µ satisfy the relation:
1
2
>
M
KR
+
M
KR2
+
1
R
√
R
√
M
K
+ µ, (6.8)
that is, K is sufficiently large and µ is sufficiently small relative to R. Suppose
that at t = t0, the order parameter R satisfies
R(t0) ≥ R, R˙(t0) < Kµ.
Then, we have
d
dt
∣∣∣
t=t0
M(L+pi
3
(t)) ≥ 0.
Proof. In the sequel, for notational simplicity, we will assume that all the time
dependent expression are evaluated at t = t0. By (5.27), we have
d
dt
M(L+pi
3
(t)) = KR cos
pi
3
∫ M
−M
[
B−,ω(t) +B+,ω(t)
]
dω
+
∫ M
−M
(
φ˙(t)− ω)[B+,ω(t)−B−,ω(t)] dω
≥
(
KR
2
−M − |φ˙|
)∫ M
−M
[
B+,ω(t) +B−,ω(t)
]
dω.
(6.9)
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Thus, we need to show
KR
2
−M − |φ˙| ≥ 0. (6.10)
To check (6.10), we use Lemma 5.2 to find
φ˙ =
1
R
∫∫
T×R
cos(θ − φ)ωf(θ, ω, t) dθdω
− K
2
∫∫
T×R
sin (2(θ − φ)) f(θ, ω, t) dθdω,
R˙ = −
∫∫
T×R
sin(θ − φ)ωf(θ, ω, t) dθdω
+KR
∫∫
T×R
sin2(θ − φ))f(θ, ω, t) dθdω.
(6.11)
Then, we use (6.11), f = 0 for |ω| > M and Cauchy-Schwarz inequality to get
|φ˙| < M
R
+K
∫∫
T×R
| sin(θ − φ)|f(θ, ω, t) dθdω.
<
M
R
+
√
K
R
√
KR
∫∫
T×R
sin2(θ − φ)f(θ, ω, t) dθdω
<
M
R
+
√
K
R
√
M + R˙.
(6.12)
Note that the conditions (6.8) yield
1
2
>
M
KR
+
M
KR2
+
1
R
√
R
√
M
K
+ µ >
M
KR
+
M
KR2
+
1
R
√
R
√
M
K
+
R˙
K
.
By multiplying KR, we have
KR
2
−M > M
R
+
√
K
R
√
M + R˙. (6.13)
We now combine (6.12) and (6.13) to get
|φ˙(t0)| < KR
2
−M.
This and (6.9) implies the desired estimate.
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In the following Lemma, under the assumption that R˙(t) ≥ Kµ for
some t, we quantify the increase of R, at some later time.
Lemma 6.5. Suppose that f0, R and K satisfy
‖f0‖L∞(T×R) <∞, inf
0≤t≤T
R(t) ≥ R, R˙(T ) = Kµ,
K2µ >
M2
2R2
− 3M
2
4R
for some T ≥ 0 and some positive constants R, and µ. Then there exist positive
constants d := d(K,M,R, µ) and E3 := E3(K,M,R, µ) satisfying
R˙ > 0 in [T, T + d), R(T + d)−R(T ) ≥ 1
12
Rµ− E3.
where
E3 :=
∣∣∣∣R12µ
M2
4K
+ M
2
2RK
1
3
RKµ−
(
M2
6RK
− M2
4K
)
+
1
4K
(
M2
6RK
− M
2
4K
)[
1−
M2
4K
+ M
2
2RK
1
3
RKµ−
(
M2
6RK
− M2
4K
)]
+
(
M2
4K
+
M2
2RK
)[
1
4K
log
1
3
RKµ−
(
M2
6RK
− M2
4K
)
M2
4K
+ M
2
2RK
]∣∣∣∣.
Proof. Since the proof is rather lengthy, we leave it to Appendix C.
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6.2 A framework for the asymptotic lower bound of R
In this subsection, we study sufficient framework (H) for the lower
bounds of order parameter, and then present a rough estimate for the lower
bound for R in Proposition 6.2:
lim inf
t→∞
R(t) >
2
3
.
and then in the proof of Theorem 3.3 presented in next subsection, we will
improve the above uniform lower bound by showing
lim inf
t→∞
R(t) ≥ 1− |O(1)|√
K
.
We first list our main framework (H) for the lower bound estimate of R as
follows.
• (H1): The C1 initial data f0 satisfies R0 > 0, and g is compactly sup-
ported on the interval [−M,M ].
• (H2): The constant µ is sufficiently small and K is sufficiently large so
that
1
2
> 2
M
KR0
+ 4
M
KR20
+
2
√
2
R0
√
R0
√
M
K
+ µ,
K2µ−
(2M2
R20
− 3M
2
2R0
)
> 0,
and K > max
{64M√
3
,
64
√
3M
3− (√3− 2R0)2
}
.
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• (H3): The constant γ is contained in (pi
3
, pi
2
), and Ei = Ei(K,M,
R0
2
, γ), i =
1, 2 and E3 = E3(K,M,
R0
2
, µ) satisfy
R0 − 2E1 − E2 > R0
2
, µ
R0
24
> 2E1 + E2 + E3,
where the positive constants E1, E2 and E3 can be made sufficiently
small by taking K sufficiently large and γ sufficiently close to pi
2
.
• (H4): For a positive constant κ ∈ (2
3
,
√
3
2
), the coupling strength strength
K is sufficiently large such that
κ <
√
3
4
+
1
4
√
3− 64
√
3M
K
, εκ :=
κ+ 1
κ2
M
K
+
(1− κ)
κ
< 1.
Under the above assumptions, we will derive
lim inf
t→∞
R(t) ≥ R∞ := 1 + M
K
−
√
M2
K2
+ 4
M
K
. (6.14)
Thus, letting K →∞, the above estimate and R ≤ 1 yield
lim
K→∞
lim inf
t→∞
R(t) = 1.
Hence we obtain a complete phase synchronization in this asymptotic limit.
Thus, the estimate (6.14) indicates the kinetic analogue of the practical syn-
chronization estimates.
Now, we are ready to state the first proposition of this subsection. In
this proposition, we show that the mass in L+pi
3
remains above a constant,
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depending only on R0 and E1 in the set of times t where R is in non-increasing
mode.
Proposition 6.1. Suppose that the assumptions (H1) - (H3) hold, and as-
sume that there exist t0 ≥ 0 and R > 0 such that
R(t0) ≥ R0, inf
0≤t≤t0
R(t) ≥ R.
Then, for any t ≥ t0 satisfying R˙(t) ≤ 0, we have
M(L+pi
3
(t)) ≥ 1
2
(R(t0) + 1)− E1. (6.15)
Proof. Since the proof is rather lengthy, we postpone it to Apppendix D.
Remark 6.2. The estimate (6.15) looks similar to that appearing in Lemma
6.3, however in (6.15), we are comparing M(L+pi
3
(t)) at any non-increasing
instant t after t0 with the fixed constant
1
2
(R(t0) + 1)−E1. Thus the estimate
in Lemma 6.3 corresponds to a special situation of (6.15).
Below, we present three corollaries followed by Proposition 6.1.
Corollary 6.1. Suppose that assumptions (H1) - (H3) hold and there exists
t0 ≥ 0 such that
R(t0) ≥ R0.
Then, we have
R(t) ≥ R(t0)− 2E1 − E2, t ≥ t0 and lim sup
t→∞
R˙(t) ≤ Kµ.
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Proof. (i) First, assume t0 = 0. Then, our hypotheses guarantee that the
assumptions of Proposition 6.1 are satisfied. In the course of the proof of
Proposition 6.1 in Appendix D, we have already shown that
R(t) ≥ R(t0)− 2E1 − E2, in T(t0).
where
T(t0) :=
{
t ∈ [t0,∞) : M(L+pi
3
(t∗))
≥ 1
2
(R(t0) + 1)− E1 ∀t∗ ∈ [t0, t] ∩N(t0)
}
,
and we also showed T = [t0,∞). Thus, we have the desired estimate for t0 = 0,
and it follows from (H1) and (H3) that
R(t) > R0 − 2E1 − E2 > R0
2
> 0, t ∈ [0,∞). (6.16)
For the case t0 > 0, note that by the above inequality, the assumptions (H1),
(H2) and (H3), one can apply for Proposition 6.1 for t0 > 0. Thus, the desired
result follows by the same argument.
(ii) By definition of the order parameter, R is uniformly bounded, and
0 ≤ lim inf
t→∞
R(t) ≤ 1.
Suppose that we have
lim sup
t→∞
R˙ > Kµ. (6.17)
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Let ε′ > 0 be sufficiently small so that
R0
24
µ− ε′ − 2E1 − E2 − E3 > 0. (6.18)
Such ε′ exists by (H3). By the result in (i) we have
lim inf
t→∞
R(t) ≥ R0 − 2E1 − E2. (6.19)
On the other hand, by definition of lim inft→∞R(t), there exists t0 ≥ 0, such
that
R(t) ≥ lim inf
t→∞
R(t)− ε′, t ∈ [t0,∞). (6.20)
Thanks to (6.17), boundedness of R and continuity of R˙ in Lemma 6.2, there
exists t1, t2 ≥ t0 such that
R˙(t1) > Kµ and R˙(t2) = Kµ.
Thus, it follows from Lemma 6.5, (6.20), (6.19) and (6.18) that there exists
d > 0 such that
R(t2 + d) ≥ R(t2) + R0
24
µ− E3
≥ lim inf
t→∞
R(t) +
R0
24
µ− ε′ − E3
≥ R0 + R0
24
µ− ε′ − 2E1 − E2 − E3
≥ R0.
Then, by the third inequality as above and (6.16), we have
R(t) ≥ lim inf
t→∞
R(t) +
R0
24
µ− ε′ − 2E1 − E2 − E3, in [t2 + d,∞).
We use (6.18) to see that the above expression contradicts the definition of
R∗ = lim inf
t→∞
R. This yields the desired result.
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We next show that the L2 norm of f in an interval of length pi
3
, centered
at −φ(t), decays exponentially after some time. This is analogous to the
phenomenon in (4.15).
Corollary 6.2. Suppose that assumptions (H1) - (H3) hold. Then, there
exists T ≥ 0 such that∫∫
L−pi
3
(t)×R
|f |2 dθdω ≤ e−KR(0)4 (t−T )
∫∫
L−pi
3
(T )×R
|f(T )|2 dθdω, t ≥ T,
M
(
L−pi
3
(t)
) ≤ (pi
3
) 1
2
e−
KR(0)
8
(t−T )
√∫∫
L−pi
3
(T )×R
f 2(θ, ω, T ) dθdω.
(6.21)
Proof. We postpone its proof in Appendix E.
Before we present the last proposition showing that R will remain above
2
3
after some time, we present a preparatory result.
Lemma 6.6. Suppose that assumptions (H1) - (H3) hold. Then, the following
estimate holds.
2R(t)−√3 + 2√3M(L−pi
3
(t))
2−√3 ≤M(L
+
pi
3
(t))
≤
2R(t) +
√
3 +M(L−pi
3
(t))(2−√3)
2
√
3
, t ∈ [0,∞).
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Proof. Note that
R(t) =
∫∫
T×R
〈eiθ, eiφ〉f dθdω
=
∫∫(
T\(L+pi
3
(t)∪L−pi
3
(t))
)
×R
〈eiθ, eiφ〉f dθdω +
∫∫
L+pi
3
(t)×R
〈eiθ, eiφ〉f dθdω
+
∫∫
L−pi
3
(t)×R
〈eiθ, eiφ〉f dθdω.
(6.22)
• (Lower bound estimate): We use similar arguments in Lemma 6.2 to see that
R(t) ≥ − sin(pi
3
)(1−M(L+pi
3
(t))−M(L−pi
3
(t)) + sin
pi
3
M(L+pi
3
(t))−M(L−pi
3
(t))
=
√
3M(L+pi
3
(t))−
√
3
2
−M(L−pi
3
(t))
(
1−
√
3
2
)
.
• (Upper bound estimate): We use again (6.22) to obtain
R(t) ≤ sin pi
3
(1−M(L+pi
3
(t))−M(L−pi
3
(t)) +M(L+pi
3
(t))− sin pi
3
M(L−pi
3
(t))
=
√
3
2
+M(L+pi
3
(t))
(
1−
√
3
2
)
−
√
3M(L−pi
3
(t)).
This yields the desired inequalities.
Before we state our proposition, we introduce several quantities: for
every T ≥ 0 and η > 0, we define βT,η : [T,∞) → R as a solution of the
inhomogeneous Riccati ODE:
β˙T,η =
K
4
√
3
(
− β2T,η +
√
3
2
βT,η − 4
√
3M
K
− η
)
, t > T,
βT,η(T ) = R(T ),
(6.23)
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and we set the solutions of the following quadratic equation as r±(η):
x2 −
√
3
2
x+ 2
4
√
3M
K
+ η = 0.
More precisely, we have
r−(η) :=
√
3
4
− 1
2
√
3
4
− 16
√
3M
K
− 4η,
r+(η) :=
√
3
4
+
1
2
√
3
4
− 16
√
3M
K
− 4η.
Note that if βT,η(T ) > r−(η), then we have
lim
t→∞
βT,η(t) = r+(η). (6.24)
Proposition 6.2. Suppose that the assumptions (H1) - (H4) hold. Then, we
have
lim inf
t→∞
R(t) ≥ r+(0) > κ > 2
3
. (6.25)
Proof. Let ε0 be a small positive constant satisfying
R0
2
> r−(ε0). (6.26)
Note that the assumption (H2) on K implies
K > max
64
√
3M
3− (√3− 2R0)2
⇒ R0
2
> r−(0).
Thus, the continuity of r−(·) with respect to its argument implies the existence
of ε0. We set η and d be positive numbers satisfying
η < ε0, d >
8
KR0
log
1
η
(
1 +
√
3
2
)(pi
3
) 1
2
√∫∫
L−pi
3
(T )×R
f 2(θ, ω, T ) dθdω
 .
(6.27)
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Here T is the one given by Corollary 6.2.
By Lemma 5.2, we have
R˙ = −
∫∫
T×R
sin(θ − φ)ωf(θ, ω, t) dθdω
+KR
∫∫
T×R
sin2(θ − φ)f(θ, ω, t) dθdω
≥ −M + KR
4
(
1−M(L+pi
3
)−M(L−pi
3
)
)
.
Then, we use Lemma 6.6 to get
R˙ ≥ −M + KR
4
[
1−
2R +
√
3 +M(L−pi
3
)(2−√3)
2
√
3
−M(L−pi
3
)
]
= −M + KR
8
− KR
2
4
√
3
− KR
4
(2 +√3
2
√
3
)
M(L−pi
3
)
=
K
4
√
3
[
−R2 +
√
3
2
R− 4
√
3M
K
−R
(
1 +
√
3
2
)
M(L−pi
3
)
]
≥ K
4
√
3
[
−R2 +
√
3
2
R− 4
√
3M
K
−
(
1 +
√
3
2
)
M(L−pi
3
)
]
.
Hence, it follows from (6.21) and (6.27) that we have
R˙ ≥ K
4
√
3
(
−R2 +
√
3
2
R− 4
√
3M
K
− η
)
in [T + d,∞). (6.28)
Moreover, thanks to Corollary 6.1, we also see that
R(t) >
R0
2
, ∀ t > 0.
We use (6.26) to obtain
R(T + d) > r−(η).
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Thus, (6.23) and (6.28) yield
R ≥ βT+d,η in [T + d,∞).
Since
R(T + d) ≥ βT+d,η(T + d) > r−(η),
we get the desired result from (6.24) and the fact that η was arbitrary small.
Remark 6.3. The lower bound for lim inft→∞R(t) in (6.25) will be improved
in Theorem 3.3 so that lim inf
t→∞
R(t)→ 1, as K →∞.
6.3 Proof of Theorem 3.3
In this subsection, we will provide the proof for Theorem 3.3. For this
purpose, for κ, ε and δ in (0, 1) and t ≥ 0, we define the sets:
Yκ,ε(t) :=
{
θ ∈ T : cos(θ − φ(t)) >
√
1− ε2κ − ε
}
,
Y˜δ(t) :=
{
θ ∈ T : cos(θ − φ(t)) ≤ −δ
}
,
where for κ ∈ (0, 1), εκ and Tκ are positive constants satisfying the following
relations, respectively:
εκ :=
κ+ 1
κ2
M
K
+
(1− κ)
κ
< 1 and R > κ in [Tκ,∞).
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Lemma 6.7. Suppose that for some positive constants κ and δ in (0, 1), the
order parameter R satisfies
R > R in [0,∞), R > κ in [Tκ,∞), δ <
√
1− ε2κ,
and we also assume that f0 is bounded and supp f0(·, ω) ⊂ [−M,M ]. Then
we have
lim
t→0
||f(t)1Y˜δ(t)||L∞(T×[−M,M ]) = 0,
where the positive constant εκ is defined in (H4).
Proof. By Lemma 6.1, we have
||f(Tκ)||L∞(T×[−M,M ]) ≤ ||f0||L∞(T×[−M,M ])eKTκ . (6.29)
Choose constants θ∗, ω∗, and t∗ satisfying
ω∗ ∈ [−M,M ] and cos(θ∗ − φ(t∗)) ≤ −δ.
By Corollary F.1 in the appendix, we know that the characteristic (θ(t), ω∗)
through θ∗ and ω∗ at t∗ satisfies
cos(θ(t)− φ(t)) ≤ −δ, ∀ t ∈ [Tκ, t∗).
Thus, proceeding as in (6.1), we get
d
dt
f(θ(t), ω∗, t) = KR(t) cos(θ(t)− φ(t))f(θ(t), ω∗, t)
≤ −Kκδf(θ(t), ω∗, t), t ∈ [Tκ, t∗).
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We use (6.29) and Gronwall’s inequality to obtain
f(θ∗, ω∗, t∗) = f(θ(t∗), ω(t∗), t∗) ≤ ||f0||L∞(T×[−M,M ])eKTκe−Kκδ(t∗−Tκ)
Since (θ∗, ω∗) was an arbitrary point in Y˜δ(t∗)× [−M,M ], we have
||f(t∗)1Y˜δ(t∗)||L∞(T×[−M,M ]) ≤ ||f0||L∞(T×[−M,M ])e−Kκδt
∗
eK(1+κδ)Tκ .
By letting t∗ →∞, we obtain the desired result.
Proposition 6.3. Suppose that the following conditions hold.
1. The order parameter satisfies
R > R in [0,∞), R > κ in [Tκ,∞) and εκ < 1,
for some positive constants κ and εκ.
2. f0 is bounded and supp f0(·, ω) ⊂ [−M,M ].
Then, we have
lim
t→0
||f(t)1T\Yκ,ε(t)||L∞(T×[−M,M ]) = 0, ∀ ε ∈ (0,
√
1− ε2κ).
Proof. Let ε and δ be positive constants such that
ε <
√
1− ε2κ and δ <
√
1− ε2κ − ε.
By Lemma 6.7, for any ε′ > 0, there exists Tε′ such that
R(t) > κ and ‖ft1Y˜δ(t)‖L∞(T×[−M,M ]) < ε′, t ∈ [Tε′ ,∞). (6.30)
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For given ε and κ, we define
Fκ(q) := κK
(√
1− q2 − εκ
)√
1− q2, q ∈ [−1, 1],
D(ε, κ) :=
2
(√
1− ε2κ − ε
)
Fκ
(√
1− ε2κ − ε
) .
Let θ∗, ω∗, and t∗ have the property that
ω∗ ∈ [−M,M ], t∗ ≥ Tε′ +D(ε, κ), cos(θ∗ − φ(t∗)) ≤
√
1− ε2κ − ε.
Let (θ(t), ω∗, t) be the forward characteristic through (θ∗, ω∗, t∗) at time t∗. By
Corollary F.1, we have
cos(θ(t∗ − d)− φ(t∗ − d)) ≤ −
√
1− ε2κ + ε ≤ −δ, where d < D(ε, κ).
Proceeding as in (6.1), we get
d
dt
f(θ(t), ω∗, t) = KR(t) cos(θ(t)− φ(t))f(θ(t), ω∗, t)
≤ Kf(θ(t), ω∗, t), t ∈ [Tκ, t∗).
By Gronwall’s lemma, we obtain
f(θ∗, ω∗, t∗) = f(θ(t∗), ω(t∗), t∗) ≤ eKdf(θ(t∗ − d), ω(t∗ − d), t∗) ≤ eKD(ε,κ)ε′,
where in the last line we have used (6.30) and the fact that θ(t∗−d) contained
in Y˜δ(t
∗ − d).
Since (θ∗, ω∗) was an arbitraty point in T\Yκ,ε(t∗), where
Yκ,ε(t
∗) :=
{
θ ∈ T : cos(θ − φ(t∗)) >
√
1− ε2κ − ε′
}
,
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we conclude
||f(t∗)1T\Yκ,ε(t∗)||L∞(T×[−M,M ]) ≤ eKD(ε,κ)ε′.
Additionally, since t∗ was an arbitrary point in [Tε′ +D(ε, κ),∞), we get
||f(t)1T\Yκ,ε(t)||L∞(T×[−M,M ]) ≤ eKD(ε,κ)ε′, ∀t ∈ [Tε′ +D(ε, κ),∞).
Since ε′ is an arbitrary positive number, we have the desired estimate:
lim
t→∞
||f(t)1T\Yκ,ε(t)||L∞(T×[−M,M ]) = 0.
We are now ready to provide the proof of Theorem 3.3. Suppose that
the assumptions (H1) to (H4) hold, and we assume
4
15
(√
1−
√
2
2
− 1
2
)
>
M
K
or equivalently
K >
15M
2(
√
4− 2√2− 1)
. (6.31)
Then, Theorem 3.3 follows once we prove the following claims:
1.
lim inf
t→∞
R(t) ≥ R∞ := 1 + M
K
−
√
M2
K2
+ 4
M
K
.
2. There exists a time dependent interval L∞, centered at φ(t), with con-
stant width
2 arccos
(√
1−
[
M
K
(1 +R∞)
R2∞
+
1−R∞
R∞
]2)
+ ε,
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such that
lim
t→∞
||f(t)1T\L∞(t)||L∞(T×[−M,M ]) = 0, for every ε in (0, 1).
As K →∞, R∞ tends to 1 and the width of L∞ can be made arbitrarily
small.
Proof of claim: Note that the second item (2) follows from the item (1) by
apply Proposition 6.3. To prove the item (1), by the assumptions (H1) - (H3)
and Corollary 6.1, we have
||f0||L∞(T×[−M,M ]) <∞ and R(t) > R0
2
∀t ∈ [0,∞).
Second, Proposition 6.2 and (H4) yield
R >
2
3
, in [T,∞) for some T ≥ 0.
Now, we improve this lower bound. Let ε¯0 > 0 be sufficiently small so that
4
15
(√
1−
√
2
2
− ε¯0 − 1
2
)
>
M
K
. (6.32)
Such ε¯0 exists by assumption (6.31). Moreover, let η be an arbitrary positive
constant in (0, 1). By Proposition 6.3 and the assumption (H4),
lim
t→0
||f(t)1T\Y 2
3 ,η
(t)||L∞(T×[−M,M ]) = 0.
From this, we also see
lim
t→∞
M
({
θ ∈ T : cos(θ−φ(t)) ≤
√
1−
(
2/3 + 1
(2/3)2
M
K
+
1− 2/3
2/3
)2
−η
})
= 0,
(6.33)
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or equivalently,
lim
t→∞
M
({
θ ∈ T : cos(θ − φ(t)) ≤
√
1−
(
15
4
M
K
+
1
2
)2
− η
}
= 0.
Then, using (6.32) in the previous limit, we deduce
lim
t→∞
M(A(t)) = 0,
where
A(t) :=
{
θ ∈ T : cos(θ − φ(t)) ≤
√√
2
2
+ ε¯0 − η
}
. (6.34)
Since
R(t) =
∫∫
(T\A(t))×R
〈eiφ(t), eiθ〉f dθdω +
∫∫
A(t)×R
〈eiφ(t), eiθ〉f dθdω
≥
(
1−M(A(t))
)(√√2
2
+ ε¯0 − η
)
−M(A(t)),
(6.35)
and η can be made arbitrarely small, we obtain
R∗ := lim inf
t→∞
R(t) ≥
√√
2
2
+ ε¯0. (6.36)
Then, there exists T0 such that
R(t) ≥
√√
2
2
∀t ∈ [T0,∞).
We next claim:
R∗ ≥ 1 + M
K
−
√
M2
K2
+ 4
M
K
=: α−(M,K).
Suppose not, i.e.,
R∗ < 1 +
M
K
−
√
M2
K2
+ 4
M
K
.
87
Then, by (6.36) we have
R∗ ∈
(√√
2
2
, 1 +
M
K
−
√
M2
K2
+ 4
M
K
)
. (6.37)
Since the roots of the polynomial
Q(x) = x2 − 2
(
1 +
M
K
)
x+ 1− 2M
K
,
are
α−(K,M) = 1 +
M
K
−
√
M2
K2
+ 4
M
K
, α+(K,M) := 1 +
M
K
+
√
M2
K2
+ 4
M
K
,
we have
Q(x) > 0 in (−∞, α−(K,M)).
It follows from (6.37) that
0 < R2∗−2(1+
M
K
)R∗+1−2M
K
, or equivalently 0 <
1
2
R2∗−
(
1+
M
K
)
R∗+
1
2
−M
K
.
This yields
1
2
(R2∗ − 1) < −R∗(1−R∗)−
M
K
(1 +R∗). (6.38)
By (6.31) and (6.37) we have
0 < R∗(1−R∗) + M
K
(1 +R∗) <
1
4
+ 2
M
K
< 1.
We again use (6.38) to see(√√
2
2
)4(
R2∗ − 1) =
1
2
(R2∗ − 1) < −R∗(1−R∗)−
M
K
(1 +R∗)
< −
[
R∗(1−R∗) + M
K
(1 +R∗)
]2
.
88
By the above expression and (6.37),
R4∗
(
R2∗ − 1) <
(√√
2
2
)4(
R2∗ − 1) < −
[
R∗(1−R∗) + M
K
(1 +R∗)
]2
.
Hence, we have
R∗ <
√
1−
[
M
K
(1 +R∗)
R2∗
+
1−R∗
R∗
]2
. (6.39)
We set
R∗,ε′ := R∗ − ε′.
By construction, there exists Tε′ such that
R(t) ≥ R∗,ε′ in [Tε′ ,∞).
Moreover, it follows from Proposition 6.3 that we have
lim
t→∞
M
(
T\YR∗,ε′ ,ε(t)
)
= 0, for any ε > 0.
Then, by the same arguments as in (6.35), we get
R(t) ≥ (1−M(T\YR∗,ε′ ,ε(t))[
√
1−
[
M
K
(1 +R∗,ε′)
R2∗,ε′
+
1−R∗,ε′
R∗,ε′
]2
− ε
]
−M(T\YR∗,ε′ ,ε(t)). (6.40)
Thus, we have
R∗ ≥
√
1−
[
M
K
(1 +R∗,ε′)
R2∗,ε′
+
1−R∗,ε′
R∗,ε′
]2
− ε.
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Since ε and ε′ can be made arbitrarily small, using inequality (6.39) and the
above expression we get
R∗ ≥
√
1−
[
M
K
(1 +R∗)
R2∗
+
1−R∗
R∗
]2
> R∗,
which yields a contradiction. Therefore, we have
R∗ ≥ 1 + M
K
−
√
M2
R2∗
+ 4
K
M
.
This completes the proof of Theorem 3.3.
Remark 6.4. We now briefly discuss how the lower bound on κ > 2
3
in (H3)
was determined. In the above proof, we used the property
A(t) ⊂
{
θ ∈ T : cos(θ − φ(t)) ≤
√
1−
(κ+ 1
κ2
M
K
+
1− κ
κ
)2
− η
}
in (6.33) and (6.34), which is equivalent to
1−
(κ+ 1
κ2
M
K
+
1− κ
κ
)2
>
√
2
2
+ ε¯0. (6.41)
Thus, if the following inequality holds,
1−
(1− κ
κ
)2
>
√
2
2
, (6.42)
(6.41) is satisfied for small ε¯0 and sufficiently large K(depending on ε¯0). Since
the inequality (6.42) is equivalent to
√
2−
√
2−
√
2 < κ <
√
2 +
√
2−
√
2,
and
√
2−
√
2−√2 ≈ 0.6488, we choose κ > 2
3
for the simplicity.
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7 Conclusion
In this paper, we have presented several results on the asymptotic dy-
namics of the Kuramoto-Sakaguchi equation which is obtained from the Ku-
ramoto model in the mean-field limit. For a large ensemble of Kuramoto oscil-
lators, it is very expensive to study the dynamics of the oscillators directly via
the Kuramoto model. So, from the beginning of the study on Kuramoto oscil-
lators, the corresponding mean-field model, namely the Kuramoto-Sakaguchi
equation has been widely used in the physics literature for the phase tran-
sition phenomena of large ensembles of Kuramoto oscillators. For example,
Kuramoto himself employed a self-consistent theory based on the linearized
Kuramoto-Sakaguchi equation, to derive a critical coupling strength for the
phase transition from disordered states to partially ordered states (see [1]).
However, existence of steady states and chimera states, as well as their non-
linear stability are still far from complete understanding. In this long paper,
we have studied phase concentration in a large coupling regime, for a large en-
semble of oscillators. First, in the identical natural frequency case, we showed
that mass of the ensemble concentrates exponentially fast at the average phase.
In particular, the mass on each interval containing the average phase is non-
decreasing over time, whereas the mass outside the interval decays to zero
asymptotically. This illustrates the formation of a point cluster for the large
ensemble of Kuramoto oscillators, which is a stable solution. It is interesting to
note that, on the other hand, the Kuramoto model allows the unstable bi-polar
state as an asymptotic pattern. Second, for the non-identical natural frequen-
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cies, i.e., the general case, we showed that the phases of a large ensemble of
Kuramoto oscillators will aggregate inside a small interval around the average
phase as the coupling strength increases. This is a similar feature as in the
finite-dimensional Kuramoto model. Our third result is a quantitative lower
bound for the amplitude order parameter. From a series of technical lemmata,
we obtain an asymptotic formula for the amplitude order parameter in a large
coupling strength regime, which also shows that a point cluster pattern arises
as the coupling strength becomes sufficiently large. There are still lots of is-
sues to be resolved on the large-time dynamics of the Kuramoto-Sakaguchi
equation. To name a few, we mention three outstanding problems. First, we
have not yet shown the existence of stationary solutions for the Kuramoto-
Sakaguchi equation. Thus, our present results can be a first foot step toward
this direction. Second, our estimates on the ensemble of Kuramoto oscillators
with distributed natural frequencies are strongly relying on the large coupling
strength. In particular, we have not optimized the size of coupling strength.
Thus, one interesting question is to find the critical coupling strength for the
phase transition from the partially ordered state to the fully ordered state
(complete synchronization). Third, it will be also interesting to investigate
the intermediate regime where the coupling strength is not too small nor too
large, especially, regarding existence and stability of partially synchronized
states. These issues will be addressed in future work.
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Appendix
Appendix
A Otto calculus
In this section, we review the Otto calculus dealing with gradient flows
on the Wasserstein space, and explain how the K-S equation can be regarded
as a gradient flow on the Wasserstein space.
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A.1 The K-S equation as a gradient flow
We now formulate the gradient flow for the potential Vk via the Otto
calculus, and see that it coincides with the K-S equation (4.1), equivalently
(2.21) for the identical oscillators case. This is a rather standard procedure
(see [93], for example). For this, we first recall the Otto calculus introduced
in [83], which gives a formal Riemannian metric on the space of absolutely
continuous probability measures Pac(M) on a Riemannian manifold M.
Consider two curves ρ1, ρ2 : (−ε, ε) → Pac(M) with the common value
ρ at t = 0, i.e. ρ1(0) = ρ2(0) = ρ. Assume that they are differentiable and the
Riemmanian product between the time derivatives ρ˙1(0), ρ˙2(0) is given by
〈ρ˙1(0), ρ˙2(0)〉W2 =
∫
M
〈∇ϕ1∣∣
t=0
,∇ϕ2∣∣
t=0
〉ρ dvol,
where the bracket 〈·, ·〉 is the Riemannian product on the underlying space
of M, and the functions ϕ1 and ϕ2 are determined by solving the continuity
equation:
∂
∂t
ρi + div(ρi∇ϕi) = 0, i = 1, 2.
With respect to this metric 〈·, ·〉W2 , the gradient of a given functional F :
Pac(M) → R, can be considered as a vector field, denoted by gradρF on M,
such that for a one-parameter differentiable family τ 7→ gτ ∈ Pac(M) with
g0 = ρ, satisfies
d
dt
∣∣∣∣
τ=0
F (gτ ) =
∫
M
〈∇ϕ∣∣
τ=0
, gradρF 〉ρ dvol,
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where the vector field ∇ϕ solves the continuity equation:
∂gt
∂t
+ div(gt∇ϕ) = 0. (A.1)
Then, the gradient flow of F is a one-parameter family t 7→ ρt ∈ Pac(M)
satisfying
∂
∂t
ρt + div
(
ρt(−gradρF )
)
= 0. (A.2)
The equation (A.2) can be written as a weak form:
d
dt
∣∣∣∣
t=0
∫
M
ζρt dθ = −
∫
M
〈∇ζ, gradρF 〉 ρtdθ, ∀ζ ∈ C∞c (M).
We now verify that the equation (2.21) is the gradient flow in the above sense,
of the potential Vk from (2.22). In our case the underlying Riemannian mani-
fold M is T, with the metric dθ2. Given ρ in P(T), recall the notation for J
specified in (2.23). Then, we have
gradρVk := −K∇(σ · J). (A.3)
where the inner product is the Euclidean one in T ⊂ R2, and ∇ is the gradient
of the Riemannian manifold T; of course, ∇ = d
dθ
, but we keep the notation
∇ to be more consistent with the general formulation. In order to see (A.3),
we note that for each one-parameter differentiable family, t 7→ gt ∈ Pac(M)
satisfying (A.1) with g0 = ρ, the derivative of Vk given in (2.22) is
d
dt
∣∣∣∣
t=0
Vk(gt) = −KJ · d
dt
∣∣∣∣
t=0
∫
T
σgt dθ = −K d
dt
∣∣∣∣
t=0
∫
T
(σ · J)gt dθ
= −
∫
T
〈∇ϕ,K∇(σ · J)〉ρ dθ.
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This yields (A.3). On the other hand, note that since J = Reiφ,
σ(θ) · J = R cos(θ − φ), (A.4)
Therefore,
gradρVk = −K∇(σ(θ) · J) = KR sin(θ − φ).
We substitute this into (A.2) to get the gradient flow of Vk as the one-parameter
family t ∈ [0, ε) 7→ ρt ∈ P(T) satisfying
∂tρ = ∂θ (ρKR sin(θ − φ)) ,
which is the same as (2.21), verifying the gradient flow structure. Moreover,
this immediately implies
d
dt
∣∣∣∣
t=0
Vk(ρt) = −(KR)2
∫
T
sin(θ − φ)2ρ dθ.
Of course, this expression can be directly obtained from the formula of Vk
(2.24) and the definitions of the order parameters R and φ.
Additionally, using the Riemannian inner product on (P(T),W2), we
have that the metric slope is given by∫
T
K|∇(σ · J)|2ρ dθ = KR2
∫
T
sin2(θ − φ)ρ dθ.
A.2 The Hessian of the potential Vk
In this subsection, we explicitly compute the Hessian of the potential
Vk via the Otto calculus. By direct calculations, the Hessian of Vk is given by
〈Hessρ∇ϕ,∇ϕ〉 = −K
∫
T
∇ϕD2(σ · J)∇ϕρ(θ) dθ −K
∣∣∣∣ ∫
T
∇ϕρ dθ
∣∣∣∣2. (A.5)
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Using the Jensen inequality, this expression can be bounded from below by
−K
∫
T
∇ϕ[D2(σ · J) + 1]∇ϕρ(θ) dθ.
Consequently, the functional Vk(ρ) is λ-convex with λ = −2K, as a functional
on the formal Riemannian space P(T). In order to obtain (A.5), we proceed as
follows. Let, t 7→ gt ∈ P(T), be the differentiable one-parameter family, with
g0 = ρ, associated with ϕ : T× R→ R. Moreover, suppose

d
dt
∫
T
ζgt dθ =
∫
T
〈∇ζ,∇ϕ〉gt dθ, ∀ζ ∈ C∞(T),
∂tϕ+
| ∇ϕ |2
2
= 0. .
(A.6)
This family is a Riemannian geodesic in the formal Riemannian manifold P(T),
in the sense of the Otto calculus. Then, we compute
d2
dt2
∣∣∣∣
t=0
Vk(gt) =
d2
dt2
∣∣∣∣
t=0
[
K − K
2
|J |2
]
= −K d
dt
∣∣∣∣
t=0
∫
T
〈∇ϕ,∇(σ · J)〉gt dθ.
Here, the last expression can be computed as
K
∫
T
〈∇(1
2
| ∇ϕ |2
)
,∇(σ · J)〉ρ dθ −K ∫
T
〈∇ϕ,∇ [σ · d
dt
∣∣∣∣
t=0
J
] 〉
ρ dθ
−K
∫
T
〈
∇ 〈∇ϕ,∇(σ · J)〉 ,∇ϕ〉ρ dθ
=: I11 + I12 + I13.
where we used the system (A.6) in the first integral I11.
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• (Estimate of I11 + I13): We apply the identity
−∇ϕ∇2ϕ∇Ψ + 〈∇ϕ,∇[〈∇ϕ,∇Ψ〉]〉 = ∇ϕD2Ψ∇ϕ.
to obtain
I11 + I13 = −K
∫
T
∇ϕ[D2(σ · J)]∇ϕρ dθ. (A.7)
• (Estimate of I12): In order to simplify I12 we use the identity
e · d
dt
∣∣∣∣
t=0
J =
d
dt
∣∣∣∣
t=0
e ·
∫
T
σg dθ =
∫
T
(e · σ)∂tgt(θ, 0) dθ
=
∫
T
〈∇(e · σ),∇ϕ〉ρ dθ = e ·
∫
T
∇ϕρ dθ,
which holds for any e in R2. In such an identity, we have used the fact that for
any vector v in R2, ∇(v ·σ) is the orthogonal projection of v in the orthogonal
subspace to σ(θ).
Consequently, by the same reason, I12 can be computed as
I12 = −K
∫
T
〈∇ϕ,∇
[
σ ·
∫
T
∇ϕρ dθ∗
]
〉ρ dθ = −K
∣∣∣∣ ∫
T
∇ϕρ dθ
∣∣∣∣2. (A.8)
Finally, we combine (A.7) and (A.8) to obtain (A.5).
B Proof of Lemma 6.2
Below, we study the Lipschitz continuity of R, R˙ and M(L+γ (t)).
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B.1 Lipschitz continuity of R
It follows from Lemma 5.2 and the facts
f = 0 for ω 6∈ [−M,M ], R ≤ 1
that R˙ is uniformly bounded:
|R˙| ≤M
∫∫
T×[−M,M ]
f(θ, ω, t) dθdω +KR
∫
T
ρ(θ, t) dθ ≤M +K. (B.1)
This yields the Lipschitz continuity of R.
B.2 Lipschitz continuity of R˙
: Note that the a priori condition min0≤t≤T R(t) ≥ R > 0 and the
continuity of R yield that there exists a positive constant η such that
R(t) >
R
2
, t ∈ [0, T + η). (B.2)
We next show that R˙ is Lipschitz continuous on [0, T + η). For this, it suffices
to show that R¨ is uniformly bounded. Since
d2
dt2
R2 = 2(R˙)2 + 2RR¨, (B.3)
once we can show that d
2
dt2
R2 is bounded, then, it follows from (B.1) and (B.2)
that R¨ is bounded.
• Step A (uniform boundedness of d2
dt2
R2): We set
J(t) :=
∫∫
T×R
eiθ
∗
f(θ∗, ω, t) dθ∗dω, σ(θ) := eiθ.
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Then, we have
σ(θ∗) · σ(θ) = cos(θ − θ∗), σ(θ) · J(t) =
∫∫
T×R
cos(θ − θ∗)f dθ∗dω.
This yields
∂θ(σ(θ) · J) = −
∫∫
T×R
sin(θ − θ∗)f dθ∗dω. (B.4)
Note that the K-S equation (2.15) can be written on T× R as
∂tf + divθ(ωσ
⊥f) +Kdivθ(∂θ(σ · J)f) = 0. (B.5)
Where divθ and ∂θ denote the divergence operator and gradient operator on
T ⊂ R2, endowed with angle metric, and for each σ in T, σ⊥ denotes the
vector obtained by rotating σ by pi
2
radians counterclockwise. We will denote
the Laplacian on T by ∂θθ. We use (B.4), (B.5) and
R2 =
∫∫
T×R
(σ · J)f(θ, ω, t) dθdω,
to obtain
dR2
dt
= 2
[ ∫∫
T×R
∂θ(σ · J) · ωσ⊥f dθdω +K
∫∫
T×R
(∂θ(σ · J))2f dθdω
]
. (B.6)
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Then, we claim:
d2
dt2
R2 = 4K2
∫∫
T×R
∂θ(σ · J)∂θθ(σ · J)∂θ(σ · J) f dθdω
+ 4K
∫∫
T×R
ωσ⊥ · (∂θθσ · J)∂θ(σ · J)f dθdω
+ 4K2
∣∣∣∣ ∫∫
T×R
∂θ(σ · J)f dθdω
∣∣∣∣2
+ 4K
∫∫
T×R
∂θ(σ · J)f dθdω ·
∫∫
T×R
ωσ⊥f dθdω
+ 2K
∫∫
T×R
∂θ(σ · J)∂θθ(σ · J)ωσ⊥f dθdω
+ 2
∫∫
T×R
ωσ⊥∂θθ(σ · J)ωσ⊥f dθdω
+ 2K
∫∫
T×R
ωσ⊥f dθdω ·
∫∫
T×R
∂θ(σ · J)f dθdω
+ 2
∣∣∣∣ ∫∫
T×R
ωσ⊥f dθdω
∣∣∣∣2.
(B.7)
Proof of claim (B.7): It follows from (B.6) that we have
d2
dt2
R2 = 2
d
dt
[ ∫∫
T×R
∂θ(σ·J)ωσ⊥f dθdω+K
∫∫
T×R
(∂θ(σ·J))2f dθdω
]
. (B.8)
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• (The second integral in the R.H.S. of (B.8)): By direct calculations, we have
d
dt
∫∫
T×R
|∂θ(σ · J)|2f dθdω
= K
∫∫
T×R
∂θ|∂θ(σ · J)|2∂θ(σ · J)f dθdω
+
∫∫
T×R
ωσ⊥∂θ|∂θ(σ · J)|2f dθdω
+ 2
∫∫
T×R
∂θ(σ · J)∂θ(σ · ∂tJ)f dθdω
= 2K
∫∫
T×R
∂θ(σ · J)∂θθ(σ · J)∂θ(σ · J)f dθdω
+ 2
∫∫
T×R
ωσ⊥∂θθ(σ · J)∂θ(σ · J)f dθdω
+ 2K
∫∫
T×R
∂θ(σ · J)∂θ
[
σ · ( ∫∫
T×R
∂θ(σ · J)fdθdω
)]
f dθdω
+ 2
∫∫
T×R
∂θ(σ · J)∂θ
[
σ · ( ∫∫
T×R
ωσ⊥f dθdω)
]
f dθdω,
(B.9)
where in the second equality, we used the identity:
e · ∂tJ = d
dt
e ·
∫∫
T×R
σf dθdω =
∫∫
T×R
(e · σ)∂tf dθdω
= K
∫∫
T×R
∂θ(e · σ)∂θ(σ · J)f dθdω +
∫∫
T×R
ωσ⊥∂θ(e · σ)f dθdω
= Ke ·
∫∫
T×R
∂θ(σ · J)f dθdω + e ·
∫∫
T×R
ωσ⊥f dθdω,
which holds for any e in R2. In the above identity, we have used the fact
that for any vector v in R2, ∂θ(v · σ) is the orthogonal projection of v in
the orthogonal subspace to σ(θ), and the fact that, by definition, ωσ⊥(θ) is
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contained in the same subspace as well. By similar arguments, we also get
d
dt
∫∫
T×R
(∂θ(σ · J))2f dθdω
= 2K
∫∫
T×R
∂θ(σ · Jf )∂θθ(σ · J)∂θ(σ · J)f dθdω
+ 2
∫∫
T×R
ωσ⊥∂θθ(σ · J)∂θ(σ · J)f dθdω
+ 2K
∣∣∣∣ ∫∫
T×R
∂θ(σ · J)f dθdω
∣∣∣∣2
+ 2
∫∫
T×R
∂θ(σ · J)f dθdω ·
∫∫
T×R
ωσ⊥f dθdω.
(B.10)
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• (The first integral in the R.H.S. of (B.8)): By direct calculation, we have
d
dt
∫∫
T×R
∂θ(σ · J)ωf dθdω
= K
∫∫
T×R
∂θ(σ · J)∂θ[∂θ(σ · J) · ωσ⊥]f dθdω
+
∫∫
T×R
ωσ⊥ · ∂θ[∂θ(σ · J)ωσ⊥]f dθdω
+
∫∫
T×R
∂θ(σ · ∂tJ) · ωσ⊥f dθdω
= K
∫∫
T×R
∂θ(σ · J)∂θθ(σ · J)ωσ⊥f dθdω
+
∫∫
T×R
ωσ⊥ · ∂θθ(σ · J)ωσ⊥f dθdω
+K
∫∫
T×R
∂θ[σ ·
∫∫
T×R
∂θ(σ · J)f dθdω]ωσ⊥f dθdω
+
∫∫
T×R
∂θ[σ ·
∫∫
T×R
ωσ⊥f dθdω]ωσ⊥f dθdω
= K
∫∫
T×R
∂θ(σ · J)∂θθ(σ · J)ωσ⊥f dθdω
+
∫∫
T×R
ωσ⊥ · ∂θθ(σ · J)ωσ⊥f dθdω
+K
∫∫
T×R
∂θ(σ · J)f dθdω·∫∫
T×R
ωσ⊥f dθdω +
∣∣∣∣ ∫∫
T×R
ωσ⊥f dθdω
∣∣∣∣2,
(B.11)
where in the second and third equalities above, we have used the same tools
we used to obtain (B.10). Finally, in (B.8), we combine (B.10) and (B.11) to
prove the claim.
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• Step B (uniform boundedness of R¨): It follows from the relation (B.7) that∣∣∣ d2
dt2
R2
∣∣∣ ≤ 4(K2 +KM) + 2KM + 2M2, (B.12)
Then, we use the relations (B.2) and (B.3) to see that for t ∈ [0, T + η),
R|R¨| ≤ 2|RR¨| ≤
∣∣∣ d2
dt2
R2
∣∣∣+ 2|R˙|2
≤ 4(K2 +KM) + 2KM + 2M2 + 2(M +K)2.
This yields the desired bound estimate for R¨:
|R¨| ≤ 1
R
[
4(K2 +KM) + 2KM + 2M2 + 2(M +K)2
]
, t ∈ [0, T + η).
and implies the Lipschitz continuity of R˙ on [0, T + η).
B.3 Lipschitz continuity of M(L+γ (t))
It follows from (5.27) that we have
d
dt
M(L+γ (t)) = KR cos γ
∫ M
−M
[
B−,ω(t) +B+,ω(t)
]
dω
+
∫ M
−M
(
φ˙(t)− ω)[B+,ω(t)−B−,ω(t)] dω. (B.13)
Hence, we use (5.17), R ≤ 1, Lemma 5.3, (B.2) and∫ M
−M
[
B−,ω(t) +B+,ω(t)
]
dω ≤ 2M‖f0‖L∞(T×[−M,M ])eK(T+η)
to obtain∣∣∣∣ ddtM(L+γ (t))
∣∣∣∣ ≤ (KR + |φ˙|+M)∫ M−M [B−,ω(t) +B+,ω(t)] dω
≤ 2M
[
K +
2M
R
+K
(
1− R
2
)
+M
]
‖f0‖L∞(T×[−M,M ])eK(T+η),
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on [0, T + η). This concludes the proof of Lemma 6.2.
C Proof of Lemma 6.5
Suppose that f0, R and K satisfy
‖f0‖L∞(T×[−M,M ]) <∞, min
0≤t≤T
R(t) > R, R˙(T ) = Kµ
and K2µ >
M2
2R2
− 3M
2
4R
(C.1)
for some T ∈ (0,∞) and some positive constants R, and µ. Then, we claim:
there exist positive constants d := d(K,M,R, µ) and E3 := E3(K,M,R, µ)
satisfying
R˙ > 0 in [T, T + d), R(T + d)−R(T ) ≥ 1
12
Rµ− E3.
Note that Lemma 5.2 yields
R˙ = −
∫∫
T×R
sin(θ − φ)ωf(θ, ω, t) dθdω +KR
∫
T
sin2(θ − φ)ρ(θ, t) dθ.
We define a function S : [0,∞)→ R given by
S(t) = KR(t)
∫∫
T×R
sin2(θ − φ)f(θ, ω, t) dθdω. (C.2)
We remark that for identical oscillator case, this coincides with metric slope.
• Step A (Derivation of differential inequalities for R): For any t ≥ T satisfying
R(t) ≥ R, we claim:
− M
2
2KR
+
1
2
S(t) ≤ R˙(t) ≤ 3
2
S(t) +
M2
2RK
. (C.3)
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Proof of claim (C.3): Suppose that
R(t) ≥ R.
Then, it follows from Lemma 5.2 that we have
R˙(t) = −
∫∫
T×R
sin(θ − φ)ωf(θ, ω, t) dθdω
+KR(t)
∫∫
T×R
sin2(θ − φ)f(θ, ω, t) dθdω.
(C.4)
For the first term in (C.4), we use Young’s inequality:
|ab| ≤ a
2
2ε
+
b2
2
ε, with ε = KR
and the relations |ω| ≤M, R(t) ≥ R to see∣∣∣− ∫∫
T×R
sin(θ − φ)ωf(θ, ω, t) dθdω
∣∣∣
≤ 1
2KR(t)
∫∫
T×R
ω2f dθdω
+
KR(t)
2
∫
T×R
sin2(θ − φ)f(θ, ω, t) dθdω ≤ M
2
2KR
+
1
2
S(t).
(C.5)
We combine (C.4) and (C.5) to verify the claim (C.3).
Note that the relations (C.2) and (A.4) imply
R(t)S(t) = KR2(t)
∫∫
T×R
sin2(θ − φ)f(θ, ω, t) dθdω
= K
∫∫
T×R
(−R sin(θ − φ))2f(θ, ω, t) dθdω
= K
∫∫
T×R
|∂θ(σ · J)|2f dθdω.
(C.6)
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Then, we use (C.6) and (B.10) to obtain
d
dt
(R(t)S(t)) = 2K2
∫∫
T×R
∂θ(σ · J)∂θθ(σ · J)∂θ(σ · J)f dθdω
+ 2K
∫∫
T×R
ωσ⊥∂θθ(σ · J)∂θ(σ · J)f dθdω
+ 2K2
∣∣∣∣ ∫∫
T×R
∂θ(σ · J)f dθdω
∣∣∣∣2
+ 2K
∫∫
T×R
∂θ(σ · J)fdθdω
∫∫
T×R
ωσ⊥f dθdω.
(C.7)
By Young’s inequality, we get
d
dt
(R(t)S(t)) ≥ −2K2
∫∫
T×R
|∂θ(σ · J)f |2f dθdω
−K2
∫∫
T×R
|∂θ(σ · J)f |2f dθdω
−
∫∫
T×R
ω2f dθdω −K2
∫∫
T×R
|∂θ(σ · J)|2f dθdω
−
∫∫
T×R
ω2f dθdω
≥ −4KR(t)S(t)− 2M2.
Then, Grownwall’s lemma yields
R(t)S(t) ≥
(
R(T )S(T ) +
M2
2K
)
e−4K(t−T ) − M
2
2K
.
Since S ≥ 0 and R ≤ 1, we also obtain
S(t) ≥ R(t)S(t) ≥
(
R(T )S(T ) +
M2
2K
)
e−4K(t−T ) − M
2
2K
. (C.8)
• Step B (Lower bound of R): We next claim: for some d > 0,
R ≥ R(T ), in [T, T + d). (C.9)
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For the proof of claim (C.9), we first define a positive constant d by the fol-
lowing implicit relation:[
1
3
RR˙(T )−
(
M2
6RK
− M
2
4K
)]
e−4Kd − 1
4
M2
K
− M
2
2RK
= 0. (C.10)
The unique existence of such d is guaranteed by the condition (C.1). We
introduce a set T and its supremum as follows.
T :=
{
t ∈ [T, T + d) : R(t∗) ≥ R(T ) ∀t∗ ∈ [T, t]
}
, τ := supT.
Since T ∈ T, the set T is non-empty and τ is well defined. To prove a claim
(C.9), it suffices to show
τ ≥ T + d.
Suppose not, i.e. τ < T + d. By the continuity of R which is guaranteed by
Lemma 6.1 and definition of τ , we have
R(τ) = R(T ), R˙(τ) ≤ 0.
On the other hand, definition of τ allows us to use inequality (C.3) in (C.8),
for every t in the interval [T, τ ]. By doing so, we obtain
S(t) ≥
(
2
3
R(T )R˙(T )−R(T ) M
2
3RK
+
M2
2K
)
e−4K(t−T ) − M
2
2K
≥
(
2
3
R(T )R˙(T )− M
2
3RK
+
M2
2K
)
e−4K(t−T ) − M
2
2K
, in [T, τ),
where we have used the fact that R ≤ 1. Hence, another application of (C.3)
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yields
R˙(τ) ≥
[
1
3
RR˙(T )−
(
M2
6RK
− M
2
4K
)]
e−4K(τ−T ) − 1
4
M2
K
− M
2
2RK
.
>
[
1
3
RR˙(T )−
(
M2
6RK
− M
2
4K
)]
e−4Kd − 1
4
M2
K
− M
2
2RK
= 0,
In the second inequality, we have used the condition on K in (C.1), the as-
sumption τ < T + d, and the strict monotonicty of the exponential function.
Thus, we reach a contradiction. Hence, we conclude τ = T+d. By the previous
argument, we have
R˙(t) ≥
[
1
3
RR˙(T )−
(
M2
6RK
−M
2
4K
)]
e−4K(t−T )− 1
4
M2
K
− M
2
2RK
, in [T, T + d).
(C.11)
On the other hand, we use definition of d to see
d =
1
4K
log
[
1
3
RR˙(T )−
(
M2
6RK
− M
2
4K
)]
− 1
4K
log
(
1
4
M2
K
+
M2
2RK
)
.
For notational simplicity, we set
a :=
1
3
RR˙(T )−
(
M2
6RK
− M
2
4K
)
and b :=
1
4
M2
K
+
M2
2RK
.
It follows from (C.11) that we have
R(T + d)−R(d) =
∫ T+d
T
d
dt
R(t) dt ≥
∫ T+d
T
[ae−4K(t−T ) − b] dt,
= [− a
4K
e−4K(t−T ) − bt]
∣∣∣∣t=T+d
t=T
=
a
4K
(
1− e−4Kd
)
− bd.
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Then, by (C.10), the assumption that R˙(T ) = Kµ and definition of a and b,
we have the desired result.
R(T + d)−R(d)
≥
[
1
12
R
R˙(T )
K
− 1
4K
(
M2
6RK
− M
2
4K
)][
1−
M2
4K
+ M
2
2RK
1
3
RR˙(T )−
(
M2
6RK
− M2
4K
)]
−
(
M2
4K
+
M2
2RK
)[
1
4K
log
1
3
RR˙(T )−
(
M2
6RK
− M2
4K
)
M2
4K
+ M
2
2RK
]
≥ 1
12
Rµ− 1
12
Rµ
M2
4K
+ M
2
2RK
1
3
RKµ−
(
M2
6RK
− M2
4K
)
− 1
4K
(
M2
6RK
− M
2
4K
)[
1−
M2
4K
+ M
2
2RK
1
3
RKµ−
(
M2
6RK
− M2
4K
)]
−
(
M2
4K
+
M2
2RK
)[
1
4K
log
1
3
RKµ−
(
M2
6RK
− M2
4K
)
M2
4K
+ M
2
2RK
]
.
D Proof of Proposition 6.1
Suppose that the assumptions (H1) - (H3) hold, and assume that there
exists t0 ≥ 0 and R > 0 such that
R(t0) ≥ R0, inf
0≤t≤t0
R(t) > R.
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Let t ≥ t0 be an instant satisfying R˙(t) ≤ 0. Then for such t, in which R is in
non-increasing mode, we claim:
M(L+pi
3
(t)) ≥ 1
2
(R(t0) + 1)− E1. (D.1)
For the proof of claim, we consider a set N(t0) consisting of non-increasing
moments of R after t0:
N(t0) :=
{
t ≥ t0 : R˙(t) ≤ 0
}
,
and the set T(t0):
T(t0) :=
{
s ∈ [t0,∞) : (D.1) holds ∀t ∈ [t0, s] ∩N(t0)
}
.
We set
T ∗(t0) := supT(t0).
Notice that [t0, T
∗(t0)) ⊂ T(t0) and it suffices now to prove T ∗(t0) =∞. Since
the proof is rather long, we split its proof into several steps.
• Step A (the set T(t0) is not empty):
If R˙(t0) > 0, the defining relation of the set T(t0) holds trivially. Thus,
t0 ∈ T(t0).
If R˙(t0) ≤ 0, then it follows from Lemma 6.3 that (D.1) holds for t = t0.
Thus, t0 ∈ T(t0). In any case, the set T(t0) is not empty. Thus, its
supremum exists and lies in the set [t0,∞].
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• Step B (the supremum T ∗(t0) =∞): Suppose not, i.e.,
T ∗(t0) <∞.
 Step B.1: We want to show
R(t) ≥ R(t0)− 2E1 − E2, t ∈ [t0, T ∗(t0)), (D.2)
where E1 and E2 were defined in assumption (H3). To see this, first note that
R(t0) ≥ R(t0)− 2E1 − E2
from (H3). Second, R and R˙ are Lipschitz continuous due to the Lemma 6.2.
Thus, for each t ∈ [t0, T ∗(t0)) such that R˙(t) ≤ 0, from the definition of T ∗(t0),
we have (D.1), which implies from Lemma 6.3
R(t) ≥ R(t0)− 2E2 − E1.
This means the quantity R(t0)−2E2−E1 is a lower bound for R in [t0, T ∗(t0)).
This shows the claim.
 Step B.2: we claim:
R˙(T ∗(t0)) = 0. (D.3)
This property comes directly form the continuity of R˙ and M(L+pi
3
(t)).
♣ Case A: Suppose R˙(T ∗(t0)) > 0. Then there exists a time interval
(T ∗(t0)− η, T ∗(t0) + η) such that
R˙(t) > 0 for t ∈ (T ∗(t0)− η, T ∗(t0) + η),
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which contradicts to definition of T ∗(t0) = supT.
♣ Case B: Suppose R˙(T ∗(t0)) < 0. In this case, we have
R˙(t) < 0 for t ∈ (T ∗(t0)− η, T ∗(t0) + η).
By Lemma 6.4, we have
d
dt
M(L+pi
3
(t)) ≥ 0 for t ∈ (T ∗(t0)− η, T ∗(t0) + η).
Here we used Step B.1 to satisfy the condition R(t) ≥ R. This gives
M(L+pi
3
(t)) ≥M(L+pi
3
(T ∗(t0))) ≥ 1
2
(R(t0)+1)−E1 for T ∗(t0) ≤ t < T ∗(t0)+η,
which also contradicts to definition of T ∗(t0). Thus, we obtain the desired
result (D.3).
 Step B.3: In this part, we want to show that the mass in the interval L+pi
3
at
T ∗(t0) satisfies
M(L+pi
3
(T ∗(t0))) ≥ 1
2
(R(t0) + 1)− E1.
Notice that from Step B.2 and Lemma 6.3, we have
M(L+pi
3
(T ∗(t0))) ≥ 1
2
(
R(T ∗(t0)) + 1
)
− E1
thus it suffices to show R(T ∗(t0)) ≥ R(t0). Now, consider the two cases:
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♣ Case A (N(t0)∩[t0, T ∗(t0)) = ∅): In this case, since we have R˙(t) ≥ 0
for t ∈ [t0, T ∗(t0)], we get
R(T ∗(t0)) ≥ R(t0).
♣ Case B (N(t0) ∩ [t0, T ∗(t0)) 6= ∅): We define ts := sup
(
N(t0) ∩
[t0, T
∗(t0))
)
.
• Suppose there exists a sequence {tk} ⊂ N(t0) ∩ [t0, T ∗(t0)) such that
tk ↑ T ∗(t0) and R˙(tk) ≤ 0 for all k ∈ N, i.e., ts = T ∗(t0). Then, we have
M(L+pi
3
(tk)) ≥ 1
2
(R(t0) + 1)− E1 for k ∈ N.
Thus, by the continuity of M(L+pi
3
(t)), we obtain
M(L+pi
3
(T ∗(t0))) ≥ 1
2
(R(t0) + 1)− E1.
• For the case of ts < T ∗(t0), we have
R˙(t) > 0 for t ∈ (ts, T ∗(t0)).
Lemma 6.3 and R˙(ts) ≤ 0 imply
M(L+pi
3
(ts)) ≥ 1
2
(R(t0) + 1)− E1.
We now investigate the mass M(L+pi
3
(t)) for t ∈ (ts, T ∗(t0)]:
1. If R˙(t) < Kµ for all t ∈ (ts, T ∗(t0)], by Lemma 6.4, the mass is
non-decreasing, i.e., d
dt
M(L+pi
3
(t)) ≥ 0 for t ∈ (ts, T ∗(t0). Thus, we
attain
M(L+pi
3
(T ∗(t0))) ≥M(L+pi
3
(ts)) ≥ 1
2
(R(t0) + 1)− E1.
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2. Suppose R˙(t) ≥ Kµ for some t ∈ (ts, T ∗(t0)]. Since R˙(ts) ≤ 0 and
the continuity of R˙, there exists tc such that
R˙(t) < Kµ for t ∈ (ts, tc) and R˙(tc) = Kµ.
By Lemma 6.5, there exists a positive constant d such that
R˙(t) > 0 for t ∈ [tc, tc+d) and R(tc+d)−R(tc) ≥ R0
24
µ−E3.
Since we have R˙(T ∗(t0)) = 0 from Step B.2 and the contiunity of R˙,
we attain tc + d < T
∗(t0). By the definition of ts, we have R˙(t) > 0
for t ∈ (ts, T ∗(t0)), which implies
R(T ∗(t0))−R(ts) ≥ R(tc + d)−R(tc) ≥ R0
24
µ− E3
By Step B.1 and (H3), we obtain
R(T ∗(t0)) ≥ R(ts) + R0
24
µ− E3
≥ R(t0) + R0
24
µ− E3 − E2 − 2E1
≥ R(t0).
We again use Lemma 6.3 for the result of Step B.2 to get
M(L+pi
3
(T ∗(t0))) ≥ 1
2
(R(T ∗(t0)) + 1)− E1 ≥ 1
2
(R(t0) + 1)− E1,
which conclude Step B.3.
 Step B.4: Finally, we show T ∗(t0) =∞. Since R˙(T ∗(t0)) = 0 from Step B.2
and the continuity of R˙, there is a small time interval such that
R˙(t) < Kµ for t ∈ (T ∗(t0)− η, T ∗(t0) + η),
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which implies
d
dt
M(L+pi
3
(t)) ≥ 0 for t ∈ (T ∗(t0)− η, T ∗(t0) + η)
by Lemma 6.4 where we use Step B.3 to satisfy the condition R(t) ≥ R.
Thanks to the result of Step B.3, we have
M(L+pi
3
(t)) ≥M(L+pi
3
(T ∗(t0)))
≥ 1
2
(R(t0) + 1)− E1 for T ∗(t0) ≤ t < T ∗(t0) + η,
which contradicts to the definition of T ∗(t0). Therefore, we conclude that
T ∗(t0) =∞.
E Proof of Corollary 6.2
We next show that the L2 norm of % in an interval of length pi
3
, centered
at −φ(t), decays exponentially after some finite time. For this, we define for
each t ≥ 0 and ω in [−M,M ], a functional
Γ−pi
3
,ω(t) :=
∫
L−pi
3
(t)
|%(θ, ω, t)|2 dθ.
By Corollary 6.1 and (H2), we have
inf
0≤t<∞
R(t) ≥ R0
2
.
Let ε > 0 be sufficiently small so that
2M
KR0
+
4
K
M
R20
+
2
√
2
R0
√
R0
√
M
K
+ µ+ ε− 1
2
< 0. (E.1)
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The existence of such ε is guaranteed by the assumption (H2). We set bound-
ary values:
B˜−,ω(t) := %
(
φ(t) +
pi
2
+
pi
3
, ω, t
)
, B˜+,ω(t) := %
(
φ(t) +
3pi
2
− pi
3
, ω, t
)
.
By the same argument as in Section 5.3.2, we have
d
dt
Γ−pi
3
,ω(t) = φ˙(t)
(
B˜+,ω(t)
)2 − φ˙(t)(B˜−,ω(t))2 + 2 ∫
L−pi
3
(t)
%∂t% dθ
=: φ˙(t)
[(
B˜+,ω(t)
)2 − (B˜−,ω(t))2]+ I4, (E.2)
where
I4(t) = −2
∫
L−pi
3
(t)
%∂θ
[
%
(
ω −KR sin(θ − φ))] dθ
= −2
∫
L−pi
3
(t)
[
(%∂θ%)
(
ω −KR sin(θ − φ))−KR%2 cos(θ − φ)] dθ
= −
∫
L−pi
3
(t)
(∂θ%
2)
(
ω −KR sin(θ − φ)) dθ + 2KR ∫
L−pi
3
(t)
%2 cos(θ − φ) dθ
=: I41(t) + I42(t).
(E.3)
Below, we estimate the terms I4i, i = 1, 2 separately.
• (Estimate of I41): By integration by parts, we have
I41(t) = −
[(
B˜+,ω(t)
)2(
ω −KR sin(3pi
2
− pi
3
)
)
− (B˜−,ω(t))2(ω −KR sin(pi
2
+
pi
3
)
)]
−KR
∫
L−pi
3
(t)
%(θ, ω, t)2 cos(θ − φ) dθ
=: I411(t) + I412(t).
(E.4)
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By rearranging the terms in I411, we obtain
I411 = −ω
[(
B˜+,ω(t)
)2 − (B˜−,ω(t))2]− KR
2
[(
B˜+,ω(t)
)2
+
(
B˜−,ω(t)
)2]
. (E.5)
We also combine the terms I42 and I412 and use
cos(θ − φ) ≤ − sin pi
3
= −
√
3
2
on L−pi
3
(t),
to obtain
I42(t) + I412(t) = KR
∫
L−pi
3
(t)
%(θ, ω, t)2 cos(θ − φ) dθ
≤ −KR
√
3
2
Γ−pi
3
,ω(t).
(E.6)
Finally, in (E.2) we combine (E.3), (E.4), (E.5) and (E.6) to obtain
d
dt
Γ−pi
3
,ω(t) ≤ (φ˙(t)− ω)
[(
B˜+,ω(t)
)2 − (B˜−,ω(t))2]
− KR
2
[(
B˜+,ω(t)
)2
+
(
B˜−,ω(t)
)2]− KR√3
2
Γ−pi
3
,ω(t)
≤ (− KR
2
+ |φ˙(t)− ω|)[(B˜+,ω(t))2 + (B˜−,ω(t))2]
− KR
√
3
2
Γ−pi
3
,ω(t).
By Corollary 6.1, there exists T ≥ 0 such that
R˙ ≤ Kµ+Kε, in [T,∞).
Using similar arguments as in Lemma 6.2, we have
|φ˙| < 2M
R0
+
√
2K
R0
√
M + R˙ ≤ 2M
R0
+
√
2K
R0
√
M +K(µ+ ε),
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where we used (H3) and Corollary 6.1 to see
R(t) >
R0
2
, t ∈ [0,∞),
Thus, by assumption, for any t ≥ T we have
d
dt
Γ−pi
3
,ω(t) ≤
(
2M
R0
+
√
2K
R0
√
M +Kµ+Kε+M −KR0
4
)
×
[(
B˜+,ω(t)
)2
+
(
B˜−,ω(t)
)2]− 1
4
KR0Γ
−
pi
3
,ω(t)
=
KR0
2
(
2M
KR0
+
4
K
M
R20
+
2
√
2
R0
√
R0
√
M
K
+ µ+ ε− 1
2
)
×
[(
B˜+,ω(t)
)2
+
(
B˜−,ω(t)
)2]− 1
4
KR0Γ
−
pi
3
,ω(t)
≤ −1
4
KR0Γ
−
pi
3
,ω(t),
where we used (E.1). Then, Gronwall’s lemma yields the desired exponential
decay:
Γ−pi
3
,ω(t) ≤ e−
KR0
4
(t−T )Γ−pi
3
,ω(T ), t ∈ [T,∞).
On the other hand for t ∈ [T,∞) we have∫∫
L−pi
3
(t)×R
|f |2 dθdω
=
∫
R
g2(ω)
∫
L−pi
3
(t)
|%|2 dθdω =
∫
R
g2(ω)Γ−pi
3
,ω(t) dω
≤ e−KR(0)4 (t−T )
∫
R
g2(ω)Γ−pi
3
,ω(T ) dω = e
−KR(0)
4
(t−T )
∫∫
L−pi
3
(T )×R
|f(T )|2 dθdω.
Thus, we obtain the estimate (6.21). The second estimate in (6.21) is a con-
sequence of the first inequality in (6.21) and Cauchy-Schwarz inequality.
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F Dynamics of the Kuramoto-Sakaguchi vector field
In this section, we study analytical properties of integral curves for the
Kuramoto-Sakaguchi vector field X defined by
X(θ, ω, t) :=
(
ω −KR(t) sin(θ − φ(t)), 0, 1
)
. (F.1)
Before we study several properties of the integral curves associated with (F.1),
we briefly discuss well-posedness of an autonomous ODE. In the sequel, we
assume that Tκ is a positive constant satisfying
R > κ in [Tκ,∞) and R > R in [0,∞), (F.2)
for some positive constants R and κ.
It follows from Lemma 5.3 and 6.2 that X is Lipschitz in the given
domain. Recall from (H4) just before Proposition 6.1 that
εκ =
κ+ 1
κ2
M
K
+
(1− κ)
κ
< 1. (F.3)
Under the assumptions (H1)− (H4), by Proposition 6.2, there exists κ satis-
fying (F.3) and (F.2) for some Tκ.
We study properties of the integral curves for (F.1) which have been
used in the proof of Theorem 3.3.
For a given (θ∗, ω∗) in T × [−M,M ] and t∗ in [Tκ,∞), let (θ(t) :=
(θ(t; t∗, θ∗, ω∗), ω(t) := ω(t; t∗, θ∗, ω∗)) be a characteristic curve of (2.15), i.e.,
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it is a solution to the Cauchy problem for the following ODE:θ˙(t) = ω(t)−KR sin(θ(t)− φ(t)), ω˙(t) = 0, t > Tκ,(θ(t∗), ω(t∗)) = (θ∗, ω∗). (F.4)
Since the vector field X is Lipschitz and T× [−M,M ] is compact, by Cauchy
Lipschitz theorem, characteristics (θ(t), ω(t)) exists globally and is unique.
Below, we will study how the inner product between eiθ(t) and eiφ(t) can be
controlled from above by the solution of an autonomous first order ODE. For
this, we first define a barrier.
Definition F.1. (Barrier) For (t∗, p∗) satisfying
t∗ ∈ [Tκ,∞) and −
√
1− ε2κ ≤ p∗ ≤
√
1− ε2κ,
the map p:
p : [Tκ, t
∗]→ (−1, 1),
is said to be a barrier through p∗ at t∗ if it satisfies
p(t∗) = p∗, and p˙ = κK
(√
1− p2 − εκ
)√
1− p2. (F.5)
Since the right-hand side of (F.5) is not Lipscthiz at |p| = 1, uniqueness
is not clear a priori. However, it can be shown that there exists a unique such
map p = p(t).
Lemma F.1. Suppose that supp g ⊂ [−M,M ], and p∗, t∗ are positive con-
stants satisfying
−
√
1− ε2κ ≤ p∗ ≤
√
1− ε2κ, t∗ ≥ Tκ. (F.6)
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Then, the barrier p = p(t) through p∗ at t∗ is unique and satisfies
−
√
1− ε2κ ≤ p(t) ≤
√
1− ε2κ, for all t.
Proof. Let ε > 0 be a positive constant satisfying
√
1− ε2κ + ε < 1.
Recall Fκ defined in (??):
Fκ(q) := κK(
√
1− q2 − εκ)
√
1− q2, q ∈ [−1, 1].
Choose a Lipschitz function F˜κ compactly supported on (−1, 1) that coincides
with Fκ in [−
√
1− ε2κ,
√
1− ε2κ]. Since F˜κ has compact support, it follows
from Cauchy-Lipschitz theorem that the equation
q˙ = F˜κ(q),
has a unique solution. Moreover, since
q1(t) = −
√
1− ε2κ and q2(t) =
√
1− ε2κ,
are solutions, uniqueness of ODE implies that any solution satisfying
−
√
1− ε2κ ≤ q(t∗) ≤
√
1− ε2κ,
satisfies
−
√
1− ε2κ ≤ q(t) ≤
√
1− ε2κ, for all t.
This complete the proof.
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Next we study a quantitative growth estimate to be used in Corollary
F.2.
Lemma F.2. Let p∗, ε, and t∗ be positive constants satisfying
0 < ε <
√
1− ε2κ, p∗ =
√
1− ε2κ − ε, D(ε, κ) < t∗ − Tκ. (F.7)
Then, there exists a unique constant d < D(ε, κ) such that the barrier p through
p∗ at t∗ satisfies
p(t∗ − d) = −
√
1− ε2κ + ε,
Here, D(ε, κ) =
2(
√
1−ε2κ−ε)
Fκ(
√
1−ε2κ−ε)
as given in (??)
Proof. It follows from Lemma F.1 that we have
−
√
1− εκ2 < p(t) <
√
1− εκ2, for all t.
Since
p˙ = Fκ(p) ≥ Fκ
(√
1− ε2κ − ε
)
> 0,
whenever p is contained in the interval[
−
√
1− ε2κ + ε,
√
1− ε2κ − ε
]
,
there exist a unique d such that
p(t∗ − d) = −
√
1− ε2κ + ε. (F.8)
Then, we have
p(t∗)− p(t∗− d) =
∫ t∗
t∗−d
p˙ dt ≥
∫ t∗
t∗−d
Fκ
(√
1− ε2κ− ε
)
dt = Fκ
(√
1− ε2κ− ε
)
d.
125
This yields
d <
p(t∗)− p(t∗ − d)
Fκ
(√
1− ε2κ − ε
) ,
and the desired estimate follows from (F.7) and (F.8).
Lemma F.3. Let t∗, θ∗, ω∗ and p∗ be constants satisfying
p∗ ∈ [−√1− ε2κ,√1− ε2κ], ω∗ ∈ [−M,M ], t∗ ≥ Tκ
and cos(θ∗ − φ(t∗)) ≤ p∗.
Then, the characteristics (θ(t), ω(t)) through (θ∗, ω∗) at t∗ satisfies
cos(θ(t)− φ(t)) ≤ p(t) ∀t ∈ [Tκ, t∗],
where p is the barrier through p∗ at t∗.
Proof. Let P : [Tκ, t
∗]→ [−1, 1] be defined by the following relation:
P (t) := cos(θ(t)− φ(t)).
It follows from (F.4) and Lemma 5.2 that for [Tκ, t
∗],
P˙ (t) = −(θ˙(t)− φ˙(t)) sin(θ(t)− φ(t))
= −(ω(t)−KR(t) sin(θ(t)− φ(t))− φ˙(t)) sin(θ(t)− φ(t))
= KR(t) sin2(θ(t)− φ(t)) + [φ˙(t)− ω(t)] sin(θ(t)− φ(t))
= KR(t)−KR(t) cos2(θ(t)− φ(t)) + [φ˙(t)− ω(t)] sin(θ(t)− φ(t))
≥ KR(t)(1− cos2(θ(t)− φ(t)))− (|φ˙(t)|+M)√1− cos2(θ(t)− φ(t))
> Kκ
(
1− |P (t)|2)− [(1 + 1
κ
)
M +K(1− κ)
]√
1− |P (t)|2,
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where we used (5.17) and (F.2) in the last line. Thus, we have
P˙ > Kκ(
√
(1− P 2)− εκ)
√
1− P 2. (F.9)
Thus, since P (t∗) ≤ p∗, the desired result follows from (F.5), (F.9) and Lemma
F.1.
As a direct application of Lemma F.3, we have the following two corol-
laries.
Corollary F.1. Let δ, θ∗, ω∗, and t∗ be positive constants such that
0 < δ <
√
1− ε2κ, ω∗ ∈ [−M,M ], t∗ ≥ Tκ and cos(θ∗ − φ(t∗)) ≤ −δ.
Then, the characteristics (θ(t), ω(t)) through (θ∗, ω∗) at t∗ satisfies
cos(θ(t)− φ(t)) ≤ −δ, ∀t ∈ [Tκ, t∗].
Proof. Let p be the barrier through −δ at t∗. By Lemma F.1 and (F.5), we
have that p is nondecreasing, and since
cos(θ(t∗)− φ(t∗)) ≤ p(t∗) = −δ,
the desired result follows from Lemma F.3 using −δ = −p∗.
Corollary F.2. Let ε, θ∗, ω∗, and t∗ be positive constants satisfying
0 < ε <
√
1− ε2κ, D(ε, κ) < t∗ − Tκ, ω∗ ∈ [−M,M ],
and cos(θ∗ − φ(t∗)) ≤
√
1− ε2κ − ε.
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Then, there exists a positive constant d satisfying
d < D(ε, κ) and cos(θ(t∗ − d)− φ(t∗ − d)) ≤ −
√
1− ε2κ + ε.
where D(ε, κ) is a positive constant defined in (??), and (θ(t), ω(t)) is the
characteristics passing through (θ∗, ω∗) at t∗.
Proof. Let p be the barrier through
√
1− ε2κ−ε at t∗. By Lemma F.3, we have
cos(θ(t)− φ(t)) ≤ p(t), t ∈ [Tκ, t∗],
and the desired result follows by (F.8).
G Weak Kam structure for kinetic equations
The objective of this appendix is to introduce a heuristic framework
in which several kinetic equation have a formal weak KAM structure. The
finite dimensional version of this structure is described in section 1.4 of the
introduction. We begin by adapting the action functionals in the space of
paths of measures, to phase space. In d dimensions a point in phase space is
given by a couple (x, v) ∈ Rd ×Rd. A delta measure centered at a given point
(x, v) represents a particle having position x and velocity v. Hence, if the map
t → (x(t), v(t)) represents the motion of a real particle, then we must have
x˙(t) = v(t). When we consider a curve of measures t→ ft having velocity field
t→ vt = (vt,x, vt,v), i.e.
∂tf = −divx(fvt,x)− divv(fvt,v),
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and minimizing our action functionals, we would like that any integral curve
t→ (x(t), v(t)), corresponding to the flow induced by vt, satisfies the condition
x˙ = v(t). That is, we want the curve of measures t→ ft to represent the motion
of real particles in phase space. We will achieve this by using a penalization
argument . We describe such argument in the general setting of the tangent
space to a Riemannian manifold (M, g). This will allow us to consider a bigger
family of equations and include the Cucker-Smale model, the stochastic Vicsek
model, and the Kuramoto-Sakaguchi equation (see sections 1.4 and 5 of the
introduction, there we explain how such heuristic framework helped us achieve
or concentration result in Theorem 3.3 of chapter 5).
G.1 Penalized action functionals
Let (M, g) be a Riemannian manifold and let W be a vector field in M .
For each x ∈ M we let F(x) be a closed, convex set in TxM. Additionally, let
Λ be a positive number and µ and ν be measures in P(M). We consider the
problem of minimizing.∫ τ
0
∫ [
1
2
|vt|2 +W · vt + Λ
2
inf
w∈F(x)
| vt − w |2
]
ρt dxdt, (G.10)
among all measured valued maps t→ ρt and vector fields t→ vt from [0, τ ] to
P2(M) such that ρ0 dx = µ, ρτ dx = ν, and
d
dt
∫
ζρ dx =
∫
∇ζvtρt dx ∀ζ ∈ C∞(M) and ∀t ∈ [0, τ ]. (G.11)
Here, all the norms, inner products, gradients and divergences will be taken
with respect to g. Additionally, We assume the assignation x → F(x), is well
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behaved. By this we mean that the map P : TM → TM, given by
P (x, v) =
(
x, argminw∈F(x)
1
2
| v − w |2
)
,
is differentiable.
G.2 Non-coercive Hamiltonians
To understand minimizers of (G.10) when Λ→∞, it will be convenient
to compute the Hamiltonian associated with the Lagrangian
L(x, v) =
1
2
|v|2 +W · v + Λ
2
inf
w∈F(x)
| v − w |2 .
For this purpose we note that if H is the Hamiltonian associated with L, then
H(x, p) = sup
v
pv − 1
2
v2 −W · v − Λ
2
inf
w∈F(x)
(
v − w)2
= sup
v
sup
w∈F(x)
pv − 1
2
v2 −W · v − Λ
2
inf | v − w |2
= sup
w∈F(x)
sup
v
pv − 1
2
v2 −W · v − Λ
2
| v − w |2
= sup
w∈F(x)
p
p−W + Λw
1 + Λ
− 1
2
∣∣∣∣p−W + Λw1 + Λ
∣∣∣∣2 −W · p−W + Λw1 + Λ
−
∣∣∣∣p−W + Λw1 + Λ − w
∣∣∣∣2.
(G.12)
Here, we have used the relationships
p = vp +W + Λ(vp − w),
and
vp =
p−W + Λw
1 + Λ
, (G.13)
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where for each p, vp is the element in TxM maximizing
v → pv − 1
2
v2 −W · v − Λ
2
inf
w∈F(x)
(
v − w)2.
Now, when we let Λ→∞ in (G.12), we obtain, H → H, where
H(x, p) = sup
w∈F(x)
pw − 1
2
|w|2 − w ·W
=
1
2
|p−W |2 + sup
w∈F(x)
−| p−W − w |
2
2
=
1
2
|p−W |2 − inf
w∈F(x)
| p−W − w |2
2
=
1
2
|p−W |2 − | p−W − P (x, p−W ) |
2
2
= pP (x, p−W )− P (x, p−W ) ·W − 1
2
| P (x, p−W ) |2 .
Then,
L(x, v) = sup
p
pv − pP (x, p−W )− P (x, p−W ) ·W + 1
2
| P (x, p−W ) |2
=
{
1
2
| P (x, p−W ) |2 −P (x, p−W ) ·W if P (x, p−W ) = v,
∞ otherwise.
Consequently, if L(x, v) is finite and v and p are conjugates via the Legendre
transform (see section 1.4 and relationship (G.13)), then we must have
v = P (x, p−W ).
Here, we are abusing notation to regard the covector p as a vector. To do this
we are using the canonical isomorphism between TM∗ and TM induced by g.
From now on we will adopt this convention.
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G.3 Optimal velocity fields as an infinite dimensional Legendre
transform
Suppose the curve t → ρt with velocity field t → vt, is a minimizer of (G.10)
and fix t ≥ 0. As in section 2.2 of the introduction, we note that if t → vt, ρt
satisfies constraint (G.11), so does vt + sA, provided div(Aρt) = 0. Conse-
quently, by minimality we must have
0 =
d
ds
∣∣∣∣
s=0
∫ [
L(x, vt + sA)
]
ρt dx =
∫
∇vL(x, vt)A dx.
Since this hold for anyA with the property that div(Aρt) = 0, by the Helmholtz-
Hodge Theorem there exists ∇ϕt with the property that
∇vL(x, vt) = ∇ϕt. (G.14)
Using Legendre duality we conclude
∇pH(x,∇ϕt) = vt.
As Λ→∞, the discussion of the previous section yields
vt = P (x,∇ϕt −W ).
In the case where F(x) is a subspace, this is just the orthogonal projection of
∇ϕt −W into F(x).
Relationship (G.14) can be regarded as an infinite dimensional Legendre trans-
form. Indeed, in finite dimensions, if vp is the Legendre conjugate of p then,
vp = argmaxv pv − L(x, v).
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On the other hand, when we use the formal Riemannian structure of Felix
Otto, with
TρP2(M) =
{
∇ϕ :
∫
|∇ϕ|2ρ dx <∞
}L2(ρ)
and we consider the Legendre conjugate of a covector ∇ϕ we maximize
ω →
∫
∇ϕ∇ωρ dx−
∫
L(x,∇ω)ρ dx.
If ω is a maximizer of the above map, then we must have that for any function
α,
0 =
d
ds
∫
∇ϕ∇(ω + sα)ρ dx−
∫
L(x,∇(ω + sα))ρ dx
=
∫
∇ϕ∇αρ dx−
∫
∇vL(x,∇ω)∇αρ dx.
Since α was arbitrary, we must have
∇ϕ = ∇vL(x,∇ω),
which is equivalent to (G.14).
G.4 Extremals of the action
In this section, we show a heuristic argument that characterizes mini-
mizers of (G.10) and their limiting properties as Λ→∞. The main idea is to
generalize the techniques of section 3 of the introduction to compute the first
variation of paths in P2(M) minimizing (G.10). Let t→ ρt, be a minimizer of
(G.10), and let t→ ϕt be the potential generating the corresponding optimal
velocity field indexed in [0, τ ] as described in the previous section so that
d
dt
∫
ζρt dx =
∫
∇ζ∇pH(x,∇ϕt)ρt dx ∀ζ ∈ C∞(M) and ∀t ∈ [0, τ ].
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(see section 5.2.3).
We will we show that t→ ϕt, satisfies
∂tϕt +H(x,∇ϕt) = 0 in [0, τ ],
Here, H is the Hamiltonian corresponding to the Lagrangian
L(x, v) =
1
2
|v|2 + v ·W + Λ
2
inf
w∈F(x)
| v − w |2 .
Hence, by the discussion Section (G.2), we get that when Λ→∞, minimizers
satisfy
∂tϕ+∇ϕP (x,∇ϕ−W )−W · P (x,∇ϕ−W )− 1
2
| P (x,∇ϕ−W ) |2= 0,
and
d
dt
∫
ζρt dx =
∫
∇ζP (x,∇ϕ−W )ρt dx ∀ζ ∈ C∞(M) and a.e t in [0, τ ].
In order to see this, we perturb such minimizers by building a vector field along
the minimizing path, (as we did in section 3 of the introduction). That is, for
each t in [0, τ ] we consider a potential ωt and the vector field ∇ωt induced by
it. We require ωt to be identically 0 in the complement of a compact subset
of (0, τ), so that the variation fixes the end points of the optimal path.
Indeed, for each s, we let t→ ρt,s and t→ ∇pH(x,∇ϕt,s) satisfy
d
dt
∫
ζρt,sdx =
∫
∇ζ∇pH(x,∇ϕt,s)ρt,sdx ∀ζ ∈ C∞(M),
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and
d
ds
∣∣∣∣
s=0
∫
ζρt,sdx =
∫
∇ζ∇ωtρt,sdx ∀ζ ∈ C∞(M).
Then, by minimality of the path t→ ρt, when s = 0, we must have
0 =
d
ds
∫ τ
0
∫
L(x,∇pH(x,∇ϕt,s)ρt,s dx
=
∫ τ
0
[ ∫
∇vL(x,∇pH(x,∇ϕt,s))∂s∇pH(x,∇ϕt,s)ρt,s dx
+
∫
L(x,∇pH(x,∇ϕt,s))∂sρt,s dx
]
dt
=
∫ τ
0
[ ∫
∇ϕt,s∂s∇pH(x,∇ϕt,s)ρt,s dx
+
∫
L(x,∇pH(x,∇ϕt,s))∂sρt,s dx
]
dt
= −
∫ τ
0
[ ∫
∇∂sϕt,s∇pH(x,∇ϕt,s)ρt,s dx
+
d
ds
∫
∇ϕt,s∇pH(x,∇ϕt,s)ρt,s dx
−
∫
∇ϕt,s∇pH(x,∇ϕt,s)∂sρt,s dx
+
∫
L(x,∇pH(x,∇ϕt,s))∂sρt,s dx
]
dt
=
∫ τ
0
[ ∫
−∂sϕt,s∂tρt,s dx
+
d
ds
∫
ϕt,s∂tρt,s dx−
∫
H(x,∇ϕt,s)∂sρt,s dx
]
dt
=
∫ τ
0
[
ϕt,s∂tsρt,s dx−
∫
H(x,∇ϕt,s)∂sρt,s dx
]
dt
= −
∫ τ
0
(
∂tϕt,s +H(x,∇ϕt,s)
)
∂sρt,s dx dt
= −
∫ τ
0
∫ [
∇ωt∇[∂tϕt +H(x,∇ϕt)]ρt dx
]
dt.
Since t→ ωt was arbitrary, the desired result follows.
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G.5 Minimizing movement scheme of the entropy
In this section, we consider an infinite dimensional variant of the method
described in section 1.5 of the introduction to build calibrated curves of a KAM
function starting at a point x0. By doing this, in the next section, we will be
able to regard a large family of kinetic equations as calibrated curves of KAM
functions.
Let ρ0 be a probability density in P2(M). We provide a heuristic argument to
characterize minimizers of
{ρt}t∈[0,τ ] →
∫ τ
0
1
2
∫ [
|vt|2 +W · vt + Λ
2
inf
ω∈F(x)
|vt − ω|2
]
ρt dxdt, (G.15)
as well as their properties when Λ→∞. Here, the vector fields t→ vt satisfy
constraint (G.11) and ρτ is a free parameter in the minimization.
In section G.3, we saw that any optimal velocity field has, for each t in [0, τ ],
a function ϕt such that
vt = ∇pH(x,∇ϕt).
In section G.4, we found that any potential t→ ϕt corresponding to an optimal
path satisfies
∂tϕ+H(x,∇ϕt) = 0,
and
d
dt
∫
ζρtdx =
∫
∇ζ∇pH(x,∇ϕt)ρt dx ∀ζ ∈ C∞(M) and ∀t ∈ [0, τ ].
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In this section, we will show that minimizers of (G.15) satisfy
ϕτ = − log ρτ − 1 + c,
for some constant c.
We proceed by perturbing the path t → ρt, in the same way as the previous
section. Let t → ∇pH(x,∇ϕt) be the optimal velocity field associated to the
optimal paths (see section G.3). For each t we choose a function ωt. We require
these function to be identically 0 in the complement of a compact subset of
(0, τ ]. This generates for each s a path t → ρt,s, as in section G.4, with the
difference that the end point ρτ,s is free.
0 =
d
ds
∫
ρτ,s log ρτ,s dx+
∫ τ
0
∫
L(x,∇pH(∇ϕt,s)ρt,s dxdt
=
∫
(log ρτ,s + 1)∂sρh,s dx
+
∫
ϕ∂tsρt,sdx−
∫ 1
0
H(x,∇ϕt,s)∂sρt,s dx
=
∫
(log ρτ,s + 1 + ϕτ )∂sρτ,s dx
=
∫
∇(log ρτ,s + 1 + ϕτ )∇ωτρτ,s dx.
(Here, in the second equality we have integrated by parts in t and used the
fact that by construction ∂sϕ0,s = ∂sρ0,s = 0.)
Since ωτ was arbitrary, the desired result follows.
137
G.6 Examples
The Cucker-Smale model
We let (M, g) = Rd×Rd, with the standard product metric. Addition-
ally, we set W = 0, F(x, v) = {v} × Rd ⊂ T(x,v)(Rd × Rd). Then, by section
G.3, when Λ→∞, we have
P
(
(x, v),∇ϕ) = (v,∇vϕ).
Hence, by section G.4, optimal paths satisfy
d
dt
∫
ζftdωdσ =
∫
∇ζP((x, v),∇ϕt)ft dωdσ
=
∫ [
v∇xζ +∇vζ∇vϕt]ft dωdσ,
for any ζ ∈ C∞(M) and
0 = ∂tϕ+∇ϕP (x,∇ϕ)− 1
2
| P (x,∇ϕ) |2
= ∂tϕ+ v · ∇xϕ+ 1
2
|∇vϕ|2 − 1
2
|v|2.
Then, proceeding as in section G.5 when one minimizes
{ft}t∈[0,τ) → 1
4
∫
ψ(|x− x∗|)|v − v∗|2fτ (x, v)fτ (x∗, v∗)dxdvdx∗dv∗
+
∫ τ
0
(∫
L(x, vt)ft dωdσ
)
dt,
with f0 fixed, one finds the optimality conditions
0 =
∫
(ϕτ − 1
4
∫
ψ(|x− x∗|)|v − v∗|2dx∗dv∗)∂sfτ,s dxdv
=
∫
∇(ϕτ +
∫
ψ(|x− x∗|)|v − v∗|2dx∗dv∗)∇ωτfτ,s dxdv.
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Thus,
ϕτ (x, v) = −1
2
∫
ψ(|x− x∗|)|v − v∗|2fτ (x∗, v∗) dx∗dv∗ + c,
for some constant c.
Consequently, when one follows the minimal movement scheme and lets Λ→
∞, one should obtain solutions to
∂tf = −div
(
fP
(
x,∇1
2
(
∫
ψ(|x− x∗|)|v − v∗|2dx∗dv∗)))
= −divx
(
vf
)−Kdivv(f∇v 1
2
∫
ψ(|x− x∗|)|v − v∗|2dx∗dv∗)
= −divx
(
vf
)−Kdivv(fFa(f)),
where
Fa(f) =
∫
ψ(|x− x∗|)(v∗ − v)f dx∗dv∗.
Stochastic Vicsek model
We let (M, g) = Rd × Sd−1 with the standard product metric. Addi-
tionally, we set W = 0 and F(x, ω) = {ω} × {TωSd−1} ⊂ T(x,ω)(Rd × Sd−1).
Then, by section G.3, when Λ→∞ we have
P (x,∇ϕ) = (ω,∇ωϕ).
Here, ∇ω denotes the gradient in Sd−1 with the standard metric.
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Hence, by section G.4, optimal paths satisfy
d
dt
∫
ζft dxdω =
∫
∇ζP (x,∇ϕt)ft dxdω =
∫
∇xζωft dxdv
+
∫
∇ωζ∇ωϕtft dxdv
∀ζ ∈ C∞(M),
and
0 = ∂tϕ+∇ϕP (x,∇ϕ)− 1
2
| P (x,∇ϕ) |2= ∂tϕ+ ω · ∇xϕ+ 1
2
| ∇ωϕ |2 −1
2
.
Then, proceeding as in section G.5 when one minimizes
{ft}t∈[0,τ) →
∫ (
fτ log fτ− | Jfτ (x) |
)
dxdv +
∫ τ
0
(∫
L(x, vt)ftdvdω
)
dt,
with f0 fixed, one finds the optimality condition
0 =
∫
(ϕτ + log fτ + 1− ω · Ωfτ (x))∂sfτ,sdvdω
=
∫
∇ωτ∇(ϕτ + log fτ + 1− ω · Ωfτ (x))dvdω.
Here
Jf (x) =
∫
ωf(x, ω)dω,
and
Ωf (x) =
Jf (x)
| Jf (x) | .
Thus,
ϕτ = − log fτ
eω·Ωfτ
+ c,
for some constant c.
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Consequently, when one follows the minimal movement scheme and lets Λ→
∞, one should obtain solutions to
∂tf = −div(fP (x,−∇ log fτ
eω·Ωfτ
))
= −divx(ωf) + divω
(
f∇ log f
eω·Ωf
)
= −divx(ωf) + ∆ωf − divω(f∇ωω · Ωf ).
Kuramoto Synchronization model
We let (M, g) = R×S1, with the standard product metric. Additionally,
we set W (ω, σ) = (0,−ωσ⊥) ∈ T(ω,σ)(R × S1), F(ω, σ) = {0} × {TσS1} ⊂
T(ω,σ)(R× S1). Then, by section G.3, when Λ→∞, we have
P (x,∇ϕ) = (0,∇σϕ).
Here, ∇σ denotes the gradient in S1 with the standard metric.
Hence, by section G.4, optimal paths satisfy
d
dt
∫
ζftdωdσ =
∫
∇ζP(x,∇ϕt + (0, ωσ⊥))ft dωdσ
=
∫
∇σζ · [ωσ⊥ +∇σϕ
]
ft dωdσ,
and
0 = ∂tϕ+∇ϕP (x,∇ϕ+ (0, ωσ⊥)) + (0, ωσ⊥) · P (x,∇ϕ+ (0, ωσ⊥))
− 1
2
| P (x,∇ϕ+ (0, ωσ⊥)) |2
= ∂tϕ+
1
2
|∇σϕ|2 + ωσ⊥ · ∇σϕ+ 1
2
ω2,
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for any ζ ∈ C∞(M) and t in [0,∞).
Then, proceeding as in section G.5 when one minimizes
{ft}t∈[0,τ) → K
2
(
1− |Jfτ |2
)
+
∫ τ
0
(∫
L(x, vt)ft dωdσ
)
dt,
with f0 fixed, one finds the optimality condition
0 =
∫
(ϕτ −Kσ · Jf )∂sfτ,s dωdσ
=
∫
∇(ϕτ −Kσ · Jfτ )∇ωτfτ dωdσ.
Here,
Jf (x) =
∫
σf(σ, ω) dσdω,
Thus,
ϕτ = Kσ · Jfτ + c,
for some constant c.
Consequently, when one follows the minimal movement scheme and lets Λ→
∞, one should obtain solutions to
∂tf = −div(fP (x,K∇σ · Jfτ + (0, ωσ⊥)))
= −Kdivσ
(
f∇σσ · Jfτ
)−Kdivσ(fωσ⊥),
which is the Kuramoto Sakaguchi equation in R× S1.
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