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1. Resumen extendido
Cada vez son más frecuentes las aplicaciones donde el tiempo juega un rol importante. Por ejemplo
en: protocolos de comunicación; controladores de robots, de comandos de aviones, de pasos a nivel
de trenes, de procesos industriales automatizados y de dispositivos electrónicos (o electro-
mecánicos); aplicaciones multimedia y de internet; entre otras. En general éstas son aplicaciones
críticas, en las cuales una falla o mal funcionamiento pueden acarrear consecuencias graves, tales
como poner en juego vidas humanas y/o grandes inversiones económicas. El comportamiento de
estos sistemas, llamados sistemas de tiempo real, no está determinado únicamente por la sucesión
de acciones que se ejecutan, sino también por el momento en que las mismas ocurren y son
procesadas. El tiempo de ejecución es “el” parámetro fundamental en el comportamiento de esta
clase de sistemas y una gran parte, quizás la más importante, de los requerimientos de los mismos
son temporales: “tal acción debe ejecutarse en un lapso de tiempo determinado”, “el tiempo
transcurrido entre dos eventos o señales debe estar acotado por un valor constante”, etc.
Para el análisis de sistemas reactivos y de tiempo real dos importantes enfoques formales se
destacan: la verificación de modelos, o model checking [1, 2, 3, 4, 5, 6, 7, 8], y el análisis deductivo
basado en asistentes de pruebas (por ejemplo, [9, 10, 11, 12, 13]). El primer enfoque se caracteriza
por la automaticidad pero presenta dificultades al tratar con sistemas que involucran un gran
número de estados o donde se tienen parámetros variables, no acotados. El segundo permite tratar
con sistemas arbitrarios pero requiere la interacción del usuario.
Esta investigación explora una metodología de trabajo que permita compatibilizar el uso de un
verificador de modelos como Kronos [14] y el asistente de pruebas Coq –basado en una teoría
constructiva de tipos– [15] en el análisis de sistemas de tiempo real. Para ello se formalizan grafos
(autómatas) temporizados [2, 16, 17] y la lógica TCTL [2, 3, 18] (y su restricción CTL [1, 19] para
sistemas reactivos) en el cálculo de construcciones inductivas [20] y co-inductivas [21, 22] de Coq,
a fin de disponer de lenguajes de especificación y análisis comunes a ambas herramientas. Los
grafos permiten describir los sistemas, mientras que la lógica se usa para especificar requerimientos
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temporales. Kronos permite verificar automáticamente si un grafo temporizado satisface una
fórmula TCTL, siempre que los parámetros del sistema sean valores constantes. El análisis
deductivo permite trabajar con parámetros variables y de esta manera verificar sistemas más
generales. En este contexto, a las ventajas tradicionales1 del enfoque deductivo respecto de la
verificación automática se suma una muy importante: la posibilidad de realizar síntesis de
programas a partir de una formalización en teoría de tipos. Esta es una línea que no es explotada en
el presente trabajo pero que justifica aún más el interés de esta experiencia.
Una parte importante del trabajo está dedicada a estudiar cómo razonar deductivamente en Coq
sobre sistemas de tiempo real, evaluando la utilidad de tipos inductivos y la necesidad de tipos co-
inductivos, asumiendo inicialmente un modelo de tiempo discreto. Se incluyen algunas definiciones
alternativas para los operadores que permiten expresar invarianza y alcanzabilidad, con tipos
inductivos (bajo la noción de estados alcanzables) y co-inductivos (bajo la noción de trazas
–infinitas– de ejecución). Estos últimos necesarios para una descripción completa de todas las
fórmulas de las lógicas TCTL y CTL. Asimismo, se formulan y demuestran en Coq propiedades
generales de los operadores temporales que permiten simplificar ciertas pruebas (particularmente,
propiedades de invarianza y alcanzabilidad).
El trabajo define dos representaciones genéricas de grafos temporizados para la semántica de
tiempo discreto considerada, una de las cuales es extendida a tiempo continuo. Estas
representaciones permiten obtener sistemas como instancias particulares y simplifican el proceso de
definición de sistemas compuestos con el uso de un operador genérico de composición (evitando
definir la composición de dos o más grafos temporizados de forma particular cada vez).
Un especial énfasis es puesto en el análisis de un caso de estudio, considerado como benchmark
en diferentes trabajos: el control de un paso a nivel de tren (“ the railroad crossing example”  [3, 11,
13, 16, 23, 24, 25, 26, 27]). Este problema es utilizado para evaluar y validar algunas de las
formalizaciones propuestas [29]. A partir del análisis de un conjunto de invariantes del sistema –
que expresan propiedades cualitativas y cuantitativas temporales del sistema– se prueba la
propiedad de seguridad esencial del mismo (safety): “ si un tren está cruzando el paso a nivel, la
barrera está baja”  y la propiedad de liveness Non-Zeno que justifica la corrección temporal del
sistema. Las demostraciones son parametrizadas en un conjunto de restricciones entre los
parámetros del sistema, inicialmente considerados constantes y posteriormente generalizados a
variables sujetas a un conjunto de restricciones establecidas –deducidas a partir de las condiciones
de prueba de las propiedades que se decidieron preservar. De esta manera se generaliza la
especificación del sistema original considerado [16], que es tratable con un model checker sólo para
valores constantes de los parámetros.
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2. Esquema de la metodología de trabajo
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