Abstract-We present a unified formalism for multiagent networked control and estimation with scheduling, delays, and packet loss in the communication channels between the controller and distributed sensors and actuators. The modular framework is a combined construction of a stochastic jump linear system (JLS) description of the plant and network effects, a Kalman filterbased estimator, and packetized predictive control, a receding horizon optimization technique with buffering at the actuator. Integration of these elements enables the synthesis of a novel estimation technique that generalizes prior approaches for control and measurement packet loss to the case with schedules, delays, control buffering, and most importantly, delayed and lossy control packet acknowledgments (ACKs). The JLS framework allows a clean separation of jump variable estimation and a posteriori state estimation using a backup-and-rerun strategy, and can handle variable-length ACK histories for multiple independent control communication channels. Finally, we derive modified covariance priors for the filter that account for uncertainty in the control action applied at the vehicle when ACKs are not available and control buffers are used. Simulations with single vehicle and multivehicle systems demonstrate the methods and show the benefits of utilizing delayed and lossy ACKs.
traditional wireless communication systems, and fundamental challenges arise when feedback loops are closed over networks [3] . When communication resources are severely limited, communication constraints must be at the forefront of control design.
For multivehicle control applications, communication constraints can be abstracted to packet loss, rate limits (often handled via quantization of signals), scheduling, and delays. Interference-free time division multiple access (TDMA) scheduling is commonly used, and significant propagation delays can arise due to the physical communication medium as well as protocol considerations or relaying. The result is a multirate control system, where measurements arrive at the estimator at different times, and control arrives to an individual vehicle at different times [4] . Reliable transport can only be achieved at the expense of long delays, so stochastic packet loss complicates control design further. There are many tradeoffs in the design of the network protocol, from fundamental limitations at the physical layer to power and computation constraints on the mobile agents [5] . Optimization in this space is a subject of active research, and control systems must be prepared for schedule periods and propagation delays that are significant relative to the system dynamics.
As a motivating example, underwater acoustics are the preferred method of wireless underwater communication over significant distances, but fundamental limitations make communication difficult: limited and distance-dependent bandwidth, time-varying multipath propagation that makes decoding packets difficult, and the low speed of sound in water (1500 m/s) [6] . Missions of interest in the ocean include cooperative tracking and pursuit of targets such as animals [7] , or an oceanographic feature like a storm, a plume from an oil well, or underwater volcano eruption [8] . Success in these scenarios requires a communication system designed specifically for the constraints of acoustic communications. While RF wireless is not as severely constrained as acoustics in most cases, the dynamics of land and air robots are faster than that of marine vehicles and networked control remains important [9] .
Theoretical study of complex networked systems is challenging, and a work has been primarily focused on studying fundamental information-theoretic limits [10] , [11] and stability analysis [3] . Control and estimation synthesis methods aimed at performance have been developed for a variety of problem scenarios, such as packet loss in single all-or-none communication channels to and from the controller [12] , [13] , multirate control with no packet loss [4] , Markov jump linear systems (JLSs) with mode observations [14] , [15] , and combined scheduling, delays, and packet loss [16] , [17] . None of these works are able to handle two important features of practical systems: control constraints and lossy and/or delayed control packet acknowledgments (ACKs). Constrained predictive control with delays and no control ACKs is considered in [18] and [19] . We use concepts from these works, but additionally consider multiple communication channels, multirate scheduling, and the possibility of delayed ACKs.
In this paper, we develop a multivehicle networked estimation and control framework that handles the following:
1) deterministic TDMA scheduling and delays; 2) stochastic packet loss in multiple sensor and control links; 3) the possibility of delayed or missing control ACKs; 4) control constraints, and process and sensor noise. To the best of our knowledge, this is the first technique that integrates all of these aspects. The modular framework is a combined construction of a JLS description of the plant and network effects, a Kalman Filter-based estimator, and packetized predictive control (PPC) [20] , a technique that combines receding horizon optimization with buffering of control trajectories at the actuator. A diagram of the system built around this framework is shown in Fig. 1 , and we give an overview of our approach in Section II.
The first contribution of this paper is the JLS system description, which integrates the elements described earlier and provides a concise unifying framework. The second and primary contribution is a novel estimation technique that utilizes delayed and lossy control ACKs and generalizes prior approaches for lossy estimation to the case with schedules, delays, control buffering, and variable-length ACK histories. The JLS framework allows a clean separation of a jump variable estimation algorithm and a posteriori state estimation using a backup-and-rerun strategy. The third contribution is the derivation of modified covariance priors in the state estimator that account for uncertainty in the control action applied at the vehicle when ACKs are not available and control buffers are used. All three contributions are developed with multiagent systems in mind, but still provide value in the case of a single agent communicating with a distributed controller.
This paper is organized around the three contributions. We give an overview of our approach in Section II. Section III describes the JLS framework, and Section IV presents our estimation approach. The modified covariance priors are derived in Section V, and Section VI gives the simulation results with single-vehicle and multivehicle example systems that demonstrate the methods and show the benefits of using delayed and lossy ACKs. Finally, the conclusion is drawn in Section VII.
II. OVERVIEW OF APPROACH
We give background on two crucial elements to our approach and then list our major assumptions.
A. Model Predictive Control and Packetized Predictive Control
Constraints on inputs and states are important to model in real physical systems, yet they are not handled by conventional linear control techniques. Model predictive control (MPC) is a successful technique that involves explicit solution of a finite-horizon optimal control problem at each time step [21] . This allows significant flexibility in modeling at the cost of a tractable computation expense online. While a drawback of MPC is that the standard formulation assumes noiseless state feedback, the common certainty equivalence model predictive control approach of using a state estimator along with deterministic MPC has been shown to work well in practice [22] , [23] .
An MPC-based approach for stochastic packet-loss between the controller and actuator is called PPC [20] , where buffered control trajectories are used in the case of dropped packets. A receding-horizon optimal control problem is solved, and a trajectory of control commands is sent in each packet. This trajectory is stored in a buffer at the actuator (vehicle), and in the case that a new packet is not available at the next time step, the next control in the buffered trajectory is implemented (Fig. 2) . Since the communication protocol is time-synchronized, the actuator (vehicle) knows whether a packet was received or not (an implicit ACK is available).
B. Scheduling, Delays, ACKs, and the Dual Effect
Even if packets arrive successfully, control cannot be computed based on up-to-date information due to propagation delays. The measurement is old by the time it reaches a remote estimator separated by a communication link, and the control command does not reach the actuator, or vehicle, until after computation time plus propagation delay of the control packet; we call the sum of these delays the roundtrip delay. Scheduling introduces additional delays, and control commands may be computed and sent to different vehicles at different times and/or rates. This differs from conventional discrete-time control, where control is computed and applied immediately based on instantaneous measurements. The complex information flow described earlier heightens the importance of the dual effect, which arises when the estimator does not know whether control packets are received successfully at the actuator, and thus, the estimator priors are uncertain [24] . Delays exaggerate the dual effect, since estimation during the round trip delay must be performed using the model alone. When possible, control ACKs are used to resolve the ambiguity in the priors; however, this is not feasible in many practical scenarios. When ACKs are unavailable either due to dropped ACK packets, or while waiting for delayed ACKs, the dual effect must be considered.
Due to the dual effect, specific control actions appear in the estimator error covariance, and thus, the design of control and estimation cannot be separated. Theoretically, this problem has proved quite difficult [12] , and similar fundamental issues exist in MJLS control with no mode observations [25] , and state-based scheduling [26] . However, we believe that carefully developed techniques can bring value in practice, even if theoretical guarantees are still open areas of inquiry for systems of this complexity. As such, we consider estimator and controller design separately in our JLS framework, apart from the estimator's awareness of the PPC buffering strategy. We represent control packet success with a jump variable matrix, which allows abstraction of our treatment of the dual effect into two parts: an algorithm for estimating the jump variable using whatever ACK information is available, and a state estimator that uses the best information at the time.
C. Assumptions
The primary architectural assumption is a centralized controller communicating with distributed vehicles or agents. While scaling becomes a problem with large numbers of nodes, centralized vehicle networks are attractive for systems with moderate fleet sizes as they can utilize coupled system models in estimation and control, incorporate outside information, such as human input, weather models, and remote sensing [27] , and leverage efficient network protocols that take advantage of the known network structure [28] , [29] . In addition, centralized control limits risk due to the ability to track assets, which may help encourage adoption of multivehicle systems in traditionally conservative domains. We assume a predesigned periodic communication schedule. While eventand self-triggered control policies [30] can help limit unnecessary communications in situations where sparse or aperiodic measurements are used, these scheduling paradigms do not fit into our framework as we leverage knowledge of periodic schedules in our approach for handling communication losses.
We describe further assumptions of our framework in the following.
1) A deterministic and time-synchronized TDMA communication schedule is known by all vehicles; all vehicles have accurate clocks.
2) The system model is discretized with the TDMA slot length as the time step.
3) Packets are received correctly or dropped completely, e.g., error correction and detection is used. ACK messages include this information. 4) Computations (estimation and control) are negligible compared with the slot length. 5) Measurements are not quantized. 1 Many of these assumptions can be relaxed without loss of generality but with an increase in notational complexity.
III. JUMP LINEAR SYSTEM FRAMEWORK
This section provides a concise unifying framework for constrained control with scheduling, delays, and packet loss in multiple controller-to-actuator communication channels. We first describe the underlying system and the communication network model. Next, we formulate PPC in the context of the multivehicle system and network and, then, describe the unified jump system. We conclude with a description of MPC adjusted to handle multirate schedules. State estimation for this system is considered in Sections IV and V.
A. Underlying System
We consider a standard discrete-time LTI state-space system
where
Throughout this paper, we discuss vehicles as a natural application, but our framework models any general scenario with a coupled system and multiple distributed agents that can be controlled and take measurements. We assume that there are N v separate agents (e.g., vehicles), each with the same number of control inputs N u and measured outputs N y . The system may consist of the agents coupled with each other and/or the agents coupled to an external dynamic processcoupling may occur within A, B u , B w , and/or C. Process noise w may drive the agents as well as the external process. Thus, N x and N w are not necessarily based on N v directly, although in many straightforward cases they are.
We consider minimum and maximum allowed control values as the functions of time for each individual agent
where N is the length of the mission. Controls for all vehicles are computed using the coupled MPC optimization with trajectory horizon N H . We assume that the underlying system is controllable and observable when packets arrive successfully.
B. Flow of Information

1) Deterministic Schedules:
Propagation delays are modeled as an integer multiple of the time slot length, and transmissions occur at the start of a slot. Received packets are decoded before the beginning of the next slot.
A lower bound for TDMA slot length depends the time to encode, transmit, and decode the packet, guard times for transmissions, and expected propagation delays given the size of the vehicle deployment area. Longer slots can be used if lower duty cycles are desired for energy savings, although at the expense of a longer cycle and slower control system bandwidth. Dedicated schedule slots may be reserved for computation if computation time affects slot lengths considerably. If variable length packets or short slots are needed, the TDMA schedule can be constructed with a small fundamental slot length, and longer packets can use multiple slots.
In our development, we assume that delays are equal for all similar types of communication links (e.g., control delays to all vehicles are the same); however, different delays for each vehicle could be specified without loss of generality. In addition, we consider that all measurements (which can be vectors) to and from a single vehicle (denoted i ∈ 1, . . . , N v ) are contained in one packet; this assumption can easily be relaxed with more complicated notation. 2 Delays are described as follows. 1) τ c is the control delay.
2) τ m is the measurement delay.
3) τ a is the ACK delay. We model the deterministic control, measurement, and ACK packet scheduling policy with indicator variables (each for all
1, control packet is planned to be sent at step t 0, otherwise π i m (t) = 1, meas. packet is planned to be sent at step t 0, otherwise π i a (t) = 1, control ACK is planned to be sent at step t 0, otherwise.
Note that the time indices t refer to transmission at the start of a time slot, so that the packet will have arrived and been decoded at the beginning of the time slot τ c , τ m , or τ a steps in the future. We additionally define τ i ac as the time between a (planned) control packet reception and the transmission of the corresponding ACK. If π i c (t − τ c ) = 1, then a control packet was planned to be received at t, and an ACK is sent at t + τ i ac , i.e., π i a (t + τ i ac ) = 1. We assume periodic schedules, so τ i ac is a property of the schedule design (although in principle τ i ac could vary in time, assuming it is known at the vehicle and controller).
2) Schedule Examples: While many choices for schedules exist, we will describe four canonical scheduling paradigms for illustration, two of these will later be compared in simulation results.
The multiplexed (MX) schedule starts with the transmission of measurements from each vehicle to the controller, then ends with a single broadcast packet that contains control trajectories for all vehicles. The interleaved (IL) schedule is a round robin of two steps: first, the measurement is sent from a vehicle, and then a control packet is sent to that vehicle, which is repeated for all vehicles. The MX schedule clearly has a shorter cycle due to one control command slot versus N v , which can bring improvements in system bandwidth; a similar idea for energy-efficient decentralized control was proposed in [33] . However, for a given N H , the MX control packet includes N v times more control actions than the IL packet, making quantization more coarse for a given packet size. In addition to choice of MX or IL control packets, schedules vary depending on whether control ACKs are piggybacked with measurement packets, or sent in their own dedicated packet. A dedicated ACK packet may be more reliable and saves a small amount of space in the measurement packet, but dedicated ACK slots add to the cycle time. Examples of MX and IL schedules with all four of these options for two vehicles are shown in Fig. 3 .
Even with these simple schedule examples, it is clear that scheduling design involves complicated tradeoffs between quantization of control packets, overall length of schedule T s , ACK reliability, time between measurement and control, and time between control and ACKs.
3) Stochastic Packet-Loss: Similar to the deterministic schedule, we define (Bernoulli) indicator variables to indicate whether packets are successfully received
is received at step t 0, otherwise
is received at step t 0, otherwise.
We denote the probability of packet success in control channel i asᾱ i c , in measurement channel i asᾱ i m , and in control ACK channel i asᾱ i a . 3 Vectors for all vehicles are bold:
T , and similar for π m , π a , α c , α a , and α m .
New information is available only if a packet is scheduled and received correctly. A measurement taken at time t − τ m is available at the estimator at time t when π i
Similarly, a control ACK packet sent at time t − τ a is available at the estimator at time t when
A control packet sent at time t is available at the actuator (vehicle) at time t + τ c when π i c (t)α i c (t) = 1. We note that we have chosen Bernoulli variables over more general Markov models for simplicity, and also because this facilitates our analysis in Section V of the modified covariance priors in the state estimator that account for uncertainty in the control action applied at the vehicle when ACKs are not available. We formulate our general system using the MJLS framework before specifying Bernoulli variables in our analysis to hopefully support future extensions to more complex Markov network models in applications where data support their use, for example, via techniques based on [34] .
C. Packetized Predictive Control
We describe PPC in the context of control schedules, delays, and packet loss, before extending to the multivehicle JLS framework.
1) PPC for Control Schedules, Delays, and Packet Loss:
We propose a straightforward extension to the PPC concept where the combination of deterministic scheduling and stochastic packet loss determines the control to be implemented. This is especially useful when considering control constraints; the vehicle will still drive in the best (open-loop) manner in between packets.
Control sequences are computed when π c (t) = 1, and are designed to take effect at time t + τ c . We set the trajectory length for the control packet equal to the MPC prediction horizon, although the transmitted trajectory length can be shortened if desired. Control plans are set to dummy variables when they are not computed-the indicator variable for packet success takes the schedule into account and will not update the buffer state when no control is computed.
We describe the PPC buffer in the state-space form for a system with a single input, following [35] . First, we give some definitions.
scalar indicator variable to indicate when a control packet is received at vehicle i at time t.
2) u i (t) ∈ R 1 : control command for vehicle i to be executed at time t. 3) U i (t) ∈ R N H ×1 : vector containing the planned control trajectory for vehicle i 4) b i (t) ∈ R N H ×1 : buffer state for vehicle i . The PPC buffer evolves as
with e and M defined as follows:
If zero control is to be applied in the case that the buffer runs out, then m f = 0; this is the choice we use in our examples.
If the previous input is to be held, then m f = 1.
2) Multivehicle PPC:
Control is computed whenever max π c (t) = 1, i.e., whenever there is a planned control transmission to any vehicle at time t. A multivehicle system with the option for N u control inputs for each vehicle requires construction of some larger matrices. We use col to denote the column-stacking operator, ⊗ to denote the Kronecker product, and . * to denote the elementwise product of two vectors. 4 1)
stacked vector containing the planned control trajectory for vehicle i .
stacked vector of control trajectories for all vehicles/channels.
vector of all buffer states.
buffer shift matrix.
augmented selection matrix. The buffer state b(t) and control u(t) for all vehicles is updated with
D. Augmented System Dynamics
The system dynamics are augmented to include the PPC buffer. The augmented state vector X includes the system states x as well as the buffer b
The mixed time indices are used to keep the buffer state index consistent with the control actions, as in [20] . The underlying system has N x states, and the augmented system has N x + N v N H N u states due to the addition of the buffer. The system update is described in the form
Note that the A and B u matrices are time-varying with the jump matrix D c (t), which itself has a deterministic component (based on π c ) and a stochastic component (α c ).
The outputs are measurements and ACKs. With slight abuse of notation,ᾱ c (t − τ a ) is an array of ACKs sent from all
Note that each vehicle's ACK may correspond to a different control trajectory, depending on τ i ac . We definẽ α c (t) as the control packet success as known to the estimator. The output equation is given in
where, similar to D c for controls, we define jump matrices for the measurements and ACKs.
success matrix for all measurement channels, sent at
indicator matrix for all vehicles, sent at t − τ a . The measurement and ACK outputs are available to the estimator delayed by τ m and τ a , respectively. Measurement y(t − τ m ) arrives at the estimator at time t, according to the success matrix
is available at the estimator at time t.
E. Multirate MPC Formulation
The solution of the MPC optimization is complicated by the schedule and delays-control updates may not be scheduled for all vehicles at once. This requires some simple modifications to the standard MPC optimal control formulation.
As is standard with MPC, we compute control actions for a prediction horizon of N H steps, repeating the process with the new state estimate at each time step. The cost function considers a quadratic cost on states (which can be reformulated for any sort of output equation), and quadratic cost on control
where t = t + τ c (since the MPC computes the control action for time t + τ c at time t. The cost matrices Q and R can be made time-varying if desired. It is possible that partial control updates are to be sent at time t (e.g., the control schedule dictates that control packets will only be sent to a subset of vehicles this time step). In this case, control actions that will not be updated until future times (e.g., controls for vehicles that are scheduled for control updates later) are not new decision variablesthey are constrained to equal the actions that will be executed out of the corresponding buffers on those vehicles. For each vehicle, we compute p i , the number of time steps to use control priors within the MPC prediction, following
The MPC prediction uses the buffer estimateb t +τ c −1 (described in the Sections III-C and III-D) and p to constrain the control priors.
The multirate MPC optimization solved by the controller at time t = t + τ c is described by
We use a basic control quantization scheme: n q control levels in between u min and u max for each command of the trajectory, spaced linearly. While suboptimal, the simplest control quantization method is to solve the MPC optimization assuming no quantization, and then quantize the solution with a linear quantizer. Alternate methods for quantized MPC and vector quantization of trajectories exist (see [36] , [37] ); we leave integration of such methods for future work.
IV. ESTIMATION
We now consider the estimation for the JLS described in Section III. Our framework handles scheduling, delays, and packet loss in multiple communication channels from measurements to the estimator and from the controller to the actuators, as well as additive Gaussian process and measurement noise. We first give an overview of the elements of our estimation strategy. We then describe the Kalman filter in jump system form, a forward propagation step, and our novel approach for handling delayed and lossy control packet ACKs.
A. Estimation Overview
Our estimation approach is based on the Kalman filter. At time t, a measurement of the state at time t − τ m may be available, so the a posteriori estimatex(t − τ m |t − τ m ) is computed. Due to scheduling, losses, and delays, the information known at the estimator varies each step in a stochastic manner. The KF can easily handle intermittent measurements as well as time-varying system matrices [38] . The primary challenge is determining the correct control prior to use when there are control packet losses, control trajectory buffering, and delayed/lossy ACKs.
Due to the considerable timing complexity induced by the network, we choose to explicitly handle delays algorithmically, rather than implicitly define delayed states within the system model. Control computed at time t will be received at the vehicle and applied at time t + τ c . However, the estimate available at time t utilizes information up to t −τ m . To bridge this roundtrip delay between t −τ m and t +τ c , the estimate is propagated forward open loop to generate a prediction of the state at the time control will be applied. While there are no differences between estimation with no new measurements and open-loop propagation of the system model, we have chosen this split of KF and forward propagation for conceptual reasons-to keep the steps where an innovation may be performed separate from those where it can never be performed. We update the KF error covariance for the steps up to t − τ m , and do not propagate the covariance during the forward propagation (although this could be done if a robust MPC optimizer was making use of the estimation error).
In the case of delayed measurements, the KF runs in the standard recursive manner with a lag of τ m . If delayed ACKs are used (or if there are heterogeneous delays for measurements), then the KF operates using a backup-andrerun strategy. If information (such as a delayed ACK) arrives that can improve past state estimates, the KF is backed up to that time and run forward up to the time corresponding to the newest planned information (t − τ m ). A short history of a posteriori estimates, measurements, and computed controls are stored to facilitate this. We describe the specifics of the delayed/lossy ACK approach in Section IV-D.
B. KF in Jump System Form
We formulate the KF in jump system form using system (2), with W and V as the covariance matrices for process and measurement noise, respectively. The KF jump system depends onD c (t), which is an estimate of the success matrix D c (t) defined in Section III-C2.D c (t) is set in different ways depending on the availability of control ACKs (a process we describe earlier). GivenD c (t), the combination of the buffer and system states in the JLS form makes the KF prediction step straightforward-the usual matrix operations automatically ensure that the buffer is used properly for the control priors.
The
is the a posteriori state estimate andb(t) is the buffer estimate. The estimated buffer state is used when generating the state estimate priors, but is not updated with the KF innovation. The innovation updates only the system states; the error covariance P ∈ R N x ×N x describes the uncertainty of these states. The standard covariance prior P(t + 1|t) = A P(t|t)A T + W is modified by the methods of Section V. The Kalman gain L(t + 1) ∈ R (N v N y )×N x is computed in the usual way, with columns wiped out for missing measurements using D m (t +1)
The covariance update for P(t + 1|t + 1) is standard, using L(t + 1):
The overall jump system form of the KF is described by
wherẽ
The KF updates each time step to generate the a posteriori estimate of the system state for the time that the most recently planned-to-be-received measurement was taken-e.g., at each step t, the estimator updatesx(t − τ m |t − τ m ). Since this measurement may or may not have arrived successfully, the KF updates based on whatever information are available.
C. Forward Propagation for Control Computation
If control is to be computed and sent at time t, it will arrive and be applied at time t + τ c . The state estimate input to the MPC solver must be for time t + τ c . Since the most up-todate a posteriori estimate at time t isx(t − τ m |t − τ m ), the system is run forward open loop based on the current estimated control buffer [and estimated jump variablesD c (t − τ m ) tô D c (t + τ c − 1)]. This generatesX(t + τ c |t − τ m ), which is passed to the MPC solver.
The forward propagation is described by 5 
D. Delayed and Lossy Acknowledgments
Different information patterns regarding control ACKs affect the jump variableD c (t) used in estimation. ACKs may be available immediately (not usually a practical option) or delayed, and may be lost with some probability. The KF framework described earlier operates under the assumption that the best information available has been incorporated intoD c . In this section, we discuss how to setD c in different scenarios, and how to modify the KF to use a backup-and-rerun strategy to handle delayed ACKs. The algorithm described in this section leverages the notation and framework developed in the Section II, and represents the primary contribution of this paper.
1) Setting Jump VariableD c (t):
The goal when setting the jump variableD c (t) is to exploit all control information available at the estimator. When immediate, lossless ACKs are available, this is simple: the jump variableD c (t) is equal to the true D c (t). When dealing with missing ACKs (either lost ACK packets, or no planned ACKs), we formulate the estimator priors based on the expected value of the control action. This follows from the approach for zero control when packets are lost, as considered in [12] , [13] , and [39] , where the control prior is simply the computed control command weighted byᾱ c . With the PPC buffer and JLS system, the buffer state and, thus, the control priors are set by updating the jump system withD c (t) = diag(π c (t −τ c ). * ᾱ c )⊗(I N H ⊗ I N u ) as a proxy for the true D c (t). 6 The hybrid scenario of delayed and possibly lossy ACKs brings improvements over no ACKs at all, but requires care when an ACK arrives. Algorithm 1 formally describes the procedure of integrating new ACK information into the estimate of the jump variableD c , and a conceptual schematic of the process for a single ACK channel is shown in Fig. 4 .
The algorithm is designed to take advantage of ACK histories of length n ACKHistory , if they are available. Because of this, it implements a counter t NoACK , which keeps track of the number of steps since an ACK was most recently received. At startup (and each time an ACK is received), a lookahead of increasing counters over time is placed in the t NoACK vector (essentially assuming no ACKs are to be received). If a new ACK is received, then the algorithm updates t NoACK andD c into the past based on n ACKHistory . The algorithm is scheduleaware-if control packets are not scheduled to arrive each step, the algorithm also updates t NoACK into the future up until the next new control packet is planned to arrive.
Like the Kalman Filter, the jump estimation algorithm runs at each step, regardless of the schedule of ACKs or controls. When an ACK arrives, the algorithm backs as far as needed (or as far as it can, if t NoACK > n ACKHistory ) and updates the control packet success variablesα c and jump matricesD c accordingly. With many schedules, ACKs are not sent every step, or if ACK histories are sent, only certain steps may be important-an ACK is not useful if it corresponds to a step where controls were not planned to be sent. The scheduling and delay variables within the algorithm take care of all of these considerations. However, it is possible to compress the ACK histories actually sent in the packet by including ACKs for steps where control packets are planned only, as opposed to each step. Using knowledge of the control schedule, the compressed ACK histories can be expanded to describe the full schedule and then used in the algorithm as written. In uncompressed form, we set n ACKHistory = 1+n per T s , where n per is the number of control periods to be acknowledged.
2) Kalman Filter Backup-and-Rerun:
To take advantage of the information arriving in delayed ACKs, and/or due to ACK histories after periods of missing ACKs, the KF is backed up to the oldest time for which the newly arrived ACK provides new information. The KF is then rerun forward using the improved priors, resulting in a more accurate estimate. This procedure is described in Algorithm 2, including the optional step for modifying the a priori covariance based on control uncertainty, described in Section V. Fig. 5 shows the jump estimation and backup-and-rerun strategy for a single vehicle. The upper diagram shows the situation onboard the vehicle, and the bottom diagram shows the view at the estimator. In this situation, the ACKs are lossy and slightly delayed (causing the upward shift of the rows in the bottom diagram), and a received ACK includes a history of prior ACKs. In the diagram, it has the following aspects.
1) The horizon as drawn is six steps, each letter ( A, B, and C) corresponds to a computed control trajectory U from the MPC. Time indices within the buffers are omitted for clarity; in all operations, the appropriate steps of a given buffer are chosen for consistent timing. 2) P, Q, and R (in red) are temporary buffer estimates, used when an ACK is not available. They represent the expected value of the buffer at that time, computed by weighting the possible control trajectories (time-shifted appropriately) byᾱ c ; as shown with R, these estimates can be computed recursively.
Algorithm 1 Determining Jump Variable With Lossy and Delayed Acknowledgments
Algorithm 2 Kalman Filter Backup-and-Rerun
3) When an ACK arrives, the temporary buffers are replaced by the appropriate true buffer and the KF is backed-up and rerun from the appropriate time. Note that plan F never appears in the estimator-side buffer history, since an ACK was received immediately after F was lost. 4) We emphasize that management ofD c by the jump estimator is equivalent to maintaining the lower diagram for every vehicle. This enables rewinding the KF for the entire system as necessary at each ACK reception (where temporary buffers get resolved). The backup-and-rerun strategy requires storage of previous a posteriori state estimates, computed control trajectories, and measurements for up to n ACKHistory steps into the past. This storage requirement is bounded and modest relative to the requirements of the MPC. If the covariance prior modifications for control uncertainty (developed in Section V) are used, then the appropriate t NoACK counter is selected during the backupand-rerun as described in Algorithm 2.
3) Accuracy of Priors: If an ACK is not received successfully, the priors are incorrect since the expected value of the buffer is used. If n ACKHistory > t NoACK , then a successful ACK unambiguously resolves all priors. However, if the ACK history is not long enough, the scenario is more complicated.
We first describe the scenario where a single ACK is sent each step: n ACKHistory = 1. A successful ACK received at time t occurs when π i a (t −τ a )α i a (t −τ a ) = 1. First, let us assume that π i c (t −τ a −τ i ac −τ c ) = 1, i.e., if received successfully, this ACK brings information on a control packet that was planned to Example buffer timing for a single vehicle and the centralized estimator, showing the effects of lost packets, lost ACKs, and received ACKs (refer to the text for further details). The ACK for plan E is not received, so the temporary plan P is constructed as the expected value (due toD c initialized usingᾱ c ). The following step, an ACK is received, indicating that plan E was in fact received at the vehicle. The estimator backs up and reruns accordingly. When two ACKs are dropped, the temporary plans Q and then R are constructed. Note that R is constructed using Q, since the JLS system advances each step starting with the previous buffer estimate. be sent. Next, consider that the ACK informs the jump estimator that α i c (t − τ a − τ i ac − τ c ) = 1, i.e., the computed control packet was received successfully. This ACK packet allows the jump estimator to update the estimated jump variablê
. This jump variable is used to accurately generate the a priori
. Now let us consider the case where α i c (t −τ a −τ i ac −τ c ) = 0, i.e., the computed control packet was not received. In this case, the current buffer estimate is used for the prior. As such, the accuracy of the priors depends on the accuracy of the previous buffer estimate. If the ACK corresponding to the previous planned control packet was received successfully, and indicated that the control packet was successful, then the priors are known (the previous buffer will still be used). If the ACK corresponding to the previous planned control packet was dropped, or indicated the control packet was unsuccessful, the priors are not known. This scenario repeats recursively backward until a successful positive ACK was received.
In most realistic scenarios, it is likely that ACK histories are worth their cost in bits. This allows the KF priors to be correct when any ACK packet is received, regardless of the history of ACKs, and regardless of the information contained in the ACKs. Obviously the length of the ACK history (as well as strength of the error correction coding for the ACKs) affects the size of the packet, bringing up the tradeoff between packet size and reliability. If piggybacked ACKs are used, the size of an ACK history is likely small compared with the size of measurements. However, in some cases (depending on noise levels, measurement success history, magnitude of control commands), incorrect priors in the past will have a diminishing effect on the current estimate, motivating truncated ACK histories. More detailed treatment of ACK histories could consider different length ACK packets from each vehicle, i.e., one vehicle's ACK could report a long history if space allows and if we know the control channel is unreliable. This tradeoff invites future optimization, but is outside of the current scope.
V. COVARIANCE MODIFICATIONS WHEN CONTROL IS UNCERTAIN
When immediate, lossless ACKs are not available, the actual control executed onboard the vehicles is uncertain due to packet loss. Here, we derive the terms that are added onto the Kalman filter error covariance prior that account for this uncertainty. Our primary treatment considers the case with a single control communication channel, and the resulting derivation combined with the estimation approach in the previous section represents the complete solution for lossy estimation with control buffers and lossy ACKs. We additionally describe a one-step approximation for multivehicle systems.
A. Background and Motivation
Covariance priors for the case without buffering and with zero control applied if the packet is lost were developed in [39] . In this case, the uncertainty arises as there are two possible control actions each step: the computed/sent value, or zero. The covariance modification due to uncertain control takes these two choices into account for the current control prior, and the formula for a single lost ACK can be applied each step. When PPC is used, the buffered control trajectory is used in the case of packet losses instead of zero control (or holding the previous input). This improves performance but presents complications for the covariance modification. The additional uncertainty is a function of differences in control actions that may be applied depending on whether control command is coming from the newest trajectory or a buffered one. In addition, the current buffer itself (which is used if the newest control command did not get through) may be uncertain, depending on the history of control ACKs. This necessitates formulating modifications to the covariance for control uncertainty based on the number of consecutive steps since the last successful ACK.
Delayed and lossy ACKs can remove the past uncertainty of the buffer. In the case of long ACK histories, the additional uncertainty accumulated by the covariance modifications is wiped out upon reception of the ACK-the KF backs up starting from the previous ACK and reruns without using the covariance modifications. If short ACK histories are used, some of the added uncertainty will remain in the covariance history (since an ACK may not be able to allow for a backupand-rerun from sufficiently far in the past).
To simplify notation, we describe the case where there are no control delays and new control plans are computed and sent each step. However, the approach works with schedules and delays for both control packets and ACK packets using the machinery of the JLS framework and backup-and-rerun strategy (using the equations in the following at the appropriate times).
B. One Step Without ACK
We consider the situation when an ACK for the control at time t − 1 was received, but the ACK for the control at time t is not available. The packet success variable for the control at time t is α(t), with E(α(t)) =ᾱ c . There are two options: if the control packet is successful, i.e., α c (t) = 1, then the appropriate action of the most recently computed control plan U(t) is executed. We denote this as u(t, t) = e T U(t); the first subscript argument is the time that the control action will be applied, and the second subscript argument is the time that the control action was computed. If the control packet is lost, i.e., α c (t) = 0, then control is executed from the vehicle buffer b(t − 1). We denote this as u(t, t − 1) = e T M b(t − 1). Since the ACK for the control at time t − 1 was received, b(t − 1) is known.
The system evolves according to
Since the filter does not know whether u(t, t) or u(t, t − 1) is used, it uses the expected valuê
We can write the prediction error as follows:
where q(t, t −1) = (u(t, t)−u(t, t −1)). The covariance prior is the expected value:
where we have denoted the addition to the covariance due to the uncertain control over one step as P
s . We derive P (1) s for single-vehicle systems (or more generally, systems with a scalar α c (t)) as follows:
using E[α c (t) 2 ] =ᾱ c . Note that if u(t, t) = u(t, t − 1), then there is no additional uncertainty, because the control is known (the two uncertain possibilities have the same value).
C. Two Consecutive Steps Without ACKs
We consider the situation when an ACK for the control at time t − 2 was received, but the ACKs for the controls at times t and t − 1 are not available. We give a closed-form algorithm for computing the covariance additions for singlevehicle systems.
We first describe two consecutive steps in detail to set up the patterns that emerge. The system evolves according to
A recursive structure begins to form and there are now three possible control actions (the newly computed command, and the appropriate step from two prior computed plans). The filter uses the same expected value approach as above, and we can thus write the prediction error as follows:
We desire a prediction error written in terms of the differences between control possibilities, taking the form of
With this form, the error covariance becomes We set up a linear system relating (10) using [θ(t, t − 2), θ(t, t − 1), θ (t, t)] to (11) and solve for I 1 and I 2 . We then take the expected values of the various terms and simplify to find the coefficients in (12), giving
D. Multiple Consecutive Steps Without ACKs
We follow a similar procedure when deriving P (3)
s , . . . and further; we refer to the number of consecutive missed ACKs as σ , and use P (σ ) s . The algorithm is automated using string operations and the MATLAB symbolic math toolbox. As in (10) , the prediction error is first written as a function of u (t, t), . . . , u(t, t − σ ) and the θ(t, t) , . . . , θ(t, t − σ ) coefficients, using the recursive structure that begins to emerge with P (2) s . For a given σ , the coefficients θ(t, t) , . . . , θ(t, t −(σ −2) are the same as those used when computing P (σ −1) s . The two final coefficients are set using
This reflects the fact that the furthest back term corresponds to the step after which the buffer is known, and all subsequent steps consider compounding uncertainty.
Once the vector of θ coefficients in the prediction error equation is constructed, we again solve a linear system to translate the prediction error equation into functions of I 1 , I 2 , . . . and q(t, t − 1), . . . , q(t, t − (σ − 1). The prediction error equation as a function of q values is then squared, and we compute the expected values (as done with (12) and (13)). In this step, we leverage the following observations.
1) The expectation of a Bernoulli variable raised to any power is still the success probability:
3) Linearity of expectations holds when quantities from one time step multiply quantities from another time step.
The output of the procedure is the coefficients E[I 2 1 ],
. . expressed as polynomials inᾱ c . The form that emerges is a sequence of internal coefficients 1 , 2 , . . . which are used for the 1, . . . , σ − 1 terms for any σ . The σ th term has a unique form which is computed for each specific σ , which we call the terminal coefficient: terminal . Plots of these coefficients as a function ofᾱ c are shown in Fig. 6 ; the internal coefficients have thick lines, while the terminal coefficients have thin lines. We show terms for up to ten consecutive missed ACKs; further terms can be computed, but as the plot shows, the internal coefficients are converging toward zero and the terminal coefficients are converging toward a spike near α c = 0.
With one missed ACK, the choice for the true control is between the newest sent control plan and the (known) buffer estimate. The curve is symmetric, reflecting the maximum entropy of the Bernoulli variable atᾱ c = 1/2. With larger numbers of missed ACKs, the choice for the control actually applied is still between the newest sent control plan and 
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the buffer estimate; however, the uncertainty in the buffer estimate is compounded over multiple steps. The terminal coefficient curves are large in magnitude, since they represent the uncertainty related to the difference between the oldest known buffer (the root of the buffer estimate, in a sense) and the newest computed control plan. The peak values of the terminal coefficients shift to the left as σ increases, following (1 −ᾱ c,peak ) sigma = 0.5. The peak value location reflects the probability where it is most likely that σ consecutive control commands are dropped (which is the scenario where the oldest known buffer is the most likely buffer estimate).
During operation, the estimator constructs the control differences depending on σ and selects the appropriate internal and terminal coefficients from a precomputed lookup table. These polynomial coefficients multiply the associated Bqq T B T squared control differences, and the resulting terms are added to obtain P σ s , as in (13); this procedure is described in Algorithm 3. As a specific example, ifᾱ c = 0.6 (the gray vertical line in Fig. 6 ), and σ = 4, the estimator will construct
The coefficients are picked as follows: 1 
E. Systems With Multiple Independent Lossy Control Inputs
In the multi-input case, the number of steps since a successful ACK is ambiguous, since control channels are independent. If the system is uncoupled across vehicles, the SISO case can be updated in parallel for each vehicle. If not, we propose the approximation of applying the single-step uncertainty formula at each step, while setting the control differences (q, defined below) to zero for channels where the true buffer is known.
We define u(t, t) and u(t, t − 1) as the appropriate (N v N u ) × 1 control vectors corresponding to control actions from the recent computed plan, versus previous plan.
We consider α c vectors that are the same length as u-one packet success indicator for each control channel-and define diagonal success matrices α c = diag(α c ), and similarly for α c . 7 With q = (u(t, t) − u(t, t − 1)), we have
using E{α c Z α c } = ᾱ c Zᾱ c for the off-diagonal elements α c Z for the diagonal elements.
VI. EXAMPLES
We present single vehicle and multivehicle simulation examples using the JLS-PPC framework. The MPC is formulated and solved using CVX [40] , [41] and Mosek [42] . 8 We presented simulation and field experiment results for multivehicle pursuit systems connected via underwater acoustic communications using a preliminary version of the JLS-PPC control framework in our previous work [43] . The MPC is solved in roughly 0.1 s for the SISO example and 0.5 s for the MIMO example, although since CVX is intended for prototyping, further speedups could easily be achieved with production quality solvers optimized for MPC.
A. Example 1: SISO Double Integrator
We present an example with a simple system to demonstrate the framework, especially the benefits of using piggybacked ACKs over no ACKs. The plant is a double integrator with a single force input u, force disturbance w, and noisy measurement of position. We consider this plant discretized in time with a zero-order-hold on the input and unit time steps
Communications occur in a two-step periodic cycle, according to π c = [1, 0] and π m = π a = [0, 1]. The MPC horizon N H is 16 steps, and MPC parameters are Q = [5, 0; 0, 1] (i.e., position is weighted more heavily than velocity); Q f = 10Q, and R = 1. Control constraints are u max = 10, u min = −10, and there are nine quantization bins linearly spaced between the constraints. Process noise covariance is W = 0.25, and measurement noise covariance is V = 4; we note that these are chosen such that the KF priors play a large role in estimation, emphasizing the effects of using piggybacked ACKs. Communication delays τ c = τ m = τ a = 1, and both control and measurement packet success rates are set to 60%:ᾱ c =ᾱ m = 0.6.
We compare piggybacked ACKs with n ACKHistory = {1, 3, 21} to no ACKs and the lossless baseline case (no control or measurement losses, but with scheduling and delays). We omit consideration of dedicated ACKs due to space, but emphasize that in most scenarios the cycle time reductions due to piggybacked ACKs will be more important than measurement quantization increases due to piggybacking or the potential reliability improvements of dedicated ACKs.
The chosen ACK history lengths illustrate different scenarios-a single ACK helps the priors used during the forward propagation, a history of three ACKs (T s + 1) helps the priors for the a posteriori estimate and the forward propagation, and a history of 21 ACKs backs up for ten schedule periods, which means that the priors can be resolved with very high probability. With this schedule, controls are computed and sent at the same step as the planned reception of a measurement (and ACK if it was sent with the measurement). Assume a measurement and a single ACK are received successfully at the estimator at time t: the measurement is y(t −1) and the ACK corresponds to u(t −1). The a posteriori estimatex(t − 1|t − 1) is computed using u(t − 2) in the prior; the accuracy of u(t − 2) is related to the success of the previous ACK. Control is computed immediately after the received measurement/ACK, and if received successfully, the computed plan U(t + 1) will go into effect the following step due to τ c = 1. Thus, the forward propagation computeŝ x(t + 1|t − 1), which uses u(t − 1) and u(t). These control actions are known with certainty because of the ACK received at step t. If a history of three ACKs is sent, then the previous and current control plans are acknowledged, so the a posteriori estimate at time t is much more likely to be using the correct prior (subject to the conditions described in Section IV-D3. A history of 21 ACKs covers ten schedule periods (and ten scheduled control packets), so the probability of inaccurate priors (ten missed ACKs in a row) is (1 −ᾱ c ) 1 0 = 1 × 10 −4 .
We study 300-step simulations of this system, and compute the rms errors over time for each trial. For each trial, the same exact packet loss and noise sequences are used for all methods. The mean, minimum, and maximum values over the 100-trial ensemble are shown in Table I . The estimation error is for the postprocessed estimate-the a posteriori estimate using successful measurement receptions. For the piggybacked ACK methods this estimate uses the KF backup-and-rerun of Algorithm 2 utilizing the delayed ACK receptions. On top of lacking delayed ACK information, the estimate used for Fig. 8 . Fig. 8 . Time series results for a single trial, using piggybacked ACKs (with long ACK histories) on the left and no ACKs on the right. In addition to the true state and the postprocessed estimate, the state estimate used by the MPC when computing controls is shown in magenta (note that this is the result of the KF running in real time and the forward propagation, and is computed every two steps). The no ACK method develops significant estimator and state error. (min | mean | max) OVER 100 TRIALS computing control in real time is subject to more error than the postprocessed estimate in all scenarios, because the forward propagation must bridge the round-trip delay.
The ensemble results show dramatic benefits when using piggybacked ACKs. Compared with no ACKs, mean estimation error is improved by 53%, 69%, and 82%, respectively, for ACK histories of 1, 3, and 21. Similarly, mean position error is improved by 60%, 74%, and 77%, respectively, for ACK histories of 1, 3, and 21. Single ACKs alone have a huge effect on performance, and ACK histories of one period help significantly as well. Longer ACK histories help more with estimation error but less with position because the corrections help improve the estimate further back in time during the backup-and-rerun, which has less of an effect on the real-time estimates used to compute control.
We show time series results for a single trial with piggybacked ACKs (21 step histories), no ACKs, and lossless communication in Fig. 7 . In this particular trial, piggybacked ACKs perform worse than the lossless baseline as expected with this high of packet loss, but perform significantly better than the no ACK method. A zoomed-in section that illustrates the benefits of piggybacked ACKs is shown in Fig. 8 . The zoomed-in section shows the real-time state estimate used for computing control as well as the postprocessed state estimate, and also shows control and measurement/ACK losses. Notably, the planned control for the no ACK case at step 38 is large, but the control packet does not arrive successfully. This causes the no ACK estimate to diverge considerably during steps 38-45, because controls continue to be lost, and the buffer expected value is quite large (due to the planned large control actions). The control trajectory that is sent at step 41 arrives successfully at step 42; however, this trajectory was computed based on a bad estimate, so it does not significantly improve the position error. When a measurement (without ACK) finally arrives at step 46, the estimate improves, but not after the state has developed a large error. This situation does not occur for the piggybacked ACK case, because the estimate (even the real-time estimate) is improved due to the ACKs. Thus, while controls and measurements are still lost, the state remains relatively under control and the estimate error is low. Small errors in the real-time estimate are improved once delayed ACK information is incorporated.
B. Example 2: Chain of Masses With Relative Measurements
We consider a 1-D formation flying problem, where a chain of vehicles regulate position with relative position measurements. The first vehicle in the chain has an absolute measurement to an inertial reference, while the rest of the chain has measurements to the neighboring vehicle on either side. This situation could arise in underwater vehicle applications where absolute navigation measurements can be difficult, but measurements to neighboring vehicles at relatively close range are possible with cheaper hardware and simpler external infrastructure. Similar applications (at different relative time scales) can be imagined with networked road vehicle platoons where the accuracy of relative measurements can be better than GPS (and also useful in GPS-denied environments) [44] or for tight coordinated control of aerial vehicles [45] .
We model each vehicle as a double integrator (kinematic model of position along a line) and consider a ten vehicle system. This example shows the full MIMO JLS framework, using the one-step P s approximation (16) .
The setup is similar to the double integrator of the previous example, with coupling arising in the relative position measurement output. The same packet success probabilities are used for control and measurement packets to and from each vehicle, with all losses are independent. In this example, we useᾱ c =ᾱ c =ᾱ c = 0.9, and N H = 40 due to the longer schedules. MPC parameters for each vehicle are Q = [10, 0; 0, 1] (i.e., position is weighted more heavily than velocity); Q f = 10Q, and R = 1. Control constraints are u max = 10, u min = −10, and there are nine quantization bins linearly spaced between the constraints. Process noise covariance is W = 0.01, and measurement noise covariance is V = 1; process noise is applied as input to the first state of each vehicle, and measurement noise is applied to the relative position measurements made by each vehicle.
We compare MX and IL schedules with piggybacked ACKS (ACK histories of 1 and 45), and no ACKs with 500−step runs in a 50-trial ensemble. Results are given in Table II . Similar trends emerge as with the SISO example-piggybacked ACKs perform considerably better than no ACKs, and there is a significant improvement in estimation (less so for position) when using longer ACK histories. Notably, the MX schedules perform much better than the IL schedules. This is likely due to the shorter overall schedule length and cycle time when using the MX schedules. In this example, we used the same quantization scheme for both schedules, which would result in a much larger sized broadcast control packet in the MX scheme. Consideration of quantization versus cycle time is an important tradeoff, which we did limited studies on in [43] . With both the MX and IL schedules, however, the benefits of using the piggybacked ACKs are clear.
VII. CONCLUSION
We have presented a multivehicle networked estimation and control approach that handles deterministic TDMA scheduling and delays, stochastic packet loss in multiple sensor and control links, the possibility of delayed or missing control ACKs, control constraints, and additive Gaussian process and sensor noise. The ability to consider all of these communication and control constraints is a new capability in the literature, and our unified framework helps manage the complexity of system description and notation. The main contribution is a novel estimation technique that utilizes delayed and lossy control ACKs with varying length histories, a capability that is highly realistic in practice. Our technique leverages the JLS system description and consists of a jump estimation algorithm and a backup-and-rerun strategy for a modified Kalman filter. For single vehicle systems, we derive the associated covariance priors that account for uncertainty when control packets are not acknowledged, which can be extended to multivehicle systems with a one-step approximation.
The JLS framework is modular, and future work can improve on it in many areas. Promising ideas are more principled approaches for quantized MPC and connecting the estimation error to control via robust MPC methods. The latter may pave the way for more formal analysis and derivation of performance bounds. Finally, as multiagent systems grow in size, hierarchical control approaches that blend some level of centralized control to leverage outside information with decentralized capabilities will become especially important.
