Abstract: Missing data are a part of almüst all research and it must be decided how to dea! with it from time to time. Missing data creates several problems İn many applications which depend on good access to accurated data. Conventiona! methods for missing data, like listwİse deletion or regression imputation, are prone to three serİolis problems: Inefficİent use of the available information, leading to low power and Type II errüfS. Biased estimates of standard errüfS, leading to İncorrect p-values. Biased parameter estimates, due to failure to adjust for selectivity İn missing data. In this study, we propose a new algorithrn to predict missing values of a given time series using Radial Basis Fwıctions.
INTRODUCTION
Time series data are used to represent many real world phenomenon. For various reasons, a time series database may have some missing data. Tr aditional interpolation or estimation methods usually become invalid when the observation interval of the missing data is not small (Hong and Chen, 2003) . • Remove the 20% of the original data from the data set. Divide the data set into segments so that each segment contains some missing data: [incling the weights in the RBF approximation.
• Calculate the error İn each segment according to the following formula:
Where ei İs the error value in the � point on the /' segment.
• Calculate the surn squared errüfS in each segment İn each pass of the algoritlnn.
where k İs the number of the pass. In this fULL, the first 40 data items were used to predict the next 8 data items that was considered missing data and the results were compared with the real data. Real 
CONCLUSIONS
In this study, i proposed a new algorithrn to predict missing values of a given time series using Radial Basİs Fwıctions. Radial Basİs FlUlCtiOllS provide a good way to predict the value s of missing data İn a time series. In this study, a münthly data log of a bank was used to carry out the sİmulation experiments. The data log file consİsted of 324 data items. This file was divided to small parts with 48 data items for the first 6 parts and 36 data items for the last part. The last 20% of the data for each part was removed and these removed data items were predicted using RBF's and the 80% of the data items for each part. For some optimal parameters of the RBF's, very good predictions are obtained for the missing data.
