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ABSTRACT
In this work we study the varying importance of faces in images. Face importance is found to be affected by the
size and number of faces present. We collected a dataset of 152 face images with faces in different size and number
of faces. We conducted a crowdsourcing experiment where we asked people to label the important regions of
the images. Analyzing the results from the experiment, we propose a simple face-importance model, which is a
2D Gaussian function, to quantitatively represent the influence of the size and number of faces on the perceived
importance of faces. The face-importance model is then tested for the application of salient-object detection.
For this application, we create a new salient-objects dataset, consisting of both face images and non-face images,
and also through crowdsourcing we collect the ground truth. We demonstrate that our face-importance model
helps us to better locate the important, thus salient, objects in the images and outperforms state-of-the-art
salient-object detection algorithms.
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1. INTRODUCTION
Faces are important in human perception. Faces convey a wealth of information that we use to guide our social
interaction.1 From birth, humans develop their capability to detect and understand faces.2 Infants as young as
two days old are capable of mimicking the facial expressions of an adult.3 Adults show a preference for faces,
resulting in faster processing speed for face stimuli than to non-face stimuli.4 The human brain even has its own
special area for processing faces, called the fusiform face area.5
As faces are clearly important in our everyday life, they are also important in images. Several experiments
demonstrate that faces are both visually salient, thus they significantly attract people’s attention,6 and are
considered important objects in the images.7 Furthermore, Wang et al7 demonstrate that visual salience is
highly correlated with the semantic importance people perceive. In this paper, we assume that importance and
salience are interchangeable, where both represents the level of the viewer′s attention to any given objects. For
many image processing and computer vision applications, locating the most salient regions in an image is a
prerequisite. To locate the faces we can thus directly apply a face detector on the images. And, this leads to the
next question: Are faces equally important? We show some face images in Fig. 1. Is the face in Fig. 1a equally
important as the faces in Fig. 1c? Do the two faces in Fig. 1b have the same importance? We hypothesize that
they are not and that the relevance of faces varies in different images. Understanding such varying importance
of faces is significant for many applications such as image re-targeting8 and image compression.9
In this work, through a crowdsourcing experiment we quantitatively study the varying importance of faces
in images. A simple face-importance model is proposed to quantitatively represent the influence of the size
and number of faces on the perceived importance of faces. This model is further adopted for the application
of salient-object detection. We first create a new salient-objects dataset where continuous importance values
are obtained through crowdsourcing. To detect the salient objects in the images, our face-importance model is
combined with low-level contrast features. By using our face-importance model, we show significant improvement
over state-of-the-art algorithms.
We summarize our contributions as follows:
Further author information: (Send correspondence to Bin Jin)
Bin Jin: E-mail: bin.jin@epfl.ch, Telephone: +41 21 69 37604
• We introduce a face-importance model obtained by using crowdsourced ground truth. Depending on the
size and number of faces in an image, our model outputs continuous importance values for faces.
• We present an algorithm that combines our face-importance model with low-level contrast-based salience
algorithms.
• We provide a new dataset, which contains both face images and non-face images, with multi-level (non-
binary) ground-truth maps in pixel precision.
The paper is organized as follows: in Section 2 we discuss the related work. In Section 3 we describe the
details of our crowdsourcing experiment and the face-importance model. In Section 4 we present our new salient-
objects dataset, our method of salient-object detection that use the face-importance model, and the results. We
conclude the paper and discuss future work in Section 5.
(a) (b) (c)
Figure 1. Example face images. (a) The single face is large enough to be recognized by an observer as being important.
Even though there are two faces in (b), these two faces are not equally important: the larger face is much more noticeable
than the smaller one. The numerous faces in (c) result in individual faces not being considered relevant.
2. RELATED WORK
The varying importance of faces in images has not been thoroughly studied. Little et al.10 address the issue
of facial attractiveness based on symmetry, averageness, perceived personality and individual difference. Said et
al.11 discuss the role of emotions in face perception. None of them, however, focuses on quantifying the varying
importance of faces in images.
Several salient-object detection algorithms recognize the importance of faces in images. Cerf et al.12 linearly
combine face-detection results with Itti’s model.13 A face-detection prior is included in the sub-modular model
proposed by Jiang et al.14 Judd et al.15 employ the support vector machine (SVM) to combine low-level features
with several object detectors, including a face detector. All these algorithms directly use face-detection outputs
and do not model face importance. They treat all of the detected faces with equal importance, which is not an
accurate assumption, as shown in Fig. 1.
Rudoy et al.16 classify faces in images into three categories with heuristic thresholds. They reject all small
faces, separate all large faces into three parts (e.g. mouth, nose and eyes) and treat all medium size faces with
equal importance. Marat et al.17 show that the human gaze for faces is influenced by the size and number of
faces. Their algorithm, however, does not account for the effect of face size on the importance of faces and,
using a heuristic function, it lowers the saliency value of faces when multiple faces are present in a video frame.
Moreover, to model the varying importance of faces, they both use heuristic functions with no experimental
data, whereas we provide a function based on a crowdsourcing experiment.
3. MODELING FACE IMPORTANCE
In this work, we quantitatively study the varying importance of faces in images. During a preliminary experiment,
we found that the size and number of faces are two key factors that contribute to the relevance of faces. In order
to quantitatively study the relation between these two factors and the perceived face importance, we conducted
a crowdsourcing experiment on a dataset of 152 face images collected from Flickr∗. These images contain either
single or multiple human faces in different sizes, see Fig. 1 and Fig. 2.
The distribution of the size and number of faces in our dataset is shown in Fig. 3a. Note that the face size is
the relative size of the face compared to the image size. We apply a logarithmic function on both the size and
number of faces for better illustration. Therefore, in Fig. 3a, 0 on the x-axis indicates a very large face size (the
same as the image size) and −4 a very small face size. Similarly, 0 on the y-axis indicates one face is present in
the image, and 2 is the representation of one hundred faces. Note that there are no faces above the blue line in
Fig. 3a, because the number of large faces that can exist in a single image is limited. From Fig. 3a we can see
that our dataset covers a large range of the size and number of faces.
In order to obtain the importance value of each individual face, we conducted a crowdsourcing experiment
on these face images. We published tasks on a crowdsourcing website† where we asked people to draw rectangles
around the important regions of each image. Each time, an observer was shown only one image and was asked
to label the important regions of the image. The observers were free to draw several rectangles if they thought
there are several important reigons in the image. Approximately 30 people labeled each image. Sample labels of
one image are shown in Fig. 2a and all the labels for some example images are shown in Fig. 2b.
(a)
(b)
Figure 2. (a) Sample labels obtained from crowdsourcing. Observers labeled only the faces as the important region in the
two images on the left. In the two images on the right, the whole body was labeled as the important region. (b) All the
labels on some example images. In the two images on the left, observers labeled the whole face, as well as the eyes or
mouth regions. In the third image, most observers labeled the faces as the important region of the image. In the image
on the right, the whole group of people as a single object occupied most of the labels.
Based on the observers’ labels, the importance value of a face is determined as
ψfi =
nfi
Ni
(1)
Here ψfi is the importance value of f
th face in ith image. Ni is the number of people who performed the labeling
task for the ith image. nfi is the number of people who specifically labeled f
th face in ith image as an important
region. Note that in two of the labels in Fig. 2a, only the faces were marked as important regions, whereas in
the other two images, observes attributed importance also to the whole body. When counting nfi , we took this
into consideration and counted only the rectangles that specifically labeled the faces.
In Fig. 3b and Fig. 3c, we plot the distribution of all ψfi values over the size and number of faces, respectively.
In Fig. 3d, we illustrate the joint distribution of all ψfi values over the size and number of faces. As it can be
seen from Fig. 3b and Fig. 3c, we can fit a two-dimensional Gaussian function to the joint distribution in Fig. 3d.
∗www.flickr.com
†www.shorttask.com
This function, after normalization, is our “face-importance model” as illustrated in Fig. 3e. We show the face-
importance model as a heat map in Fig. 3f. From Fig. 3f, we see that two or three faces with the size equal to
0.06 of the image size have the highest importance value. The face-importance value decreases as the number
of faces increases or the size of the face decreases. Note that a single large face has relatively low importance
value according to our face-importance model, because people tend to focus on the eyes or mouth rather than
the whole face in this case.
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Figure 3. Results of our crowdsourcing experiment on the dataset. (a) The distribution of the size and number of faces. (b)
The distribution of ψfi over the face size. (c) The distribution of ψ
f
i over the number of faces. (d) The joint distribution
of ψfi over the size and number of faces. (e) Our face-importance model, which is a 2D Gaussian function, fitted on the
distribution in (d) and then normalized between 0 and 1. (f) The face-importance model shown as a heat map.
We use the following function, denoted as G in Eqn. 2, as our face-importance model.
ψfi ≈ G(sfi , ni) = e
− (log(s
f
i
)−µ1)2
2σ21
− (log(ni)−µ2)2
2σ22 (2)
Here, sfi and ni are the size of the f
th face in the ith image and the number of faces in the ith image, respectively.
Note that sfi is the relative size compared to the size of the image, therefore it is between 0 and 1. The parameters
of the Gaussian fit are µ1 = −1.172, µ2 = 0.4308, σ1 = 0.9701, σ2 = 0.7799, and the base of the logarithm is 10.
The R2 value of our 2D Gaussian fit is equal to 0.8567, which demonstrates that our model accurately describes
the experimental importance of faces, namely ψfi .
We use a 2D Gaussian function as it quantitatively explains the influence of the size and number of faces on the
perceived face importance. Moreover, the 2D Gaussian function is simple and thus could be easily incorporated
into other algorithms.
4. SALIENT-OBJECT DETECTION
To test the effectiveness of our face-importance model, we propose a simple yet effective algorithm for salient
object detection, by combining our face-importance model with the low-level contrast feature.
4.1 Dataset
There are several available datasets for evaluating salient object detection algorithms such as the ASD dataset,18
the MSRA dataset19 and the PASCAL dataset.20 None of these datasets, however, are suitable for evaluating
our method, because we want to test the effectiveness of our face-importance model and these datasets do not
include a sufficient amount of face images. Therefore, we build a new dataset consisting of 800 images, 632 of
which include human faces. The largest dimension of each image is between 1000 to 1024 pixels. The faces in this
dataset cover a large variance of the size and number of faces. Note that the 152 images that we used previously
to model the face importance are not included in this dataset. Some sample images from our evaluation dataset
are shown in Fig. 4.
Figure 4. Sample images from our evaluation dataset. In addition to images with human faces, our evaluation dataset
also includes images of salient objects.
We also perform a crowdsourcing experiment on this dataset. An illustration of the rectangle labeling is given
in the first row of Fig. 5. In the second row, to reveal the most salient regions, we accumulate the rectangles
and create a weight map. The intensity value of the weight map represents the importance of the region. We
further provide manually labeled pixel-level ground truth for the important objects. For this, we first binarize
the weight map by using Ostu’s method,21 producing the foreground and background areas in the third row in
Fig. 5. Then we manually outline all the salient objects in the foreground area. Note that we label the face and
the human body as separate objects, as long as there are rectangles specifically drawn on the face. Otherwise
the human body and the face are labeled as a whole. The same principle is applied to the eyes, the mouth and
the face. The final ground truth, in the last row, is created by assigning the mean value of the salient-object
regions in the weight map to the corresponding region in the ground truth. For example, in the second column
of Fig. 5, the saliency value for the eyes in the ground truth (the last row) is the average intensity value of
the corresponding regions in the weight map (second row). Instead of providing a binary ground truth,18,22 we
provide a multi-level ground truth, which not only represents the clear outline of the salient objects, but also
emphasizes the diversity of importance among salient objects.
4.2 Our Method
Using our face-importance model, we propose a novel feature, the “face-importance map”, to represent the
varying importance of faces. High value in the “face-importance map” implies high importance of the face.
This “face-importance map” is combined with a low-level contrast-based feature for robustly locating the salient
objects. The flowchart of this algorithm is shown in Fig. 6.
4.2.1 Face-Importance Map
In order to generate a precise face-importance map, we first over segment an image into 1000 superpixels by
using the SLIC algorithm.23 This step assures the internal consistency and external separation of image regions.
We then use Zhu and Ramanan’s24 face detector, that robustly detects faces larger than 80 × 80 pixels. For
smaller faces, we employ Viola-Jones.25 We outline the face region by considering superpixel information and
the face detection output, Fig. 7. In order to form the final face-importance map, we use the following equation:
Fi =
ni∑
f=1
G(sfi , ni) ·Qf (3)
Figure 5. The first row: the combination of all the labels from crowd-sourcing; the second row: the corresponding weight
map; the third row: the foreground area using Ostu’s threshold;21 the last row: our multi-level ground truth
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Figure 6. The flowchart of our algorithm. We first over segment an input image into superpixels. A contrast-based
saliency map is computed using superpixels. The face-importance map is calculated using both the input image and its
superpixels through our face-importance model. The final saliency map is the addition of the two maps.
Here, Fi is the face-importance map of ith image, Qf is a binary image with the same size as ith image, where
only the superpixels for the f th face are set to 1.
4.2.2 Final Saliency Map
The final saliency map is the combination of the high-level face-importance map with low-level contrast:
Si = Fi + Ci (4)
Here, Si is the final saliency map of ith image and Ci is the low-level contrast-based saliency map of ith image,
which is explained in the following paragraphs.
We chose to model the combination of low-level contrast and face importance with an addition because it is
biologically plausible. As with low-level contrast, faces are also instantly perceived and neurologically significant.
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Figure 7. Building a face-importance map. We first fit ellipses into the face-detection rectangles and recover the superpixels
that have more than half of their area inside the ellipses. These superpixel groups are treated as face areas, and then
weighted by our face-importance model. Note that the gray-level in the face-importance map represents the importance.
We know that in the human brain there is a specific area for processing faces, called the fusiform face area.5
Therefore, we model the union of the two neural pathways, one for low-level contrast and the other for face
importance, with addition.
4.2.3 Contrast-Based Saliency Map
Color-contrast features have been effectively used for salient object detection in previous works:13,26,27 they
compute either local center-surround contrast13 or global contrast26 or a combination of both.27 In order to
compute the low-level color contrast, we follow an approach that is similar to the one used by Perazzi et al.27
Our method differs from their method27 because we use more than one single parameter for the spatial support
of the contrast measure. We sweep this parameter to calculate the contrast both locally and globally. We also
take into account the size of the superpixel (the difference from a large superpixel results in high contrast). In
addition, to obtain more accurate saliency maps we multiply our saliency map with the spatial compactness and
the adaptive center prior measures. We compute the contrast value of a superpixel as follows:
ζ(Sk, δ, α) =
N∑
p=1
np · |Λαp − Λαk | · exp(−
1
δ
· ||pp − pk||2√
m2 + n2
) (5)
Here, ζ(Sk, δ, α) is the contrast value of superpixel Sk using δ that adjusts the spatial support of the contrast
measure, and α that represents one of the channels in CIELab color space. {Λαk |k = 1, 2...NS , α = L, a, b} are
the average color values of the superpixels in the CIELab color space, N is the number of superpixels, np is
the size of superpixel Sp, specifically the number of pixels in the superpixel, pk is the spatial position vector of
superpixel Sk, m and n are the width and height of the input image, respectively.
For a certain δ and α, we compute the contrast for all superpixels, thus forming a saliency map η(x, y, δ, α),
where x and y represent the spatial coordinates. The final contrast-based saliency map is computed as follows:
Ci =
∑
δ∈∆
∑
α=L,a,b
K(δ, α) ·P(x, y, δ, α) · η(x, y, δ, α) (6)
Here, ∆ is a set of values to measure both local and global contrast. We experimentally set ∆ = {0.01, 0.05, 0.09, 0.1,
0.5, 0.9, 1, 4} in our implementation. K is the spatial compactness measure and P is the adaptive center prior
measure. In order to compute K and P, we first compute the following parameters:
µx(δ, α) =
1
m · n
∑
x
∑
y
x · η(x, y, δ, α) (7)
µ˜x(δ, α) =
1
m · n·
∑
x
∑
y
x · (1− η(x, y, δ, α)) (8)
σ2x(δ, α) =
1
m · n
∑
x
∑
y
(x− µx)2 · η(x, y, δ, α) (9)
σ˜2x(δ, α) =
1
m · n
∑
x
∑
y
(x− µ˜x)2 · (1− η(x, y, δ, α)) (10)
Here, η is obtained by mapping η between 0 and 1. Similar equations are used for the computation of µy, σ
2
y,
µ˜y, and σ˜
2
y. Here, µx and µy measure the center of the mass of the saliency map, η(x, y, δ, α), and σ
2
x and σ
2
y
are related to the level of distribution (or compactness) of the saliency map. σ˜2x and σ˜
2
y are used to measure the
distribution of non-salient regions. Then the compactness K and the adaptive prior P is computed as (δ and α
are dropped for convenience):
K(δ, α) = exp
(
− u · σ
2
x · σ2y
σ˜2x · σ˜2y
)
, u = 4 (11)
P(x, y, δ, α) = exp
(
− (x− µx)
2
v · σ2x
− (y − µy)
2
v · σ2y
)
, v = 12 (12)
4.3 Results
We compare our method to eight state-of-the-art salient-object detection algorithms, including low-level contract
based models (AMC,28 CH,29 GBMR30) and models that include a face detector (SMVJ,12 LR,31 Judd et al.,15
Borji et al.,32 SC33). Note that the ground truth in our dataset has multi-level values. For machine-learning-
based methods, such as Judd et al.,15 Borji et al.32 and SC,33 we train a new model by using our dataset and
adopt linear regression with 10-fold cross-validation.
The precision-recall curves in Fig. 8a show that our algorithm significantly outperforms all eight state-of-the-
art methods. As our ground truth is not binary, to compute the precision and recall values, we binarize both
the saliency maps and the ground truth by sweeping thresholds from 0 to 255. The high-importance regions
remain part of the ground truth for a large portion of the thresholds, whereas low-importance regions disappear
at a certain threshold. By using this method, we are able to evaluate the varying importance of salient objects.
Also due to this factor, the precision values of all of the methods decrease as recall approaches zero, because the
salient objects in the ground truth are similarly decreasing.
As expected, the methods without a face detector, e.g. AMC,28 CH,29 and GBMR,30 do not perform well.
Judd et al.15 Borji et al.,32 and SC33 report quite similar performances because they adopt similar low-level and
high-level features. Unlike our algorithm, theirs directly incorporate binary face detection output as a feature
and thus fail to model the varying importance of faces. Therefore, our method performs significantly better. In
Fig. 8b we illustrate the precision, the recall, and the F-measure by using the same adaptive thresholding as
in Achanta et al.18 Our method achieves the highest F-measure among all the methods, thus demonstrating a
balance between the precision and recall value.
Fig. 9 shows sample saliency maps from the nine saliency methods. Our saliency algorithm computes robust
saliency maps for both face images and non-face images. Our method locates the important faces in the image
(the second row in Fig. 9) as well as the high contrast region (the sixth row in Fig. 9).
4.4 The Effectiveness of the Face-Importance Map
To evaluate the effectiveness of our novel face-importance map, we add it to different state-of-the-art salient-
object detection methods. We use linear summation with equal weights to combine the face-importance map with
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Figure 8. (a) (b) the PR curves and F-measure for all the methods using multi-level ground truth. Our method significantly
outperforms all state-of-the-art methods. (c) (d) Comparison of performance for methods with face-importance map
(GBMRF, BrojiF and SCF) and methods without face-importance map (GBMR, Borji and SC). Including face-importance
map improves the performance
Figure 9. The saliency maps from different saliency methods. Our algorithm consistently achieves better results. The
ground truth for the last row is empty, because the labeling in the crowd-sourcing experiment is highly diverse, which
implies no specific salient region in this image.
a low-level contrast based method, GBMR;30 hence we obtain “GBMRF”. The combined saliency map, GBMRF,
significantly outperforms its original results, GBMR, as shown in Fig. 8c. We also replace the face-detection
feature, used in SC33 and Borji et al.,32 with our face-importance map, and we train the model again using
regression and a 10-fold cross-validation. As illustrated in Fig. 8c and 8d, the new saliency maps, represented
as SCF and BorjiF, report remarkable improvement compared to their original algorithm. Due to the accuracy
of our contrast-based saliency maps, our algorithm still outperforms the modified GBMRF, SCF, and BorjiF
methods, yet by a much smaller degree than before.
5. CONCLUSION AND FUTURE WORK
In this work we have quantitatively studied the varying importance of faces in images through crowdsourcing. We
propose a face-importance model, a 2D Gaussian function, to represent the effect of the size and number of faces
on the perceived importance of faces. The face-importance model is combined with low-level contrast to form
a salient-object detection method. Evaluated on our salient-objects dataset, which we provide with multi-level
pixel-wise ground truth, our method notably outperforms state-of-the-art salient object detection algorithms.
We have investigated two major factors that affect the perceived importance of faces in images. The influence
of other factors, like pose, occlusion or gender, need to be further studied and combined with our face-importance
model. Moreover, the proposed model enables us to incorporate the varying face importance into many more
applications, such as image cropping8 and image collage.34
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