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HEISENBERG UNIQUENESS PAIRS CORRESPONDING TO A
FINITE NUMBER OF PARALLEL LINES
SAYAN BAGCHI
Abstract. In this paper, we study the Heisenberg uniqueness pairs corresponding
to a finite number of parallel lines Γ. We give a necessary condition and a sufficient
condition for a subset Λ of R2 so that (Γ,Λ) becomes a HUP.
1. Introduction
Let Γ be a curve on R2 and Λ be a subset of R2. We call (Γ,Λ) to be a Heisenberg
uniqueness pair if
µˆ|Λ = 0 implies µ = 0
for every measure µ on R2 which is supported on Γ and also absolutely continuous
with respect to the arc length of the curve. Here µˆ stands for the Fourier transform of
µ defined by
µˆ(ξ, η) =
∫
R2
epii(xξ+yη)dµ(x, y)
where ξ, η ∈ R2.
The terminology ”Heisenberg uniqueness pair” was first introduced by Hedenmalm
and Montes-Rodr´ıguez in [3]. In that paper they also studied the cases where Γ are a
hyperbola and two parallel straight lines. After that, Heisenberg uniqueness pairs were
studied for some more well-known curves on R2 by various people. For example, the
case of circle and parabola were studied by Nir Lev [6] and Per Sjo¨lin [8] respectively.
Please see [2], [4], [7], [9] and [10] for more results in this direction.
In this paper we extend the results of [1] to finite number of parallel lines. However,
unlike [1], we are not able to characterize Hiesenberg pairs in the case Γ is a set of
finitely many parallel lines.
2. Main Result
In order to state our result we first set up some notations. Consider a subset E of
R and a point ξ ∈ E. Then we can define the following sets:
For 2 ≤ l ≤ n, PE,ξl = {ψ : E → C : there is an interval Iξ around ξ and functions
ϕj ∈ L
1(R), j = 1, 2, ..., l − 1 such that
ϕˆ1 + ϕˆ2ψ + ϕˆ3ψ
2 + · · ·+ ˆϕl−1ψ
l−2 + ψl−1 = 0
on Iξ ∩E}. It is worthy to note the particular case l = 2, where P
E,ξ
2 = {ψ : E → C
: there is an interval Iξ and functions ϕ ∈ L
1(R), such that ϕˆ = ψ
on Iξ ∩ E}. We have to work with this particular case many times throughout the
paper. Note that by Wiener’s lemma ([5], page 57), if ψ ∈ PE,ξ2 , then
1
ψ
∈ PE,ξ2 .
Let us consider n parallel lines Γ = R×{α1, α2, · · · , αn} where αi+1−αi = constant,
1 ≤ i ≤ n−1. By translation and rescaling discussed in [3], it is enough to consider Γ =
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R×{0, 1, 2, · · · , n−1}. If µ is a measure such that µ is supported on Γ and absolutely
continuous with respect to arc length of Γ, then there exists functions f0, f1, · · · fn−1 ∈
L1(R), such that
(2.1) µˆ(ξ, η) = fˆ0(ξ) + e
piiη fˆ1(ξ) + e
2piiη fˆ2(ξ) + · · ·+ e
(n−1)piiη fˆn−1(ξ).
Since µˆ is 2-periodic with respect to the second variable, we may assume Λ to be
2-periodic with respect to the second coordinate.
Let Π(Λ) be the projection of Λ on x-axis. That is,
Π(Λ) = {ξ ∈ R : (ξ, η) ∈ Λ for some η ∈ R}.
Also consider the set,
Img(ξ) = {η ∈ R : (ξ, η) ∈ Λ, 0 ≤ η < 2}.
We can write Π(Λ) as a union of n number of disjoint sets. The disjoint sets are
described below.
(1) For 1 ≤ k < n, Πk(Λ) = {ξ ∈ Π(Λ) : there are exactly k number of distinct
points η1, η2, . . . , ηk ∈ Img(ξ)}. We can assume η1 < η2 < · · · < ηk for each
ξ ∈ Πk(Λ).
(2) Πn(Λ) = {ξ ∈ Π(Λ) : there are atleast n number of distinct points in Img(ξ)}.
Similar as [1], here also we have to find a subset for each Πk(Λ), 1 ≤ k ≤ n− 1, which
will be removed from Πk(Λ) in order to get our result. Before defining those sets let
us set up some more notations. For each ξ ∈ Πk(Λ), 1 < k < n we will consider two
matrices as follows
A
Πk(Λ)
ξ,n−1 =


1 epiiη1 e2piiη1 . . . e(n−2)piiη1
1 epiiη2 e2piiη2 . . . e(n−2)piiη2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1 epiiηk e2piiηk . . . e(n−2)piiηk

 and AΠk(Λ)ξ,k =


1 epiiη1 e2piiη1 . . . e(k−1)piiη1
1 epiiη2 e2piiη2 . . . e(k−1)piiη2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1 epiiηk e2piiηk . . . e(k−1)piiηk


where ηi ∈ Img(ξ), i = 1, ..., k. Notice that for k = n− 1, both the matrices are same.
Let us also consider two column vectors associated to each ξ ∈ Πk(Λ), k = 2, ..., n− 1,
defined as
B
Πk(Λ)
ξ,n−1 =


−e(n−1)piiη1
−e(n−1)piiη2
.
.
−e(n−1)piiηk

 and B
Πk(Λ)
ξ,k =


−ekpiiη1
−ekpiiη2
.
.
−ekpiiηk


Here also, two column vectors are same when k = n−1. Let us now define the following
sets:
(1) Π1∗(Λ) = {ξ ∈ Π1(Λ) : χ ∈ P
Π1(Λ),ξ
n , where χ(ξ) = epiiη, η ∈ Img(ξ)}
(2) For 1 < k < n− 1, Πk∗su(Λ) = {ξ ∈ Π
k(Λ) : there exists an interval Iξ around ξ
and ϕi ∈ L
1(R), i = 1, 2, ..., n − 1 such that (ϕˆ1, ϕˆ2, ..., ˆϕn−1) is a solution of
the system of equation A
Πk(Λ)
ξ,n−1Xξ = B
Πk(Λ)
ξ,n−1 on Iξ ∩Π
k(Λ)},
(3) For 1 < k < n − 1,Πk∗ne(Λ) = {ξ ∈ Π
k(Λ): there exists an interval Iξ around ξ
and ϕi ∈ L
1(R), i = 1, 2, ..., k such that (ϕˆ1, ϕˆ2, ..., ϕˆk) is the solution of the
system of equation A
Πk(Λ)
ξ,k Xξ = B
Πk(Λ)
ξ,k , on Iξ ∩Π
k(Λ)},
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(4) For k = n− 1, Πn−1∗(Λ) = {ξ ∈ Πn−1(Λ) : there exists an interval Iξ around ξ
and ϕi ∈ L
1(R), i = 1, 2, ..., n − 1 such that (ϕˆ1, ϕˆ2, ..., ˆϕn−1) is the solution of
the system of equation A
Πn−1(Λ)
ξ,n−1 Xξ = B
Πn−1(Λ)
ξ,n−1 , on Iξ ∩Π
n−1(Λ)}
Remark 2.1. One can easily see that each of the sets defined above will remain same
if we change the order of the points in Img(ξ).
Now we are in a position to state our main result.
Theorem 2.2. Let Γ = R × {0, 1, 2, . . . , n − 1} where n ∈ N and Λ ∈ R2 be a closed
set which is 2-periodic with respect to the second variable. If (Γ,Λ) is a HUP , then
Π˜ne(Λ) = Π
n(Λ)
⋃(
Π1(Λ) \ Π1∗(Λ)
)⋃(
Πn−1(Λ) \Πn−1∗(Λ)
) n−2⋃
j=2
(
Πj(Λ) \ Πj∗ne(Λ)
)
is dense in R. Conversely, if
Π˜su(Λ) = Π
n(Λ)
⋃(
Π1(Λ) \ Π1∗(Λ)
)⋃(
Πn−1(Λ) \Πn−1∗(Λ)
) n−2⋃
j=2
(
Πj(Λ) \ Πj∗su(Λ)
)
is dense in R, then (Γ,Λ) is a HUP.
Note that, when n = 3, the above theorem gives the same result proved by Babot
in [1].
3. Proof of the main theorem
We will start this section by proving that Πk∗ne(Λ) is actually contained in Π
k∗
su(Λ).
Lemma 3.1. (1) Πk∗ne(Λ) ⊂ Π
k∗
su(Λ), k = 2, 3, · · · , n− 2.
(2) PE,ξ2 ⊂ P
E,ξ
3 ⊂ ... ⊂ P
E,ξ
n .
Proof. (1) Let ξ0 ∈ Π
k∗
ne(Λ). Then there exists an interval Iξ0 containing ξ0 and func-
tions ϕi ∈ L
1(R), i = 1, 2, , · · · , k such that
(3.2) ϕˆ1(ξ) + e
piiηj ϕˆ2(ξ) + · · · + e
(k−1)piiηj ϕˆk(ξ) = −e
kpiiηj
on Iξ0 ∩Π
k(Λ), for j = 1, 2, ..., k. Here, η1, η2, ..., ηk ∈ Img(ξ).
Now, let f be a function in L1(R) such that the support of fˆ is contained in Iξ.
Multiplying both side of the equation ( 3.2 ) by epiiηj and fˆ respectively and then
adding we get
fˆ ϕˆ1 + e
piiηj (ϕˆ1 + fˆ ϕˆ2) + · · · + e
(k−1)piiηj ( ˆϕk−1 + fˆ ϕˆk) + e
kpiiηj (ϕˆk + fˆ) = −e
(k+1)piiηj
on Iξ0 ∩ Π
k(Λ). Continuing this process iteratively we will find φi ∈ L
1(R), i =
1, 2, · · · , n− 1 such that
φˆ1(ξ) + e
piiηj φˆ2(ξ) + · · ·+ e
(n−2)piiηj ˆφn−1(ξ) = −e
(n−1)piiηj
on Iξ0 ∩ Π
k(Λ) for j = 1, 2, · · · , k. This implies ξ0 ∈ Π
k∗
su(Λ). Hence, first part of the
lemma is proved.
(2) Suppose ψ ∈ P
Π1(Λ),ξ
2 . Then there exists an interval Iξ around ξ and a function
ϕ ∈ L1(R) such that ψ = ϕˆ. Choosing ϕ1 = −
1
2ϕ and ϕ2 = −
1
2ϕ ∗ϕ one can easily see
that
ϕˆ2 + ϕˆ1ψ + ψ
2 = 0
on Iξ ∩Π
1(Λ). Hence, P
Π1(Λ),ξ
2 ⊂ P
Π1(Λ),ξ
3 . Now we have to prove P
Π1(Λ),ξ
l ⊂ P
Π1(Λ),ξ
l+1 ,
for l > 2. We can prove that by using similar technique used to prove first part of the
lemma. 
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3.1. Proof of the sufficient part. : Let Π˜su(Λ) be dense in R. Also, suppose µˆ|Λ = 0
for some measure µ which is supported on Γ and absolutely continuous with respect
to the arc length of Γ. This implies there exists f1, f2, · · · , fn ∈ L
1(R) such that
fˆ1(ξ) + e
piiηfˆ2(ξ) + · · ·+ e
(n−1)piiη fˆn(ξ) = 0
for all (ξ, η) ∈ Λ. Since Π˜su(Λ) is dense in R, in order to prove µ = 0, it is enough to
prove that fi|Π˜su(Λ)
= 0.
Case-I: For ξ ∈ Π1(Λ), we have
(3.3) fˆ1(ξ) + e
piiηfˆ2(ξ) + · · · + e
(n−1)piiη fˆn(ξ) = 0,
where η ∈ Img(ξ). Let ξ0 be a point in Π
1(Λ). If fˆn(ξ0) 6= 0, then by Wiener’s lemma
1
fˆn
∈ P
Π1(Λ),ξ0
2 . So, by the definition of P
Π1(Λ),ξ0
2 there exists an interval Iξ0 around ξ0
and ϕ ∈ L1(R) such that ϕˆ = 1
fˆn
on Iξ0 ∩ Π
1(Λ). Dividing Equation ( 3.3 ) by fˆn(ξ)
we have
fˆ1(ξ)
fˆn(ξ)
+ epiiη0
fˆ2(ξ)
fˆn(ξ)
+ · · ·+ e(n−1)piiη0 = 0
on Iξ0 ∩ Π
1(Λ). Let χ(ξ) = epiiη, where η ∈ Img(ξ). As fˆi(ξ)
fˆn(ξ)
∈ P
Π1(Λ),ξ0
2 for i =
1, 2, · · · , n− 1, we can conclude that χ ∈ P
Π1(Λ),ξ0
n and hence ξ0 ∈ Π
1∗(Λ).
If fˆl(ξ0) 6= 0 for some 2 ≤ l < n but fˆi(ξ0) = 0 for all i > l, then we can similarly
show that χ0 ∈ P
Π1(Λ),ξ0
l . Hence, applying Lemma 3.1 we have ξ0 ∈ Π
1∗(Λ).
Thus we can conclude that if ξ0 ∈ Π
1(Λ) \ Π1∗(Λ), then fi(ξ0) = 0 for all i =
1, 2, · · · , n.
Case-II: Choose k so that 2 ≤ k < n− 1. For ξ ∈ Πk(Λ), we have
(3.4) fˆ1(ξ) + e
piiηj fˆ2(ξ) + · · · + e
(n−1)piiηj fˆn(ξ) = 0,
where ηj ∈ Img(ξ) for j = 1, 2, · · · , k. Suppose, ξ0 ∈ Π
k(Λ). Now if fˆn(ξ0) 6= 0, then
again by Wiener’s lemma 1
fˆn
∈ P
Π1(Λ),ξ0
2 . Let Iξ0 be the corresponding interval around
Iξ0 . Dividing equation ( 3.4 ) by fˆn(ξ) we have
fˆ1(ξ)
fˆn(ξ)
+ epiiηj
fˆ2(ξ)
fˆn(ξ)
+ · · ·+ e(n−1)piiηj = 0,
for all ξ ∈ Iξ0 ∩ Π
k(Λ). This implies ( fˆ1
fˆn
, fˆ2
fˆn
, · · · , fˆn−1
fˆn
) is a solution of the system
of equation A
Πk(Λ)
ξ,n−1Xξ = B
Πk(Λ)
ξ,n−1 on Iξ0 ∩ Π
k(Λ). As each fˆi
fˆn
∈ P
Πk(Λ),ξ0
2 , for i =
1, 2, · · · , n− 1, we can conclude that ξ0 ∈ Π
k∗
su.
If fˆl(ξ0) 6= 0 for some l ≥ k and fˆj(ξ0) = 0 for all j > l, then we will have
fˆ1(ξ)
fˆl(ξ)
+ epiiηj
fˆ2(ξ)
fˆl(ξ)
+ · · ·+ e(n−1)piiηj = 0
on Iξ0 ∩Π
k(Λ) for some interval Iξ. Similarly as we have done in the first part of the
Lemma 3.1, by taking functions whose Fourier transform is supported on Iξ0 and then
by iterative method we can find ϕi ∈ L
1(R), i = 1, 2, · · · , n so that (ϕˆ1, ϕˆ2, · · · , ϕˆn−1)
will be a solution of the system of equation A
Πk(Λ)
ξ,n−1Xξ = B
Πk(Λ)
ξ,n−1 on Iξ0 ∩Π
k(Λ). Hence
ξ0 ∈ Π
k∗
su(Λ).
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If fj(ξ0) = 0 for all j ≥ k, then the equation ( 3.3 ) turns out to be a homogenous
system of equation with k number of equations where the number of variables is less
than k and determinant of the corresponding matrix is non-zero. Hence, fj(ξ0) = 0
for all j = 1, 2, · · · , n.
Case-III: Suppose ξ0 ∈ Π
n−1(Λ). Then similarly as we have shown in case-II, we
can prove that if fˆn(ξ0) 6= 0 then ξ0 ∈ Π
n−1∗(Λ) and if fˆn(ξ0) = 0 then fi(ξ0) = 0 for
all i = 1, 2, · · · , n.
Case-IV: If ξ0 ∈ Π
n(Λ), then we have a system of homogeneous equation with n
equations and n variables where the determinant of the corresponding matrix is non-
singular. Hence fˆj(ξ0) = 0 for all j = 1, 2, · · · , n.
Therefore, from the above four cases we can conclude that fˆj|Π˜(Λ) = 0, as we re-
quired.
3.2. Proof of the necessary part. For convenience, in the proof of necessary part
we will use the notations Π1∗ne(Λ) and Π
n−1∗
ne (Λ) in place of Π
1∗(Λ) and Πn−1∗(Λ)
respectively.
Let (Γ,Λ) be a Heisenberg uniqueness pair for some Λ ⊂ R2. We will show that
Π˜ne(Λ) is dense in R. As, (Γ,Λ) is a HUP, one can notice that Π(Λ) has to be dense
in R. This is because we can always consider measures which are only supported
on R × {0} and then apply the result observed in [3] corresponding to a single line.
Now, suppose Π˜ne(Λ) is not dense in R. Then, there exists an interval I0 such that
Π˜ne(Λ) ∩ I0 is empty. But as Π(Λ) is dense in R, Π(Λ)∩ I0 is non-empty. So, we have
Π(Λ) ∩ I0 =
(
n−1⋃
k=1
Πk∗ne(Λ)
)
∩ I0.
In order to prove the necessary condition we need the following lemmas.
Lemma 3.2. Let I be an interval such that I ∩ Πk∗ne(Λ) is dense in I for some k
satisfying 2 ≤ k ≤ n − 1. Then there exist a subinterval J ⊂ I such that J ∩ Π(Λ) ⊂⋃n
j=kΠ
j(Λ).
Proof. Choose some k satisfying 2 ≤ k ≤ n − 1. In Πk(Λ) we can define a function τ
as follows
(3.5) τ(ξ) =
k∏
p=2
p−1∏
q=1
(epiiηp − epiiηq )2
where ηp ∈ Img(ξ), p = 1, 2, ..., k. For simplicity, we will denote ap = e
piiηp , where
p = 1, 2, ..., k and |ap| = 1.
We claim that if ξ ∈ Πk∗ne(Λ), then τ ∈ P
Πk(Λ),ξ
2 . To see this we have to first
observe that the solution of the equation A
Πk(Λ)
ξ,k Xξ = B
Πk(Λ)
ξ,k is given by the following
elementary symmetric polynomials of a1, a2, · · · ak defined as
e1(ξ) = (−1)
ka1a2 · · · ak
e2(ξ) = (−1)
k−1
k∑
i=1
∏
j 6=i
aj
· · ·
· · ·
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ek−1(ξ) =
∑
1≤i<j≤k
aiaj
ek(ξ) = −
k∑
i=1
ai.
By hypothesis each ei belongs to P
Πk(Λ),ξ
2 , for i = 0, 1, 2, · · · , k. As τ is a symmetric
polynomials of a1, a2, · · · , ak, by fundamental theorem of symmetric polynomials it can
be written as a polynomial of ek, ek−1, · · · , e1. Therefore, τ ∈ P
Πk(Λ),ξ
2 . This proves
our claim.
Now, we are in a position to prove the lemma. Let ξ0 be a point in I∩Π
k∗
ne(Λ). Clearly
τ(ξ0) 6= 0. As τ ∈ P
Πk(Λ),ξ0
2 , we can extend τ continuously on a subinterval J ⊂ I
containing ξ0 so that τ(ξ) 6= 0 for all ξ ∈ J . We will prove that J∩Π(Λ) ⊂
⋃n
j=kΠ
k(Λ).
Suppose there is a point ξ′ ∈ J ∩ Π(Λ) which belongs to Πk
′
(Λ) for some k′ < k. As
J ∩ Πk∗ne(Λ) is dense in J ⊂ I, we can find a sequence {ξl} which converges to ξ
′.
Let ηli ∈ Img(ξl), for i = 1, 2, · · · , k. Since, 0 ≤ η
l
i < 2, we can find convergent
subsequences {ηl
′
i } of η
l
i and let η
l′
i → η
′
i as l
′ → ∞, for each i = 1, 2, · · · , k. As
Λ is closed, η′i ∈ Img(ξ
′), for each i = 1, 2, · · · , k. This implies η′i = η
′
j for some
i 6= j. Hence, from the continuity of the exponential function, we have τ(ξ′) = 0,
which contradicts the fact that τ 6= 0 on J . Therefore, the lemma is proved.

Lemma 3.3. There does not exist any subinterval J of I0 such that Π(Λ)∩J ⊂ Π
k∗
ne(Λ)
for any k = 1, 2, · · · n− 1.
Proof. Suppose the result is not true. Then we have two possibilities.
Case-I: Let there exists a subinterval J of I0 such that Π(Λ)∩J ⊂ Π
1∗
ne(Λ). Consider
a point ξ0 ∈ J ∩ Π(Λ). As ξ0 ∈ Π
1∗
ne(Λ), there exist an interval Iξ0 ⊂ J containing ξ0
and ϕi ∈ L
1(R), i = 1, 2, · · · , n− 1 such that
(3.6) ϕˆ1 + ϕˆ2χ0 + ϕˆ3χ
2
0 + · · ·+ ˆϕn−1χ
n−2
0 + χ
n−1
0 = 0
on Iξ0 ∩ Π
1(Λ). Now we will choose a non-zero function fn ∈ L
1(R) whose Fourier
transform is supported on Iξ0 . After choosing fn one can construct fi−1 = fn ∗ ϕi, for
i = 1, 2, · · · , n. Let µ be the measure which is constructed using the above defined fi so
that the Fourier transform of µ satisfies equation ( 2.1 ). Then, by 3.6 µˆ|Iξ0∩Π
1(Λ) = 0.
As, Π(Λ)∩J ⊂ Π1∗ne(Λ), µˆ vanishes on Iξ0 ∩Π(Λ). Since, each fˆi is supported in Iξ0 , we
have µˆ|Λ = 0, which gives a contradiction. Hence, there can not exist any subinterval
J of I0 such that Π(Λ) ∩ J ⊂ Π
1∗
ne(Λ).
Case-II: Let there exists a subinterval J of I0 such that Π(Λ) ∩ J ⊂ Π
k∗
ne(Λ), for
some 2 ≤ k ≤ n − 1. Again, let us consider a point ξ0 ∈ J ∩ Π(Λ). By Lemma
3.1, ξ0 ∈ Π
k∗
su(Λ). Hence there exists an interval Iξ0 ⊂ J and functions ϕi ∈ L
1(R),
i = 1, 2, · · · , n such that (ϕˆ1, ϕˆ2, · · · , ϕˆn−1) is a non-zero solution of the system of
equation A
Πk(Λ)
ξ,k Xξ = B
Πk(Λ)
ξ,k on Iξ0∩Π
k(Λ). Now we can construct a non-zero measure
µ by first choosing a function fn whose Fourier transform is supported on Iξ0 and
the constructing fi by the same prescription used above for Case-I. Proceeding as
in Case-I, we can prove that there can not exist any subinterval J of I0 such that
Π(Λ) ∩ J ⊂ Πk∗ne(Λ), for any 2 ≤ k ≤ n− 1.
Thus the lemma is proved. 
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Proof of the necessary part
Proof. Now we are ready to prove the necessary part of the theorem. It is enough to
show that there does not exist any subinterval J of I0 for which J ∩Π(Λ) is contained
in
⋃n−1
k=1 Π
k∗
ne(Λ). We claim that there does not exist any subinterval J of I0 such that
J ∩ Π(Λ) ⊂
⋃l
j=1Π
αj∗
ne (Λ) for any (α1, α2, · · · , αl) ∈ N
n satisfying 1 ≤ α1 < α2 <
· · · < αl ≤ n − 1. We will prove this by induction on l. By Lemma 3.3 the result
is true for l = 1. Suppose the result is true for all l ≤ l0 − 1 < n − 1. Let us
consider (α1, α2, · · · , αl0) ∈ N
n satisfying 1 ≤ α1 < α2 < · · · < αl0 ≤ n − 1. Now,
suppose there exist an interval J ⊂ I0 such that J ∩ Π(Λ) ⊂
⋃l0
j=1Π
αj∗
ne (Λ). Then
Π
αl0∗
ne (Λ) is dense in J ∩Π(Λ), otherwise we will get an interval J ′ ⊂ J ⊂ I0 such that
J ′ ∩ Π(Λ) ⊂
⋃l0−1
j=1 Π
αk∗
ne (Λ), which will contradict our induction hypothesis. Since,
Π
αl0∗
ne (Λ) is dense in J ∩ Π(Λ) and J ∩Π(Λ) is dense in J , Π
αl0∗
ne (Λ)is dense in J . By
Lemma 3.2 the density of Π
αl0∗
ne (Λ) implies that there exist a subinterval J ′ ⊂ J such
that J ′∩Π(Λ) ⊂
⋃n
j=l0
Πj(Λ). It follows that J ′∩Π(Λ) ⊂ Π
αl0∗
ne (Λ). But by Lemma 3.3
J ′ ∩Π(Λ) can not be contained only in Π
αl0∗
ne (Λ). This proves our claim. Therefore, I
can not be contained in
⋃n−1
j=1 Π
j∗
ne(Λ) and the necessary part of the theorem is proved.

We will conclude by pointing out that we can actually improve the necessary con-
dition of our main theorem. Infact, we can notice that the explicit expression of the
solutions of the system of linear equation A
Πk(Λ)
ξ,k Xξ = B
Πk(Λ)
ξ,k is only used in Lemma
3.2 in order to prove that τ ∈ P
Πk(Λ),ξ
2 . Hence, in the necessary condition, we can
replace the sets Πk∗ne(Λ) by the sets defined below:
Π˜k∗ne(Λ) = Π
k∗
su(Λ) ∩ {ξ ∈ Π
k(Λ) : τ ∈ P
Πk(Λ),ξ
2 }
where 2 ≤ k ≤ n− 2 and τ is defined by 3.5 . Note that from the proof of Lemma 3.2
we have Πk∗ne(Λ) ⊂ Π˜
k∗
ne(Λ).
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