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Obogatena resničnost je tehnologija, ki združuje virtualni in realni svet in nam 
omogoča doživljanje realnega sveta z dodanimi virtualnimi elementi. Tehnologija je 
še vedno v razvoju, vendar počasi prehaja v zrelo obdobje in je uporabna na številnih 
področjih.  
Svet filma in gledališča ponuja gledalcem čudovite vizualne podobe in doživetja. 
Za izdelavo kvalitetnih izdelkov je potrebno veliko drage opreme, še posebno pri 
večjih snemalnih projektih. Zato se vprašamo, ali obstaja možnost združitve AR s 
filmskim svetom in s tem omogočiti direktorjem fotografije, da si vnaprej opremijo 
virtualni set ter prihranijo energijo in čas s prenašanjem in prestavljanjem opreme. 
Ravno temu izzivu in rešitvi se posvečamo v tem delu. 
V uvodnem delu diplomskega dela je opisana kratka zgodovina obogatene 
resničnosti in teoretično ozadje delovanja naprav, ki jo omogočajo. Sledi opis sistema 
za virtualno osvetljevanje prostora na podlagi obogatene resničnosti ter naprave MS 
Hololens. Sistem omogoča 3D-analizo prostora okoli nas, omogoča virtualno 
postavljanje luči v prostor ter njihov nadzor. Rešitev smo evaluirali s standardnimi 
metodami za merjenje uporabniške izkušnje. V pilotsko uporabniško študijo je bilo 
vključenih pet uporabnikov, ki so jo ocenili preko standardnega vprašalnika za 
uporabniško izkušnjo (User Experience Questionnaire), hkrati pa smo preverili še 
možnost simulacijske slabosti (Simulator Sickness Questionnaire) ter zbrali njihove 
komentarje. 
Aplikacija je bila dobro sprejeta, vendar se je trenutno izkazala kot manj 
primerno za profesionalno uporabo. 
 






Augmented reality is a technology that merges virtual and real world, which 
enables us experiencing real world with added virtual elements. Technology around 
AR is still developing, but it is already useful in many different fields. 
Film and theatre are entertaining their visitors with incredible visual 
masterpieces and experiences. In order to develop such works, a lot of expensive 
equipment, especially on bigger sets, is needed. Therefore the question emerges – Is 
there a chance of merging the world of AR with the world of film? It would be a big 
advantage for the directors of photography, giving them a tool to develop their own 
virtual movie set, prevent wasting their energy and save time with moving the 
equipment. 
This thesis covers a short history of augmented reality and theoretical 
background of how the equipment works. Than follows a description of augmented 
reality based system for virtual lighting and Microsoft Hololens device. The system 
enables us 3D environmental mapping, adding of lights into the scene and controlling 
their characteristics. The solution was tested with standard methods for measuring user 
experience. 5 users, who participated in the pilot user experience study, evaluated the 
application through User Experience Questionnaire. At the same time the possibility 
of simulator sickness was checked with Simulator Sickness Questionnaire and users' 
experience with our solution were collected. 












1  Uvod 
 Obogatena resničnost (angl. Augmented Reality – kratica AR) je tehnologija, 
ki nam omogoča nadgrajeno doživljanje realnega sveta. Obogati nam sliko realnega 
sveta z informacijami v obliki računalniško generiranih virtualnih učinkov kot so slike, 
zvok, besedilo, animacije, itd. Glavna posebnost te tehnologije je, da smo postavljeni 
v realni svet z dodanimi virtualnimi elementi in v svetu pridobiva na vse večji 
prepoznavnosti, predvsem na področju osebnih pametnih naprav.  
 Za prvi stik z obogateno resničnostjo je dovolj že pametni telefon s kamero. 
Obstaja že na stotine aplikacij, ki pa so večinoma namenjene za zabavo. AR je tudi 
prostor za razvoj kakovostnih aplikacij za pomoč ljudem pri delu v industriji, 
zdravstvu, gradbeništvu itd. Ponuja nam vpogled v prihodnost s pomočjo virtualne 
slike, preslikane na realno okolje. Tako npr. lahko vidimo hologram opremljenega 
prostora še preden je ta zgrajen, športnikom in zdravnikom omogoča spremljanje 
fizičnega stanja, itd. Razvoju podobne aplikacije za industrijske zahteve sem se 
posvetil tudi sam v diplomskem delu. Za razvoj teh aplikacij potrebujemo le računalnik 
in razvojno okolje, za testiranje pa so potrebna pametna očala t.i. smart glasses ali še 
bolj zmogljivi naglavni zasloni, t.i. Head Mounted Displays. Predstavniki takih naprav 
so Hololens, Google Glasses, Meta 2, Magic Leap … 
Naglavni zasloni zaznavajo premikanje glave, imajo možnost IR skeniranja 
prostora, zaznavanja govora, pridobivajo podatke s kamere, glavna lastnost pa je 
transparenten zaslon, ki nam pred sliko realnega sveta prikazuje virtualne elemente.  
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1.1 Cilji diplomske naloge 
Glavni cilj diplomske naloge je preveriti ali bi si z obogateno resničnostjo lahko 
olajšali delu na snemanju. Osredotočil sem se na osvetlitev filmskega seta, ki vzame 
največ časa za pripravo, saj so luči težke in nerodne za prenašanje. Velika odgovornost 
sloni na direktorju fotografije, da jih postavi tako, da je potrebno čim manj premikanja. 
S pomočjo tehnologije AR bi lahko virtualno osvetlil prostor in hitreje ter bolj 
kakovostno pripravil učinkovito rešitev osvetlitve filmskega seta. 
Cilj je izdelati AR aplikacijo za napravo Microsoft Hololens, ki bi omogočala 
virtualno osvetlitev prostora s studijskimi lučmi, uporabniku pa bo omogočala 
določanje položaja luči v prostoru in smer snopa svetlobe. Hkrati pa bo v prostor 
možno dodati več luči in z njimi tudi upravljati. Uporabnost aplikacije bo evalvirana s 
pomočjo pilotske študije 5 uporabnikov, ki jo bodo preizkusili in preverili ali se jim 
zdi uporabna za delo na setu.  
V nadaljevanju diplomske naloge je na kratko predstavljena zgodovina 
obogatene resničnosti in osnovni princip delovanja. Podrobneje so opisane tudi osnove 
snemanja ter predstavitev problema katerega bi aplikacija odpravila. Za konec sledi 
predstavitev izdelave AR aplikacije, ki sem jo naredil v okolju Unity in rezultati 










2  Kratka zgodovina obogatene resničnosti (AR) 
Prve ideje o uporabi obogatene resničnosti, kot jo poznamo sedaj, segajo v leto 
1901, ko je L. Frank Baum v noveli The Master Key: An Electrical Fairy Tale, 
Founded Upon the Mysteries of Electricity and the Optimism of its Devotees, opisal 
dečka, ki je od demona dobil darilo »Označevalca osebnosti«.  Opiše ga kot očala, ki 
so ob pogledu na osebo izpisala nad njeno glavo ali je človek dober ali zloben [1]. 
Prvo napravo, ki ustreza kriterijem AR, pa je izdelal inovator Louis Rosenberg 
v Armstrong Laboratoriju, ki je del baze ameriškega vojnega letalstva. Napravo je 
poimenoval Virtual Fixtures in je od uporabnika zahtevala, da upravlja fizični robotski 
roki z nošenjem zgornjega dela eksoskeletona (Slika 1). Posebna očala so mu na 
položaj njegovih rok v realnosti preslikala sliko robotskih rok, s katerima je upravljal 
na daljavo. Očala so omogočala še prikaz virtualnih ovir, okolja in dodatnih navodil, 




Slika 1: Primer uporabe sistema Virtual Fixtures 
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Področje AR se je začelo razvijalovzporedno s poskusi naprav za prikaz 
virtualne resničnosti. Za mejnik tehnologije AR, kot jo poznamo danes bi lahko vzeli 
leto 2013, ko je podjetje Google predstavilo beta verzijo Google Glass AR očal. Ta so 
povezana z uporabnikovim telefonom in jih je možno upravljati s premikanjem glave, 
glasovnimi ukazi ali dotikom okvirja očal. Istega leta se je na platformi Kickstarter 
pojavil produkt Meta 1, ki je bil prvi komercialni optični naglavni zaslon (OHMD), ki 
pa mora biti za delovanje s kablom povezan z računalnikom. Kmalu se je na trgu 
pojavil prvi avtonomen OHMD, ki ga je predstavilo podjetje Microsoft, ko je na trg 
poslalo Hololens [3]. Za to napravo je izdelana tudi moja aplikacija, saj omogoča 3D 
skeniranje prostora, je procesorsko dovolj zmogljiva, omogoča avtonomno delovanje 
in omogoča nadzor s kretnjami, glasom in drugimi Bluetooth napravami. Trenutno mu 
na trgu delajo največjo konkurenco Epson Moverio BT–300 (Slika 2), Meta 2 in Magic 
Leap [4]. Hololens je pred njimi v močni tehnološki prednosti, saj aplikacije lahko 
razvijamo na Windows 10, kar omogoča razvoj aplikacije za širšo javnost. Te štiri 
naprave so si med seboj različne, a hkrati zelo podobne. Epson Moverio so pravzaprav 
pametna očala, vendar delujejo avtonomno s priključeno prenosno enoto in so 
procesorsko od pametnih očal najbolj zmogljiva. Meta 2 in Magic Leap , ki je še vedno 
v razvoju, omogočata 3D skeniranje prostora in boljšo prosojnost zaslonov. Magic 
Leap ima prav tako zunanjo prenosno procesno enoto, medtem ko mora imeti Meta 2 
vzpostavljeno povezavo z računalnikom preko kabla. Na trgu zaenkrat ni veliko 
konkurence, vendar  bosta v  nadaljnjem razvoju ravno zagotovitev avtonomnosti in 
združevanje zmogljivosti z enostavnim ter lahkotnim dizajnom odločali, kateri 















Slika 2: Microsoft Hololens 








































Slika 3: Epson Moverio BT–300 
Slika 4: Meta-2 
Slika 5: Magic Leap 
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Čeprav se diplomska naloga dotika uporabe AR predvsem na pametnih očalih, 
je na tem področju nujno potrebno omeniti uporabo na drugih pametnih napravah, kot 
so pametni telefoni in tablice. Preboj na tem področju je leta 2016 doseglo ameriško 
podjetje Niantic, ko je na trg poslalo mobilno igro Pokemon Go (Slika 6). Igra je 
postala svetovni fenomen in je dvignila popularnost uporabe AR iger. Močno vlogo je 
leto kasneje prevzela aplikacija Snapchat z galerijo filtrov, ki so na realno okolje 
postavljali 3D objekte in animacije, ter s pomočjo analize slike kamere prepoznali 






Slika 6: Mobilna igra PokemonGo 
Slika 7: Eden izmed AR filtrov na Snapchatu 
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3  Teoretično ozadje 
3.1 Osnove delovanja 
Naprave za uporabo AR za svoje delovanje potrebujejo procesor, zaslon, 
senzorje in vhodne naprave za interakcijo. Ravno zato so pametni telefoni in tablice 
najbolj priljubljene naprave za AR, saj že same po sebi za delovanje potrebujejo vse 
potrebne elemente, poleg tega pa vsebujejo še številne dodatne senzorje. Z razvojem 
vizualne odometrije so preko slike zmožni zaznavati tudi predmete v okolici. Vendar 
za priročno uporabo AR potrebujemo naprave, ki jih nosimo na telesu in ne ovirajo 
našega dela. Optični naglavni zaslon t.i. optical head mounted display (OHMD), je 
naprava, ki jo nosimo na glavi in omogoča uporabniku, da vidi sliko realnega in 
virtualnega okolja hkrati. Da to dosežemo, mora biti naprava sposobna zaznati 
gibanje uporabnika in hkrati slediti in ohranjati pozicije virtualnih objektov v 
realnem prostoru.   
 
3.1.1 Sledenje gibanju uporabnika 
Pri občutku vživljanja uporabnika v obogateni svet resničnosti so ključni 
senzorji, ki naše gibe preslikajo iz realnosti v virtualni svet. To osnovno deluje na isti 
princip kot VR naprave, kjer je ključna inercijska merilna enota (angl. Inertial 
measurement unit – IMU). V enoti so združeni trije senzorji in sicer: žiroskop, 
magnetometer in pospeškometer.  
 
Žiroskop je osnovni senzor IMU in meri spremembe orientacije ali spremembe 
kotne hitrosti. V napravi Hololens preverja spremembe položaja glave do tisočkrat na 
sekundo. 
Pospeškometer meri pospešek glede na gravitacijo po vseh treh oseh. Podatki o 
pospeških so uporabni za merjenje sprememb v hitrosti in sprememb v položaju. Od 
naprave pa je odvisno, ali uporablja pospeškometer na vsaki osi, kar posledično daje 
podatke o poziciji naprave v vseh smereh.  
Magnetometer meri jakost in smer magnetnega polja in na način kot kompas 
zaznava premike glave glede na površino Zemlje. Tako omogoča zaznavanje premika 
naglavnega vizirja v smeri sever-jug-vzhod-zahod.  
 
Žiroskop je najpomembnejši izmed navedenih senzorjev, vendar po določenem 
času lahko izgubi na natančnosti podatkov, kar lahko privede do zakasnitev, ki se s 
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časom celo potencirajo [5]. Te zakasnitve pa lahko zmanjšamo z uporabo podatkov iz 
pospeškometra in magnetometra, ter najbolj učinkovito s pomočjo zunanjega (angl. 
Outside-in) sledenja pozicije. 
V Hololensu zunanje sledenje pozicije omogočajo 4 sivinske kamere, RGB 
kamera in globinska IR kamera. Sledenje poziciji na ta način deluje malo počasneje, 
vendar je mnogo bolj učinkovito, kot zanašanje zgolj na inercijsko merilno enoto (angl. 
IMU) [6]. Delovanje zunanjega sledenja je predstavljeno v naslednjem podpoglavju.  
 
3.1.2 Sledenje virtualnim objektom in upravljanje z njimi v realnem prostoru 
Hololens je bil prvi naglavni zaslon, ki je okolico prepoznaval s pomočjo 3D 
analize. S pomočjo holografske procesne enote (angl. Holographic Processing Unit t.i. 
HPU), ki ga je Microsoft razvil sam, lahko združuje podatke vseh kamer in ustvari 3D 
mrežo prostora, glede na katero lahko izmeri spremembe v poziciji uporabnika in v 
prostor postavi virtualne objekte. 
 Glavni podatki za analizo prostora izhajajo iz 4 sivinskih kamer na straneh 
Hololensa ter iz globinske IR kamere na sredini (Slika 8). Globinska IR kamera deluje 
na principu Time of Flight, saj po prostoru pošilja IR signale, nakar iz časa, ki ga signal 
potrebuje do ovire, se odbije in pride nazaj v senzor, izračuna razdaljo do ovire oz. 
globino prostora. V primeru Hololensa je razdalja na kateri globinska kamera deluje 
omejena na intervalu 0.85 – 3.01 m [7]. Delovanje zaznave okolice je lahko 
neučinkovito v primeru kadar je katera izmed kamer prekrita, če ima okolica premalo 
teksture ali pa, če je prostor pretemen. Prvi in zadnji razlog potrjujeta, da so za 
optimalno zaznavo okolice potrebni tudi podatki sivinskih in RGB kamere, ki so sicer 
v temi neuporabne [8].  
Slika 8: Senzorji v napravi Microsoft Hololens 
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 Tehnično je pomembno vprašanje, kako vzporedno v realnem času zaznati 
premike uporabnika in hkrati ohranjati virtualne objekte na istem prostoru brez 
prevelikega časovnega zamika t.i. latence. Človeško oko ne zazna zamika, če je ta 
manjši od 20 ms, kar predstavlja računsko velik izziv za AR naprave, predvsem če so 
procesorsko avtonomne. Prav po zaslugi holografske procesne enote (HPU) in 32 – 
bitne centralne procesne enoteCPU v Hololensu, je ta zmožen držati zakasnitev pod 
10 ms.  
 Uporaba Hololensa je priročna, ker nas ne ovira pri delu, saj jo nosimo na glavi, 
upravljamo pa jo lahko na različne načine. Razvoj stremi k čimbolj intuitivni in 
preprosti uporabi, vendar mora biti ta tudi natančna in uporabna kjerkoli, ne glede na 
okoliščine, v katerih se uporabnik nahaja.  
Hololens je možno upravljati na sledeče načine: 
 
Površine na dotik, gumbi: Podajanje ukazov s pomočjo dotika in pritiskov na 
gumb je najbolj učinkovito, vendar lahko predstavlja oviro, če za to potrebujemo 
dodatni upravljalnik. Pri Hololensu uporabljamo daljinec (angl. Clicker), ki je del 
osnovnega paketa in omogoča lažje upravljanje Hololensa. 
 
Glasovni ukazi:  Microsoft je temu področju namenil veliko pozornosti, saj je 
v Hololens vključil set 4 mikrofonov, ki je zmožen ločiti zvok ukaza od šuma okolice. 
Učinkovit je tudi zaradi Microsoftove napredne tehnologije prepoznave govora, ki 
temelji na Cortani. Ker pa so mikrofoni prostorsko razporejeni, Hololens omogoča tudi 
prostorski zvok, kar dodaja dodatno dimenzijo k 3D virtualni izkušnji. 
 
Ukazi s kretnjami: Hololens preko kamere zna prepoznati roko, vendar 
osnovno prepozna le dve gesti: Air in Bloom. Da pa bo ukaz izveden, mora biti roka 
postavljena v začetno pozicijo ukaza, sicer Hololens gib ignorira.  
 
Sledenje pogledu t.i. eye tracking: Sledenja pogleda Hololens ne podpira, 
obstajajo pa različne dodatki, ki to funkcionalnost omogočajo.  
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3.2 Tehnologije leč 
3.2.1 Osnove optike pri AR 
Glavna lastnost AR in OHDM je prikaz virtualnih elementov v realnem okolju. 
Da to lahko dosežemo, moramo prikazati virtualne objekte na način, ki še vedno 
omogočajo pogled na realno okolico. Optični del naglavnih zaslonov in pametnih očal 
je sestavljen iz notranje in zunanje leče. Zunanja leča skrbi za zaščito oči uporabnika 
in pri veliko primerih potemni pogled na okolico, kar omogoča boljšo vidnost 
hologramov.  Notranja leča, ki je najbližje očesu (angl. Near eye display), skrbi za 
prenos slike iz vrha očal preko leče in skrbi za prikaz hologramov. Zgrajena je iz iz 
treh tankih svetlobnih valovodov, ki prepuščajo rdečo, zeleno in modro barvo. Za 
vsako oko, HD RGB vgrajeni mikro-projektor skozi vse tri sloje leče (Slika 9), na oko 
uporabnika prikazuje sliko, ki je hkrati transparentna in barvno bogata. Slednji 
lastnosti odlikujeta Hololens, saj ima izmed vseh naglavnih zaslonov najboljšo 
holografsko gostoto (angl. Holographic density). Optiko Hololensa pa odlikuje tudi do 
sedaj največje število radiantov (svetlobnih točk/radian), kar omogoča hologramom 
močno svetilnost, kar pomeni, da lahko Hololens uporabljamo tudi ob močni svetlobi.  
 
 
Da dosežemo 3D občutek virtualnega okolja, mora vsak zaslon pred očesom 
dobiti rahlo različno sliko. To vpliva na vidnost hologramov prek zaslona, saj so ti 
vidni na razdalji 0.85 m – 3 m, kjer je optimalna razdalja do holograma v prostoru 2 
m, saj se na tem mestu vidna kota zaslonov obeh očes prekrivata.  
Težava naprave Hololens je, da ima precej ozek kot pogleda 45° (VR naprave 
imajo v večini 120°), kar pa je posledica načina izrisovanja hologramov in celotnega 
Slika 9: Optični deli naprave Microsoft Hololens 
3.2 Tehnologije leč 23 
 
3D okolja. Da je uporaba procesorsko manj zahtevna, Hololens procesira le virtualne 
elemente, ki so takrat v vidnem polju uporabnika. Za razliko od VR naprav, kjer je 
celotno virtualno okolje izrisano cel čas.  
 
3.2.2 Vrste tehnologij za prikaz hologramov 
 Za prikaz hologramov obstaja več tipov tehnik, ki izločajo določene spektre iz 
svetlobe. Predstavil bom tri najbolj pogoste, ki se uporabljata v OHDM in v ostalih 
pametnih očalih [10]: 
 
Holografska ekstrakcija (angl. Holographic extraction) je tehnika, ki ustvarja 
AR s pomočjo hologramov in svetlobnega valovoda (angl. Waveguide), ki preusmerja 
valove svetlobe glede na valovno dolžino. Iz projektorja se svetloba usmeri na rob 
svetlobnega valovoda, ga prepotuje in se na koncu pod kotom 90 stopinj preusmeri v 
zenico uporabnika. Uporaba svetlobnih valovodov namesto prizm nam omogoča 
izdelavo zelo tankih leč (manj kot 2 mm), prav tako pa omogoča transparentnost 
prikazane slike [11].  
 
Ekstrakcija z uklanjanjem (angl. Diffractive extraction) je tehnika, kjer se 
AR doseže s pomočjo širjenja slike na zenico (angl. Exit Pupil Expansion), kar 
dejansko pomeni širjenje slike na celotno površino, katero bi zenica prekrila ob 
obračanju oči v vse smeri. Da pa ta tehnika deluje optimalno, je potrebno izračunati 
razdaljo med centroma zenic uporabnika, kar je osnova kalibracije Hololensa. Širjenje 
doseže s pomočjo svetlobnega valovoda (angl. Waveguide), ki z nanorežami poskrbi 
za interferenco valov svetlobe, ki potujejo skozenj, kar povzroči, da se slika zaslona 
poveča, ko pade na površino očesa.   
 
Reflective waveguide je debelejši, a lahek kos stekla ali plastike, ki omogoča 
prikaz hologramov s pomočjo pol-refleksnega zrcala, ki sliko pošilja v uporabnikovo 
oko. 
 
Waveguide je tanka struktura iz plastike ali stekla, ki z zelo majhnimi režami 
vodi elektromagnetno valovanje z minimalno izgubo energije. Omogoča selektivno 
prepuščanje spektrov valovanja, interference, hkrati pa je zaradi tankosti najbolj 
primerna za uporabo v AR. 
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Po pregledu člankov na internetu, bi lahko bili uporabljeni v Hololensu tehniki 
holografske ekstrakcije in ekstrakcije s pomočjo uklanjanja. Različni viri namigujejo 
na različni tehniki, vendar več virov kaže na to, da se slika projicira na oko s pomočjo 
ekstrakcije s pomočjo uklanjanja. Slednje za delovanje potrebuje podatke o razdalji 
med sredinama zenic uporabnika, kar je tudi najpomembnejši faktor, med kalibracijo 
Hololens na novega uporabnika [11].  
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3.3 Pregled uporabe rešitve obogatene resničnosti 
 AR aplikacije so že nekaj časa prisotne v svetu zabave, vendar se počasi 
uveljavljajo tudi v industriji. Izmed najbolj pomembnih segmentov, kjer bo AR v 
prihodnosti zelo uporabna, bi izpostavil segment zdravstva in gradbeništva.  
Tu izjemno izstopa programska oprema za Hololens podjetja Virtual Surgery 
Intelligence, ki doktorju ob operaciji omogoča vpogled v izvide, rentgenske slike, ER 
slike, ki se celo prikažejo na poziciji pacientove glave in doktorju omogočajo vpogled 
v notranjost telesa [12]. 
Na področju gradbeništva je zanimiva povezava med podjetji Microsoft in 
ThysenKrupp, ki Hololens uporablja za pomoč pri nameščanju dvigal za osebe na 
invalidskem vozičku. S pomočjo markerja uporabnik Hololensa lahko izmeri prostor, 
s tem pridobi mere za izdelavo dvigala, hkrati pa lahko stranka ob pogledu na hologram 
vidi, kako bo dvigalo izgledalo in si izbere drugo rešitev, če ji ta ne ustreza.  
AR aplikacije, ki bi se uporablja na področju snemanja še nisem zasledil. Edina 
informacija s tega področja je, da Canon aktivno dela na svojem AR sistemu oz. 
sistemu mešane resničnosti. Prvi izdelek MREAL je bil predstavljen leta 2010. Ta pa 
naj bi bil namenjen izključno profesionalni uporabi v industriji, čemur botruje verjetno 
tudi visoka cena in sicer neverjetnih 125.000 € [13]. To je le moja domneva, da bi v 
filmsko industrijo, v kateri so močno podjetje, lahko prvi vnesli AR oz. MR 
tehnologijo skozi njihove produkte.  
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4 Uporaba tehnologij obogatene resničnosti na snemanju 
4.1 Osnove snemanja  
Kdor se ne ukvarja s snemanjem ali fotografijo, težko razume, koliko dela je 
potrebnega, da končni izdelek izgleda atraktivno in očesu prijazno. Delo se začne že v 
pred-produkciji, kjer se sestavi scenarij, pripravi snemalno knjigo in dispozicijo za 
dan/dneve snemanja. Snemalni dan traja 12 ur, v to pa niso vključeni prihodi  in odhodi 
sodelujočih in priprave na začetek snemanja prvega kadra. Snemanja lahko trajajo po 
en dan ali pa tudi po več mesecev. Pri snemanju video izdelka je največji poudarek  na 
zgodbi ter seveda na vizualni podobi. Ta mora biti za gledalca naravna in mora v njem 
tudi vzbuditi neka občutja. Človek še ni razvil kamere, ki bi se lahko primerjala z 
zmogljivostjo človeškega očesa. V nekaterih aspektih ga seveda prekaša, vendar se 
ustvarjalci filmov ves čas bojujejo z ustvarjanjem perspektive skozi katero gledamo v 
vsakdanjem življenju. Tu pa močno pride do izraza osvetlitev. Oko ima velik 
dinamični razpon, kar pomeni, da lahko hkrati vidimo celoten razpon od zelo temne  
pa do zelo svetle točke. Da lahko to dosežemo s kamero, moramo pravilno uporabiti 
luči. Hkrati je osvetlitev pomembna tudi za razvoj zgodbe. Z njo lahko podzavestno 
ustvarimo določeno vzdušje, bolj osvetljene dele naredimo za zgodbo bolj pomembne, 
hkrati pa se trudimo, da se zdi okolica in osvetlitev igralcev naravna.   
 
4.2 Identifikacija problematike 
Filmski projekti se poleg razlik v zgodbi in žanru razlikujejo tudi po zahtevnosti 
projekta. Določene ideje so za vizualno uresničitev zelo zahtevne, zato se tudi 
snemalni prostori in dinamika dela močno razlikujejo. Da zahtevnejša dela v studijih 
ali drugih prostorih lahko hitro in dobro opravimo, pa pogosto, predvsem pri osvetlitvi, 
potrebujemo veliko opreme,. Ta oprema je večinoma še velika, težka in okorna za 
uporabo. Zato je naloga direktorja fotografije, ki določa položaj kamere in postavitev 
luči, ena najbolj odgovornih in vzame ogromno časa tudi ob dobri pripravi. Čas 
priprave in postavitve luči bi lahko zmanjšali z uporabo AR aplikacije, ki bi direktorju 
fotografije omogočala postavitev virtualnih luči v prostor in virtualno osvetliti kader 
še preden bi v dogajanje postavili vso opremo. Hkrati bi omogočala hitrejšo in bolj 
učinkovito pripravo na snemanje in olajšala delo tehnikom.  
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5 Opis rešitve – projekt 
Odkar so se na trgu pojavile enostavne naprave za izkušnjo virtualne resničnosti, 
je moje zanimanje za to področje raslo. Ob prvi uporabi naprave Hololens pa me je 
svet AR še toliko bolj fasciniral.  
Ker se sam ukvarjam s snemanjem in vsakič znova ugotavljam koliko časa gre 
za prenašanje, postavljanje in pospravljanje opreme ter ponovno razmišljanje o 
najboljši osvetlitvi prostora, sem se odločil, da bi raziskal ali je mogoče združiti svet 
filma in svet AR. Z mentorjem sva se odločila, da bom delal na sistemu luči, ki bodo 
umetno osvetljevale okolico, med njimi pa bo uporabnik lahko preklapljal in jih 
nadziral. 
Ker je bila na fakulteti mogoča uporaba Hololensa, hkrati pa je za razvoj 
aplikacij za Windows platformo največ znanega, sem se odločil, da bom aplikacijo 
ustvaril v okolju Unity in jo testiral na Hololensu. Čeprav uporaba HMD očal, ki 
podpirajo AR še ni razširjena, sem se za to vseeno odločil, saj ponuja mnogo boljšo 
izkušnjo AR sveta kot pa mobilni telefoni. 
Glavna namen aplikacije je, da uporabniku omogoča analizo prostora v katerem 
se nahaja, nato pa mu ponudi, da na izbrano mesto postavi navidezno luč na stojalu. Z 
lučjo lahko upravlja na različne načine: jo premika v prostoru, rotira kam naj sveti ter 
dodaja nove in odstranjuje obstoječe luči. Kmalu sem naletel na problem, da moramo 
za virtualno osvetlitev prostora poznati materiale vseh objektov, ki se nahajajo v 
analizirani sobi, če hočemo doseči pravilno osvetlitev. Hkrati sem ugotovil, da je 
zmožnost natančne analize premajhna, da bi sceno lahko resnično osvetlili tako kot bi 
bilo potrebno. Kljub tem ugotovitvam sem se odločil, da bom naredil prototip 
aplikacije, ki bo simulirala snope svetlobe in raziskal področje uporabe AR na tem 
segmentu. Tako uporabnik lahko upravlja z eno vrsto luči, jih dodaja, premika, rotira 
in odstranjuje. 
V naslednjih poglavjih je opisan razvoj projekta in njegovi glavni sestavni deli. 
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5.1 Sestavni deli 
5.1.1 Programska oprema 
Unity (verzija 5.6.5f1) 
Unity je eden izmed najbolj razširjenih programov za razvoj aplikacij za različne 
platforme. Razvija ga podjetje Unity Technologies s sedežem v ZDA, ki je prvo verzijo 
izdalo leta 2005. Unity je napisan v programskih jezikih C, C# in C++ ter je najbolj 
popularen za razvoj iger, animacij in simulacij za osebne računalnike, mobilne naprave 







V zadnjih letih je okolje Unity v vrhu uporabe za razvoj mobilnih aplikacij in 
aplikacij navidezne ali obogatene resničnosti [14]. Unity sem si izbral za moje delovno 
okolje, ker sem v preteklosti že delal na projektih, ki so bili razviti z njim, hkrati pa je 
zaradi množične uporabe na voljo največ dokumentacije, učnih primerov in internetnih 
debat, predvsem s stališča razvoja AR aplikacij za Hololens.  
 
Blender 
Blender je odprto kodni  program za 3D modeliranje, animiranje, izdelavo drugih 
vizualnih efektov in 3D računalniških iger. Ustvaril ga je Ton Roosendaal in s tem 
definitivno močno vplival na razvoj aplikacij, 3D modelov in animacij v svetu.  
 




Blender sem uporabil za modeliranje luči, ki je ključen del moje aplikacije. 
Osnovni model luči sem naložil brezplačno s spletne strani https://free3d.com, nato 
sem ga v programu Blender pobarval, ter ustvaril še model snopa svetlobe. Oba objekta 
sem kasneje združil v Unityu.   
 
 
Slika 10: logo Unity 
Slika 11: logo Blender 
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Pri modeliranju sem vse dele luči združil v dva dela in sicer glavo luči (Head) 
in pa stojalo (Slika 12). To mi je pomagalo pri nadaljnjem razvoju programa, saj sem 
lahko na določen del luči vezal različne skripte in jih s tem upravljal ne da bi vplivale 
na druge. 
 
Microsoft Visual Studio 2017 
Microsoft Visual Studio je integrirano razvojno okolje, ki ga je razvil Microsoft. 
Omogoča razvoj računalniških programov, spletnih strani in aplikacij. Za moje delo 
sem od okolja uporabljal urejevalnik kode, kjer sem uporabljal programski jezik C# in 
integrirani razhroščevalnik. Z njegovo pomočjo sem poganjal aplikacije na Hololens 
Emulatorju in jih prenašal na Hololens napravo.  
 
 
Slika 12: Urejanje luči v programu Blender 
Slika 13: Pisanje kode za skripto  v urejevalniku 
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Microsoft  Hololens Emulator 
Microsoft  Hololens Emulator je program, ki simulira delovanje Hololensa. To 
nam pomaga pri bolj enostavnem razvoju aplikacije, saj jo lahko testiramo tudi brez 
Hololens naprave. Program je zmožen simulirati vse možne načine interakcije 
uporabnika, hkrati pa je zmožen simulirati tudi skeniranje oz. analizo prostora, kar je 
ključni faktor pri uporabi AR naprav. Edina napaka, ki jo ima emulator v primerjavi z 
dejansko napravo, je minimalna razdalja, s katere je Hololens zmožen pokazati 
hologram. Pri napravi je ta razdalja 0.85 m, kar je posledica načina delovanja optike. 
Pri emulatorju pa ta minimalna razdalja ne obstaja, kar lahko povzroči težave pri 



























Slika 14: Postavitev luči v analiziran prostor v emulatorju 
Slika 15: Težava neupoštevanja minimalne razdalje v emulatorju. Pri uporabi 
hololensa, tega ne bi mogli videti. 
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5.1.2 Komplet za razvoj programske opreme 
Komplet za razvoj programske opreme (angl. Software development kit – SDK) 
je nabor orodij, ki omogoča izdelavo različnih aplikacij za določene programske 
pakete, programska okolja, računalniške sisteme, igralne konzole, operacijske sisteme 
in podobne razvojne platforme [15].  
Pri svojem delu sem potreboval Windows 10 SDK, to je komplet, ki vsebuje 
dokumentacijo, datoteke, knjižnice in orodja, ki so potrebna za razvoj aplikacij za 
Microsoft Windows in delovno ogrodje .NET. Je zadnja verzija Windows kompletov 
in je ključen za uporabo Visual Studia 2017, v katerem sem urejal skripte in z njim 
poganjal aplikacijo.  
 
5.1.3 Strojna oprema 
Za razvoj v okolju Unity sem uporabil svoj osebni prenosni računalnik Asus 
Razor, testiranje aplikacije pa sem izvajal s pomočjo programa Hololens Emulator in 
z napravo Hololens. Tehnične specifikacije uporabljene opreme so slednje: 
• Osnovne tehnične specifikacije osebnega prenosnega računalnika: OS 
Microsoft Windows 10 Pro 64-bit, osrednji procesor Intel® Core™ i7-
7700HQ, delovni pomnilnik RAM 16GB, grafični procesor Nvidia GeForce 
GTX1060 (za delo potrebujemo dovolj močno grafično kartico) 
• Naglavni zaslon Microsoft Hololens: OS Windows 10, Intel 32bit osrednji 
procesor, inovativen HPU (holografski procesor), trdi pomnilnik 64GB, 
delovni pomnilnik RAM 2GB 
 
Testiranje aplikacije sem si olajšal s pomočjo Hololens Emulatorja, ki imitira 
delovanje Hololensa. To mi je omogočalo delo na aplikaciji tudi ko Hololens ni bil 
razpoložljiv za uporabo. Za pravilno delovanje Emulatorja je bilo potrebno računalnik 
nastaviti na Hyper Virtual Mode, testiranje programa pa sem lahko direktno izvedel iz 
Visual Studia 2017. Prav tako sem lahko direktno testiral aplikacijo na Hololensu, 
vendar sem moral zato imeti vzpostavljeno povezavo preko kabla in v Hololensu 
vzpostaviti stanje za razvijalce. 
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5.1.4 Uporabniški vmesnik  
Za uspešno interakcijo med uporabnikom in računalnikom oz. napravo je 
potreben dober uporabniški vmesnik. Pri mojem projektu mora uporabnik usmerjati 
luči in slednje tudi videti v obogateni resničnosti. Da to lahko izvedemo, potrebujemo 
naprave, ki so opisane spodaj.  
 
Microsoft Hololens 
Svet obogatene resničnosti opazujemo skozi HMD Microsoft Hololens, ki 











Slika 16: Microsoft Hololens 
Slika 17: Prikaz, kako bi izgledala preizkušnja če bi delo anketiranca opazovali skozi Hololens 
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Slika 17 prikazuje primer kako bi videli osebo med uporabo aplikacije, če bi 
lahko videli njen obogateni svet. Hololens je za interakcijo z aplikacijo najbolj 
pomemben del, saj analizira okolico, uporabniku v pogled dodaja virtualne objekte v 
realni svet, hkrati pa ima tudi funkcijo upravljanja z objekti. Da uporabnik lahko izbere 
objekt in z njim upravlja, mora nanj usmeriti pogled, nato pa izvesti gesto »Tap« ali 
pa pritisniti na brezžični krmilnik »Clicker«. Sledenje položaju glave pa ima 
pomembno vlogo pri rotiranju luči. Ta se namreč rotira glede na spremembe lokacije 
kurzorja, ki je v aplikaciji vizualni indikator pogleda.  
 
Brezžični Bluetooth krmilnik 
Hololens omogoča upravljanje z aplikacijo s pomočjo gest, glasovnimi ukazi, ali 
pa preko povezave z zunanjimi brezžičnimi krmilniki. Ker prepoznava gest in 
glasovnega ukaza ne delujeta vedno stoodstotno, sem se odločil, da bom za lažjo 
interakcijo uporabil krmilnik, ki je priložen Hololensu. V aplikaciji ima funkcijo klika, 
ter tako lahko z njim izbiramo objekte, klikamo po meniju in potrjujemo odločitve. Za 
programiranje je prav tako preprost, saj ga uporabnik zaznava na enak način kot geste, 
kar nam omogoča da lahko aplikacijo upravljamo tako z gestami kot s krmilnikom 





Slika 18: Brezzžični krmilnik in njegova uporaba 
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Spodnja slika prikazuje ureditev glavnega urejevalnika Unity v privzeti 
razporeditvi. Z barvo označeni okvirji predstavljajo 4 segmente, ki so posamezno 
opisani v nadaljevanju. Uporabljena različica programa je v angleščini, saj mi je to 
olajšalo delo pri iskanju rešitev za težave, na katere sem med delom naletel. Večina 
izrazov pri opisu je zato tudi v angleščini, saj nimajo prave knjižne slovenske 
zamenjave. Moji lastni prevodi so pisani poševno, pri pomembnih pa sem zraven dodal 
še uradno angleško različico. 
 
 
5.2.1 Hierarhično okno (angl. The Hierarchy Window)  
Hierarhično okno sestavlja seznam objektov (angl. GameObject), ki se nahajajo 
v trenutno izbrani sceni. V seznam lahko dodajamo predmete iz datotek sredstev (angl. 
Asset Files) ali pa so to po meri izdelani predmeti vnaprejšnje izdelave (angl. Prefabs). 
Objekt lahko dodamo na seznam z načinom povleci in spusti ali pa izdelamo novega z 
desnim klikom in ga izberemo iz seznama. Ko je objekt dodan na seznam, ga lahko 
takoj vidimo v scenskem pogledu, hkrati ta iz pogleda izgine, ko ga odstranimo iz 
seznama. 
Objekti so na seznamu prikazani v takšnem vrstnem redu, kot so bili ustvarjeni, 
hkrati pa lahko z razporedom manipuliramo. Predmete lahko z miško vlečemo gor in 
dol, s tem spreminjamo njihov vrstni red, ali pa jih določimo kot »otroke« ali »starše« 
drugim objektom. »Starševski« objekt tako lahko združuje več »otroških« objektov 
Slika 19: Glavna štiri okna v osnovnem pogledu Unitya 
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pod sabo, kar pomeni da lahko z nadzorovanjem enega objekta hkrati nadzoruješ več 
drugih. 
 
5.2.2 Scenski pogled (angl. The Scene View) 
Scenski pogled predstavlja naš interaktivni pogled v virtualni svet, ki ga 
ustvarjamo. V njem lahko izbiramo in postavljamo objekte, ki so vključeni v sceni v 
3D ali 2D pogledu. V desnem zgornjem kotu lahko izbiramo med zornimi koti 
pogleda, ter preklapljamo med 3D in 2D pogledom.  
Poleg scenskega pogleda lahko med zavihki izberemo še igralni način (angl. 
Game) in pa trgovino s sredstvi (angl. Asset Store). V trgovini s sredstvi lahko 
dostopamo do zbirke zastonjskih ali plačljivih izdelkov, ki jih je ustvarila skupnost 
razvijalcev. V igralnem načinu lahko poženemo našo aplikacijo in preverimo vse njene 
funkcionalnosti, kar nam omogoča hitro testiranje brez zunanjih programov. Za moje 
delo pa sem za testiranje potreboval Hololens Emulator, saj igralni način v Unityu ne 
podpira AR izkušnje. 
 
5.2.3 Raziskovalno okno (angl. The Inspector Window) 
Raziskovalno okno vsebuje podrobne informacije o trenutno izbranem igralnem 
objektu, kar vključuje vse njegove komponente in lastnosti. V tem oknu lahko te 
lastnosti in komponente poljubno spreminjamo, dodajamo in odstranjujemo. Okno je 
enostavno za uporabo saj omogoča lahek nadzor komponent, hkrati pa lahko v primeru 
javno dostopnih spremenljivk v skriptah, te spreminjamo v trenutnem oknu brez 
urejanja kode. 
 
5.2.4 Projektno okno (angl. The Project Window) 
Projektno okno omogoča upravljanje z datotekami sredstev (angl. Asset Files), 
ki so vključene v naš projekt. Okno je sestavljeno iz levega in desnega okna. Levo 
okno prikazuje hierarhijo map našega projekta, ob izbiri mape pa se v desnem oknu 
prikaže njena vsebina. Levo podokno vsebuje še iskalnik (angl. Search) s katerim 
lahko brskamo in iščemo po datotekah. Poleg projektnega okna obstaja še konzola 
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6 Struktura in gradniki aplikacije v programu Unity 
6.1 Scena 
Aplikacija je zgrajena iz ene glavne scene, ki vsebuje vse objekte, ki so prikazani 




















• Main Camera je glavna kamera, ki predstavlja nas kot igralca. Omogoča 
premikanje in rotacijo v vse smeri.  
• Cursor je pomemben del naše aplikacije saj s pomočjo grafike prikazuje smer 
našega pogleda in nam ponuja možnost izbire objektov. Nanj so pripete skripte 
BasicCursor.sc, ki skrbi, da se nam na zaslonu prikaže grafična oblika kurzorja 
na položaju, ki ga izračuna GazeManager.cs. Skripta GestureManager.sc 
vzpostavi prepoznavanje in izvrševanje gest in ukazov s krmilnika oz. 
kontrolerja. Skripta HandsManager.sc pa določa ali je naprava zaznala roko, 
kar je pomembno za nadaljnje prepoznavanje gest. 
• SpatialMapping je objekt, ki skenira in analizira prostor, kar določa skripta 
SpatialMappingObserver.sc. Omogoča nam nastavljanje natančnosti in širine 
analize s pomočjo SpatialMappingManager.sc in omogoča uvoz modela sobe 
z ObjectSurfaceObserver.sc 
Slika 20: Seznam objektov v sceni 
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• SpatialProcessing s skripto PlaySpaceManager.sc povemo, kako dolgo časa 
naj skeniranje prostora traja ter skeniranemu okolju določimo material, da 
lahko naši objekti z njim interaktirajo. Hkrati pa SurfaceMeshesToPlanes.sc 
poskrbi, da manjše podobne dele analiziranega prostora združimo v večje in 
bolj enostavne površine kot so tla, stene, strop itd. Da pa lahko več površin 
združi v eno enotno, RemoveSurfaceVertices.sc izbriše vozlišča in oglišča 
plošč, ki niso na robovih. 
• SpaceCollection je objekt, ki s skripto StartAction.sc ob aktivaciji v sceni 
aktivira objekte, ki mu jih določamo, v primeru naše aplikacije luč. Hkrati pa 
preverja ali je površina, ki smo jo izbrali za postavitev luči, dovolj velika da to 
izvedemo. V primeru da je luč možno postaviti, se pod njo izriše zelena senca, 
v nasprotnem primeru pa rdeča. 
• LightFinal je model luči s katero osvetljujemo prostor. Sestavljena je iz treh 
delov in sicer glave (Head), stojala in menija za upravljanje (LightMenu). 
Meni je sestavljen iz petih gumbov, katere funkcije bom predstavil v 
nadaljevanju. Med skriptami, ki upravljajo z lučjo in njenimi deli, bi izpostavil 
MoveLight.sc, ki omogoča postavitev luči v prostor in pa skripto RotateLight.sc 
(na objektu Head), ki omogoča upravljanje rotacije luči glede na pozicijo 
pogleda. Ob kliku na luč se nam aktivira meni, ki nam ponuja izbiro med 5 
možnosti: 
o Premakni – ob kliku na gumb se luč »odlepi« od tal in jo je možno 
ponovno postaviti na drugo pozicijo.  
o Rotiraj – ob kliku na gumb je možno upravljati rotacijo luči s 
spreminjanjem smeri pogleda. Ob ponovnem kliku na katerikoli del 
zaslona, se rotacija ustavi. 
o Odstrani – s klikom na gumb odstranimo izbrano luč iz scene. 
o Dodaj – s klikom na gumb dodamo novo luč v sceno. Nova luč se 
ustvari v stanju pripravljenosti na postavitev v prostor. 
o Zapri – s klikom na gumb zapremo meni. 
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6.2 Materiali in teksture 
Materiali definirajo, kako naj bo površina objekta upodobljena. Na izgled 
vplivajo senčilnik, teksture, izbrani odtenki, itd.  
Senčilniki so programi, ki določajo kako bo objekt osvetljen, saj računajo 
njegovo osvetlitev in senčenje. Na primer omogočajo, da predmet naredimo 
transparenten ali pa kot da je narejen iz kovine. 
Teksture omogočajo 2D ali 3D dizajn površine objekta. Ponavadi so to bitne 
slike, ki s teksturo lesa predmet naredijo na videz lesen, če pa je ta tekstura 3D, ga  
lahko naredijo še na videz hrapavega. 
Pri svojem projektu sem pri uporabi materialov spreminjal večinoma le barve, 
od vrst senčilnikov  sem uporabil za žarek luči trasnparenten senčilnik, za vse ostale 
materiale pa Opaque (slo. moten). 
6.3 Skripte 
Skripte sestavljajo srce aplikacije, saj omogočajo, da lahko z aplikacijo 
upravljamo. Omogočajo tako programiranje premikov objektov, spreminjanje 
njihovega vizualnega videza, ter omogočajo sprejemanje ukazov s strani uporabnika. 
Skripte v projektu so napisane v jeziku C# in imajo končnico .cs. Kodo sem urejal z 













Skripte za analiziranje prostora in upravljanje z indikatorjem pogleda sem uvozil 
iz javno dostopnih gradiv na Hololens Academy [16] in sicer v paketu  
HolographicAcademy-1.5.6-230. Še vedno pa je bilo potrebno kode preurediti in 
Slika 21: Del skript, ki sem jih uporabil ali ustvaril med delom na 
projektu 
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napisati nove, da aplikacija deluje kot je potrebno. Najbolj pomembne skripte in njihov 
sem opisal že v poglavju opisa scene projekta. 
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7 Evalvacija rešitve – eksperiment 
7.1 Namen 
Namen eksperimenta je oceniti kako zahtevna je aplikacija za uporabo in če je 
na splošno uporabna za svoj namen – pomoč za virtualno osvetlitev na filmskih setih 
ali odrih.  
7.2 Hipoteza 
Naša hipoteza je, da bo uporabnikom uporaba razumljiva in enostavna. 
Pričakovane so manjše težave pri simulacijski slabosti, saj ima uporabnik ves čas stik 
z realnim svetom.  Težave predvidevam pri upravljanju rotacije luči saj je zaradi 
ozkega zornega kota težko usmerjati snop luči in hkrati gledati kam ta pada. Glede 
uporabnosti pričakujem različna mnenja, vendar bo po mojem mnenju prevladal 
občutek, da aplikacija v sedanji verziji ni uporabna za svoj namen. To lahko 
predvidevam iz dejstva, da virtualne luči ne reagirajo resnično na objekte v realnem 
svetu. 
7.3 Metoda 
Vsak uporabnik je ob začetku izpolnil izjavo o sodelovanju ter demografski 
vprašalnik, ki je vključeval še vprašanja glede uporabe AR naprav v svojem življenju 
in o izkušnjah s snemanjem. Nato sem mu predstavil napravo Hololens in njeno 
delovanje. Sledilo je spoznavanje z aplikacijo, kjer je imel uporabnik 5 min časa, da 
se z njo spozna. Po tem času je uporabnik dobil nalogo (scenarij 1), da s tremi lučmi, 
ki niso v ravni liniji, osvetli embalažo detergenta na mizi. Po končani nalogi so 
izpolnili standardni vprašalnik za oceno stopnje simulacijske slabosti (SSQ - Simulator 
Sickness Questionnaire), standardni vprašalnik o uporabniški izkušnji (UEQ – User 
Experience Quesionnaire), ter odgovorili na dodatna vprašanja o izkušnji z AR in 









Slika 22: Utrinek s testiranja, medtem ko je uporabnik opravljal nalogo 
Slika 23: Utrinek s testiranja, medtem ko je uporabnica opravljala nalogo 
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8 Rezultati meritev 
8.1 Demografija uporabnikov 
 







1 22 M DA DA D T Osnovno 0-2 
2 24 M DA DA D T Malo 0 
3 22 M DA DA D T Veliko 0-2 
4 22 Ž NE DA D T Malo 0 
5 22 Ž NE NE D D Nima 0 
 
Tabela 1: Demografske informacije uporabnikov 
Testirance sem dobil med sošolci in prijatelji, med njimi so predstavniki tako 
moških kot žensk, ter imajo različno tehnično ozadje glede uporabe VR ali AR naprav. 
Povprečna starost uporabnikov je bila 22,4 let s povprečnim odklonom 0,89 let.  
8.2 Standardni vprašalnik za oceno stopnje simulacijske slabosti  
 














Graf 1: Prikaz povprečij in standardne deviacije rezultatov vprašalnika SSQ  
8.2 Standardni vprašalnik za oceno stopnje simulacijske slabosti 43 
 
 
        




Tabela 3: Tabela rezultatov posameznih uporabnikov 
 
 
 Izrazi na rezultatih so v angleščini, saj gre za mednarodno priznan standardni 
vprašalnik. Zato spodaj prilagam prevode in razlago izrazov: 
 
• Nausea = slabost 
Simptomi so: splošno nelagodje, povečan izloček sline, potenje, slabost, 
težave s koncentracijo, želodčno zavedanje in riganje. 
• Oculomotor = okulomotor. 
Simptomi so: splošno nelagodje, izčrpanost, glavobol, naprezanje oči, 
težave z osredotočanjem, težave s koncentracijo, zamegljen vid.  
• Disorientation = dezorientacija 
Simptomi so: težave z osredotočenjem, slabost, polnost glave, zamegljen 
vid, omotica z zaprtimi ali odprtimi očmi, vrtoglavica.  
• Total Score = skupni rezultat 
Sestavljen iz rezultatov vseh zgornjih simptomov.     
 
Način izračuna vrednosti vseh faktorjev je priložen v dodatku. 
 
 
 Nausea Oculomotor Disorientation Total Score 
Povprečje 13,36 19,71 13,92 18,7 
STD 20,9 18,3 24,1 23,2 
Št. Nausea Oculomotor Disorientation Total Score 
1 19,08 30,32 13,92 26,18 
2 0 7,58 0  3,74 
3 47,7 45,48 55,68 56,1 
4 0 0 0 0 
5 0 15,6 0 7,48 
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Skala Attractiveness Perspicuity Efficiency Dependability Stimulation Novelty 
1 1,67 1,75 1,25 1,75 2,00 1,75 
2 2,67 1,75 2,50 1,50 2,75 3,00 
3 0,67 0,75 -0,25 1,00 1,00 1,25 
4 2,67 2,25 2,75 2,00 2,00 1,50 
5 0,83 2,75 1,25 0,25 0,75 1,25 
Avg 1,70 1,85      1,50          1,30 1,70 1,75 
STD 0,96 0,74 1,12 0,69 0,82 0,73 















Graf 2: Graf povprečnih rezultatov vprašalnika o uporabniški izkušnji: 
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Izrazi na rezultatih so v angleščini, saj gre za mednarodno priznan standardni 
vprašalnik. Zato spodaj prilagam prevode in razlago izrazov: 
 
• Attractiveness = privlačnost 
Sestavljena iz ocen: prijetna, dobra, udobna, atraktivna, prijazna 
• Perspicuity = jasnost 
Sestavljena iz ocen: razumljiva, enostavna za učenje, enostavna za 
uporabo, jasna 
• Efficiency = učinkovitost 
Sestavljena iz ocen: hitra, učinkovita, praktična, organizirana 
• Dependability = zanesljivost 
Sestavljena iz ocen: predvidljiva, privlačna, učinkovita, v skladu s 
pričakovanji 
• Stimulation = stimulativnost 
Sestavljena iz ocen: predvidljiva, napeta, zanimiva, motivacijska 
• Novelty = novost 
Sestavljena iz ocen: kreativna, inovativna1, raznolika, inovativna 
8.4 Kvalitativna uporabniška ocena načinov interakcije 
Odzivi in odgovori uporabnikov o njihovi izkušnji pri uporabi rešitve za virtualno 
osvetlitev prostora. 
 
Kakšna se vam je zdela izkušnja obogatene resničnosti? 
1. »Zanimivo. Problem vidnega kota.« 
2. »Super, zanimivo« 
3. »Pozitivno.« 
4. »Zelo zanimiva.« 
5. »Novo, super.« 
 
Kakšna se vam je zdela izkušnja uporabe aplikacije za osvetljevanje prostora? 
1. »Preprosto. Super. Rotacija je nerodna.« 
2. »Inovativno.« 
3. »Pozitivna. Način premikanja in rotacije mi ni všeč. Ni primerno za delo.« 
4. »Všeč, lahka za uporabo.« 
5. »Zanimivo, razumljivo, se zdi neprimerno za delo.« 
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Ali bi pri aplikaciji kaj spremenili? 
1. »Rotacija, umik menija.« 
2. »Rotacija, napake tekstur.« 
3. »Rotacijo in hitrost premikanja.« 
4. »Rotiranje.« 
5. »Rotiranje, obračanje menija proti uporabniku.« 
 
Ali se vam zdi namen aplikacije smiseln? 
1. »Da v primeru nadgradnje na dejanski izris osvetljene sobe.« 
2. »Da.« 
3. »Da, vendar z današnjo tehnologijo ni dosegljiv.« 
4. »Da.« 
5. »Ne, ker ni dosegljivo.« 
 
8.5 Čas opravljanja naloge 
Pri evaluaciji smo merili čas izvajanja scenarija. Štoparico smo štartali ob koncu 
podajanja navodil in jo ustavili, ko je uporabnik sporočil, da je zaključil z nalogo. 
 









Tabela 5: Tabela časa opravljanje naloge uporabnikov 
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9 Razprava 
Hipoteza, da bodo uporabniki aplikacijo dojeli kot razumljivo in enostavno, se 
je izkazala kot pravilna. To lahko potrdi graf povprečnih ocen UEQ, kjer je lastnost 
perspicuity (slov. jasnost) dosegla oceno skoraj odlično. Tudi na splošno je bila 
aplikacija ocenjena kot dobra. 
Hipotezo o tem, da uporabniki ne bodo čutili posebne simulacijske slabosti lahko 
ovržemo, kljub temu, da povprečne vrednosti niso dosegle mejne vrednosti 20 [17]. 
Glede na majhno skupino uporabnikov ne moremo podati splošne statistične ocene, ali 
izkušnja povzroča simulacijsko slabost, vendar je pri naši skupini uporabnikov 
vendarle prisotna in je ne moremo zanemariti. Pri večini je bila rahlo prisotna 
predvsem pri segmentu okulomotorja, ki zajema nelagodje naprezanja uči, izčrpanosti, 
itd., le eden izmed uporabnikov, pa je doživel več nelagodja med uporabo na vseh 
področjih, ki smo jih testirali. 
Pravilna je bila tudi predpostavka, da bo uporabnike zmotil način rotacije z lučjo, 
kar potrjujejo tudi vsi komentarji na vprašanje o izboljšavi aplikacije ali izkušnji njene 
uporabe. Prav tako je že med samo uporabo bilo nekaj komentarjev na občutljivost 
rotacije na premik glave. 
Lahko potrdimo tezo, da bo aspekt uporabnosti aplikacije ocenjen negativno. Na 
to sklepamo iz skale »Dependability«, ki ima na grafu UEQ najnižjo oceno izmed 
ostalih, čeprav je ta še vedno pozitivna. Ločiti je treba ali se jim zdi aplikacija uporabna 
za njen namen v sedanji verziji ali pa v prihodnosti ob njeni nadgradnji. Če gledamo 
komentarje uporabnikov na to vprašanje, lahko vidimo, da v primeru ocene zdajšnje 
aplikacije ta ni primerna za ta namen. V kolikor pa to vprašanje ponuja možnost 
nadgradnje aplikacije in tehnologij, se uporabniki strinjajo, da bi za ta namen prišla še 
kako prav. 
Iz tabele časov, ki so ga potrebovali uporabniki za zaključek naloge lahko 
sklepamo da povprečni čas za to nalogo traja cca. 3 minute. Glede na deviacijo 1 min 
15 s med najhitrejšim in najpočasnejšim lahko tudi sklepamo, da ima tu vlogo 
demografsko ozadje uporabnika. Uporabnik, ki je bil najhitrejši, je edini izmed 
testirancev, ki se je večkrat že srečal s Hololensom, za kar predvidevam, da omogoča 
lažje razumevanje delovanja. Hkrati pa uporabnik, ki je bil pri opravilu naloge 
najpočasnejši, edini prihaja z družboslovne smeri študija in še ni imel izkušnje z AR 
napravami. Da pa bi te tezi lahko potrdili, bi potrebovali več uporabnikov in več 
različnih nalog za testiranje. 
 
48 10 Sklep 
 
10 Sklep 
Ključna ugotovitev diplomske naloge je, da trenutna verzija sistema za virtualno 
osvetljevanje in trenutna tehnologija AR še nista uporabni za resnično virtualno 
osvetljevanje prostorov za namene filmske ali gledališke produkcije. Analiza meritev 
pa je pokazala, da je ideja zanimiva, zabavna in da je takšna aplikacija potrebna, in bi 
lahko ob primerni tehnologiji nekoč zaživela. 
Prav tako smo prišli do ugotovitve, da se tudi s poenostavljenimi simulacijami 
pri uporabnikih da vzbuditi zanimanje za uporabo in jim ponuditi novo izkušnjo. 
Komentarji uporabnikov pa namigujejo tudi na željo, da bi lahko v prihodnosti 
podoben delujoč sistem uporabljali za svoje delo, in njen namen vidijo kot koristnega. 
Iz slednjega lahko sklepam, da je moje diplomsko delo potrdilo, da je tak sistem 
koristen in potreben v prihodnosti.
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Vprašalnik o uporabniku  
Starost:  
Spol:  [   ] Moški  [   ] Ženska  
Vprašalnik o tehnični osveščenosti uporabnika – tehnologije za obogateno 
resničnost (AR): 
Ali ste že kdaj uporabili tehnologije za obogateno resničnost? 
DA (katere in kako, način interakcije, opis) 
NE 
Ste že kdaj sodelovali na večjem snemanju?: 
DA 
NE 
Ročnost (katera je tvoja primarna roka): 
[   ] Levičar 
[   ] Desničar 
Smer šolanja: 
[   ]   Tehnična smer 
[   ]   Družboslovna smer 
Vprašalnik o tehnični osveščenosti uporabnika - Uporaba pametnega telefona: 
Kateri (pametni) telefon, tablico, računalnik, drugo multimedijsko napravo 
imate/uporabljate? 
 
Koliko izkušenj imate z uporabo naprav obogatene resničnosti? 
[   ]    Zelo veliko (uporabljam jih dnevno) 
[   ]    Veliko (uporabljam jih tedensko) 
[   ]    Osnovne izkušnje iz raznih sejmov in predstavitev oz. demonstracij 
[   ]    Malo  (skupno manj kot 1 uro) 
[   ]    Nimam nobenih izkušenj 
 
Približno koliko časa na teden povprečno uporabljate naprave obogatene resničnosti? 
[   ]    0 ur 
[   ]    0-2 uri 
[   ]    2-4 ur 
[   ]    4+ ur  
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KOMENTARJI O APLIKACIJI IN IZKUŠNJI: 
1. Kakšna se vam je zdela izkušnja obogatene resničnosti? 
 
 





3. Ali bi pri aplikaciji kaj spremenili? 
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Ali se vam zdi namen aplikacije smiseln? 
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