Abstract-The application of bit-interleaved coded modulation and iterative decoding (BICM-ID) in OFDM systems with modulation diversity over frequency selective Rayleigh fading channels is considered. A tight bound on the asymptotic error performance is first derived for general precoding over all N subcarriers and used to establish the best achievable performance with modulation diversity. It is then shown that precoding over subgroups of at least L subcarriers per group, where L is the number of channel taps, is sufficient to achieve this best performance while keeping the receiver complexity at minimum. The jointly optimum subcarrier grouping and rotation matrix are derived by solving the Vandermonde linear system.
I. INTRODUCTION
Modulation diversity (MD) can provide performance improvement over fading channels by increasing the diversity order of a communications system [1] , [2] . Applications of MD have been considered in various uncoded orthogonal frequency-division multiplexing (OFDM) systems over frequency-selective fading channels [3] - [6] . For instance, subcarrier grouping was originally introduced in [5] for singleantenna OFDM with linear constellation precoding to achieve maximum multipath diversity and coding gains while significantly reducing the receiver complexity. This technique is then applied to various uncoded OFDM systems [3] , [4] , [6] . Surprisingly, to date, the solution for subcarrier grouping has not been solved explicitly. For example, it is not clear if the specific subcarrier grouping suggested in [5] is the unique and general solution.
In order to achieve the channel capacity, it is widely acknowledged that the use of channel coding should be incorporated in OFDM systems. The work in [7] considers spacetime coded OFDM with LDPC codes, whereas bit-interleaved coded modulation (BICM) based on standard convolutional codes [8] , [9] is adopted in [10] - [12] . These studies, however, do not give the tight bound on the bit error probability. The work in [11] also briefly studies the effect of MD in coded OFDM systems under a rather unrealistic assumption of statistically independent fading over sub-channels. This paper is also concerned with the application of BICM with iterative decoding (BICM-ID) for OFDM and MD in frequency-selective fading channels. Fading over the subchannels is assumed to be correlated. In particular, performance analysis, subcarrier grouping and design of the rotation matrix are investigated. Figure 1 illustrates the application of BICM-ID in an OFDM system that employs MD. The information sequence u is first encoded into a coded sequence c. The coded sequence c is then interleaved by a bit-wise interleaver to become the interleaved sequencec. Consider OFDM system with N subcarriers. Each group of mN interleaved coded bits are mapped to an original OFDM symbol s = [s 1 , s 2 , . . . , s N ] with the mapping rule ξ, where s i ∈ Ω, ∀i, with Ω is a conventional twodimensional constellation of size 2 m . The symbol s thus can be considered as a signal point in a complex N -dimensional constellation Ψ, which includes in total of 2 Nm signal points. For simplicity, assume that the mapping rule ξ is employed [5] , N carriers are divided into nonintersecting subsets and then a rotation matrix with a much smaller size is applied to each subset. Denote the set of all N carrier indices as I := {1, . . . , N}. Assume that N = V F . Then N carriers can be divided into V subsets {I 1 , . . . , I V }.
II. SYSTEM MODEL
A rotation matrix Θ with size F × F is then applied to each group I v to obtain a sequence x v of size F . All the V sequences {x v } form the rotated sequence x. Clearly, the subcarrier grouping approach is a special case of the general model, where the elements of the equivalent rotation matrix G are represented as:
(1) For a sufficiently narrow sub-carrier bandwidth, fading in each of N sub-channels is flat, i.e., the received signal can be presented as r = HGs + n . Here, each entry of n = [n 1 , . . . , n N ] is a complex white Gaussian noise with independent components having double-sided PSD of N 0 /2. The matrix H = diag(H 1 , H 2 , . . . , H N ) contains the correlated fading coefficients in its diagonal where
includes all the L channel tap gains, where each h l , l = 1, . . . , L, is modeled as a zero-mean complex Gaussian random variable. In the general case of correlated channel taps, the channel vector h has the full-rank correlation matrix R h = E(h † h), whose square root matrix is denoted by B h [3] - [5] . For convenience, write H i = hw i , 1 ≤ i ≤ N , where
(2) As shown in Fig. 1 , the iterative receiver of the system includes the soft-input soft-output demodulator and the softinput soft-output (SISO) channel decoder for the convolutional code [13] . The optimal soft-input soft-output demodulator is the maximum a posteriori probability (MAP) demodulator [14] . For a general rotation matrix G, the complexity of the MAP demodulator grows exponentially with the number of coded bits per OFDM symbols, Nm, which quickly becomes intractable for medium to large values of Nm. When subcarrier grouping is used, the MAP demodulator can be applied for each group of I v subcarriers with a significantly reduced complexity, especially when F N .
III. PERFORMANCE EVALUATION
Due to space limitation, the union bound of the bit error probability (BEP) of BICM-ID with OFDM and MD is introduced briefly for given constellation Ψ and mapping rule ξ, and for the general N × N rotation matrix G. The detailed derivation of the bound can be found in [15] . For a rate-k c /n c convolutional code, the bound can be written in a general form as [8] :
where c d is the total information weight of all error events at Hamming distance d and d H is the free Hamming distance of the code. The function f (d, G, Ψ, ξ) is the average pairwise error probability, which depends on the Hamming distance d, the constellation Ψ, the mapping rule ξ and the general rotation matrix G.
Owning to the success of decoding step as normally seen in the analysis of BICM-ID systems, the assumption of error-free feedback from the decoder to the demodulator can be made in order to analyze the asymptotic error performance. This assumption implies that one needs to consider only the pairs of OFDM symbols whose labels differ in only 1 bit. Applying the techniques in [3] - [5] , [7] , [10] , the function f (d, G, Ψ, ξ) can be computed by averaging over the constellation Ψ as [15] :
where (5), s and p are two signal points in Ω whose labels differ in the position j and {λ u,l (s, p)} are the eigenvalues
† , where
It can be observed that γ(G, Ψ, ξ) is computed by essentially averaging over the two-dimensional constellation Ω, instead of Ψ. This is due to the assumption that the mapping ξ is implemented independently for each signal component in Ω [15] . This also suggests that the function
To give an insight on how to design the matrix G and good mappings for a given constellation, use the inequality
as shown in [15] , where
The parameter δ(G, Ω, ξ) then can be used to characterize the influence of the rotation matrix G, the constellation Ω and the mapping rule ξ to the asymptotic BEP performance of BICM-ID in OFDM with MD. In particular, for a given constellation Ω and the mapping ξ, one would prefer the rotation matrix G that minimizes δ(G, Ω, ξ). At very high SNR, the design parameter can be simplified to the following one, which is independent of the correlation matrix R h [15] :
.
In the next section, the optimal choice of G in terms of both optimizing the asymptotic error performance based on the design criterion in (8) and minimizing the decoding complexity is discussed in more details.
IV. OPTIMAL G AND SUBCARRIER GROUPING

A. Optimal Rotation Matrix
For each pair of signal points s and p in Ω whose labels differ in only 1 bit at position j, 1 ≤ j ≤ m, define the parameter α(s, p, j) as follows:
Observe that the matrix (w i )(w i ) † is positive semi-definite. Therefore, the eigenvalues {λ u,l (s, p)} of Q u (s, p) in (6) are all non-negative. Furthermore, one has the following property:
Summing up the eigenvalues {λ u,l (s, p)} for all 1 ≤ u ≤ N and invoking the power constraint of G, one has:
Using Cauchy inequality, it is straightforward to show that α(s, p, j) in (9) achieves the minimum value when λ u,l = ||s − p|| 2 for all u and l. Therefore, one obtains the lower bound for κ(G, Ω, ξ) in (8) as follows:
Define the class of rotation matrices G that achieves the above lower bound as the optimal set of G. Then one has the following necessary and sufficient condition: Condition 1: The necessary and sufficient condition for having the optimal matrix G is that all the eigenvalues of the matrix Q u (s, p) in (6) equal to ||s − p|| 2 for all 1 ≤ u ≤ N . Observe that the matrix Q u (s, p) is diagonalizable. Therefore, it has equal eigenvalues if and only if it is a diagonal matrix with the diagonal elements equal to ||s − p|| 2 . More specifically, if one definesQ u = N i=1 ||g i,u || 2 (w i )(w i ) † , then one should haveQ u = I L , for all 1 ≤ u ≤ N , with I L is the identity matrix of size L. LetQ u (a, b) be the element at the ath row and the bth column of the L × L Hermitian matrixQ u . Then,
For convenience, let
and only if:
Consider the class of rotation matrix G such that ||g i,u || = 1 √ N for all 1 ≤ i, u ≤ N . Obviously, trace (diag(g u )) = 1. Furthermore, for any value of l, 2 ≤ l ≤ L, it can be verified that
] . Therefore, there exists at least one optimal rotation matrix G in which all the entries are equal in magnitude. However, this solution is not preferred, since it makes the receiver complexity very high. In the following subsection, it is demonstrated that subcarrier grouping can be used without sacrificing error performance, while reducing receiver complexity.
B. Subcarrier Grouping
Without loss of generality, the following assumption can be made for the elements of I v :
For a given v, define W v to be the L × F matrix whose
. To achieve the best asymptotic performance, one has the following equivalent condition to that of (14):
Clearly, the above condition not only depends on the rotation matrix Θ but also on the way the subgroup I v is formed (i.e., how to choose p v,f for each I v ). Moreover, in the view of receiver complexity, one would prefer the solution for Θ in which the value of F is as small as possible. As shown in [15] , the optimal solution of the rotation matrix Θ does not exist when F < L. Next, the optimal solution of subcarrier grouping and rotation matrix Θ for the case of F = L is provided explicitly. Clearly, F = L is the most desirable value in terms of the decoding complexity. When F = L, the matrix W v is given as below:
with
. The necessary and sufficient condition for the existence of optimal solution in (16) then becomes:
The above system is exactly the linear Vandermonde system. Since the determinant of Vandermonde matrix W v is not 0, there is a unique solution for Θ c . Therefore, it is expected that {Θ c } are identical for all 1 ≤ c ≤ F . The solution of (18) is closely related to Lagrange's polynomial interpolation formula, which is generally presented in [16] . First, construct the set of polynomial of degree (F −1) {P v,f (x)}, 1 ≤ f ≤ F , as follows:
where A v f,k is the coefficient corresponding to the order (k−1) of P v,f (x). The solution of (18) 
After some manipulations, it can be shown that:
For any f and q such that 1 ≤ f < q ≤ F , one has:
Combining with the first condition in (15), one has the following unique form of the elements of I v for a given v:
Using the second condition in (15), the necessary condition on the subcarrier groups for the existence of the optimal solution is:
for all 1 ≤ v ≤ V and 1 ≤ f ≤ F .
(ii) F is even: Similarly, it is easy to show that the elements of subcarrier groups also satisfy the condition in (24). Furthermore, it is shown [15] that when (24) is satisfied, Θ c f = 1/F . Therefore, one ends up with the following unique jointly optimal solution of both subcarrier grouping and rotation matrix:
When F > L, it is simple to see that the subcarrier grouping and the rotation matrix in (25) also guarantee the optimal solution. Such a solution, however, might not be unique.
For iterative decoding systems, it is also of interest to study the performance of the system after the first iteration (i.e., the performance of BICM). This is because such performance influences the convergence behavior of BICM-ID. It is also shown in [15] that the unitary Θ that satisfies (25) is the most attractive solution. Thanks to the algebraic number theory, this class of Θ is well studied in the literature. For example, the unitary matrix with size F = 2 q introduced in [2] , [17] falls into the class of optimal Θ: . More generally, for any value of F , the unitary optimal matrix Θ can be obtained based on the inverse fast Fourier transform (IFFT) matrix as in [17] .
V. ILLUSTRATIVE RESULTS
In all simulations, QPSK with anti-Gray mapping rule is employed. The number of subcarriers N equals 64. Furthermore, a rate-1/2, 4-state convolutional code with generator matrix g = (5, 7) is applied as an outer code, along with a random interleaver of length 9600 coded bits. In all the computations of the error bound in (3), the first 20 Hamming distances of the convolutional code is retained to make sure the accuracy of the bound. The optimal MAP demodulator is implemented for all systems. In the interest of space, we concentrates only on the i.i.d. channel model where the correlation matrix R h = 1/L · I L . Results for correlated channels are presented in [15] .
In Fig. 2 , the error performances after 1, 2 and 5 iterations for systems employing optimal grouping for the cases of F = 2 and F = 4 are presented, where the number of channel taps L = 2. The two rotation matrices are chosen as in (26). Observed that there is almost no difference between the performances of the two systems at any iteration and they all converge to the same analytical error bound. Obviously, F = L = 2 is preferred in terms of receiver complexity. Fig. 3 then illustrates the performance of various grouping approaches. Beside the optimal one obtained in section IV, we consider two more different approaches, namely natural grouping with I v = (2v − 1, 2v) and average grouping with I v = (v, N + 1 − v). The error performances of systems employing the same 2×2 rotation matrix Θ as in the previous case with 1 and 5 iterations are shown. It is clear that the error bounds of all the systems are very tight. The coding gain provided by optimal grouping can also be clearly observed. 
and (iii) the following rotation matrix Θ θ that maximizes the minimum product distance for real unitary transformation with a full MD [18] :
, where tan(2θ) = 2.
Also plotted in this figure are the error bounds for all the systems under consideration (the broken lines). Though not explicitly shown in Fig. 4 , examining the error bounds plotted over a wider range of SNR reveals that, compared to the random Θ and Θ θ , the use of the optimal rotation matrix results in coding gains as high as 0.25dB and 2.6dB at the BER level of 10 −4 , respectively. These results clearly agree with our analysis.
VI. CONCLUSIONS
Optimum subcarrier grouping and rotation matrix have been solved for bit-interleaved coded OFDM with modulation diversity and iterative decoding. Both analytical and simulation results demonstrated that the proposed optimal subcarrier grouping and rotation matrix yield the best asymptotic error performance with a minimum-complexity receiver.
