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This paper is devoted to proving some asymptotic regularity, for
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1. Introduction
It is well known that the long-time behavior of dissipative dynamical systems generated by evo-
lution equations of mathematical physics can be described in terms of the so-called global attractor;
e.g., see [3,8,9,19,20,27,28,30] and the references therein. Obtaining certain asymptotic regularity is
important and helpful for further understanding the properties of attractors, such as estimating their
dimension, constructing the exponential attractor, inertial manifolds and so on; e.g., see [2,6,10–13,
16,17,23–26,29,31,33].
For an autonomous dissipative equation, obviously the (expectable) regularity of attractor will be
determined by the regularity of its equilibrium points (i.e., solutions of the corresponding stationary
equation).
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⎪⎪⎩
∂u
∂t
−u + |u|ru − λu = g(x) in Ω ×R+,
u = 0 on ∂Ω ×R+,
u(x,0) = u0(x) ∈ L2(Ω),
(1.1)
which is deﬁned in a bounded smooth domain Ω ⊂ RN with r > 0. Its corresponding elliptic equation
is {−v + |v|r v − λv = g(x) in Ω,
v|∂Ω = 0.
(1.2)
Observe that: if g(x) ∈ L2(Ω), then the solution v(x) of (1.2) only belongs to X = H10(Ω) ∩ H2(Ω) ∩
L2r+2(Ω), and so the global attractor A of (1.1) is bounded only in X .
Consequently, in most situations, for the regularity and attraction of attractor, people only consider
them with the topology of X and sometimes even call the attraction with respect to X-norm is the
optimal attraction.
In this paper, we will show that: if we shift A with a (proper) ﬁxed point v0(x) ∈ X , then
A − v0(x) will be bounded in a stronger topology; that is, A − v0(x) is bounded in Y = Ws,q(Ω) ∩
L2r+2+δ(Ω) with some proper constants s > 2, q > 2 and δ > 0. Furthermore, we can prove that A
attracts every L2-bounded set B with the Y -norm.
In Section 3, we establish the results mentioned above for a general reaction–diffusion equation
with a polynomially growing nonlinearity of arbitrary order, see Theorems 3.4, 3.7.
In Section 4 we consider the more complex situation: wave-type equation. More precisely, we es-
tablish similar results for strongly damped wave equation with critical nonlinearity, and the forcing
term here only belongs to H−1; see Theorem 4.1. Moreover, although the wave-type equation has no
smoothing effect as that holding for parabolic equation, we can show that: provided the initial data
belong to (φ(x),0) + Hα (here, Hα = D((−) 1+α2 ) × D((−)α2 ), α ∈ [0, 12 )), then the corresponding
solution (u(t),ut(t)) will also lie in (φ(x),0) + Hα for all t  0 and ‖(u(t) − φ(x),ut(t))‖Hα uni-
formly (w.r.t. time t and initial data) bounded, where φ(x) (ﬁxed) only in some lower regular space;
see Lemma 4.9. We also mention here that there are many references investigating the asymptotic
regularity of wave-type equations, e.g., see [2,6,25,33] etc. for weakly damped wave equation; [5–7,
10–12,24,26,29,31] etc. for strongly damped wave equation. However, to the best of our knowledge, in
all of these references, the asymptotic regularity was only obtained (considered) for the case that the
forcing term belongs at least to L2(Ω), and they consider only the forcing term as the factor which
brings the restriction on the asymptotic regularity, which is not enough for our situation.
For the proof, the key idea (observation) of this paper is that: for the factors which bring restric-
tions on the asymptotic regularity, we should consider both the nonlinearity and the forcing term,
despite sometimes the nonlinear term has higher smoothness (e.g., it is a polynomial, and so in-
ﬁnitely differentiable).
As a direct application of these asymptotic regularity results, we obtain the exponential attractors
immediately by some interpolation inequalities (for reaction–diffusion equation) and the methods
devised in [13,23] (for wave-type equation); see Corollary 3.8 and Theorem 4.13.
2. Preliminaries
We recall two inequalities and a simple lemma which will be used later.
The ﬁrst one is a Gronwall-type inequality, for the proof please see [18]:
Lemma 2.1. Let Λ :R+ → R+ be an absolutely continuous function satisfying
d
Λ(t)+ 2εΛ(t) h(t)Λ(t)+ k,dt
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∫ t
s h(τ )dτ < ε(t − s)+m for all t  s 0 and some m 0. Then,
Λ(t)Λ(0)eme−εt + ke
m
ε
, ∀t  0.
The second one is the following interpolation inequality, e.g., please see [8] for the proof:
Lemma 2.2 (Nirenberg–Gagliardo inequality). LetΩ ⊂ RN be a bounded smooth domain, 1< p, p0, p1 < ∞,
0 s0 < s1 < ∞, θ ∈ (0,1) and s, p satisfy s = (1− θ)s0 + θ s1 , 1p = 1−θp0 + θp1 . Then the following estimate
holds:
∀v∈Ws1,p1 (Ω)∩Ws0,p0 (Ω) ‖v‖Ws−,p(Ω)  cθ‖v‖θWs1,p1 (Ω)‖v‖1−θWs0,p0 (Ω),
where
s−
{= s if s0, s, s1 ∈ N or s0, s, s1 ∈ R \N,
< s and arbitrarily close to s otherwise.
We also need the following properties, which can be proved by applying the standard Set Theory,
e.g., see Evans and Gariepy [15]:
Lemma 2.3. Let T be a Hölder continuous mapping from (X ,‖ · ‖1) to (X ,‖ · ‖2) with constant L and
Hölder exponent γ ∈ (0,1], that is,
‖T x1 −T x2‖2  L‖x1 − x2‖γ1 for all x1, x2 ∈ X .
Then for any E ⊂ X , the following estimates hold:
(i) dimF (T E,‖ · ‖2) 1
γ
dimF (E,‖ · ‖1),
where dimF (A,‖ · ‖i) means the fractal dimension of A w.r.t. ‖ · ‖i topology;
(ii) if, further, {S(t)}t0 is a semigroup on X and satisﬁes S(t)X ⊂ X for all t  0, then
dist‖·‖2
(
T S(t)X ,T E) 2Ldistγ‖·‖1(S(t)X ,E) for all t  0,
where dist‖·‖i (·,·) is the Hausdorff semidistance of two sets w.r.t. ‖ · ‖i norm, i = 1,2.
3. Reaction–diffusion equation
Consider the following reaction–diffusion equation
⎧⎪⎪⎨
⎪⎪⎩
∂u
∂t
−u + f (u) = g(x) in Ω ×R+,
u = 0 on ∂Ω ×R+,
u(x,0) = u0(x),
(3.1)
where Ω is a bounded smooth domain in RN (N  3), f is a C1 function such that
f ′(s)−l, (3.2)
C1|s|p − C0  f (s)s C2|s|p + C0, p > 2, (3.3)
for any s ∈R, and g ∈ L2(Ω).
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smooth domain, we take the equivalent norm in H10(Ω) and H
2(Ω) ∩ H10(Ω) respectively given by
‖∇u‖ =
(
N∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣
2
dx
)1/2
for any u ∈ H10(Ω),
‖u‖ =
(
N∑
i=1
∫
Ω
∣∣∣∣∂2u∂x2i
∣∣∣∣
2
dx
)1/2
for any u ∈ H2(Ω)∩ H10(Ω).
We start with the following general existence and uniqueness result which can be obtained by
the normal Faedo–Galerkin methods. Here we only state the results, and the interested readers are
referred to [27,30] for details.
Lemma 3.1. Assume that Ω is a bounded smooth domain in RN , g ∈ L2(Ω) and f satisﬁes (3.2) and (3.3).
Then for any initial data u0 ∈ L2(Ω) and any T > 0, there exists a unique solution u for Eq. (3.1)which satisﬁes
u ∈ C((0, T ); H10(Ω))∩ L2(0, T ; H2(Ω)), ∀T > 0,
and the mapping u0 → u(t) is continuous in L2(Ω).
By Lemma 3.1, we can deﬁne the operator semigroup {S(t)}t0 in L2(Ω) for g ∈ L2(Ω) as follows:
S(t)u0 : L2(Ω)×R+ → L2(Ω), (3.4)
which is continuous in L2(Ω). Moreover, from (3.2), we have (e.g., see [27]) the following Lipschitz
continuity: For any ui0 ∈ L2(Ω), denote ui(t) = S(t)ui0 (i = 1,2), then
∥∥u1(t)− u2(t)∥∥2  e2lt∥∥u10 − u20∥∥2 for all t  0. (3.5)
The authors in [34] have proven the following dissipative results:
Lemma 3.2. (See [34].) Under the assumption of Lemma 3.1, the semigroup {S(t)}t0 generated by (3.1) with
initial data u0 ∈ L2(Ω) has a positively invariant bounded (L2(Ω), L2p−2(Ω) ∩ H2(Ω))-absorbing set.
We denote one of the positively invariant absorbing sets by B0 which satisﬁes
B0 ⊂
{
u ∈ L2p−2(Ω)∩ (H10(Ω)∩ H2(Ω)): ‖u‖H2∩L2p−2  M}
for some constant M; note that here positively invariant means S(t)B0 ⊂ B0 for any t  0.
Now, we begin to consider the asymptotic regularity for system (3.1).
Consider the following elliptic equation
{−Ψ + f (Ψ ) = g(x) in Ω,
Ψ |∂Ω = 0. (3.6)
Due to the assumptions (3.2)–(3.3), from the classical results about elliptic equation, we know (e.g.,
see [14]) that (3.6) has at least one solution Ψ (x) with
Ψ ∈ (H10(Ω)∩ H2(Ω))∩ L2p−2(Ω). (3.7)
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u(x, t) = Ψ (x) + w(x, t),
where Ψ (x) is a ﬁxed solution of (3.6) and w(x, t) satisﬁes the following equation:
⎧⎪⎪⎨
⎪⎪⎩
∂w
∂t
−w + f (u)− f (Ψ ) = 0 in Ω ×R+,
w = 0 on ∂Ω ×R+,
w(x,0) = u0(x)−Ψ (x).
(3.8)
Then, (3.8) is also globally well posed. Moreover, thanks to Lemma 3.2, without loss of generality,
hereafter we assume u0 ∈ B0 and so w(x,0) ∈ (H10(Ω) ∩ H2(Ω)) ∩ L2p−2(Ω).
At the same time, from Lemma 3.2 and (3.7) we have that∥∥w(x, t)∥∥H2∩L2p−2  M1 for all t  0, (3.9)
with some positive constant M1.
3.1. The ﬁrst a priori estimate
Multiplying (3.8) by w2p−3 and integrating over Ω (note that 2p − 3 1), we have
1
2p − 2
d
dt
∫
Ω
|w|2p−2 dx−
∫
Ω
w · w2p−3 dx+
∫
Ω
(
f (u)− f (Ψ ))w2p−3 dx = 0. (3.10)
Now, note w|∂Ω = 0 we have
−
∫
Ω
w · w2p−3 dx = (2p − 3)
∫
Ω
|w|2p−4|∇w|2 dx = 2p − 3
(p − 1)2
∫
Ω
∣∣∇(wp−1)∣∣2 dx, (3.11)
and from (3.2) we have ∫
Ω
(
f (u)− f (Ψ ))w2p−3 dx−l∫
Ω
|w|2p−2 dx. (3.12)
Inserting (3.11)–(3.12) into (3.10), we obtain
1
2p − 2
d
dt
∫
Ω
|w|2p−2 dx+ 2p − 3
(p − 1)2
∫
Ω
∣∣∇(wp−1)∣∣2 dx l∫
Ω
|w|2p−2 dx,
which, combining with (3.9), implies that
t+1∫
t
∫
Ω
∣∣∇(wp−1(x, s))∣∣2 dxds CM,M1,p for all t  0. (3.13)
Then by the Sobolev embedding
H10(Ω) ↪→ L
2N
N−2 (Ω),
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∃t0 ∈ [0,1] such that w(x, t0) ∈ L 2NN−2 (p−1)(Ω) with
∥∥w(t0)∥∥
L
2N
N−2 (p−1)(Ω)
 CM,M1,p . (3.14)
Based on (3.13) and (3.14), we can perform a bootstrap estimate, which is completely the same
as that in [34, Lemma 5.20] (see also [1,21,27] and some references therein for the original ideas), to
deduce the following estimates:
For each k = 0,1,2, . . . , there exists M¯k, depending only on k and M (recall M is the bounds of bounded
absorbing set B0), such that∥∥w(t)∥∥
L
(2p−2)( NN−2 )k (Ω)
 M¯k for any u0 ∈ B0 and t  1, (Ak)
where w(t) = S(t)u0 −Ψ (x).
Since NN−2 > 1, by taking k large enough, (Ak) implies that: For any δ ∈ [0,∞),∥∥w(t)∥∥L2p−2+δ(Ω)  CM,M1,p,δ,N for all t  1. (3.15)
3.2. The second a priori estimate
We ﬁrst recall a result from [34, Lemma 5.20] (see also [22]):
Lemma 3.3. (See [34].) For any 2  q < ∞ and any bounded subset B ⊂ L2(Ω), there exists a positive con-
stant T , which depends on q and the L2-norm of B, such that∫
Ω
∣∣ut(s)∣∣q  M˜q for any u0 ∈ B and s T ,
where the positive constant M˜q depends on q but not on B, and ut(s) = ddt (S(t)u0)|t=s .
Now we return to Eq. (3.8).
We denote by T1 the time corresponding to q0 = 2p−2p−2 = 2+ 2p−2 in Lemma 3.3 for the positively
invariant absorbing set B0, then as t  T1 + 1 we have
∥∥wt(t)∥∥
L
2p−2
p−2 (Ω)
= ∥∥ut(t)∥∥
L
2p−2
p−2 (Ω)
 M˜q0 ,∥∥ f (u)− f (Ψ )∥∥L2+γ  ∥∥c(1+ |Ψ |p−2 + |u|p−2)w∥∥L2+γ  Cˆ,
where the constant Cˆ depends only on γ ,M and CM,M1,p,δ,N (given in (3.15)), and γ ∈ (0, 2p−2 ) can
be arbitrary.
Hence, from (3.8) we know that, for any t  T1 + 1 and any u0 ∈ B0,∥∥w(t)∥∥L2+γ (Ω)  CM˜q0 ,M,Cˆ , (3.16)
this implies that w(t) is uniformly (w.r.t. u0 ∈ B0 and t  T1 + 1) bounded in W 2,2+γ (Ω).
Combining with Lemma 3.2, we summarize (3.15) and (3.16) above as the following result:
Theorem 3.4. Assume that Ω is a bounded smooth domain in RN , g ∈ L2(Ω) and f satisﬁes (3.2) and (3.3).
Then for any δ ∈ [0,∞) and any γ ∈ [0, 2p−2 ), there is a bounded subset Bδ,γ satisfying the following proper-
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Bδ,γ =
{
w ∈ H10(Ω): ‖w‖W 2,2+γ (Ω)∩L2p−2+δ(Ω)  Cδ,M,Cˆ + CM,M1,p,δ,N < ∞
}
,
and for any bounded (in L2(Ω)) subset B ⊂ L2(Ω), there exists a T = T (‖B‖, δ, γ ) such that
S(t)B ⊂ Ψ (x) + Bδ,γ for all t  T , (3.17)
where Ψ (x) is a ﬁxed solution of (3.6); the constants CM,M1,p,δ,N and Cδ,M,Cˆ come from (3.15), (3.16) respec-
tively, and all are independent of B.
Remark 3.5. As an immediate result of (3.17) (or (3.15)), using the interpolation inequality and
Lemma 2.3, we know that the fractal dimension of the (L2(Ω), H2(Ω) ∩ L2p−2(Ω))-attractor is ﬁ-
nite in Lr(Ω) for any r ∈ [2p − 2,∞) since its fractal dimension is ﬁnite (e.g., see [30]) in L2(Ω).
Moreover, the attraction of global attractor can be improved to Lr(Ω) topology.
On the other hand, since here we did not assume any relation between p and N , in general we
cannot prove w(t) is bounded in L∞(Ω).
3.3. The third a priori estimate
In this subsection, we will show that if, in addition to (3.2)–(3.3), we assume further that f (·) ∈
C2(R) and satisﬁes ∣∣ f ′′(s)∣∣ C(1+ |s|p−3) ∀s ∈ R, (3.18)
then w(t) is uniformly bounded in Ws,q(Ω) for some proper constants s > 2,q > 2 when t is large
enough.
At ﬁrst, combining Lemma 3.3 with the standard estimate (e.g., see [22]), we can deduce the
following estimates about wt(= ut):
Lemma 3.6. There exists a positive constant M2 which satisﬁes: for any bounded subset B ⊂ L2(Ω), there
exists a positive constant T , which depends only on the L2-norm of B, such that∥∥wt(t)∥∥W 1,2(Ω) = ∥∥ut(t)∥∥W 1,2(Ω)  M2 for any u0 ∈ B and s T ,
where wt(s) = ut(s) = ddt (S(t)u0)|t=s .
Second, about the nonlinear term f (u)− f (Ψ ) in (3.8), from (3.15), (3.16) and (3.18) we have that:
f (u)− f (Ψ ) = f ′(θu + (1− θ)Ψ )w ∈ W 1,1+a(Ω)∩ L2+b(Ω)
for some proper positive constants
a > 0 and b > 0.
Consequently, as an application of Lemma 2.2, we have: for some proper s1 > 0 and q1 > 2, there
exists an M3 such that
∥∥ f (u(t))− f (Ψ )∥∥Ws1,q1 (Ω)  M3 for all t  T = T‖u0‖L2 ,
where u(t) = S(t)u0.
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exists an M4 such that
∥∥w(t)∥∥Ws2,q2 (Ω)  M4 for all t  T = T‖u0‖L2 ,
with s2 > 0 and q2 > 2. Consequently, we obtain the main result of this section:
Theorem 3.7. Assume that Ω is a bounded smooth domain in RN , g ∈ L2(Ω) and f satisﬁes (3.2)–(3.3), and
assume further that f ∈ C2 and satisﬁes (3.18). Then for any r ∈ [0,∞), there is a subset Br ⊂ H10(Ω) which
satisﬁes
Br =
{
w ∈ H10(Ω): ‖w‖Ws,q(Ω)∩L2p−2+r(Ω)  Kr < ∞
}
,
and for any bounded (in L2(Ω)) subset B ⊂ L2(Ω), there exists a T = T (‖B‖L2(Ω), r) such that
S(t)B ⊂ Ψ (x) + Br for all t  T ,
where s > 2 and q > 2, Ψ (x) is a ﬁxed solution of (3.6); Kr may depend on r, but all the constants s, q, Kr are
independent of B.
As an immediate result of Theorem 3.7, we have the existence of an (L2(Ω), H2(Ω) ∩ L2p−2(Ω))-
exponential attractor:
Corollary 3.8. Under the assumption of Theorem 3.7, there exists a set E , which is compact in H2(Ω) ∩
L2p−2(Ω) and satisﬁes the following conditions:
(i) E is positively invariant, i.e., S(t)E ⊂ E for all t  0;
(ii) E has ﬁnite fractal dimension in (H10(Ω)∩ H2(Ω)) ∩ L2p−2(Ω);
(iii) for each t0 > 0, there exist an increasing function Jt0 :R
+ → R+ and k > 0 such that, for any set B ⊂
L2(Ω) with supz0∈B ‖z0‖L2(Ω)  R there holds
distH2(Ω)∩L2p−2(Ω)
(
S(t)B,E) Jt0(R)e−kt for all t  t0. (3.19)
Moreover, we can decompose E = Ψ (x) + E0 , where Ψ (x) is a ﬁxed solution of (3.6) and E0 is bounded in
W s,q(Ω) ∩ L2p−2+δ(Ω) for some proper constants s > 2, q > 2 and δ > 0.
Proof. We know that {S(t)}t0 has an exponential attractor in L2(Ω) (e.g., see [13,30]), and due to
Theorem 3.7, applying Lemma 2.2, we can deduce the following interpolation estimates
∥∥u1(t)− u2(t)∥∥W 2,2 = ∥∥w1(t)− w2(t)∥∥W 2,2

∥∥w1(t)− w2(t)∥∥θWs,q∥∥w1(t)− w2(t)∥∥1−θL2
= ∥∥w1(t)− w2(t)∥∥θWs,q∥∥u1(t)− u2(t)∥∥1−θL2 ,
where ui(t) = S(t)ui0 = wi(t)+Ψ (x), i = 1,2, and θ ∈ (0,1); and
∥∥u1(t)− u2(t)∥∥L2p−2  ∥∥w1(t)− w2(t)∥∥θˆL2p−2+δ∥∥u1(t)− u2(t)∥∥1−θˆL2 ,
θˆ ∈ (0,1).
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application of Lemma 2.3: Let E¯ be an exponential attractor of S(t) in L2(Ω), then we can take
E = S(T0 + 1)E¯,
where T0 is the time given in Theorem 3.7 corresponding to B = E¯ . 
Another interesting consequence of Theorem 3.7 is the following. We can obtain some strong at-
traction (in W s˜,q˜(Ω) ∩ L2p−2+δ˜ (Ω)-norm for some proper constants s˜, q˜ > 2 and δ˜ > 0) although the
solution u(t) of (3.1) only belongs to H2(Ω)∩ L2p−2(Ω):
Corollary 3.9. Under the assumption of Theorem 3.7, the (L2(Ω), H2(Ω) ∩ L2p−2(Ω))-global attractor A
(e.g., obtained in [34]) can attract every L2-bounded set in W s˜,q˜(Ω) ∩ L2p−2+δ˜ (Ω)-norm for some proper
constants s˜, q˜ > 2, and δ˜ > 0 can be arbitrary. Moreover,A = Ψ (x)+A0 whereA0 is compact in W s˜,q˜(Ω)∩
L2p−2+δ˜ (Ω).
Remark 3.10. In Corollary 3.8, the estimate in (iii) looks strange: it holds only for t  t0 with t0 > 0.
This is due to the fact that our initial data belong only to L2(Ω) and then there is a gap (or singular-
ity) at t = 0 (see [31]). We also mention that we can replace H2(Ω)∩ L2p−2(Ω) in Corollary 3.8 by a
stronger W s˜,q˜(Ω) ∩ L2p−2+δ˜ (Ω)-topology for some proper constants s˜, q˜ > 2 and δ˜ > 0.
Remark 3.11. The technique (scheme) used above is applicable to the case g ∈ H−1. Moreover, it is
also available for the p-Laplacian equation with a polynomially growing nonlinearity (e.g., the model
and nonlinearity considered in [32]).
4. Strongly damped wave equation
We consider the following strongly damped wave equation on a bounded domain Ω ⊂ RN=3 with
smooth boundary ∂Ω: ⎧⎪⎨
⎪⎩
utt −ut −u + f (u) = g(x), in Ω ×R+,(
u(0),ut(0)
)= (u0, v0),
u|∂Ω = 0,
(4.1)
where f ∈ C1(R) with f (0) = 0 and satisﬁes the following conditions:
∣∣ f ′(s)∣∣ C(1+ |s|4) for all s ∈ R, (4.2)
lim inf|s|→∞
f (s)
s
> −λ1 (4.3)
and
f ′(s)−l for all s ∈ R, (4.4)
where λ1 is the ﬁrst eigenvalue of − on H10(Ω).
Denote
H = H10(Ω)× L2(Ω) and ‖ · ‖ for the norm of L2(Ω).
For the case g(x) ∈ L2(Ω), the local existence of (4.1) was obtained by Carvalho and Cholewa [4]
only under (4.2), and then the existence of a global attractor A in H was proved ﬁrstly by the
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general equation than (4.1): with a term (−)θut , θ ∈ [ 12 ,1], instead of −ut ). Recently, the authors
in [10,24,26,31] show further that A is bounded in H2(Ω) × H2(Ω) as well as the existence of an
exponential attractor in H.
If g(x) has further integrability than L2 (e.g., g(x) ∈ L∞(Ω)), then the authors in [6,7] (and their
other papers) have established a series of general results via semigroup approach for (4.1) and other
kinds of second order in time semilinear evolution equations: including well-posedness, regularity
and so on. Moreover, their results (framework) work not only for Hilbert setting, but also for general
Banach spaces.
The main purpose here is to study the case g(x) ∈ H−1.
When g(x) ∈ H−1, we know that the solution of the elliptic equation
{−u + f (u) = g(x) ∈ H−1,
u|∂Ω = 0
only belongs to H10(Ω) when f (·) satisﬁes (4.2)–(4.3). So, in this case, we cannot expect any higher
regularity of attractor (if it exists) than H.
However, besides (4.2)–(4.3), if we assume additionally that f (·) satisﬁes also (4.4) (which is how-
ever reasonable for the critical polynomial nonlinearity case) and f ∈ C2 with∣∣ f ′′(s)∣∣ C(1+ |s|3) for all s ∈ R, (4.5)
then we can show some asymptotic regularity similar to that in Theorem 3.7:
Theorem 4.1. Let f ∈ C2(R) and satisﬁes (4.2)–(4.4) and (4.5), g ∈ H−1 and {S(t)}t0 be the semigroup
generated by the weak solution of (4.1) in the natural energy space H10(Ω) × L2(Ω). Then, for any positive
constant σ <min{1, N2 − 1} = min{1, 32 − 1} = 12 , there exist a subset Bσ , positive constant ν and a mono-
tone increasing function Qσ (·) such that: for any bounded set B ⊂ H,
distH
(
S(t)B,Bσ
)
 Qσ
(‖B‖H)e−νt for all t  0,
where Bσ satisﬁes
Bσ =
{
z ∈ H: ∥∥z − (φ(x),0)∥∥H1+σ (Ω)×Hσ (Ω) Λσ < ∞}
for some positive constant Λσ ; and φ(x) is the unique solution of the following elliptic equation{−φ + f (φ)+ η0φ = g(x), in Ω,
φ|∂Ω = 0, (4.6)
where the constant η0 > 0 is large enough. The constants Λσ and Qσ (·) may depend on σ , but ν is indepen-
dent of σ .
Notation. Throughout this section we will use the following notation:
1. A = − with domain D(A) = H2(Ω)∩ H10(Ω),
and consider the family of Hilbert spaces D(As/2), s ∈ R with the standard inner products and
norms, respectively,
〈·,·〉D(As/2) =
〈
As/2·, As/2·〉 and ‖ · ‖D(As/2) = ∥∥As/2·∥∥.
352 C. Sun / J. Differential Equations 248 (2010) 342–362Especially, 〈·,·〉 and ‖ · ‖ mean the L2(Ω) inner product and norm respectively;
2. Hs = D(A 1+s2 )× D(A s2 ), s ∈ [0,1]; especially, H = H0;
3. ξu(t) = (u(t),ut(t)) for any t  0;
4. Q (·), Q i(·) : [0,∞) → [0,∞), i = 1,2, . . . are continuous increasing functions.
4.1. A preliminary
We ﬁrst consider the following elliptic equation:
{−u + f (u)+ θu = g(x) ∈ H−1 in Ω,
u|∂Ω = 0,
(4.7)
where θ > l.
It is easy (e.g., see [14]) to see that the following results hold (noticing f (0) = 0 and using (4.4)):
1. for each θ(> l), (4.7) has a unique solution uθ (x) ∈ H10(Ω) satisfying
‖∇uθ‖2 + 2(θ − l)‖uθ‖2  ‖g‖2H−1;
2. ‖uθ‖Lp → 0 as θ → ∞ for any ﬁxed p ∈ [2,6).
In the following we will show that
‖∇uθ‖ → 0 as θ → ∞. (4.8)
Indeed, for any ε > 0, we know that there exist g1 ∈ L2(Ω) and g2 ∈ H−1 such that
g = g1 + g2 and ‖g2‖H−1  ε.
Decompose the solution uθ of (4.7) as uθ = vθ + wθ , where vθ and wθ solve uniquely the following
equations respectively,
{−vθ + f (vθ )+ θ vθ = g1(x) ∈ L2(Ω) in Ω,
vθ |∂Ω = 0,
(4.9)
and
{−wθ + f (uθ )− f (vθ )+ θwθ = g2(x) ∈ H−1 in Ω,
wθ |∂Ω = 0.
Then, by the standard elliptic results, (using (4.4) again) we know that
‖∇vθ‖ → 0 as θ → ∞
(
multiplying (4.9) by −vθ
)
and
‖∇wθ‖ ‖g2‖H−1  ε.
Hence ‖∇uθ‖ ‖∇wθ‖ + ‖∇vθ‖ 2ε as θ is large enough, and then (4.8) follows immediately.
Denote hθ (·) = f (·)+ θ ·, then from (4.2) and (4.4) we have the following estimates: for any v, φ ∈
H10(Ω),
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2
‖∇v‖2 + 2〈hθ (v + φ)− hθ (φ), v〉− 〈h′θ (φ)v, v〉
 1
2
‖∇v‖2 + 2(θ − l)‖v‖2 − θ‖v‖2 − C
∫
Ω
(
1+ |φ|4)|v|2 dx
 1
2
‖∇v‖2 + (θ − 2l − C)‖v‖2 − C‖∇φ‖4‖∇v‖2, (4.10)
where the positive constants C and l come from (4.2) and (4.4) respectively.
Hence, from (4.8) and (4.10) we can choose θ large enough such that
1
2
‖∇v‖2 + 2〈hθ (v + φ)− hθ (φ), v〉− 〈h′θ (φ)v, v〉 0 for any v ∈ H10(Ω), (4.11)
where φ is the unique solution of{−φ + f (φ)+ θφ = g(x) ∈ H−1 in Ω,
φ|∂Ω = 0.
(4.12)
4.2. Decomposition of the equations
Let
h(·) = f (·)+ η0·,
where the positive constant η0 is large enough and such that (4.11)–(4.12) hold when θ = η0.
We ﬁrst decompose the solution S(t)(u0, v0) = (u(t),ut(t)) into the sum
S(t)ξu(0) = K (t)ξu(0)+ D(t)ξu(0),
where K (t)ξu(0) = (w(t),wt(t)) and D(t)ξu(0) = (z(t), zt(t)) solve the following equations respec-
tively, ⎧⎪⎨
⎪⎩
wtt −wt −w + f (u)− f (z) = η0z in Ω ×R+,
w|∂Ω = 0,(
w(x,0),wt(x,0)
)= (0,0), (4.13)
and ⎧⎪⎨
⎪⎩
ztt −zt −z + h(z) = g(x) in Ω ×R+,
z|∂Ω = 0,(
z(x,0), zt(x,0)
)= ξu(0).
(4.14)
Then, we decompose further the solution z(x, t) of (4.14) as z(x, t) = v(x, t) + φ(x), where φ(x) is
the unique solution of (4.6) and v(x, t) solves the following equation⎧⎪⎨
⎪⎩
vtt −vt −v + h(z)− h(φ) = 0 in Ω ×R+,
v|∂Ω = 0,(
v(x,0), vt(x,0)
)= ξu(0)− (φ(x),0).
(4.15)
Hereafter, throughout this section, we always assume the assumptions in Theorem 4.1 hold and denote the
unique solution of (4.6) as φ(x).
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At ﬁrst, for the solution of (4.14), we have the following estimate (e.g., see [24]):
Lemma 4.2. There exists an increasing function Q 1(·) such that for any bounded set B ⊂ H, the following
estimate holds: for any t  0,
∥∥∇z(t)∥∥2 +
t∫
0
∥∥∇zt(s)∥∥2 ds Q 1(‖B‖H + ‖g‖H−1), ∀ξz(0) ∈ B.
Then, similar to Pata and Zelik [25], for the solution of (4.15) we have:
Lemma 4.3. There exist positive constant k1 and increasing function Q 2(·) such that for any bounded set
B ⊂ H, the following estimate holds:
∥∥(v(x, t), vt(x, t))∥∥H  Q 2(‖B‖H)e−k1t, ∀t  0, ξv(0) ∈ B.
Consequently, for the solution of (4.14) the following estimate holds:
∥∥(z(x, t), zt(x, t))− (φ(x),0)∥∥H  Q 2(‖B‖H)e−k1t, ∀t  0, ξv(0) ∈ B.
Proof. Similar to [25], for  ∈ (0,1) to be determined later, deﬁne the functional
Λ(t) = ∥∥∇v(t)∥∥2 + ∥∥vt(t)∥∥2 + ∥∥∇v(t)∥∥2 + 2〈h(z)− h(φ), v〉+ 2〈vt, v〉 − 〈h′(φ)v, v〉.
Then, from (4.11) and by taking  small enough, we have
Λ(t) 1
4
∥∥ξv(t)∥∥2H for all t  0, ξ0 ∈ B.
Multiplying (4.15) by vt(t) + v(t) we have that (note that zt = vt and φt ≡ 0)
d
dt
Λ(t)+ Λ(t)+ Γ + 
2
∥∥∇v(t)∥∥2 = 2〈(h′(z)− h′(φ))zt, v〉,
where
Γ = 2∥∥∇vt(t)∥∥2 + 
2
∥∥∇v(t)∥∥2 − 3‖vt‖2 − 22〈vt, v〉 − 2‖∇v‖2 + 〈h′(φ), v2〉.
It is easy to see that Γ  0 as  small enough, and from (4.5) we have
2
〈(
h′(z) − h′(φ))zt, v〉= 2〈h′′(rz + (1− r)φ)zt , v2〉
 C
∫
Ω
(
1+ |z|3 + |φ|3)|zt ||v|2 dx
 c2‖∇zt‖‖∇v‖2  
2
‖∇v‖2 + c2

‖∇zt‖2Λ,
where r ∈ (0,1) and the constant c2 depends only on ‖B‖H + ‖∇φ‖.
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plete our proof immediately. 
Second, as that in [24,29], for the solution of (4.13) we have the following result:
Lemma 4.4. (See [24,29].) For every bounded subset B ⊂ H and any σ ∈ [0, 12 ), there exist a positive con-
stant νσ (which depends only on ‖B‖H and σ ) and an increasing function Qσ (·) such that∥∥K (t)ξu(0)∥∥Hσ = ∥∥(w(t),wt(t))∥∥Hσ  Qσ (‖B‖H)eνσ t, ∀t  0, ξu(0) ∈ B. (4.16)
Proof. Multiplying (4.13) by Aσ wt (recall A = −), then the remainder part of the proof is com-
pletely the same as that in [24,29], here we omit it. 
Now, similarly as in Zelik [33], based on Lemmas 4.2 and 4.3 we can decompose u(t) as follows.
Lemma 4.5. Let (u(t),ut(t)) be the solution of (4.1) corresponding to the initial data ξu(0) = (u0, v0). Then,
for any ε > 0, we can decompose u(t) as
u(t) = v1(t)+ w1(t), for all t  0,
where v1(t) and w1(t) satisfy the following estimates:
t∫
s
∥∥∇v1(τ )∥∥2 dτ  ε(t − s) + Cε for all t  s 0, (4.17)
and
∥∥A 1+σ2 w1(t)∥∥2  Kε for all t  0, (4.18)
with the constants Cε and Kε depending on ε, ‖ξu(0)‖H and ‖g‖H−1 .
Proof. At ﬁrst, we know that there exists a constant M‖ξu(0)‖H which depends only on the H-bound
of ξu(0), such that
sup
t0
∥∥S(t)ξ0∥∥2H  M‖ξu(0)‖H;
and there exist φ1(x) ∈ H10(Ω), φ2(x) ∈ H10(Ω) ∩ H2(Ω) satisfying
φ(x) = φ1(x)+ φ2(x) and
∥∥∇φ1(x)∥∥2  ε
4
. (4.19)
Now, ﬁxing T  1k1 ln
4Q 2(M‖ξu (0)‖H )
ε (where k1 and Q 2(·) come from Lemma 4.3), and in every
interval [mT , (m + 1)T ), m = 1,2, . . . , we set
v1(t) = v(t)+ φ1(x) and w1(t) = w(t)+ φ2(x), (4.20)
where v(t) and w(t) are the solutions of (4.13) and (4.15) respectively in the interval [(m − 1)T ,
(m + 1)T ) with the initial data: (v((m − 1)T ), vt((m − 1)T )) = S((m − 1)T )ξu(0) − (φ(x),0) and
(w((m − 1)T ),wt((m − 1)T )) = (0,0).
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v1(t) = v(t)+ φ1(x) and w1(t) = w(t)+ φ2(x),
where v(t) and w(t) are the solutions of (4.13) and (4.15) respectively in the interval [0, T ) with the
initial data: (v(0), vt(0)) = ξu(0)− (φ(x),0) and (w(0),wt(0)) = (0,0).
Then from Lemma 4.3 and (4.19) we have
t∫
s
∥∥∇v1(τ )∥∥2 dτ  2
t∫
s
(∥∥∇v(τ )∥∥2 + ‖∇φ1‖2)dτ  ε(t − s) +χ[0,T )(s)Q 2(M‖ξu(0)‖H),
∀t  s 0,
and from Lemma 4.4 we have
∥∥A 1+σ2 w1(t)∥∥2  2Qσ (M‖ξu(0)‖H)e2νσ T + 2∥∥A 1+σ2 φ2∥∥2 for all t  0,
where χ[0,T )(s) is the characteristic function of the set [0, T ). 
Similarly, since z(t) = v(t)+ φ, we have the following decomposition:
Corollary 4.6. For any ε > 0, about the solution (z(t), zt(t)) of (4.14), we have:
z(t) = v1(t)+ φ2 for all t  0,
with v1(t) satisfying (4.17) and ‖φ2‖H2  Kε .
Remark 4.7. From the expression v1(t) of (4.20), combining with Lemma 4.3, we certainly have
∥∥∇v1(t)∥∥ Q 4(‖B‖H) for all t  0; (4.21)
and combining with the standard dissipative estimates about u(t) (e.g., see [3]), we have
∥∥∇w1(t)∥∥= ∥∥∇(u(t)− v1(t))∥∥ Q 5(‖B‖H) for all t  0. (4.22)
4.4. The second a priori estimate
In this subsection, based on Lemma 4.5, we will show further that the estimate in (4.16) can be
chosen independent of the time t . That is,
Lemma 4.8. Under the assumption of Theorem 4.1, for each σ ∈ [0, 12 ), there exists a constant J B,σ which
depends only on the H-bounds of B(⊂ H) and σ , such that
∥∥K (t)ξu(0)∥∥2Hσ = ∥∥(w(t),wt(t))∥∥2Hσ  J B,σ for all t  0 and ξu(0) ∈ B.
Proof. The idea comes from [33] and the details are similar to [29].
Multiplying (4.13) by Aσ (wt(t) + w(t)), we obtain that
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2
d
dt
∫
Ω
∣∣A σ2 (wt + w)∣∣2 − 〈wt , Aσ (wt + w)〉− 〈wt, Aσ (wt + w)〉
− 〈w, Aσ (wt + w)〉
= −〈 f (u)− f (z), Aσ (wt + w)〉+ 〈η0z, Aσ (wt + w)〉,
where (> 0) is small enough which will be determined later.
We only need to deal with the nonlinear term, the others can be estimated easily as those in [29,
Lemma 4.4].
From (4.2) we have
∣∣〈 f (u)− f (z), Aσ (wt + w)〉∣∣ C
∫
Ω
(
1+ |u|4 + |z|4)|w|∣∣Aσ (wt + w)∣∣dx.
Applying Lemma 4.5 we have
∫
Ω
|u|4|w|∣∣Aσ w∣∣dx C ∫
Ω
(∣∣v1(t)∣∣4 + ∣∣w1(t)∣∣4)∣∣w(t)∣∣∣∣Aσ w(t)∣∣, (4.23)
and
∫
Ω
∣∣v1(t)∣∣4∣∣w(t)∣∣∣∣Aσ w(t)∣∣ ∥∥v1(t)∥∥4L6∥∥w(t)∥∥L 61−2σ
∥∥Aσ w(t)∥∥
L
6
1+2σ
 cσ
∥∥∇v1(t)∥∥4∥∥A 1+σ2 w(t)∥∥2
 cσ Q 4
(‖B‖H)∥∥∇v1(t)∥∥2∥∥A 1+σ2 w(t)∥∥2,
where we have also used (4.21), and the constant cσ comes from the embedding D(A
1+σ
2 ) ↪→
L
6
1−2σ (Ω) and D(A
1−σ
2 ) ↪→ L 61+2σ (Ω).
At the same time, from (4.22) and using Hölder inequality, we have (note that σ < 12 implies
4− 8σ > 0 and 32 < 61+6σ  6)
∫
Ω
∣∣w1(t)∣∣4∣∣w(t)∣∣∣∣Aσ w(t)∣∣ ∥∥w1(t)∥∥4
L
6
1−2σ
∥∥w(t)∥∥
L
6
1+6σ
∥∥Aσ w(t)∥∥
L
6
1+2σ
 cσ
∥∥A 1+σ2 w1(t)∥∥4Q 5(‖B‖H)∥∥A 1+σ2 w(t)∥∥
 cσ K 4ε Q 5
(‖B‖H)∥∥A 1+σ2 w(t)∥∥
 cσ K 8ε Q 25
(‖B‖H)+ 1
8
∥∥A 1+σ2 w(t)∥∥2, (4.24)
where Kε is given in (4.18).
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∫
Ω
|z|4|w|∣∣Aσ w∣∣
 C
∫
Ω
(|v1|4 + |φ2|4)|w|∣∣Aσ w∣∣
 cσ Q 4
(‖B‖H)∥∥∇v1(t)∥∥2∥∥A 1+σ2 w(t)∥∥2 + cσ Q 25 (‖B‖H)‖φ‖8H2 + 18
∥∥A 1+σ2 w(t)∥∥2. (4.25)
Hence, summarizing the estimates (4.23)–(4.25) above, we can get
∣∣〈 f (u)− f (z), Aσ w(t)〉∣∣ cσ Q 4(‖B‖H)∥∥∇v1(t)∥∥2∥∥A 1+σ2 w(t)∥∥2
+ cσ
(
K 8ε + ‖φ‖8H2
)
Q 25
(‖B‖H)+ C + 1
4
∥∥A 1+σ2 w(t)∥∥2.
Similarly,
∣∣〈 f (u)− f (z), Aσ wt(t)〉∣∣ cσ Q 4(‖B‖H)∥∥∇v1(t)∥∥2∥∥A 1+σ2 w(t)∥∥2
+ cσ
(
K 8ε + ‖φ‖8H2
)
Q 25
(‖B‖H)+ C + 1
4
∥∥A 1+σ2 wt(t)∥∥2.
Therefore, combining with (4.17), we can complete our proof by applying a Gronwall-type inequal-
ity as was done in [29, Lemma 4.4]. 
In the following we will show some decomposition results about u(t), which will be used later to
construct an exponential attractor:
Lemma 4.9. Under the assumption of Theorem 4.1, for each σ ∈ [0, 12 ) and for any bounded (in Hσ ) subset
B1 ⊂ Hσ , if the initial data ξu(0) ∈ φ(x) + B1 , then the solution u(t) of (4.1) also satisﬁes a similar estimate,
more precisely, we have
∥∥S(t)ξu(0)− (φ(x),0)∥∥2Hσ = ∥∥(u(t),ut(t))− (φ(x),0)∥∥2Hσ  KB1,σ , ∀ t  0, ξu(0) ∈ φ(x)+ B1,
where the constant KB1,σ depends only on the Hσ -bound of B1 and σ .
Proof. We take the following decomposition: u(t) = y(t) + φ(x), where φ(x) is the unique solution
of (4.6) and y(t) solves the following equation,
⎧⎪⎨
⎪⎩
ytt −yt −y + f (u)− f (φ) = η0φ in Ω ×R+,
y |∂Ω= 0,(
y(x,0), yt(x,0)
)= ξu(0)− (φ,0).
Then, applying Lemma 4.5, by the similar estimates as those in Lemma 4.8 above or see [29,
Lemma 4.5] and noting that now the initial data (y(x,0), yt(x,0)) = ξu(0) − (φ,0) ∈ Hσ , we can
obtain our conclusion. 
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We are now ready to prove Theorem 4.1.
Proof of Theorem4.1. Let B0 ⊂ H be a bounded absorbing set of {S(t)}t0. Then applying Lemmas 4.3
and 4.8 to B0, also using the attraction transitivity lemma devised in [16], we can ﬁnish our proof by
setting: for each σ ∈ [0, 12 ),
Bσ =
{
z ∈ H: ∥∥z − (φ(x),0)∥∥2Hσ  J B0,σ },
where J B0,σ is the constant given in Lemma 4.8 corresponding to B0. 
4.6. Exponential attractor
In this subsection, based on the asymptotic regularity obtained above, we will construct an expo-
nential attractor by the abstract method devised in [13,23].
For this, we need to assume further that the nonlinearity f (·) satisﬁes the following technical
conditions: For each ﬁxed s ∈R, f (·) admits a decomposition f (·) = f1(·)+ f2(·), where f i(·) ∈ C1(R)
and satisﬁes (note that f i(·) may depend on s): for any r ∈R,
∣∣∣∣ ∂∂r f2(r + s)
∣∣∣∣ C(1+ |r|4 + |s|γ ), 0 γ < 4, (4.26)∣∣∣∣ ∂∂r f1(r + s)
∣∣∣∣ C |s|4. (4.27)
Remark 4.10. The conditions (4.26)–(4.27) look strange and we cannot deduce them directly only from
the conditions (4.2)–(4.4) and (4.5). However, they are very natural if our nonlinearity is a polynomial
of order 5. And, obviously such conditions are satisﬁed in particular for the standard nonlinearities
f (τ ) = τ |τ |4 + lower order terms,
e.g., we can take f1(r + s) = 5rs4 and f2(r + s) = f (r + s)− f1(r + s).
Now, we begin to construct an exponential attractor of {S(t)}t0 in H.
For each ﬁxed σ ∈ [0, 12 ), denote
Bσ =
⋃
t1
S(t)Bσ
H,
where Bσ is the set obtained in Theorem 4.1. Then, from Lemma 4.9 we know that∥∥Bσ − (φ(x),0)∥∥Hσ < ∞. (4.28)
For ε ∈ (0,1) to be determined later, we decompose φ(x) as φ(x) = φ0(x)+ φε(x) with∥∥∇φε(x)∥∥ ε and φ0(x) ∈ H10(Ω)∩ H2(Ω). (4.29)
For each initial data ξu(0) ∈ Bσ , decomposing the solution u(t) of (4.1) as
u(t) = S1(t)ξu(0)+ S2(t)ξu(0),
360 C. Sun / J. Differential Equations 248 (2010) 342–362where (v¯(t), v¯t(t)) = S1(t)ξu(0) and (w¯(t), w¯t(t)) = S2(t)ξu(0) solve the following equations respec-
tively:
⎧⎨
⎩
v¯tt −v¯t −v¯ + f1(u) = g(x),(
v¯(0), v¯t(0)
)= ξu(0),
v¯|∂Ω = 0,
and
⎧⎨
⎩
w¯tt −w¯t −w¯ + f2(u) = 0,(
w¯(0), w¯t(0)
)= (0,0),
w¯|∂Ω = 0.
Note that for the nonlinearities f i(u), we would take r = u − φε and s = φε (ﬁxed) corresponding
to the assumptions (4.26)–(4.27). And from (4.28)–(4.29) we have∥∥u(t)− φε∥∥H1+σ (Ω)  M¯ < ∞ ∀t  0, ξu(0) ∈ Bσ .
Hence, by taking ﬁrst t∗ large enough, then taking ε (in (4.29)) small enough, we can deduce the
following estimates by some routine difference calculations (e.g., see [24,31]):
Lemma 4.11. The following two estimates hold:
∥∥S1(t∗)ξu1(0)− S1(t∗)ξu2(0)∥∥H  14
∥∥ξu1(0)− ξu2(0)∥∥H for all ξui (0) ∈ Bσ ,
and
∥∥S2(t∗)ξu1(0)− S2(t∗)ξu2(0)∥∥Hγ1  K∥∥ξu1(0)− ξu2(0)∥∥H for all ξui (0) ∈ Bσ ,
where γ1 = min{2 − γ2 , σ } and γ is given in (4.26); the constant K depends only on ε, t∗ and‖Bσ − (φ(x),0)‖Hσ .
We also need the following Lipschitz continuity:
Lemma 4.12. The mapping (t, ξu(0)) → ξu(t) is Lipschitz continuous on [0, t∗] × Bσ .
Proof. For any ξui (0) ∈ Bσ , ti ∈ [0, t∗], i = 1,2, we have∥∥S(t1)ξu1(0)− S(t2)ξu2(0)∥∥H  ∥∥S(t1)ξu1(0)− S(t1)ξu2(0)∥∥H + ∥∥S(t1)ξu2(0)− S(t2)ξu2(0)∥∥H.
This ﬁrst term has been estimated, e.g., see [24, Theorem 2]; for the second term, we have
∥∥S(t1)ξu2(0)− S(t2)ξu2(0)∥∥H 
∣∣∣∣∣
t2∫
t1
∥∥∥∥ ddt
(
S(t)ξu2(0)
)∥∥∥∥H
∣∣∣∣∣
∥∥∥∥ ddt
(
S(t)ξu2(0)
)∥∥∥∥
L∞(0,t∗;H)
|t1 − t2|,
and note that ‖ ddt (S(t)ξu2 (0))‖L∞(0,t∗;H) has been estimated in [26]. 
Therefore, applying the abstract results devised in [13,23], from Lemmas 4.11, 4.12, we can prove
the existence of an exponential attractor for {S(t)}t0 in H immediately.
Furthermore, combining with the estimates about ‖∇ut(t)‖ and ‖utt(t)‖ given in [26], as that
in [31], we indeed can obtain the following results (with stronger attraction for the second component
ut(t) of (u(t),ut(t))):
Theorem 4.13. Under the assumption of Theorem 4.1 and conditions (4.26)–(4.27), there exists a set E , which
is compact in H10(Ω) × H10(Ω) and satisﬁes the following conditions:
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(ii) dimF (E, H10(Ω) × H10(Ω)) < ∞, i.e., E has ﬁnite fractal dimension in H10(Ω)× H10(Ω);
(iii) there exist an increasing function Q˜ :R+ → R+ and α > 0 such that for any subset B ⊂ H with
‖B‖H  R there holds
distH10(Ω)×H10(Ω)
(
S(t)B,E) Q˜ (R) 1√
t
e−αt for all t > 0;
(iv) E = (φ(x),0) + Eσ with Eσ bounded in (H10(Ω) ∩ H1+σ (Ω)) × H10(Ω) (σ < 12 ), where φ(x) is the
unique solution of (4.6).
4.7. Some remarks
In Theorem 4.1, the set Bσ is bounded only in Hσ (σ ∈ [0, 12 )) but not H1. The main diﬃculty
is that the usual bootstrap technique (e.g., which worked very well in [12,24,29,31,33] and so on) do
not work for our case, that is, it is hard to get further regularity by the bootstrap argument when the
initial data belong to (φ(x),0) + Hσ if the nonlinearity f (·) satisﬁes only (4.2)–(4.4), (4.5).
About constructing the exponential attractor in Section 4.6, for some technical diﬃculties, we add
the additional assumptions (4.26)–(4.27), although they are very natural for the polynomial nonlinear-
ity. However, we believe strongly that one can construct an exponential attractor without (4.26)–(4.27)
since we already have obtained Theorem 4.1 and Lemma 4.9.
At the same time, as a direct consequence of Theorem 4.1 and the a priori estimates given in [24,
31], we know that under the only assumptions (4.2)–(4.4) and (4.5), the semigroup generated by (4.1)
has a global attractor A which is compact (in H10(Ω)× H10(Ω)), invariant and attracts every bounded
subset of H with the H10(Ω) × H10(Ω)-norm. Moreover, A = (φ(x),0) + Aσ with Aσ bounded in
H1+σ (Ω) × H10(Ω).
Furthermore, for the reaction–diffusion equation (3.1), if we assume f (·) satisﬁes (4.2)–(4.3) (re-
place the exponent 4 by 4N−2 in (4.2) for general N  3) instead of (3.2)–(3.3), then we can also obtain
a similar result as Theorem 3.7, and for this case we do not need the assumption f ′(·)−l.
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