Current methods of compressing 3 0 animation for transmission over the Internet tend to be of very low quality. Quality is sacrificed to keep bandwidth low when using lossy compression techniques such as MPEG, Cinepak, or more recent formats such as Vivo and VDOnet. While these techniques can be effective approaches to all-purpose video compression, it should be possible to achieve better pevormance with the knowledge that the source consists of 3 0 animation.
Introduction
Three-dimensional animated sequences are commonly used in demonstration, training and teaching applications to illustrate concepts to viewers. When accessed over the Internet, these sequences are generally compressed using lossy video compression techniques such as MPEG, Cinepak, H.261, or even more recent formats like Vivo, Realvideo and VDOnet.
There are a variety of reasons that these current techniques are undesirable for the compression of 3D animated sequences. The first, and probably most important issue is the general low quality visuals of sequences compressed using these techniques. In order to keep the overall bandwidth to a minimum, image quality is usually sacrificed, producing compressed output that contains artifacts specific to the various compression techniques.
The bandwidth of animation sequences compressed using video compression techniques is also very sensitive to frame size, as the larger the frame, the more source information that requires compressing. To reduce the overall source information to be compressed, animated sequences are often down-sampled before compression. Down-sampling, either by reducing original frames to very small sizes (160x120), or by rendering the original 3D sequence to the smaller frame, often causes the loss of fine detail. Even with these lower quality considerations, it is still not currently possible to stream 3D animation at the rate of 2OKbps required for consumer 28.8Kbps modem connections to the Internet.
Yet, perhaps the current approach of compressing the final animated sequence is not necessarily the best approach. Instead, it is proposed that a new lossless technique, consisting of sending a compressed and stream-optimized version of the 3D scene description rather than the rendered animation, be used for streaming 3D animation over the Internet.
Three Dimensional Rendering
Animated sequences of real world objects are often constructed for demonstration purposes or product visualization. In order to model these objects effectively, likenesses of them are constructed using computer based tools, in which the objects are reconstructed in an artificial three-space, using building blocks known as primitives. These primitives are geometric constructs, usually consisting of triangles, but can also include geometric solids, and parametric surfaces. These scene descriptions are resolution independent, since the scene graph locates objects in a virtual world rather than describing the interactivity or values of individual screen 
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pixels. The description contents are also generally view independent. In order to render the objects in the scene, a virtual camera is placed in the scene along with light sources, and a resultant frame is constructed using techniques such as raytracing or radiosity. While these techniques can produce photorealistic output, they require a great deal of time to be computed, and are not practical for use as real time rendering techniques. Raytracing finds individual colour intensities for each screen pixel and thus, while producing more accurate output, raytracing is very computationally expensive.
Instead of relying on raytracing or radiosity, which are very realistic, yet expensive techniques, most current real time rendering engines make use of Gouraud shading [Hi1190] . Gouraud shading makes use of the light intensities of polygon vertices to shade entire faces. Finding the illumination for every pixel of every primitive might be ideal but it is still too expensive, so instead the illumination values for each of the primitives' vertices are found. Internal light intensities of the primitives are then linearly interpolated.
In raytracing and radiosity, vectors are cast from the camera towards the scene. These vectors are then tracked to determine which is the first object they penetrate. The colour of the pixel from which the vector originates is then determined by the colour of light reflected off the object at the point of intersection.
To determine the light colour at the intersection point in raytracing, one first finds the interaction of the object itself with various surrounding light sources, often through the Phong lighting model [FDFH87] . If a ray cast between the point of intersection and the light source penetrates another object, then the original intersection point is said to be in shadow. If not, depending on the reflectivity of the object, reflection rays are spawned and cast out along the reflection vector created between the surface normal vector, and the camera vector. If the object is semi-transparent, the line-of-sight vector is refracted through the object and a new secondary ray is spawned as well. Both of these new rays are then recursed to some set limit upon which they terminate. If the initially intersected object was neither highly reflective nor refractive, then the point in question will take on the colour of its source object at that location. While attempts have been made in the past to reduce the time required to raytrace a scene [Glas89], none of the optimizations to date have succeeded in reducing the 0-7803-5579-2/99/$10.00 0 1999 IEEE computational load enough to allow for general-purpose real time operation on consumer hardware.
Due to the limited time given to real time rendering engines during which to determine object visibility and object inter-reflection, rendering done using real time techniques will not naturally take into account many visual effects that are taken for granted when using techniques such as raytracing or radiosity. Gouraud shading, when generally employed, will require that the reflective, refractive, and shadow casting properties of objects be handled separately. Since the calculation of these properties can be extremely expensive in a Gouraud shading system, such systems generally rely on precalculation (structures including binary space partitioning trees and light-maps) or hints to aid in the generation of such effects. Transparency without a refraction index is solved through alpha blending techniques, while shadows and reflections can be simulated to some degree without precalculation through the use of stencil buffering.
Previously, doing all such effects simultaneously on a consumer directed computer was impossible, but with advent of consumer level 3D accelerators as produced by companies such as 3Dfx, nVidia and ATI, it is now possible to produce very realistic looking 3D images in real time using such techniques. 3D accelerators are currently experiencing broad consumer acceptance, and a 3D accelerator produced by some manufacturer can be found in almost every new home computer shipping today. At their most fundamental ability, all these accelerators can do is render pre-lit sequences of triangles (ideal for Gouraud shading systems), yet by doing this they provide the speed necessary with which to do practical real time rendering of the reasonably complex scenes previously described.
The 3D Rendering Pipeline
While at first glance, rendering a single triangle from 3D space into the 2D-screen space might appear to be a relatively trivial task, it is actually quite involved. Before a primitive can be rendered, it must first travel through the 3D pipeline (see Fig. 1 ).
The primitive is first transformed from its local coordinate system into world coordinates by translating it by its world position, and orienting it by its Euler angles. Once the primitive's new location has been determined, one checks whether or not it is inside the view volume. The view volume (also called the view frustum) is an imaginary flat pyramid defined in space by the camera position, the front and back clipping planes, and the field of view. If an object is entirely outside the view volume, it is trivially rejected from the pipeline.
If a primitive has not been rejected at this point, it is checked to confirm that its normal vector is not pointing away from the camera. If it is, then the primitive cannot be seen, and is rejected from the pipeline. This is referred to as back face culling of the primitives. If the primitive has not been rejected, it is then lit and rasterized.
The pipeline can be further optimized by trivially rejecting all primitives belonging to objects that are outside the view frustum. This can be determined by calculating a bounding volume for the object and checking if the bounding volume intersects the view volume. The 3D rendering pipeline order is not strict, and can be modified depending on the optimizations chosen and advanced knowledge of the scene contents.
ANIMATING IN THREE DIMENSIONS
There are two primary techniques used to animate 3D models in time: motion attributes and keyframes. For the motion attribute technique during each time-step, objects get assigned a translation, rotation or scale factor. These attributes are either constants, or based on some set formula and allow for very simple animations. While most motion attribute systems are fairly simplistic, motion attributes can be used in the creation of procedural animation systems. Procedural animation, while very powerful, is often rather complicated to both implement and use, and thus is currently not very commonly utilized.
Keyframing, on the other hand, is a very common methodology that owes its origins to hand-drawn cel animation techniques developed by Walt Disney studios [WaWa92] . In traditional keyframing, only certain 'key' frames, frames containing characteristic positions of the models, are actually drawn by the core animation staff. The frames in between these keyframes are then handrendered by interpolating between the keyframes. This process is often referred to as inbemeening.
In 3D animation, the process is similar. Most commercial animation packages make use of individual frames in the same method as traditional cel animation. Thus, specific frames are used as keyframes, where object characteristics are specified, and the characteristics of the models are interpolated for the remaining frames.
Choosing the best method of interpolating the inbetweened frames is by no means trivial. Linear interpolation, while perhaps the easiest technique to implement, often proves inappropriate. Linear interpolation can often lead to very inappropriate motion, 0-7803-5579-2/99/$10.00 0 1999 IEEE since although it does guarantee continuous motion, it does not guarantee continuous. derivatives. This can cause very abrupt changes in motion. For example, an attempted interpolation of projectile motion with very few keyframes would contain visual errors as the projectile passed the peak of the arc.
Instead, it is recommended that spline interpolation be used in the place of linear interpolation for most cases. Spline interpolation produces naturally curved paths, which usually allow for a more realistic reconstruction of motion. Motion describing splines also require fewer keyframes than a series of linear interpolated keyframes to define rather complicated motion.
While motion attribute systems can generally make use of Euler angles, keyframing systems rarely do. Instead they generally rely upon quaternions, which are defined as [Wawa921 
DATA COMPRESSION ISSUES
When transmitting information over a bandwidth limited communications channel, such as those experienced by persons using the Internet; it is necessary to send a minimal amount of data to contain the key information. In order to reduce the amount of data required for transmission, the most straightforward approach is to compress the data.
While video compression techniques can achieve their compression rates by performing lossy compression and approximating the original source signal, this cannot be allowed for the transmission of the animation source data. The removal of any piece of data from the source can be highly destructive to its contained information. Thus there are two chief avenues to approach when desiring to reduce the size of the animation file: lossless compression techniques and entropy reduction.
There are a variety of general-purpose lossless compression techniques available, including run-length encoding, Huffman encoding, dictionary encoding, and others [Sayo96] . At this time it has not been determined which technique might prove to be the most appropriate for the problem at hand.
Choosing which technique will perform best is nontrivial as both the size reduction performance and the algorithmic complexity are at issue. If the technique does not adequately reduce the file size of the animation, the streamed sequence will be unable to keep below the targeted bandwidth of 20 Kbps. Yet, real time 3D animation requires a great deal of system resources that cannot afford to be spent on a computationally expensive decompression algorithm. Thus, the current adopted approach is that of experimentally determining which technique might prove to be the best once the animation system has been constructed.
Yet, before a compression technique can be selected, efforts must be made to reduce the size of the overall animation sequences. This has been attempted by using some knowledge of the limitations of current real time 3D animation systems.
The first attempt to reduce the entropy of the file consists of byte-plane partitioning a series of related floating-point values (or floats). For this project's purposes, only single precision (32 bit IEEE standard) floats are used. These floats are structured such that they are made up of a sign bit, followed by an 8-bit exponent and then a 23-bit mantissa.
It has been observed that objects with axial symmetry about their local origin or objects with vertices clustered together will tend to have floating point values with the same exponents. By packing these exponents together, one should be able to reduce the fust-order entropy of the vertex data. This can be accomplished by simply rotating the floating point structure by one bit, placing the sign at the end of the structure and byte aligning the exponent. To increase the likelihood of equal byte values, vectors are separated into their vector components (x, y and z) and lined up with the same components from other vertices. Thus, a series of three vertices a, b and c will be broken up into a$xx, aybycy and a,b,c,, with each float's component bytes separated and aligned in the same manner. This should allow further compartmentalization of the unvarying portions of a series of floating point vertices or vectors.
Another observation is that real-time 3D engines tend to be able to render only on the order of several hundred thousand polygons per second. Because of this, artists creating models for use in such engines are usually very limited in the number of polygons they can use for individual models as compared to non-real time 3D engines. Such models rarely exceed 3000-4000 triangles, yet many low detail models require less than 100 0-7803-5579-2/99/$10.00 0 1999 IEEE triangles. Since an approximate upper limit to the number of possible triangles is known, the storage of numeric indices and reference numbers can be optimized.
A simple numbering system with the following format is proposed. When reading an unsigned 16-bit integer value from a file, a first byte is read. If this byte has a value between 0 and 199 (inclusive), this byte's value is simply used as the unsigned integer value. Thus, values between 0 and 199 only require one byte of storage. If the value of the byte is between 200 and 255, then the following formula is applied:
where f is the final unsigned integer value, a is the unsigned value of the fust byte read, and b is the unsigned value of the second byte read. This allows for a maximum value of 11455 which is large enough to accommodate future increases in system capability, while optimizing for smaller array sizes.
Streamable Animation Data & File Formats
Once general techniques of optimizing the transmission of individual values have been selected, more global improvements must be decided on to reduce the data required for transmission and to optimize the information for streaming over low bandwidth networks. Several techniques are proposed to allow for low bandwidth optimization.
The first technique is to set a series of default states which are assumed to be true unless the animation file states otherwise. For example, if no lighting is specified, the animation will be performed without lighting being considered. The camera is assumed to be located at (0,0,3), and is pointing towards the origin with its up vector parallel to the y-axis. All objects are assumed by default to be at the world origin, with their orientation pointing towards the camera. Object vertex normals, if not specified, are presumed to be the average tangent to the surfaces they form. All objects are assigned default colours, material properties and so forth. Thus, if an object does not require more than the default settings, extraneous information about it will not be sent.
To increase the usefulness of streaming, objects can be constructed over time and do not need to be completely specified when first rendered. Instead, the system allows for only the required portions of an object to be sent initially. If, for example, the back faces of an object cannot be seen for the fust 10 seconds the object is in view, the data required for these back faces will not be sent until required unless there is enough bandwidth to allow for it.
To further reduce the amount of data required for transmission, objects are limited to those with non-morphing vertices, and thus objects need only be specified once. In order to determine which objects can be seen at any point in time, the objects are tested against the view frustum.
If time sampling of the object, with consideration of keyframing properties, reveals that the object is not within the view frustum initially, the object has less priority to be transmitted, and can be added later. Objects within the frustum during the time-sampled period are then further tested to determine which parts of the object can and cannot be seen. If, for example, the back faces of a model are never seen, they do not need to ever be sent. Such pseudo-clipping should allow for reasonable optimization of the scene graph for streaming, as well as greatly reducing the amount of information that the client requires.
To allow for the easy construction of complex objects with articulated limbs, objects can be hierarchically linked together.
Objects that are described as being hierarchically linked inherit their orientation and translation information from their parent objects before the objects' own local translation and orientation information is incorporated. Linked objects can appear naturally connected together in a hierarchy that all will move together, in addition to more complicated types of motion.
As only a minimal amount of information should be transmitted, a keyframing system is used to describe motion. Keyframes are used only to specify changes in the object's state. If the object remains static in position or orientation for a period of time, keyframes are then not required.
Instead of keyframes containing data themselves, in this system, keyframes are merely time stamps. If one wishes to specify a simple linear motion for an object in time in the animation system, one creates two time stamps, one for the motion's start time and one for the time of the motion's completion. Each of these time stamps is then given a keyframe number, where keyframe numbers are assigned based on the order in which they take place. Then a motion event is assigned to said object, using the two keyframes for start and stop times, and specifying locations in three-space in which the object should be located at the start and stop times. The animation engine will then begin to dynamically interpolate between these two points when the animation time is greater-than or equal to the time stamp of the initial keyframe.
By using time stamps with keyframes, one avoids the problem of non-uniform framerates in the animation. In non-real time animation system, keyframes are absolute positions in time, since each frame is absolutely specified and the framerate is a constant. But in real time systems, framerates are rarely constant as changes in what can be seen in the view directly effects the time required to 0-7803-5579-2/99/$10.00 0 1999 IEEE render the view. Additionally, since the rendering time varies from computer to computer, depending on the hardware configuration being used, a methodology must be employed to compensate and allow for these changes. By using time stamps and comparing them against the absolute time passed during the animation sequence it is possible to synchronize events even with highly varying framerates.
In order to prevent the engine from beginning to animate before enough data is available, animation sequences must mark when they have received enough information to proceed to a given keyframe number, referred to as a "good until" marker. Animation will then begin, and continue until this keyframe is reached. If a new "good until" marker has been received, the animation will then continue again until the new specified keyframe is reached. This continues until the animation is completed, or the end of the stream is reached whereupon a "good until" marker is automatically pointed towards the end of the animation set.
Another method of reducing the amount of data to be transmitted is that instead of specifying an RGB colour triple for each vertex, a colour palette is used. Individual colours are frst added to the colour table by specifying RGB triples, which are then referenced using the integer technique described in the previous section. This allows for a colour look up table (CLUT) of 11455 unique colour values, which should be adequate for most sequences. Efforts can be made during the compression process to optimize the colours used to match the limitations of the CLUT if the number of source colours exceeds 11455. Common techniques include choosing closest colours, error diffusion or colour dithering [FDFH87] .
Methods of dealing with various data types have been described but what still requires some explanation is the general file structure of the animations. Animations are broken down into a series of command tokens that are followed by a data list. Examples of tokens include "Add vertices to object", "Add an object", "Add Orientation spline interpolator to object", "place camera", and so forth. Commonly used tokens require only one byte to be specified, with less commonly used tokens using two bytes according to the short integer scheme described previously. These tokens are then followed by a string of bytes which, depending on the token used are interpreted as the data for the token to operate on.
For example, the token for "Add vertices to object" would be followed by a short integer value (using the encoded short integer scheme) describing the number of vertices that follow. There would then be a series of packed float values relative to the number just specified. By allowing dynamic specifications of object data, the animation system remains both dynamic and flexible and enables the tuning of the animation to low bandwidth streaming.
The Real time 3D Engine
The client application consists of a Windows 95/98 and Windows NT compatible program that will allow users to connect to the Internet and stream animation files through the hypertext transfer protocol ( H T l T ) . The streaming of the animation takes place in a separate thread from the animation itself, and the animation information is updated as data is received and translated. Thus, the animation is entirely separate from the decoding of the animation set, and instead relies upon internal data sets constructed during the translation process. This allow for compact storage of the source animation data while not concerning the animation engine with decoding data every time the contained information is required.
The real-time engine makes use of the OpenGL API to perform Gouraud shading, and will allow for up to eight light sources to be specified at any point in time, including ambient light. Through OpenGL 3D hardware acceleration is exposed to the rendering engine. Development of the compression and decompression engines is currently underway, and thus no publishable results are currently available at this time.
Summary and Conclusions
Development is currently underway to construct an animation system that should be able to deliver 3D animation sequences over the Internet to client computers while keeping within the bandwidth restrictions of consumer Internet connections. To achieve this, the source scene graph is broken up by the order of events in the animation. The objects and their actions are then tokenized and encoded. This encoded data is compressed, and placed on a server for transmission to client computers. A client computer retrieves the data via the Internet, decompresses the data, and then translates the tokenized data into a scene description that is rendered in real time. Object events in the scene are specified using keyframes, which can compensate for variable framerates.
Though the image quality produced by real-time rendering technique!, such as Gouraud shading, will not be as realistic in appearance as techniques such as raytracing and radiosity, the rendered images will not contain artifacts found after using common video compression techniques. As well, though they aren't as realistic, rendered images created using real time techniques can still be very convincing. Such animations are also not locked to any specific resolution.
Using real-time 3D animation in the place of compressing the rendered animation sequences appears to be a viable methodology. There are a variety of optimizations that can be employed in various stages to improve the appearance of the rendered output, and optimizations that can be used to reduce the animation bandwidth as well. Construction of this animation system must now be completed and tested to c o n f m its effectiveness as a solution.
