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Abstract—Social media is ubiquitous, a continuous part of our
daily lives; it offers new ways of communication. This is especially
crucial in education, where various online systems make use
of (perceived) public or private communication, as a means to
support the learning process, often in real-time. However, not
much research is done in analysing and comparing such channels
and the way participants use them. Thus, this paper analyses a
course offering both public and private types of communication to
its participants. Participants communicate via two social media
channels (beyond traditional email etc.): Twitter (open to the
public) and Microsoft Teams (for internal communication). In
this paper, we specifically analyse the communication patterns of
learners, focusing on the temporal analysis of their sentiments on
the public versus the private platform. The comparison shows that,
as possibly expected, there exist similarities between expressed
sentiment in public and private channels. Interestingly, however,
the private platform is more likely to be used for negative
utterances. It also shows that sentiment can be clearly connected
to events in the course (e.g., the residentials increase both volume
and positivity of comments). Finally, we propose new measures
for sentiment analysis to express better the nature of change and
speed of change of the sentiment in the two channels used by
our learners during their learning process.
Index Terms—Private and Public, Temporal Sentiment Anal-
ysis, TechUP, Deep Learning, Social Communication Pattern,
Natural Language Processing
I. INTRODUCTION
Social media has been serving as a tool to study real-world
phenomena, such as brand popularity [1], silver-screen box
office returns [2] and election outcomes [3]. However, most
existing studies mainly use publicly available data from social
media channels, which everyone is allowed to get involved; to
date, there is no comparison between the same event timeline
reflected on public channels (open to the general public) versus
restricted, private channels (which limit the group of users
who can access it via a private social network).
In this paper, we have tracked data from a publicly promoted
Women-in-Tech conversion course with data from public and
private social media platform and use sentiment analysis to
understand the public and private expressiveness over the
social media channels. The original data sets collected through
social media platforms are unlabelled and we used transfer
learning technique to handle this problem [4]. Through the
analysis, we aim at answering the following two research
questions:
RQ1. Do people have different levels of sentiment expres-
siveness in public and private communication channels?
RQ2. Can we infer the sentiment within a private com-
munication channel based on publicly accessed social media
channel such as Twitter?
The contributions of our study include: 1) we identified a
research gap in social media research and we analysed the
sentiment information in both public and private channels
using an educational conversion course as a case study, to
identify the patterns of sentiment over public and private
channels. 2) We explore influence of the sentiment over public
and private on the course progress of an educational campaign
3) We found out, for the first time, that the learner behaviour is
better demonstrated on the private channel than in the public
channel, and discuss reasons and implications of this fact.
II. RELATED WORK
A. Public versus Private Social Media User Community An-
alytics
Social media is used daily for public (often professional)
and private (often personal) purposes, including contacting
friends, family members and colleagues, as well as express-
ing and sharing opinions across a wide variety of subjects.
Lange [5] defined two types of user behaviour: 1) “publicly
private”, the actions to post limited accessed content by known
identities; and 2) “privately public”, the actions to share
public content by limited accessed identities. In this paper, we
define the characteristic of social media channels as public
and private and we use the term, social media channel, to
signify the level of access granted to different social network
communities (i.e., private social media channel means for
this community only; public social media channel means for
everyone who have access to the platform).
Social media networks such as Twitter and Facebook offer
massive amount of data and more than 80% of the social media
data can be used for analytics purposes [6]. Predictive insights
can be gained from these data in topics such as finance,
marketing and consumer growth [7]. Additionally, real-time
events tracking and prediction through social media can also
be realised [8], [9]. However, these social media analytics are
mainly based on publicly available information collected from
Twitter and Facebook, which related to the public social media
channel defined above and do not consider data from private
social media channel. Additionally, opinions may be expressed
in different demeanours, e.g., (perceived) private ones may
be more informal and potentially express more sentiments as
opposed to those expressed on public channels., depending on
their (perceived) public or private status. Hence, it would be
interesting to explore the differences in level of expressiveness
of sentiment between public and private social media channels.
Importantly, to the best of our knowledge, there is no prior
work on sentiment analysis and comparison between public
and private social media channels for the same topic/event.
Addressing this research gap, we applied sentiment analysis
to examine the differences in data generated from public and
private communities through social media platforms (Twitter
and Microsoft Teams discussion forum) for the TechUp course.
B. Measure Event with Temporal Sentiment Analysis
Sentiment analysis refers to the task of information iden-
tification and extraction through a series of methods, includ-
ing text analyse and natural language processing from vast
amounts of data [10]. An individual’s opinions concerning
specific topics and events can be measured and evaluated
through sentiment analysis. With easy access to the large and
open datasets from social media platforms such as Twitter,
web search engines have become popular data source tools in
sentiment analysis for trend capturing and event measurement
[11]. Sentiment analysis can be divided into two categories
prediction and ‘nowcasting’. Nowcasting utilises online social
media data for real-time event assessing [12]. It has been
successfully applied in quantifying and monitoring real-world
phenomena [13], emotion analysis [14], real-time mortality
rate [15], influenza outbreaks [16], price and sales performance
of products [17] and voting intentions during political election
[18]. This paper mainly focuses on nowcasting the evolution
of temporal sentiment information in both public and private
channels of the TechUP course that proceed from July 2019
to January 2020.
C. Transfer Learning in Natural Language Processing
Transfer learning aims to train a well-performed learner
to perform different tasks using data from one domain to a
different domain [19]. During this process, knowledge learnt
from the previous tasks will be transferred to the new task
by leveraging labelled data either in the source domain or
in the target domain. The paper by Long [4] has shown that
transfer learning allows models to learn representations and
improves the classification accuracy significantly even with
unlabelled data in one of the domains. With such benefits,
transfer learning has been applied to various natural language
processing tasks such as translation [20], [21], speech recog-
nition [22], event detections [23], semantic segmentation [24],
and sentiment analysis [25].
III. METHODOLOGY
This paper investigates the transfer learning techniques
defined by Ruder [26] and uses it with the state-of-the-art pre-
trained language modelling model, Bidirectional Encoder Rep-
resentations from Transformers(BERT), for sentiment analysis
tasks on two different data sources. The two datasets are
collected from the same event in public (Twitter) and private
(Microsoft Teams) social media channels separately.
A. Data Collection
In this study, data is collected from both a public social
media channel (Twitter) and a private social media channel
(Microsoft Teams) from July 2019 (program start) till January
2020 (program end). This covers the span of the TechUP
program for 28 weeks and total number of data points are
provided in Table I with a detailed explanation of the program
structure in Figure 1.
Twitter data is collected based on pre-defined rules, in-
cluding keywords e.g. ’Techup’, ’TechUp’, ’Techupwomen’,
’TechUpwomen’, hashtags such as #techupwomen, #tuw and
a selection of official Twitter accounts. Chats in Microsoft
Teams are collected from three channels which are intended
for three terms of the course (see Figure 1). In the analysis,
we combine the data from these three different channels to
perform the analysis. During the data collection progress, we
paid particular attention to the private exposition of the users
data and any data related to personal information was removed
according to data protection regulation.
B. Transfer Learning for Natural Language Processing
Transfer learning is defined based on the concept of
”domain” and ”task”: a domain D refers to a dataset which is
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Fig. 1. Module structure, residential weekends of the TechUPWomen programme
TABLE I
GENERAL INFORMATION OF THE DATA COLLECTED
Dataset Size
Twitter 10957
Microsoft Teams Topic 1 1039
Microsoft Teams Topic 2 246
Microsoft Teams Topic 3 176
generated from a feature space X ∈ Rd and owns a probability
distribution of P(X) defined over the feature space X , where
X = x1, . . . , xn ∈ Rd. Given the domain D = {X,P(X)}, a
task T is defined on a label space Y ∈ Rk with a probability
distribution P(Y ). There are mainly two transfer learning
problems: inductive and transductive transfer learning [26] that
are focused on ’task’ and ’domain’ respectively.
The inductive transfer learning aims to solve the problem
where the tasks from the source domain and target domain are
different , they are defined based on different data sources.
Since the differences exist both in task and data, inductive
transfer learning requires a knowledge transfer process which
is known as fine-tuning with the target domain data.
The transductive transfer learning aims to solve the problem
where the tasks in both source domain and target domain are
the same but are defined based on different data sources. For
transductive transfer learning, we directly apply the model
trained on the source domain task and data to the target domain
data.
In this study, both transfer learning techniques were applied
on our unlabelled data. We used the smallest version of BERT,
named BERT-Base Uncased model [27] and a public data set
with polarised labels [28]. For the sentiment analysis task,
inductive transfer learning was applied on the public Twitter
data set and transductive transfer learning was applied on the
private discussion forum data.
C. Measuring sentiment over public and private channels
We perform sentiment analysis based on the previous two
approaches. To address the research questions, we define a
measure for the change of sentiment, given the sentiment infor-
mation from the beginning to the end of the considered period
x1, .., xn. As the number of public and private information
communications may not be on the same scale (as in our case,
see Figures 5,6), we define the smooth sentiment information
based on the ratio of change in the amount of sentiment given
as follows:
Smn =






This allow us to measure the change of sentiment over time
without worrying about the scale and missing values from data.
In this paper, we consider the temporal changes in sentiment
as time series. Hence, we use the hinge loss version of the
sentiment for positive and negative communications as the
absolute smooth sentiment:
AbsSn = max(0, Smn) (2)
This allow us to study the aggregation of sentiment in a time
window, given a window size m and a decreasing factor σ
(where 0 < σ ≤ 1), define as the total sentiment information
accumulated across a given time period; this is specifically





AbsSn−i × σi (3)
IV. EXPERIMENTS
As described in the methodology section, we have applied
both inductive and transductive transfer learning techniques as
shown in figure 2. We use pre-trained BERT model maintained
by HuggingFace [29] and use one single layer architecture
to learn the nonlinear relationship between the transformation
in source task and target task. As shown in figure 2, special
text tokens are padded on the original text: [CLS] tokens are
attached at the beginning of each sentence and [SEP] tokens
are added in between two different sentence followed by the
original order. After padding of these special tokens, each sen-
tence is feed into the pre-trained BERT model with randomly
generated masks placed on the sentence.The experiment setup
for the fine-tuning training process uses a dropout of 0.5 on
dropout layer which helps to reduce over-fitting and improve
generalisation performance [30]; the cross-entropy loss as the
objective function and the Adam optimizer [31], following the
suggested setting used in previous studies [32]. We tested
the model performance with different hyperparameters and
selected the learning rate of 2e-05 and set weight decays equal
to 0.01 for our model in this experiment. After the fine-tuning
the model, sentiment analysis is performed on both public and
private channel data and the results are presented in a polarised
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Fig. 2. Detailed explanation of the experiments for both inductive and
transductive transfer learning applied over public and private channel data
V. RESULTS AND DISCUSSION
A. Polarised Sentiment Time-Series Analysis
We first investigate the sentiments by calculating the smooth
sentiment information, as defined in the methodology section
above, for positive and negative sentiments. The depiction of
this smooth sentiment, illustrated in Figure 3, shows that the
positive and negative sentiment information generally share
the same trend in both the public and the private channel.
Another interesting result is that the negative changes tend to
outperform positive changes in both public and private channel
(5 out of 6 times). The public channel holds information on
the events (residential weekends) in week 11, 17 and 28 and
the private channel reflects sentiment increase in week 11, 17
and 19 which related to learner activities (assignments).
B. Aggregate Polarised Sentiment Time Series Analysis
Next, we consider the aggregation effect of sentiment
information given a specific window size and we exclude
the holiday period from the analysis. As defined previously
in the methodology section: first, we analyse the sentiment
information given various window sizes; as the total length
of overall period analysed is of 20 weeks (excluding holiday
weeks), we compare the window sizes of 2, 4 and 8; and the
results are shown respectively in Figure 4.
The aggregated sentiment across weeks shows a similar
trend as in Figure 3. However, the aggregated sentiments are
smoother and has more momentum to keep extreme changes
of sentiments over the previous weeks. The larger the window
size is chosen, the more momentum gets magnified. The drop
in positive sentiment on the private platform after Week 9 (and
the subsequent rise in negative sentiment) is much clearer for
smaller window size, such as m = 2. For larger ones, the
cumulative effect lasts longer, as a result, the drop in negative
sentiment in week 17 becomes preponderant (corresponding
to the third residential).
Next, we analyse how the decreasing factor influences the
sentiment. For a fair comparison, we use the same window size
of 4 with a variety of decreasing factors, ranging between 0.8,
0.5 and 0.3 (selected from range 0 to 1). Figure 5 displays this
comparison and also suggest faster changes , in general, the
negative sentiment, with the fastest changes are more clearly
occurring in weeks 9 and 19. Also, the higher the decay, the
closer the speed is to the actual speed of change.
C. Sentiment Comparison for Public and Private Channels
As shown in Figure 6, the general trend for sentiment ex-
pressiveness in terms of positive and negative communications
across public and private channel is similar. However, if we
focus on sudden variations across positive and negative senti-
ment information, the positive sentiment is equally expressed
over public channel (Twitter, 3 out of 6) and private channel
(Microsoft Teams, 3 out of 6); while the negative sentiment
is more likely to be expressed through private channels (Mi-
crosoft Teams, 5 our of 7). In general, we could conclude that
both sentiments, positive and negative, are expressed more on
the private channel. The expressiveness level on the public
channel was lower than that in the private channel, possibly
due to the fact that people are more likely to express their
feelings, especially negative emotions, when they are closer
in relationship to their audience. The private channel created
a closed-loop community, where participants were more likely
to connect than in a public social channel.
D. Discussion
Revisiting our research question, we can say that for educa-
tional campaigns such as TechUP women, sentiment analysis
can be a power tool to preform nowcasting; i.e., to track
the ongoing progress of the program and understand learner
behaviours - importantly, it allows us to better understand the
usage of private versus public channels. Our results suggest
that the sentiment over public channel can be better used
for event tracking. However, it may not provide too much
information about learners’ behaviour, which we believe is
more related to private channels.
VI. LIMITATIONS AND FUTURE WORK
First, as the transfer learning was based on public (Twitter)
data, this might result in the model more accurately when
estimating sentiments of tweets, as opposed to chats from Mi-
crosoft Teams. However, the overall trends were very similar
in both public and private channel over the event per week,
with data generated from the same event, and therefore our
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Fig. 3. Polarised Smoothed Sentiment Information (positive and negative) for public and private channel(compared within the same channel)



















































































Fig. 4. Aggregate Sentiment Time-Series for window sizes of m = 2, 4, 8
and decreasing factor σ = 1 from top to bottom
results are plausible. Second, as only polarised labels were
provided from the public dataset, it only allowed the classifier
to categorise either positive or negative sentiment, without the
intermediate state of ‘neutral’. This might have affected the
results of our analysis; we expect that many of the comments
labelled as negative might have been neutral. Nevertheless,
the analysis was limited to sentiment analysis only - we could
potentially use other natural language processing methods to
provide more insights about the TechUpWomen programme.

















































































Fig. 5. Aggregate Sentiment Time-Series for the window size m = 4 and
various decreasing factors σ = 0.8, 0.5, 0.3 from top to bottom
VII. CONCLUSIONS
In this paper, we have applied temporal analysis of sen-
timents in public and private social media communication
channels for the TechUPWomen training programme. We con-
sidered the number of (positive or negative) communications
in both channels as time series and analysed the changes,
additionally, we introduced time window and decreasing factor
to study the aggregate variations over long time framework.
The results for temporal analyses of sentiments in both the
















































Fig. 6. Polarised Smoothed Sentiment Information (positive and negative) for
public and private channel(compared between channels)
communication channel help us to summarize the events based
on sentiment and time and offer different insight into the
sentimental landscape of private versus public communica-
tion around the course. The results suggest that sentiment
expressions on a public social media platform are strongly
associated to the ongoing event and the structure of the training
programme and sentiment expressions are linked to learner
behaviours (coursework assignments) in the private social
channel. When comparing these two results, however, the level
of expressiveness for negative sentiment is much higher on the
private channel than on the public channel - here, related to
stress over assignment deadlines. We also argue in this paper
that it is possible to infer the sentiment on a private channel
based on a publicly accessible social media platform.
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