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Abstract
Some ways to obtain upper and lower bounds for measures of noncompactness of retractions onto spheres in infinite-dimensional
normed spaces are discussed. Moreover, relations with 0-epi maps are revealed and the extension of condensing maps on spheres is
discussed. As an application, some results of Birkhoff–Kellog type and Nussbaum’s fixed point theorem on spheres are obtained.
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1. Introduction
Let X be an infinite-dimensional normed space. By S(X) and B(X), we denote its unit sphere and its closed
unit ball, respectively. It is well known (see, e.g., [3,4]) that the following statements are equivalent (and actually all
equivalent to the infinite-dimensionality of X):
1. There is a continuous map f :B(X) → B(X) without fixed points.
2. There is a continuous map g :B(X) → X \ {0} such that the equation g(x) = λx has no solution (λ, x) ∈ (0,∞)×
S(X).
3. The sphere is contractible, i.e., there is a continuous map H : [0,1] × S(X) → S(X) such that H(0, ·) = id and
H(1, ·) ≡ const.
4. There is a retraction R of B(X) onto S(X), i.e., R :B(X) → S(X) is continuous and R(x) = x on S(X).
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the above maps) but also in the metric properties of the above maps, the above statements are not nearly as equivalent
as one might hope—in fact, we will see that the first two of the above statements are of a rather different nature than
the second two and that the most “difficult” of these statements is the last. However, especially this statement has
some applications to theorems of Birkhoff–Kellog type and to the Nussbaum fixed point theorem, as we will see in
Sections 3 and 4.
The “simplest” metric property one might be interested in is Lipschitz continuity of the above maps. A natural
approach is then to “quantify” the above statements by finding maps with a small Lipschitz constant. It is well known
that in each infinite-dimensional normed space there exist even Lipschitz maps with the above properties. However,
once a Lipschitz map f :B(X) → B(X) without fixed points is known, a scaling argument shows that it can be
arranged that the Lipschitz constant Lip(f ) is arbitrarily close to the (in Banach spaces best possible) value 1, see [3]
(see also [6]). Similarly, also for the map g in the above statement, the Lipschitz constant can be as close to 0 as
one wants [3]. In contrast, not much is known about the best possible Lipschitz constants for H and R. In particular
Banach spaces, some sophisticated constructions are known (see, e.g., [12,13] for a survey on some estimates), but all
seem to be far from optimal. Moreover, it is known that the Lipschitz constant for R must be at least 3 [13] which is
rather bad in view of the applications we mention later.
Therefore, we will concentrate in this paper not on the Lipschitz constant but on another metric characteristic,
namely measures of noncompactness of the above maps. For simplicity, we consider only the following three measures
of noncompactness.
1. The Kuratowski measure α of noncompactness of a set M ⊆ X is defined as the infimum of all numbers δ > 0
such that M can be divided into finitely many sets of diameter less than δ.
2. The lattice measure β of noncompactness of a set M ⊆ X is defined as the supremum of all numbers ω 0 such
that there is a sequence xn ∈ M whose elements have pairwise distance at least ω.
3. The Hausdorff measure χX0 of noncompactness of a set M ⊆ X relative to X0 ⊆ X is defined as the infimum of
all numbers ε > 0 such that M has a finite ε-net N in X0, i.e., dist(x,N) < ε for each x ∈ M . Unless specified
explicitly, we only consider X0 = X and write χ instead of χX .
The above quantities are connected by the relation
χ(M) χX0(M) β(M) α(M) 2χ(M) (M ⊆ X0 ⊆ X),
where all estimates are best possible, in general. Each of the above measures γ ∈ {α,β,χ} of noncompactness has the
following properties which we will tacitly use in the sequel (for most results in this paper, one could actually replace
γ by a set function which has only some of these properties).
1. M is compact if and only if M is complete and γ (M) = 0.
2. M is bounded if and only if γ (M) < ∞.
3. γ (M) γ (N) for M ⊆ N (monotonicity).
4. γ (M ∪N) = max{γ (M),γ (N)} (set-additivity).
5. γ (M +N) γ (M)+ γ (N).
6. γ (λM) = |λ|γ (M).
7. γ (M) = γ (M).
8. γ (convM) = γ (M).
9. γ ([0,1]M) = γ (M).
The above properties are not independent of each other. For example, γ ([0,1]M) = γ (M) follows from the previous
properties in view of [0,1]M ⊆ conv(M ∪ {0}).
Let γ ∈ {α,β,χ} be a measure of noncompactness. We say that F :D → X is k-set-nonexpanding if
γ
(
F(M)
)
 kγ (M) (M ⊆ D bounded). (1)
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of F is defined as the number
γ (F ) := min{k ∈ [0,∞]: F is k-set-nonexpanding}.
In some applications (in particular, in our Section 4; for other examples see also [26]) one can obtain estimates of
type (1) only for countable sets M . Therefore, it is convenient to use a special notion for this case: If we require (1)
only for countable sets M ⊆ D, we call F countably k-set-nonexpanding (or in case of strict inequality countably
k-condensing) and define
γ c(F ) := min{k ∈ [0,∞]: F is countably k-set-nonexpanding}.
In case k = 1, we speak of (countably) set-nonexpanding or (countably) condensing maps, respectively. For maps
H : [0,1] ×D → X, the definitions are analogous with the difference that we replace (1) by
γ
(
H
([0,1] ×M)) kγ (M) (M ⊆ D bounded).
A compact map F always satisfies γ (F ) = 0. For γ ∈ {α,β} and also for γ = χD the estimate γ (F )  Lip(F )
holds (but in general only χX(F ) 2 Lip(F )). In particular, in each infinite-dimensional normed space X and for each
ε > 0 there exist maps f and g as above with γ (f ) 1 + ε and γ (g) ε (and the above mentioned scaling argument
shows that this also holds for γ = χX). Moreover, in each infinite-dimensional Banach space, one can even construct
maps which attain the best possible value γ (f ) = 1 and γ (g) = 0 [3]. Note that this is in contrast to the Lipschitz
case, because, e.g., each nonexpanding map f :B(X) → B(X) of a Hilbert space X must have a fixed point.
Concerning H and R, the situation differs even more from the Lipschitz case. While the limitation Lip(R) 3 for
the Lipschitz constant is known [13], it is possible in the space X = C([0,1]) for each ε > 0 to construct a retraction
R of B(X) onto S(X) such that χX(R) < 1 + ε [31]. Hence, if we define
Rγ (X) := inf
{
γ (R): R is a retraction of B(X) onto S(X)
}
, (2)
we have Rχ(C[0,1]) = 1. It is unknown whether Rγ (X) = 1 for each (infinite-dimensional) Banach space X.
However, Rγ (X) = 1 for each Banach space X whose norm is monotone with respect to some (necessarily un-
conditional) Schauder base [3]. Moreover, in each infinite-dimensional normed space X the estimates Rα(X)  6,
Rβ(X) 4+β(B1(X)), and Rχ(X) 5 hold [29], and in many other spaces X better estimates are known [15,23,24,
29]. We will discuss in Sections 3 and 4 why it is useful to know good estimates for Rγ (X). What we need for these
applications are actually good estimates for
Rcγ (X) := inf
{
γ c(R): R is a retraction of B(X) onto S(X)
}
. (3)
Let us note that, in each Banach space X,
Rγ (X)Rcγ (X) 1. (4)
In fact, if R :B(X) → S(X) is continuous with γ c(R) < 1, then −R would be a countably condensing self-map of
B(X). By Mönch’s fixed point theorem [16] (see also, e.g., [8, Theorem 18.2] or [25]), −R must have a fixed point
which implies that R cannot be a retraction onto S(X).
Each retraction R of B(X) onto S(X) gives a corresponding contraction H of the sphere with γ (H)  γ (R) by
the formula H(t, x) := R((1 − t)x), i.e., it is not “harder” to find H than to find R. The converse is “almost” true: If
H is a contraction of the sphere then, for each ε > 0, one can construct a corresponding retraction R :B(X) → S(X)
with γ (R) γ (H) + ε [3]. However, it is unknown whether this holds also for ε = 0. In fact, it is an open problem
(see [31]) whether there is some Banach space X in which a retraction R of B(X) onto S(X) can be found such that
γ (R) = 1. In contrast, the analogous question for H has a positive answer:
Theorem 1. In the space X = C([0,1]) there is a contraction H of S(X) with χX(H) = 1.
Proof. We use a slight simplification of a well known construction (see, e.g., [3,4]): We define U : [0,1] × S(X) →
S(X) by
U(t, x)(s) :=
{
x(2s/(2 − t)) if s  1 − t/2,
x(1)+ (1 − x(1))(2s − (2 − t)) if s  1 − t/2.
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χ(M) = 1
2
lim
δ→0 sup
{∣∣x(s)− x(σ )∣∣: x ∈ M, s,σ ∈ [0,1], |s − σ | δ}
holds (see, e.g., [1]), a straightforward computation similar to [31] shows that χ(U) = 1. Fix some x0 ∈ S(X) with
x0(1) = 1. The required homotopy is given by
H(t, x) :=
{
U(2t, x) if t  1/2,
(2t − 1)x0 + (2 − 2t)U(1, x) if t  1/2,
because U(1, x)(1) = x0(1) = 1 implies H(t, x)(1) = 1 for t  1/2, and so indeed H([0,1] × S(X)) ⊆ S(X). 
The above mentioned construction of R from H implies the main result of [31]:
Corollary 1. Rχ(C([0,1])) = 1.
Concerning the maps f , g, R, and H mentioned in the beginning, there is an obvious reason why there are examples
known such that Lip(f ) and Lip(g) (and γ (f ) and γ (g)) is small, while no corresponding examples for R and H are
known, in general: The former can be arranged by a scaling argument, i.e., the family of all fixed point free continuous
maps f :B(X) → B(X) (and similarly the family of all maps g as above) is lacking some natural “normalization”.
One might attempt to introduce such normalization for f and g by considering the minimal displacement
disp(f ) := inf{∥∥x − f (x)∥∥: x ∈ B(X)}
and, similarly for g,
dispEV(g) := inf
({∥∥λx − g(x)∥∥: λ > 0, x ∈ S(X)}∪ {∥∥g(x)∥∥: x ∈ B(X)}).
In fact, for continuous f :B(X) → B(X) the estimate
γ (f ) 1
1 − disp(f ) (5)
is known [3,9], and so it is natural to ask whether, e.g., for a fixed δ ∈ (0,1) and ε > 0 (or even ε = 0) there exists a
continuous map f :B(X) → B(X) with disp(f )  δ and γ (f )  11−δ + ε. For ε > 0, the answer to this question is
positive in many spaces, and in general, for each δ ∈ (0,1/2) and each ε > 0 one can find such a map with γ (f )
1
1/2−δ + ε [29].
One might conjecture that there is a strong relation between such maps f (or g) with “large” disp(f ) (dispEV(g))
and “small” γ (f ) (γ (g)) on the one hand and retractions R :B(X) → S(X) with “small” γ (R) on the other hand.
In fact, we will see a relation between g and R in Section 3, and there are several formulas known how R can be
constructed from such an g (or f ) [3,12,29]. However, γ (R) is still quite large if constructed by such formulas. As
an example, let us recall the construction suggested in [12]: Let f :B(X) → X (not necessarily f (B(X)) ⊆ B(X)) be
continuous with disp(f ) > 0. We assume in addition f |S(X) = 0. Then a retraction of B(X) onto S(X) is given by the
formula
R := ν ◦ (id − f ).
Here and for the rest of the paper, we define ν :X \ {0} → X by ν(x) := x/‖x‖. If one has not more information on f
than γ (f ) and disp(f ), then the best possible estimate for γ (R) by the above formula is
γ (R) 1 + γ (f )
disp(f )
. (6)
However, this estimate for R cannot be too good, because we have:
Proposition 1. If X is a Banach space, then under the above hypotheses γ (f ) 1 + disp(f ) and disp(f ) 1.
Proof. Since f |S(X) = 0, we have disp(f ) 1. Suppose that γ (f ) < ∞, and choose a number c  1 such that c >
γ (f ). Let M be a closed ball containing B(X) ∪ c−1f (B(X)), and extend c−1f :B(X) → M to a map F :M → M
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point theorem implies that F has a fixed point x∗ = F(x∗). Since F(x) = 0 = x outside B(X), we have x∗ ∈ B(X),
i.e., x∗ = c−1f (x∗) ∈ B(X). If c = 1, then x∗ is a fixed point of f , i.e., disp(f ) = 0 which contradicts our hypotheses.
Since c > γ (f ) was arbitrary, we conclude γ (f )  1. Then we conclude for c > γ (f )  1 and x∗ = c−1f (x∗) ∈
B(X) that∥∥x∗ − f (x∗)∥∥= ‖x∗ − cx∗‖ c − 1,
and so disp(f ) c − 1. Since c > γ (f ) 1 was arbitrary, we obtain that γ (f ) 1 + disp(f ). 
So the best possible estimate by this type of approach is γ (R) 3. Moreover, the usual constructions of maps with
large minimal displacement usually satisfy in addition f (B(X)) ⊆ B(X) in which case (5) holds; using this with (6),
a straightforward computation shows that the best possible estimate by this (simplified) type of approach is
γ (R)
√
2
(
√
2 − 1)(2 − √2) ≈ 5.828 . . . .
So this approach can hardly lead to an estimate for Rγ (X) which is better than the estimates already known (recall
that it is known that Rγ (X) 6 for all γ ∈ {α,β,χ}).
The reason for this flaw is that the estimate (6) is formulated only in terms of γ (f ) and disp(f ). In fact, it is more
natural for this type of approach to look not for a map f with a small measure of noncompactness but instead for a
map f such that id − f has a small measure of noncompactness: Then we have
γ (R) γ (id − f )
disp(f )
.
However, we do not know a method how to find a map f with “good” such quantities in arbitrary spaces.
The phenomenon that the smallness of γ (id − f ) is more important than that of γ (f ), occurs not only for the map
f but actually also for retractions R, as we will see in Section 3. Therefore, we define
R˜γ (X) := inf
{
γ (R − id): R is a retraction of B(X) onto S(X)}, (7)
R˜cγ (X) := inf
{
γ c(R − id): R is a retraction of B(X) onto S(X)}, (8)
and pose the problem to find good estimates of R˜γ (X) and R˜cγ (X) in arbitrary (or particular) Banach spaces. Similarly
to (4), we have in each Banach space X the estimate
R˜γ (X) R˜cγ (X) 2. (9)
Indeed, if R :B(X) → S(X) is continuous with γ c(R − id) < 2, then the map 12 (id − R) is a countably condensing
continuous self-map of B(X) and thus has a fixed point by Mönch’s fixed point theorem. The latter means that there
is some x∗ with −R(x∗) = x∗ which is not possible if R is a retraction onto S(X).
It is clear that |Rγ (X)− R˜γ (X)| 1. However, it appears to us that at least the constructions of retractions in [29]
lead in many spaces to better estimates for R˜γ (X) than for Rγ (X).
The estimates (4) and (9) cannot be improved, in general, since, for example, in X = C([0,1]) we have Rχ(X) = 1
by [31], and so by the above remarks
Rχ(X) = Rcχ(X) = 1, R˜χ (X) = R˜cχ (X) = 2.
It is completely open whether this holds for all (infinite-dimensional) Banach spaces or whether the infimum in the
definitions of these quantities is actually a minimum.
We will discuss in this paper how estimates for the above quantities lead to (quantitative) results of Birkhoff–Kellog
type and to Nussbaum’s fixed point theorem. Moreover, these results could provide some means to establish in certain
Banach spaces X lower estimates which are better than (4) and (9). Currently, in no space better lower estimates are
known.
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Recall that for maps of the form id−ϕ where ϕ is countably condensing a corresponding (uniquely determined) de-
gree theory exists [25] with the natural properties of additivity, excision, and homotopy invariance. By the uniqueness,
in case of condensing ϕ, this degree coincides with the Sadovskiı˘ degree [21], and in case of γ (ϕ) < 1, it coincides
with the Nussbaum degree [18,20]. For compact ϕ, one obtains of course the well known Leray–Schauder degree.
The notion of 0-epi maps introduced in [10] is in a sense a more general notion than the degree. We use the
following generalization of that definition.
Let M be a subset of a normed space, X a Banach space, and γ ∈ {α,β,χ} be a measure of noncompactness. Let
B ⊆ M be closed in M .
Definition 1. A map J :M → X is admissible on B if J (x) = 0 for x ∈ B . If J is admissible and k  0, then
J :M → X is (countably) k-epi on (M,B) with respect to γ if for each continuous map ϕ :M → X with ϕ|B = 0 and
for which ϕ(M) is bounded and γ (ϕ) k (or γ c(ϕ) k, respectively) the equation J (x) = ϕ(x) has a solution.
J is called (countably) k−-epi if one considers only (countably) k-condensing maps ϕ.
Typically, M is the closure of some open subset Ω of a Banach space, and B is the boundary of Ω . For this case,
the above definition corresponds to the definition in [22]. For example, in this case and if 0 ∈ Ω , Schauder’s fixed
point theorem (on balls) implies that id is 0-epi and Darbo’s fixed point theorem [7] implies that id is even k-epi for
each k < 1 (to see this, extend the above map ϕ trivially to some sufficiently large ball around 0 and apply the fixed
point theorem in that ball; we have done this for F := ϕ in the proof of Proposition 1). Similarly, Sadovskiı˘’s fixed
point theorem [21] implies that id is even 1−-epi and Mönch’s fixed point theorem implies that id is even countably
1−-epi. For more examples and applications of 0-epi and k-epi maps (with (M,B) = (Ω, ∂Ω)), the reader is referred
to, e.g., the monographs [2,4,14].
The reason why we want to consider more general sets M and B is the following: For some applications, it is more
natural to consider ϕ ◦ J−1 as a multivalued map. In such applications, one usually has an open subset Ω ⊆ X, and
then it is more natural to choose instead M := J−1(Ω) and B := J−1(∂Ω). The corresponding notion was called
coepi in [30]. In fact, while the case M = Ω and B = ∂Ω has many relations with homotopy theory, it appears the
concept of coepi maps is more related with cohomotopy theory. Our above definition includes both cases.
We note that all considerations in this and the following section would also be valid if we would consider on M a
different measure of noncompactness than on X. There is only one reason why we restrict ourselves to consider the
same γ in both spaces (and only for this reason we also had to restrict ourselves to those measures γ of noncompact-
ness which can be defined independent of the space): The only reason is to keep our notation simpler.
The crucial property of the above definition is the homotopy invariance:
Proposition 2 (Homotopy invariance). Let 0    k, and let J :M → X be continuous and k-epi on (M,B). Let
H : [0,1] × M → X be continuous with bounded range, H(0, ·) = 0 and γ (H)   and such that J − H(t, ·) is
admissible on B for all t ∈ [0,1]. Then J −H(1, ·) is (k − )-epi.
If J is only k−-epi and k >  0 then J −H(1, ·) is (k − )−-epi.
If J is only k−-epi, k > 0, and H is -condensing with  k, then J −H(1, ·) is (k − )-epi.
For countably k/k−-epi maps analogous statements hold even if γ c(H)  or H is only countably -condensing,
respectively.
Remark 1. We have remarked that the fact that id is 0-epi/1−-epi on (Ω, ∂Ω) is a consequence of Schaud-
er’s/Sadovskiı˘’s fixed point theorem on balls. By Proposition 2, it follows that also the converse holds: If F :B(X) →
B(X) is continuous and condensing and without fixed points on S(X), Proposition 2 implies with H(t, ·) := tF that
id − F is 0-epi and thus has a zero, i.e., F has a fixed point.
The proof of Proposition 2 is along the line of [5,10,22]. However, for the reader’s convenience, we give a brief
sketch.
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we find a continuous function λ :M → [0,1] with λ|B = 0 and such that λ(x) = 1 whenever x is a solution of
J (x) − H(t, x) = ϕ(x) for some t ∈ [0,1]. Then ψ(x) := ϕ(x) + H(λ(x), x) is (countably) k-set-nonexpanding or
k-condensing, respectively, and so J (x) = ψ(x) has a solution. This solution satisfies J (x)−H(1, x) = ϕ(x). 
As for degree theory, the homotopy invariance implies a boundary dependence for k-epi maps. However, this
boundary dependence is of a different type than that of degree theory, as we will see.
Corollary 2 (“Natural” boundary dependence). Let J,F,G :M → X be continuous and F |B = G|B and 0  k.
If J − F is (countably) k-epi on (M,B) and (G − F)(M) is bounded and γ (G − F)   (or γ c(G − F)  ,
respectively), then J −G is (countably) (k − )-epi.
If J − F is only (countably) k−-epi and k >  0 then J −G is (countably) (k − )−-epi.
If J − F is only (countably) k−-epi on (M,B), k > 0, and (G − F)(M) is (countably) -condensing with  k,
then J −G is (countably) (k − )-epi.
Proof. Consider the homotopy H(t, ·) := t (G− F). 
Remark 2. The same result can be obtained also if J is discontinuous. To see this, observe that the homotopy in-
variance is actually not needed for the proof: It suffices simply to consider the equation J (x) − F(x) = ψ(x) with
ψ := ϕ + (G− F) when ϕ is as in Definition 1.
For degree theory, i.e., if J − F and J −G are (countably) condensing perturbations of the identity (and M = Ω ,
B = ∂Ω), the degrees coincide if only F |B = G|B : The map G − F is in general only 2-condensing and (in case of
nonzero degree) the map J − F is only 0-epi but in general not even 1/100-epi. Therefore, the homotopy invariance
and boundary dependence in degree theory is of a somewhat different quality than for k-epi maps. To obtain a similar
result for k-epi maps, we have to make use of the following deep result on coincidence points.
Theorem 2. (See [28].) Let J :M → X be 0-epi on (M,B) where M is complete, B is closed in M , and X is a Banach
space. Suppose in addition that, for some k > 0,
γ
(
J (C)
)
 kγ (C) (C ⊆ M countable). (10)
Then J is countably k−-epi. If even
γ
(
J (C)
)
> kγ (C) (C ⊆ M countable and γ (C) = 0), (11)
then J is countably k-epi.
Proof. If (M,B) = (Ω, ∂Ω), the first statement is a special case of [28, Theorem 2.5] and the second statement is a
special case of [28, Theorem 2.3]. The proof for general M and B is analogous to these proofs. 
Example 1. As mentioned earlier, id is 0-epi on (B(X),S(X)), and Theorem 2 implies that id is then even (countably)
1−-epi. Since these two statements are by Remark 1 equivalent to the fixed point theorems of Schauder and Sadovskiı˘
(or Mönch), respectively, a special case of Theorem 2 can be formulated as: “Schauder’s fixed point theorem implies
Sadovskiı˘’s (and Mönch’s) fixed point theorem”.
Using Theorem 2 and the idea of step-method of [11], we can now prove a form of the boundary dependence which
is more analogous to degree theory:
Theorem 3 (“Degree-type” boundary dependence). Let J :M → X where M is complete and X is a Banach
space. Assume that (10) holds for some k > 0. Let F,G :M → X be continuous with bounded range and satisfy
γ c(F ), γ c(G) < k. If J − F is 0-epi on (M,B) and F |B = G|B then J −G is countably (k − γ c(G))−-epi.
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by k0 and J by Jt := J − (1 − t)F − tG (0  t  1). In view of Theorem 2, Jt is countably k−0 -epi if and only if
Jt is 0-epi. We show that this is the case for all t ∈ [0,1]. In fact, by hypothesis this holds for t = 0, and in view
of Remark 2, if Jt is countably k−0 -epi then Jτ is 0-epi for all τ with 2m|t − τ | < k0. Hence, partitioning [0,1] into
intervals of length less than k0/(2m), we find that each Jt is 0-epi. Note that γ (J1(C)) (k − γ c(G))γ (C) for each
countable set C ⊆ M . Since J1 = J −G is 0-epi, Theorem 2 implies that J −G is countably (k − γ c(G))−-epi. 
Note that, in general, we can only say γ c(F − G)  γ c(F ) + γ c(G) so that Corollary 2 (or Remark 2) could
directly be applied only in case γ c(F ) + γ c(G) < k, i.e., roughly speaking, Theorem 3 improves Corollary 2 by the
factor 2 for maps of the above form.
However, in contrast to degree theory, we do not know even in the case J = id whether a result corresponding to
Theorem 3 holds also if F and G are only (countably) k-condensing.
3. Relations with the Birkhoff–Kellog theorem
In this section, we show that each estimate for Rγ (X) gives a quantitative estimate for a theorem of Birkhoff–
Kellog type. In fact, estimates for Rγ (X) can be used to prove that certain maps have degree 0 or, more generally, fail
to be 0-epi; the Birkhoff–Kellog result is only a simple special case, as we will see.
Theorem 4. Let M be complete, and B ⊆ M be closed in M and nonempty. Let X be an infinite-dimensional Banach
space, γ ∈ {α,β,χ} a measure of noncompactness, and J,F :M → X be continuous with bounded range where J is
such that (10) holds for some k > 0. Assume that, for some r  1,
r inf
{∥∥F(x)∥∥: x ∈ B}> ∥∥J (y)∥∥ for each y ∈ M \B. (12)
Suppose in addition that the equation J (x) = λF(x) has no solution (λ, x) ∈ [1, r] ×B and that one of the following
holds:
1. γ c(F ) < k/(rRcγ (X));
2. F is countably k/(rRcγ (X))-condensing and r > 1 and the infimum in (3) is a minimum.
Then J − F fails to be 0-epi on (M,B).
Remark 3. In the case r = 1, it is not necessary to assume that J is continuous.
Proof. Assume by contradiction that J − F is 0-epi. Let r0 := inf{‖F(x)‖: x ∈ B}. Let R be a retraction of B(X)
onto S(X) such that γ c(F ) < k/(rγ c(R)) or γ c(R) = Rcγ (X), respectively. Define now ρ :X → X by
ρ(x) :=
{
r0R(x/r0) if ‖x‖ r0,
x if ‖x‖ r0.
Then ρ is continuous with γ c(ρ) = γ c(R). In particular, m := γ c(F )γ c(R) < k and F is countably k/(rγ c(ρ))-
condensing.
Then max{γ c(ρ ◦F), γ c(F )}m< k. Since ρ ◦F |B = F |B , Theorem 3 thus would imply that J −ρ ◦F is count-
ably (k −m)−-epi. Consider the homotopy H(t, ·) := t (r − 1)ρ ◦ F . Then H is countably (r − 1)γ c(ρ)k/(rγ c(ρ))-
condensing, i.e., countably (k − k/r)-condensing. Note that m  γ c(ρ)k/(rγ c(R)) = k/r , and so H is countably
(k −m)-condensing. Moreover, J − ρ ◦ F −H(t, ·) is admissible on B for all t ∈ [0,1], because J (x)− ρ(F (x))−
H(t, x) = 0 means J (x) = (1 + t (r − 1))F (x) which in view of t (r − 1)  0 has by hypothesis no solution
x ∈ B . Proposition 2 thus would imply that J − ρ ◦ F − H(1, ·) = J − rρ ◦ F is (countably) 0-epi. However, since
‖J (x)‖ < rr0  r‖ρ(F (x))‖ for all x ∈ M \B , this map has no zero, a contradiction. 
The Birkhoff–Kellog theorem is now a simple consequence of the fact that the homotopy joining J − F and J
cannot be admissible:
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an infinite-dimensional Banach space, γ ∈ {α,β,χ} a measure of noncompactness, and J,F :M → X be continuous
with bounded range where J is 0-epi and such that (10) holds for some k > 0. Assume that for some r  1
r inf
{∥∥F(x)∥∥: x ∈ B}> ∥∥J (y)∥∥ for each y ∈ M \B,
and that one of the following holds:
1. γ c(F ) < k/(rRcγ (X)).
2. F is countably k/(rRcγ (X))-condensing and r > 1 and the infimum in (3) is a minimum.
Then there is some x ∈ B and some λ ∈ (0, r] such that J (x) = λF(x).
Proof. Assume the contrary. Then Theorem 4 implies that J − F fails to be 0-epi. On the other hand, J is countably
k−-epi by Theorem 2, and the homotopy H(t, ·) := tF is countably k-condensing. By our assumption, J −H(t, ·) is
admissible for each t ∈ [0,1], and so Proposition 2 implies that J −H(1, ·) = J −F is countably 0-epi and thus 0-epi,
a contradiction. 
We thus obtain the following quantitative variant of the Birkhoff–Kellog theorem for noncompact maps. Note that
this result can be understood as a restriction on the map g of Section 1.
Corollary 4 (Birkhoff–Kellog for J = id). Let X be an infinite-dimensional Banach space and F :B(X) → X be
continuous and bounded with δ := dist(0,F (S(X))) > 0. Assume in addition that one of the following holds:
1. γ c(F ) < min{1, δ}/Rcγ (X).
2. F is countably δ/Rcγ (X)-condensing, and the infimum in (3) is a minimum, and γ c(F ) < 1/Rcγ (X).
Then there is some λ > 0 and some x ∈ S(X) such that F(x) = λx.
Proof. Note that J := id is 0-epi on (M,B) = (B(X),S(X)). 
We point out that the previous results can be used to obtain lower estimates for Rcγ (X) (and thus for Rγ (X)) in a
certain space X: In order to prove Rcγ (X) > τ , one just has to find a map F :B(X) → X such that, e.g., Corollary 4
fails for F when Rcγ (X) is replaced by τ .
However, the above results cannot be used, e.g., to prove that in X = C([0,1]) there is no retraction R of B(X)
onto S(X) with χX(R) = 1. In fact, we had to require r > 1 in the second part of Theorem 4, because we know
the degree-type boundary dependence Theorem 3 only in case of the strict inequality γ c(F ), γ c(G) < k and not for
(countably) k-condensing maps F and G.
On the other hand, we know a corresponding result for the degree: Note that if a degree is defined, i.e., if (M,B) =
(Ω, ∂Ω) and J −F is a condensing perturbation of the identity, Theorem 4 implies of course (in view of the boundary
dependence of the degree) that deg(J − F,Ω,0) = 0. If in addition J = id, we can also include the case r = 1 in the
second part of Theorem 4:
Theorem 5. Let X be a Banach space and γ some measure of noncompactness. Suppose that the infimum in (3) is a
minimum. Let Ω ⊆ X be open and bounded, and F :Ω → X be continuous and countably 1/Rcγ (X)-condensing. If
inf
{∥∥F(x)∥∥: x ∈ ∂Ω}> ‖y‖ for each y ∈ Ω, (13)
and F has no fixed points on ∂Ω , then deg(id − F,Ω,0) = 0.
Proof. Define r0 and ρ as in the proof of Theorem 4. Since ρ ◦ F is countably condensing and coincides with F on
∂Ω , the boundary dependence of the degree implies deg(id − F,Ω,0) = deg(id − ρ ◦ F,Ω,0). The latter degree is
zero, because (13) implies ‖x‖ < r0  ‖ρ(F (x))‖ for all x ∈ Ω , i.e., id − ρ ◦ F has no zero on Ω . 
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there is a retraction R of B(X) onto S(X) with χX(R) = 1: One “simply” has to find some open bounded Ω ⊆ X and
a continuous countably condensing map F :Ω → X with (13) and deg(id − F,Ω,0) = 0.
This statement (and Theorem 5) may even be generalized, as we will see in Section 4.
As mentioned above, the difficulty why Theorem 4 is not as sharp as it might be is that, in view of the definition of
Rcγ (X), we were forced in our arguments to deal with Theorem 3 instead with the somewhat more natural Corollary 2.
The latter can be done if, instead of Rcγ (X), we consider the quantities (7) and (8). With this notion, we are able to
prove the following result.
Theorem 6. Let B ⊆ M be closed in M and nonempty. Let X be a Banach space, γ ∈ {α,β,χ} a measure of noncom-
pactness, and J,F :M → X have bounded range where F is continuous. If
inf
{∥∥F(x)∥∥: x ∈ B}> ∥∥J (y)∥∥ for each y ∈ M \B, (14)
then the following statements hold for each k > 0.
1. If γ (F ) k/R˜γ (X) and if this inequality is strict or the infimum in (7) is a minimum, then J −F fails to be k-epi
on (M,B).
2. If F is k/R˜γ (X)-condensing and the infimum in (7) is a minimum then J − F fails to be k−-epi on (M,B).
3. If γ c(F )  k/R˜cγ (X) and if this inequality is strict or the infimum in (8) is a minimum, then J − F fails to be
countably k-epi on (M,B).
4. If F is countably k/R˜cγ (X)-condensing and the infimum in (8) is a minimum then J − F fails to be countably
k−-epi on (M,B).
Proof. We prove only the first statement, the proof of the others is similar. Assume by contradiction that J − F is
k-epi. Choose a retraction R of B(X) onto S(X) such that γ (F ) k/γ (R − id), and define r0 and ρ as in the proof
of Theorem 4. Since (ρ − id)(x) = r0(R − id)(x/r0) for ‖x‖ r0, we have γ (ρ − id) = γ (R − id).
Note now that F and ρ ◦F coincide on B and the difference G := (ρ ◦F)−F can be written as G = (ρ − id) ◦F .
In particular, γ (G) γ (ρ − id)γ (F ) k. Remark 2 thus implies that J − ρ ◦ F is 0-epi. However, since ‖J (x)‖ <
r0  ‖ρ(F (x))‖ for all x ∈ M \B , this map has no zero, a contradiction. 
Similarly as above, Theorem 6 might also be used to prove lower estimates for R˜γ (X) and for R˜γ (X) and, in
contrast to Theorem 4, it might even be used to prove that the corresponding infimum in (7) or (8) is not attained.
As an example, we give another proof of the lower estimate (9), using Theorem 6.
Corollary 5. In every infinite-dimensional Banach space X the estimate R˜cγ (X) 2 holds.
Proof. As observed earlier, for (M,B) = (B(X),S(X)), the map id is countably 1−-epi on (M,B) and thus in
particular countably k-epi for each k ∈ [0,1). Put J := id/2 and F := −J . Then (14) holds, and if R˜cγ (X) < 2,
we have γ c(F ) = 1/2 < k/R˜cγ (X) for some k ∈ [0,1). Hence, Theorem 6 would imply that id = J − F fails to be
countably k-epi for some k ∈ [0,1), a contradiction. 
4. Relations with Nussbaum’s fixed point theorem
Nussbaum’s fixed point theorem [19] states that each continuous map f :S(X) → S(X) with γ (f ) < 1 has a fixed
point if X is an infinite-dimensional Banach space.
It is unknown whether the hypothesis γ (f ) < 1 can be relaxed to the hypothesis that f is (countably) condensing.
We will see in this section that this problem has a positive answer if X is separable and if there is a retraction R of
B(X) onto S(X) with γ (R) = 1. We point out that this result might be used to prove that there is no such retraction
(and thus solving this open problem) by finding a fixed point free condensing continuous map f :S(X) → S(X).
In fact, in this section we give a new proof of Nussbaum’s fixed point theorem in all spaces X with Rcγ (X) = 1,
even relaxing Nussbaum’s original hypothesis γ (f ) < 1 to γ c(f ) < 1. For general X, we will obtain a corresponding
result under the hypothesis γ c(f ) < 1/Rcγ (X).
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reformulations of the Birkhoff–Kellog type theorems of the previous section for the unit ball.
Let X be a normed space and f :S(X) → S(X). There is a canonical way to extend f to a map g :B(X) → B(X),
namely the homogeneous extension
g(x) :=
{‖x‖f ( x‖x‖ ) if x = 0,
0 if x = 0.
Clearly, g is continuous if f is continuous. Let us now discuss whether this extension also preserves the measure of
noncompactness. Concerning γ (f ) and γ c(f ), it is not too hard to see that this is always true:
Proposition 3. Let X be a normed space and γ ∈ {α,β,χ} be a measure of noncompactness. Let g :B(X) → B(X)
be the homogeneous extension of f :S(X) → S(X). Then γ (g) = γ (f ) and γ c(g) = γ c(f ).
Proof. Let c = γ (f ) or c = γ c(f ) and M ⊆ B(X) be arbitrary or countable, respectively. For ε > 0, put yk :=
min{ε(1 + ε)k−1,1} and let n be the minimal number with yn = 1. Then 0 < y1 < · · · < yn = 1 satisfy y1  ε and
yk/yk−1  1 + ε (k = 2, . . . , n). Put M1 := {x ∈ M: ‖x‖ y1} and Mk := {x ∈ M: yk−1 < ‖x‖ yk} (k = 2, . . . , n).
For k = 2, . . . , n, we have g(Mk) ⊆ [0, yk]f (ν(Mk)) and ν(Mk) ⊆ [0, y−1k−1]Mk , and so
γ
(
g(Mk)
)
 γ
([0,1]ykf (ν(Mk)))= ykγ (f (ν(Mk))) ykcγ (ν(Mk))
 ykcγ
([0,1]y−1k−1Mk)= ykyk−1 cγ (Mk) (1 + ε)cγ (M).
For k = 1, we have in view of g(M1) ⊆ y1B(X) that γ (g(M1)) εγ (B(X)). Hence,
γ
(
g(M)
)
max
{
εγ
(
B(X)
)
, (1 + ε)cγ (M)}.
Letting ε → 0, we obtain γ (g(M)) cγ (M), as required. 
Proposition 3, together with Theorem 4, already implies the version of Nussbaum’s fixed point theorem with strict
inequality:
Theorem 7 (Nussbaum, strictly condensing version). Let X be an infinite-dimensional Banach space and f :S(X) →
S(X) be continuous and satisfy γ c(f ) < 1/Rcγ (X) for some measure γ of noncompactness. Then f has a fixed point.
Proof. Suppose that f has no fixed point. Let g :B(X) → B(X) be the homogeneous extension of f . By Proposi-
tion 3, we have γ c(g) = γ c(f ) < 1/Rcγ (X). Theorem 4 with M := B(X), B := S(X), J := id, F := g, and r = k = 1
implies that id − g is not 0-epi on (M,B). On the other hand, since g is a countably condensing self-map of B(X),
the degree of id − g is 1, and so id − g is 0-epi (see, e.g., [27]), a contradiction. 
Remark 4. Alternatively, one could have proved Theorem 7 by applying Mönch’s fixed point theorem to the map
R ◦ g with a retraction R of B(X) onto S(X) such that γ c(R ◦ g) < 1: Each fixed point of R ◦ g is also a fixed point
of f .
We point out that in case γ (f ) < 1 (independent of the value Rcγ (X)) Theorem 7 was already proved in [19].
However, our above two proofs are much simpler.
Despite Proposition 3, it is unknown to us whether the homogeneous extension g of f must be (countably) k-con-
densing whenever f is (countably) k-condensing. However, we will show now that this is true in important special
cases; we will then be able to use this to strengthen Theorem 7 in these cases.
Recall that a normed space X has the retraction property if for each separable subspace X0 ⊆ X there is a nonex-
panding map R :X → X with separable range and R(x) = x on X0.
Each separable normed space and, more generally, each weakly compactly generated Banach space (in particular,
each reflexive space) has the retraction property, see [26, Theorem 11.10]. In such spaces we can prove the following
result which is very surprising at a first glance.
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pairwise different elements xn ∈ M such that, for each subsequence n1 < n2 < · · · ,
χX
({xn1, xn2 , . . .})= χX(M).
Proof. Assume first that X is separable. Then we find by Mönch’s formula (see, e.g., [17] or [26, Lemma 11.7]) a
sequence of finite-dimensional subspaces U1 ⊆ U2 ⊆ · · · such that, for each sequence un ∈ X,
χX
({u1, u2, . . .})= lim
k→∞ lim supn→∞
dist(un,Uk). (15)
Let (xn,0)n be an enumeration of a dense subset of M . If the sequence (xn,j−1)n is already defined, let (xn,j )n be a
subsequence of (xn,j−1)n such that
lim
n→∞ dist(xn,j ,Uj ) = lim supn→∞ dist(xn,j−1,Uj ).
Then the diagonal sequence xn := xn,n has the property that
lim
n→∞ dist(xn,Uk) = lim supn→∞ dist(xn,0,Uk) (k = 1,2,3, . . .).
For each subsequence n1 < n2 < · · · , we conclude by (15) that
χX
({xn1, xn2 , . . .})= lim
k→∞ limn→∞ dist(xn,Uk) = limk→∞ lim supn→∞ dist(xn,0,Uk)
= χX
({x1,0, x2,0, . . .})= χX(M).
This proves the claim when X is separable. For the general case, let X0 ⊆ X be a separable subspace containing M , and
let R :X → X be nonexpanding with R(x) = x on X0 and such that the range of R is contained in a separable subspace
X1. By what we have proved above, we find a sequence xn ∈ M such that, for each subsequence n1 < n2 < · · · ,
χX1
({xn1, xn2 , . . .})= χX1(M).
Now observe that χX1(A) = χX(A) for each A ⊆ X0, since whenever N ⊆ X is a finite ε-net for A then R(N) ⊆ X1
is a finite ε-net for A, because R is nonexpanding. 
We do not know whether a corresponding result holds in each normed space or for other measures of noncompact-
ness. At least, for β , a slightly weaker statement holds for arbitrary normed spaces and even for arbitrary sets.
Lemma 2. Let X be a normed space, and M ⊆ X be separable and infinite. Then for each ε > 0 there is a sequence
of pairwise different elements xn ∈ M such that, for each subsequence n1 < n2 < · · · ,
β
({xn1, xn2, . . .}) β(M)− ε.
Proof. By the definition of β , we find a sequence xn ∈ M of pairwise different elements such that ‖xn − xk‖ 
β(M)− ε (n = k). Clearly, an analogous estimate holds for each subsequence of (xn)n. 
Lemma 3. Let M = {x1, x2, . . .} ⊆ X be countable and ‖xn‖ → c. Let γ ∈ {α,β,χ} be a measure of noncompactness.
Then γ (M) = cγ (ν(M \ {0})).
Proof. For ε > 0, put Mε := {xn, xn+1, . . .} \ {0} where n is chosen such that r := inf{‖x‖: x ∈ Mε} and R :=
sup{‖x‖: x ∈ Mε} satisfy r > c − ε and R < c + ε.
Since Mε ⊆ [0, c + ε]ν(M \ {0}), we obtain
γ (M) = γ (Mε) γ
([0,1](c + ε)ν(M \ {0}))= (c + ε)γ (ν(M \ {0})).
Letting ε → 0, we conclude γ (M) cγ (ν(M \ {0})).
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γ
(
ν
(
M \ {0}))= γ (ν(Mε)) γ
(
[0,1] 1
c − εMε
)
= 1
c − ε γ (Mε)
1
c − ε γ (M).
The required estimate follows as ε → 0. 
Now we are in a position to formulate the announced result about the homogeneous extension.
Theorem 8. Let X be a normed space with the retraction property. Let g :B(X) → B(X) be the homogeneous exten-
sion of f :S(X) → S(X). If f is countably k-condensing with respect to χX then g is countably k-condensing. If f is
k-condensing with respect to χX and X is separable, then g is k-condensing.
Proof. Let C ⊆ B(X) be countable (or arbitrary if X is separable). Then M := g(C) is separable. Choose xn =
g(yn) ∈ M as in Lemma 1. Passing to a subsequence, if necessary, we may assume that c := limn→∞ ‖xn‖ =
limn→∞ ‖yn‖ exists. Without loss of generality, we may assume yn = 0 and thus xn = 0 for all n. By Lemma 3,
we have
χ
(
g(C)
)= χ(M) = χ({x1, x2, . . .})= cχ(ν({x1, x2, . . .}))= cχ(f ({ν(y1), ν(y2), . . .})).
Hence, if c = 0 or χ({ν(y1), ν(y2), . . .}) = 0 we have χ(g(C)) = 0. In the other case, we have in view of Lemma 3
the estimate
χ
(
g(C)
)
< ckχ
(
ν
({y1, y2, . . .}))= kχ({y1, y2, . . .}) kχ(C).
Both cases together imply that g is (countably) k-condensing. 
This result implies the following “condensing” version of the Nussbaum theorem:
Theorem 9 (Nussbaum, condensing version). Let X be an infinite-dimensional Banach space with the retraction prop-
erty, and let γ = χ . Suppose that the infimum in (3) is a minimum. If f :S(X) → S(X) is continuous and countably
1/Rcχ (X)-condensing then f has a fixed point.
Proof. Suppose that f has no fixed point. Let g be the homogeneous extension of f and Ω the open unit ball.
Theorems 5 and 8 imply that deg(id − g,Ω,0) = 0. However, since g is a countably condensing self-map of B(X), a
standard homotopy argument (see, e.g., [25]) shows that deg(id − g,Ω,0) = 1, a contradiction. 
Remark 5. Alternatively, we could also have proved the result by applying Mönch’s fixed point theorem to the map
R ◦ g where R is a retraction of B(X) onto S(X) with χ(R) = Rχ(X).
We point out once more that Theorem 9 might be used to prove that in a particular space X (e.g., in X = C([0,1]))
there is no (countably) set-nonexpanding retraction of B(X) onto S(X) and thus to answer (negatively) the open
problem of [31] whether such a retraction exists.
Remark 6. We have used the Birkhoff–Kellog type results to prove the Nussbaum type theorems. However, for
J = id on balls, these results are equivalent: For instance, if X and Rcχ(X) are as in Theorem 9 and F :B(X) → X
is continuous and countably δ/Rcχ (X)-condensing with ‖F(x)‖  δ > 0 on S(X), then f (x) := F(x)/‖F(x)‖ is
countably 1/Rcχ (X)-condensing on S(X) and thus has a fixed point x∗ by Theorem 9, i.e., F(x∗) = λx∗ holds with
x∗ ∈ S(X) and λ := ‖F(x∗)‖ > 0.
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