Absrracr -Space-time block coded OFDM is capable of achieving substantial diversity gains, while supporting high bit-rates in wireless communications. By concatenating a space-time block coded OFDM scheme with powerful channel codes, the performance of the system can be further enhanced. In this contribution both Low-Density Parity-Check (LDPC) coding and turbo coding assisted G 3 space-lime block coded OFDM is investigated. The achievable performance is studied as a function of the number of iterations, coding delay, code rate and decoding complexity.
INTRODUCTION
The combination of space-time coding and orthogonal frequency division multiplexing (OFDM) [ I] results in an enhanced system performance in wideband wireless channels [2, 31. For the sake of furlher improving the performance, Forward-Error Correction (FEC) schemes such as Turbo Codes (TC) and Reed-Solomon codes may be invoked for protecting the subcarriers against frequency-selective fading in an OFDM environment.
In recent years, the family of Low Density Parity Check (LDPC)
codes has re-emerged as an attractive alternative to turbo coding [31.
LDPC codes were originally proposed by Gallager [41 in 1962. Ow- ing to the codes' capability of approaching Shannon's performance limits, LDPC codes have been applied in conjunction with BPSK for transmission over both AWGN and frequency selective fading channels in OFDM systems [ 5 ] . It has also k e n shown in [6] that LDPCbased space-time coded OFDM systems are capable of efficiently exploiting the achievable spatial diversity in wireless channels.
In this contribution, we comparatively study TC and LDPC aided space-time block coded [71 OFDM. We evaluate the attainable Bit Error Rate (BER) and Frame Error Rate (FER) performance when communicating over 2-path Rayleigh fading channels having a total delay-spread of 5p3 and quantify the achievable coding gain versus complexity upon varying the number of iterations and code-lengths as well as the BER and FER for various coding rates.
SYSTEM MODEL
The architecture of our system is shown in Figure 1 . At the transmitter, the information source generates random information data bits. The information bits are then encoded by the TC or LDPC encoder. We employed the TC(2,1,4) code [3] using the parameters shown in Table 1 . Themappingofthedata bitsandparity bitsoftheTCencodei lo the various modulation constellations was carried out such that il yielded the best achievable performance along with the application 01 the random separation channel interleaver [31.
We invoked an (N, K ) LDPC code defined by the (M x NI- of linear block codes. These codes are defined as codes using a sparse parity-check matrix having the same number of Is per column (column weight, k) and the same number of Is per row (row weight, i).
where both of these numbers are small compared to the block length N . In our simulations we chose k and j values of 3. The code rate, R. The output bits of the LDPC or TC channel encoders are then passed to the space-time block encoder of Figure 1 . In our system, we employed Alamouti's Gz space-time block code since it was shown in [3] that from the set of schemes investigated. the best performanco was achieved by concatenating the space-time block code G . with channel codes. The G2 space-lime block code is associated with a twin-o-ansmitter-based scheme, whose generator matrix is defined as follows:
The output of the space-time encoder is then OFDM modulated with the aid of the Inverse Fast Fourier Transform (IFFU blocks of Table2: PuncturingPattem for(2.1.4)TCCode [IIJ. Figure I and transmitted by the corresponding antenna. The number of transmit antennas is fixed to two, while the number of receive antennas constituted a design parameter.'Dispersive wideband channels were considered and the associated channels' impulse response will be discussed at a later stage.
At the receiver, the signal of each receive antenna is OFDM demodulated. The demodulated signals of the receiver antennas are then fed to the space-time block decoder of Figure I 
PERFORMANCE
In this section, we provide our simulation results for the various spacetime coded QPSK modulated OFDM schemes (31 concatenated with TC and LDPC coding, while using 128 subcarriers. Each OFDM symbol has a duration of 160ps and a cylic prefix of 40ps duration. In these simulations, the Jake model was adapted for modelling the fading channels [IO] . Again, we assume an equal-power two-path Channel Impulse Response (CIR), where the CIR taps are separated by a delay spread of 5ps. The maximum Doppler frequency was 200
Hz. All multipath components undergo independent Rayleigh fading and the receiver has a perfect knowledge of the CIR.
Effect of various coding rates
Let us now compare the achievable performance of the two channel coding schemes at different coding rates. As mentioned in Section 2, the code rate R of LDPC codes can be calculated as R = K I N , where K is the difference between the number of columns and rows of the parity check matrix, and N is the number of columns of the matrix determining the block length of the code. Different LDPC code rates can be readily created by adjusting the value of K and N.
On the other hand, for TC we have to specify the correct puncluring patlem in order lo produce lhe required code rales. The puncturing paltem used in our simulation is shown in Table 2 , which is based on the approach proposed by Acikel er al. in [I I] . Clearly, it is more straightforward to produce arbitrary code rates for LDPC codes compared to TC's.
in Figures 2 and 3 in terms of the achievable BER and FER, respectively. We can see from these figures that the LDPC code has almost the same BER performance as the TC and slightly outperforms TC in terms of the achievable FER, as the coding rate increases. From 
Effect ofthe code length
The input block length of the codes was also varied for the sake of by both the TC and LDPC codes was fixed to eight, the modulation scheme used was QPSK, and the code rate was 0.5 for both the TC and LDPC codes. In Figure 6 we can see that the FER of LDPC code becomes lower than that of the TC code, when we increase the input block length.
Effects of the number of iterations
In Figure 7 versus the coding rate for TC and LDPC coding using the STBC Gz and one receiver antenna in a QPSK and 16-QAM modulated OFDM system. A channel having a CIR characterised by two equal-power rays separated by a delay spread of 5~s was used. The maximum Doppler frequency was 200He.
expressed in decibels (dB) at FER=
-between the proposed schemes and the uncoded single-transmitter, single-receiver system having the same effective throughput. In the case of Figure 7 (a) the TC and LDPC codeword length has been fixed at 512 bits, the modulation scheme used is QPSK and the code rate is fixed at 0.5. We can see from the figure that for a single receiver antenna based system the LDPC code performs less well at a low number of iterations. although its performance eventually reaches that of the TC after about 12 iterations. It also has to be mentioned that an LDPC iteration is typically less complex than a TC iteration, as it will be shown in quantitative terms in Section 4 and argued with reference to Figure 7(b) . The maximum Doppler frequency was 200Hc. The length of the turbo interleaver was half of the channel interleaver, which resulted in the same memory or delay. . In order to compute the term vt(S, s) given L(znt+t ly), we need n + 1 multiplications and n -l additions. Note that the exponential function qt(S, s) is cancelled out when the Log-MAP decoder is employed.
When evaluating the term rt(S,8) using lit,* and qt. we need only one multiplication since there is only one trellis transition emerging from the previous trellis state S to the present state s that can be encountered, when the information bit is ut = fl. As for at and 0,. each term requircs S number of multiplications and S -1 number of additions, where we have S = ZK-' and IC is the constraint length of the code. Finally, the evaluation of the term Pr{ut = +Ily) requires 25 number of multiplications and S ~ 1 number of additions.
Therefore, a total of ( n + 1) + 1 + I S = 4S + n + 2 number of multiplications and (n -I) + 3(S -1) = 3s + n -4 number of additions are required for computing Pr(ut = +lly). However, we also have to calculate P r ( u t = -ily] and compute the correspnding ratio in order to evaluate the LLR of Equation 4. Therefore, a total of 2(4S + n + 2) + 1 = 8s + 2n + 5 number of multiplicationsldivisions and 2(3S+n-4) number of additions are required by one MAP decoder for decoding the binary information bit ut. Since two MAP decoders are required in the TC decoder, which performs T number of turbo iterations for decoding a block of N information bits, the estimated complexity of the TC scheme per information bit per iteration is 2(8S+2n+5) multiplicationsldivisions plus 4(3S+n-4) number of additions.
When the log-MAP decoder is employed for the sake of reducing the computational complexity imposed, the multiplicatioddivision operation is substituted by additionhubtraction in the logarithmic domain. Furthermore, the addition operation is substituted by the Iacobian sum operations (121 when it is carried out in the logarithmic domain. More specifically, each Jacobian sum consists of an addition, a subtraction, a 
From Equations 5 and 6, we can see that the complexity of decoding one bit in one iteration is lower in LDPC codes compared to TC codes. For the systems used in our simulations, the complexity of a TC(2,1,4) code is calculated to be 322 using Equation 5 . However, from Equation 6, the complexity of LDPC is just 45 since the column weight, k and row weight, 3 used were 3. AS an example, a single TC(2.1.4) iteration has a similar complexity to about 7 LDPC iterations for the same code. Hence Figure 7(b) shows the coding gain achievable versus the estimated complexity of the TC(2, I .4) and LDPC codes for the same codelength.
CONCLUSION
In this paper we have presented a performance comparison of concatenating G . space-time block coded OFDM schemes with both TC and LDPC. It has been shown that the two channel coding schemes perform fairly similarly. However, LDPC codes tend to have a lower decoding complexity compared to TCs.
