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ABSTRACT 
 
COMPUTATIONAL INVESTIGATION OF THE MECHANISM OF  
N
5
-CARBOXYAMINOIMIDAZOLE RIBONCULEOTIDE SYNTHETASE 
 
 
 
By 
Venkata S. Pakkala 
December 2012 
 
Dissertation supervised by Jeffrey D. Evanseck 
 N
5
-CAIR synthetase catalyzes the conversion of 5-amino-imidazole ribonucleotide 
(AIR), Mg2ATP, and bicarbonate into N
5
-CAIR, Mg2ADP, and inorganic phosphate. 
DFT and ONIOM QM/MM computations revealed that the first step in the reaction 
mechanism of N
5
-CAIR synthetase involves the formation of dianionic carboxyphosphate 
(CP) from the attack of bicarbonate on the γ- phosphate of Mg2ATP, through an SN2 type 
transition structure. Properties of CP were never reported, as this compound is extremely 
unstable (t1/2 of 70 ms). Therefore, high level ab inito (MP2 and CCSD(T)),  and DFT 
(B3LYP, BB1K, M05-2X, M06-2X and MPW1K) methods were used to investigate the 
structure and energetics of CP in vacuum, and PCM continuum solvation model. We 
report, for the first time, that carboxyphosphate adopts a "pseudo-cyclic" conformation 
with an intramolecular resonance assisted hydrogen bonded (RAHB) six membered ring 
 v 
and calculations reveal that this conformation is found to be the most stable in vacuum 
and solvent. M062X/aug-cc-pVTZ was observed to deliver structure and energetics that 
are in excellent agreement with high level ab initio methods.  
 Characterization of the catalytic mechanism of N
5
-CAIR synthetase involves the 
decomposition of CP into carbon dioxide and inorganic phosphate. Our calculations on 
the decomposition of dianionic CP showed that the energetic pathway was unreasonable 
and unlikely in the active site. Therefore, conformations and energies of monoanionic CP 
were determined. Two stable pseudo-cyclic conformations and a pseudo-bicylic 
conformation were identified to be at least 12 kcal/mol stable than their 11 different 
linear counterparts. Potential energy surface calculations revealed that the decomposition 
occurs through intramolecular proton transfer from the acid to phosphate side, which 
triggers decarboxylation. ONIOM(M062X/6-31G(d):AMBER) calculations suggest that, 
dianionic CP in the active site is converted into the monoanionic form by accepting a 
proton from Lys353. Next, CP attains a specific pseudo-cyclic conformation stabilized by 
Lys353 to trigger decarboxylation. In the final step of carboxylation of AIR, DFT and 
ONIOM(DFT:AMBER) calculations predict that in a concerted manner the amine of AIR 
attacks the activated CO2 and Asp153 removes its proton. Computational results are in 
accord with site-directed mutagenesis studies.  
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Chapter 1 
1 Introduction 
 Sir Alexander Fleming discovered the first antibiotic, penicillin in 1929.
1
 Later in 
the late 1940s and early 1950s, which was considered as the golden age of antibacterial 
drug discovery, most classes of antibiotics were introduced.
2,3
 In the past 60 years these 
antibiotics have played a critical role in combating  infectious diseases caused by 
microbes. In fact, the rise of the average life expectancy in the twentieth century can be 
attributed to the increased availability of antibiotics.
4
 Despite such tremendous benefits, 
increased use of antibiotics over the past few decades has resulted in the increase of 
antibacterial drug-resistant microbes.
2-4
 Recent studies have shown that 50% of the 
bacteria that cause infections have gained resistance towards commonly prescribed 
antibiotics.
5
 Given the fact that it is likely that infections caused by antibiotic-resistant 
bacteria will continue to occur, there is a growing need for new and effective antibacterial 
agents.  
There are many different classes of antibiotics each exerting a different type of 
inhibitory effect that specifically impacts bacteria. However, the majority of agents target 
only four mechanisms in microbes: cell wall biosynthesis, protein biosynthesis, DNA 
replication, and folate coenzyme biosynthesis.
3
 One potential but unexploited area in 
antimicrobial drug design is de novo purine biosynthesis.
6
 
 2 
 
 
Figure 1.1. Differences in de novo purine biosynthesis. 
 
1.1 De novo purine biosynthesis 
Research has shown that de novo purine biosynthesis is different in vertebrates 
compared to lower eukaryotes and prokaryotes.
7-13
 De novo purine biosynthesis in human 
is a 10-step metabolic pathway in which phosphoribosyl pyrophosphate is the starting 
 3 
material.
11
 However, de novo purine biosynthesis in bacteria, fungi and yeast involves an 
11-step pathway.
9,10,12
 The difference lies in the conversion of 5-aminoimidazole 
ribonucleotide (AIR) to 4-carboxy-5-aminoimidazole ribonucleotide (CAIR), as shown in 
Figure 1.1.
9,10,12
 In microbes, this conversion is a two-step process involving the 
intermediate N
5
-carboxy-5-aminoimidazole ribonucleotide (N
5
-CAIR). In the first step, 
the enzyme N5-CAIR synthetase converts AIR into N
5
-CAIR.  In the second step, N
5
-
CAIR is converted into CAIR by the enzyme N
5
-CAIR mutase. In contrast, humans 
convert AIR to CAIR is a single step by the action of the enzyme AIR carboxylase.  
Sequence analysis has revealed that human AIR carboxylase is evolutionarily 
related to N
5
-CAIR mutase; however, humans do not have N
5
-CAIR synthetase 
homologues.
11,12,14
 Research shows that organisms deficient in N
5
-CAIR synthetase are 
avirulent, unable to grow in human serum, and are non-viable in animal models 
predictive of disease progression.
15-17
 Therefore, N
5
-CAIR synthetase is a potential target 
for the development of broad-spectrum novel antimicrobial agents. In fact, drug like 
inhibitors of N
5
-CAIR synthetase have been identified recently.
18
 
 
1.2 N5-CAIR synthetase 
 N
5
-CAIR synthetase belongs to the ATP-grasp superfamily, which also contains 
two other carboxylase enzymes, biotin carboxylase and carbamoylphosphate synthetase.
19
 
The crystal structures of N
5
-CAIR synthetase from Escherichia coli and Aspergillius 
clavatus have been solved and three domains have been identified.
20-22
 Residues Met 1 to 
Ala 119 account for domain A that constitutes a five-stranded parallel β-sheet bound by 
 4 
two α-helices. Domain B constitutes residues Glu 120 to Trp 183 and domain C extends 
from Ala 184 to Arg 382. Domain B consists of a four-stranded antiparallel β-sheet with 
two α-helices on one side. Domains A and B are connected by two α-helices oriented at 
approximately 90° with respect to one another. These two α-helices are connected to each 
other by Asn 103 forming a helix-residue-helix motif. This helix-residue-helix motif is 
conserved in all the enzymes of the ATP-grasp superfamily.
23-26
  
 The ATP binding site in the most recently reported crystal structure of the N
5
-
CAIR synthetase with Mg2ATP from Aspergillius clavatus has been located between the 
B and C domains.
22
 Two magnesium ions forming individual octahedral coordination 
spheres have been identified from the crystal structure. One magnesium ion coordinates 
with Glu 254, Glu 267, two phosphoryl oxygens and a water molecule. Another 
magnesium ion forms a coordination complex with Glu 267, two phosphoryl oxygens and 
two water molecules. Apart from playing a role as a bidentate ligand, Glu 267 also serves 
to bridge the two magnesium ions together. Residues Lys 104 and Lys 146 neutralize 
negative charges on the phosphoryl groups of ATP. Lys 146, Glu 181, the carbonyl 
oxygen of Lys 182 and the backbone amide of Ala 184 anchor the adenosine ring of the 
ATP. Also, Trp 183 forms a T-shaped stacking interaction with the adenine ring. Glu 189 
serves as hydrogen bond acceptor for the 2- and 3- hydroxyl groups of the ribose moiety. 
The structural features observed for crystal structure of the N
5
-CAIR synthetase from 
Aspergillius clavatus are identical to that of previously crystallized N
5
-CAIR synthetase 
from Escherichia coli.
21,22
  
 The crystal structure of the N
5
-CAIR synthetase with MgADP and AIR from 
Aspergillius clavatus suggests the location of MgADP binding site to be in between the B 
 5 
and C domains, and AIR binding site to be at the interface between A and C domains. 
The magnesium is octahedrally coordinated with two phosphoryl oxygens, two water 
molecules and the side chains of Glu 254 and Glu 267. Adenosine ring and the ribose of 
ADP are surrounded by the same residues that surround ATP in the crystal structure of 
N
5
-CAIR synthetase with Mg2ATP. The 5-aminoimidaole group of AIR forms a 
hydrogen bonding interaction with Asp 153. Glu 73 acts as hydrogen bond acceptor for 
the 2- and 3- hydroxyl groups of the ribose moiety of AIR. The phosphoryl group of AIR 
forms electrostatic interactions with side chains of Arg 155, Lys 345 and Arg 352, and a 
hydrogen bond with Tyr 152. Tyr 152 also forms a stacking interaction with the aromatic 
aminoimidazole ring of AIR. 
 Based on the structural information available, site-directed mutagenesis studies 
have been carried out by Firestine et al. to gauge the function of amino acid residues in 
the AIR active site.
21,22
 Mutation of Asp 153 to alanine lowers the activity of the enzyme, 
while mutating Lys 353 with alanine makes the enzyme inactive indicating that these two 
amino acids are likely involved in catalysis but not in substrate binding. Mutation of Glu 
73 decreases the activity of the enzyme. Arg 271 is proposed to be important in binding 
the presumed carboxyphosphate (CP) intermediate and Glu73 is suggested to anchor 
Arg271 through hydrogen bond to promote catalysis.  
 
 
Figure 1.2. Structure of carboxyphosphate.  
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 Despite the abundant information about the active site, the catalytic mechanism of 
N
5
-CAIR synthetase is not clear. From 
18
O labeled bicarbonate experiments, Mueller et al 
proposed the formation of a CP intermediate (Figure 1.2) in the active site.
9
 However, the 
role of CP in the enzymatic reaction is undetermined. It is not clear whether AIR directly 
attacks CP or AIR attacks CO2 that could be generated from the decomposition of CP. 
However, recent structural information and site-directed mutagenesis studies suggest a 
plausible reaction path for N
5
-CAIR formation.
22
 The first step in the proposed 
mechanism is the formation of CP from the reaction of bicarbonate and ATP. 
Involvement of the CP intermediate is also supported from the fact that other enzymes in 
the ATP-grasp superfamily such as carbamoylphosphate synthetase and biotin 
carboxylase are known to generate CP in the course of their catalytic reactions. CP then 
decomposes to CO2 and inorganic phosphate with the aid from Lys353 and Arg271. 
Subsequently, Asp153 acts as a catalytic base to remove the proton from AIR, which then 
attacks the released CO2 leading to the formation of the N
5
-CAIR.   
 Determination of the role of CP in the mechanism of N
5
-CAIR synthetase is not 
plausible due to the highly unstable nature of the CP intermediate (estimated half life  
 70 ms in aqueous solution)27. In fact, CP as a chemical entity has never been isolated or 
synthesized.  
 
 
1.3 Carboxyphosphate (CP) 
 The general outline of the reactions catalyzed by enzymes in the ATP-grasp 
superfamily is outlined in Scheme 1.1. These enzymes first catalyze an ATP-dependent 
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ligation of a carboxyl group carbon of one substrate with an amino or imino group of the 
other substrate via the formation of highly unstable acyl phosphate intermediates.
19
 In 
general, this reaction can be envisioned as nucleophilic attack on an ATP-activated 
electrophile. Depending upon the type of electrophile, different acylphosphates are 
generated as intermediates. The presumed CP is generated in reactions that utilize 
bicarbonate as a substrate. These reactions include biotin carboxylases (BC), 
carbamoylphosphate synthetase (CPS), N
5
-CAIR synthetase and phosphoenolpyruvate 
carboxylase (PEPC). These enzymes are crucial for fatty acid biosynthesis (BC),
28
 
nitrogen metabolism, pyrimidine and arginine biosynthesis (CPS),
25,29
 de novo purine 
biosynthesis (N
5
-CAIR synthetase), 
9,10,12
 and CO2 fixation in plants (PEPC). 
30
 
Therefore, CP has implications in the development of the drugs for obesity, life 
threatening hyperammonaemia and microbial infections. Despite the ample evidence for 
the implication of CP in the above mentioned enzymatic reactions, the existence of CP, as 
a chemical entity has never been documented. Furthermore, whether AIR directly attacks 
CP or AIR attacks CO2 that could be generated from the decomposition of CP is 
debated.
31-34
 Therefore, it is crucial to acknowledge the properties, roles and biochemical 
and chemical evidence for the existence of CP.  
Scheme 1.1 
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1.3.1 Properties of CP 
 Properties of CP were studied by Sauers et al. through structure-activity studies 
on a series of aliphatic alcohols of varying pKa values.
27
 From these studies, the position 
of equilibrium of Equation 1.1 and the rate of the decomposition of alkyl monocarbonates 
(Equation 1.2) as a function of the pKa of the precursor alcohols were predicted.  
 
    
        
   
 
              
1.1 
 
                    1.2 
 
 Faurholt et al. investigated the decomposition of alkyl monocarbonates and 
established that the reaction proceeds in a stepwise mechanism.
35-37
 Sauers et al. 
generated Bronsted plots using the pKa values of the alcohols and the rate constants from 
the data of Faurholt et al. The data obtained and the known pKa of the phosphate dianion 
allowed the calculation of expected rate and equilibrium constants for CP. Equilibrium 
constants keq and keq
,
 calculated from this extrapolation were 0.13 M and 10
3
 M
-1
 
respectively. If the phosphate becomes protonated to the dianion then the apparent keq
,
 at 
pH 8.0 is calculated to be 0.1 M
-1. The ΔG° value of -3.6 kcal/mol for the hydrolysis of 
CP was estimated based on reversal of Equation 1.1. Using this data, Sauers et al. 
suggested that the Gibbs free energy of hydrolysis would become more negative if the 
reactants and products are in dilute solution or at lower pH at which the reaction is pulled 
toward the hydrolysis by protonation of phosphate dianion and bicarbonate. From the 
calculated rate of decomposition of CP (10 sec
-1
), these researchers suggested that CP 
 9 
exists only in very small amounts in aqueous solutions of bicarbonate and phosphate 
dianion. Finally, Sauers et al. concluded that CP has two roles in the active site: (1) a 
kinetic role in supplying low-entropy, “activated carbon dioxide” through the dehydration 
of bicarbonate; and (2) a thermodynamic role forcing the overall carboxylation reaction 
towards product formation.  
 From the calculated thermodynamic properties by Sauers et al. the half-life of CP 
was calculated to be  70 ms.
27
 From the experiments on E. coli CPS, Powers and 
Meister calculated the half-life of enzyme bound CP in 67% DMSO to be 2.5 min.
38
 
Through their studies on frog liver CPS, Rubio and Grisiola suggested that the half-life of 
enzyme bound CP in a mixture of water and acetone to be 2.8s.
39
  
 
 
1.3.2 Implication of CP in reactions catalyzed by CPS 
 Carbamoylphosphate is an important intermediate in biosynthesis of pyrimidines, 
arginine and urea.
25,29
 CPS catalyzes the irreversible synthesis of carbamoylphosphate 
from bicarbonate, ammonia or glutamine and ATP,
29,39-47
 as shown below (Equation 1.1, 
Equation 1.2).  
 
 
   
      
                 
           1.1 
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1.2 
 Three types of CPS are known. CPS-I found in liver catalyzes the reaction shown 
in Equation 1.1 only in the presence of an essential cofactor, N-acetylglutamate.
29,45,46,48,49
 
CPS-II that occurs in the cytosol of animal tissues catalyzes  the reaction shown in 
Equation 1.2 in the presence of glutamine or ammonia.
50
 CPS-III found in the liver of the 
spiny-dog fish catalyzes both Reactions 1.1 and 1.2 and requires N-acetylglutamate.
51
 
The CPS that is found in E. coli is identical to CPS-II found in animal tissues.
41
 It can be 
observed from the above reactions that for each mole of carbamylphosphate formed two 
molecules of ATP are cleaved. This stoichiometry suggests that the reaction involves at 
least two steps.  
 In 1960, Jones and Spector, through the use of oxygen labeling experiments, 
postulated that CP is an enzyme-bound intermediate in the reaction catalyzed by frog 
liver CPS.
29
 In these experiments, 
18
O is transferred from HC
18
O3
-
 to inorganic phosphate 
during the course of the reaction. However, these experimental findings can also be 
interpreted with alternative pathways not involving CP. Later in 1965, Anderson and 
Meister through pulse-labeling experiments provided the first evidence that the reaction 
catalyzed by the E. coli CPS involves the formation of an activated form of bicarbonate 
as an intermediate.
41,43
 These investigators postulated that the active form of bicarbonate 
is the anhydride between carbonic and phosphonic acids, that is, CP. Two different 
trapping experiments conducted by Powers and Meister led to the direct evidence for the 
formation of CP.
38,52,53
 In one experiment, potassium borohydride was used to reduce the 
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enzyme bound CP to generate formate. In another experiment, the trimethyl ester 
derivative of CP was isolated by treatment of CPS incubated with ATP and H
14
CO3 with 
diazomethane. This experiment, when repeated with labeled AT
32
P and HCO3
-
 led to the 
formation of the 
32
P labeled trimethly derivative of CP. Formation of the 
32
P and 
14
C-
labeled products with isotopes incorporated in the correct molar ratios verified the 
existence of enzyme-bound CP.  
 Wimmer et al. used positional isotope exchange experiments to verify the 
existence of CP as an enzyme-bound kinetically competent intermediate.
54
 In these 
experiments, the β-γ bridging oxygen and the β non-bridging oxygen exchange was 
studied using 
18
O-scrambling technique. Through rapid quench and isotope partitioning 
experiments, Raushel et al. proposed the rate-limiting step of the overall reaction of CPS 
is the formation of CP.
44
 From these studies, it was speculated that the enzymatic active 
site protects CP by sequestering it from water where it would presumably rapidly 
hydrolyze. These experiments also highlighted the need for a divalent cation for the 
catalytic reaction of CPS.  
 
1.3.3 Implication of CP in reactions catalyzed by BC 
 The ATP dependent carboxylation of biotin by bicarbonate is the first half 
reaction of the biotin carboxylases.
55
 Given the requirement for ATP and bicarbonate, 
coupled with the structural similarity of biotin carboxylase and CPS, CP has been 
postulated to be an intermediate in the reactions catalyzed by biotin carboxylases.
31,56,57
 
The intermediate trapping experiments and the positional isotope exchange experiments 
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that provide direct evidence for CP intermediacy have been unsuccessful for the biotin 
carboxylases.
57-59
 However, the failure of these experiments does not mean that CP is not 
involved with the reactions catalyzed by BC. Factors governing the success of 
intermediate trapping experiment include the lifetime of the intermediate, the 
accessibility of the intermediate to the trapping reagent and the reactivity of the trapping 
reagent. Success of positional isotope exchange experiments also demands that the β-
phosphate of the ADP generated is torsionally symmetrical in the active site of the 
enzyme. Several factors can prevent the free rotation of β-phosphate in the active site like 
the presence of more than one metal ion in the active site. In fact, Cleland et al. suggested 
that two divalent metal ions were required in biotin carboxylase, a hypothesis validated 
by structural studies on these enzymes.
59
 Oxygen labeling experiments from different 
research groups demonstrated the incorporation of 
18
O from HC
18
O3
-
 into the final 
inorganic phosphate during the reaction and bicarbonate dependent ATPase 
activity.
57,59,60
 This finding suggests that there is an intermediate in the reaction, likely 
CP. Intermediacy of CP in reactions catalyzed by BC is also supported by the 
experiments of Ashman and Keech.
61
 These authors demonstrated that phosphonoacetate, 
a structural analogue of CP is a potent inhibitor of CP. Additionally, Hansen and 
Knowles suggested the inversion of phosphorus stereochemistry at phosphorus during the 
course of pyruvate carboxylase reactions, which is plausible if CP is involved.
62
 Recent 
DFT studies on the reaction mechanism of BC by Ito et al. also support the intermediacy 
of CP.
63
 Despite the ample evidence for the intermediacy of CP in reactions catalyzed by 
BC, failure of direct trapping experiments to isolate the CP derivatives during the course 
of the reaction suggest the likelihood that CP is not an intermediate in these reactions.  
 13 
 
 
Figure 1.3. Three possible mechanistic pathways for the enzymatic carboxylation of biotin. (A) 
activation of bicarbonate to CP. (B) and (C) activation of biotin to O-phosphobiotin.  
  
 To date, three different mechanisms have been proposed for the carboxylation of 
biotin carboxylase (Figure 1.3).
31,56
 CP is involved as an intermediate in mechanisms A 
and B, but absent for mechanism C. Thus, mechanism C has been eliminated as a 
possible mechanism. Experiments by Climent and Rubio, Titron and Cleland, as well as 
Ogita and Knowles suggested the biotin carboxylase possess an ATPase activity even in 
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the absence of biotin.
57,59,64
 Even though the rate of the ATPase is much slower (0.5%) 
than the reaction catalyzed in the presence of biotin, both the reactions showed similar 
dependency for metal ions, ATP concentration and activation by ethanol. The ATPase 
activity in the absence of biotin, contradicts the phosphorylation of biotin by ATP, which 
is the hallmark of mechanism B. Thus, the available experimental data suggests 
mechanism A as the most likely of the proposed mechanisms.   
 
 
1.3.4 Implication of CP in reactions catalyzed by PEPC 
 PEPC occurs in all plants and in several microorganisms.
30
 Properties and 
functions of PEPC differ according to the source. Mainly, PEPC is the carboxylating 
enzyme in plants that employ the Hatch-Slack pathway of photosynthetic carbon fixation 
mechanism and Crassulacean acid metabolism.
65
 PEPC is the only biotin independent 
carboxylase that uses HCO3
- 
as substrate instead of carbon dioxide.
66-69
  
 PEPC catalyzes the formation of oxaloacetate (OAA) from the reaction of 
phosphoenol pyruvate (PEP) and HCO3
-
. Two different mechanisms have been proposed 
for the carbon-carbon bond formation reaction catalyzed by PEPC (Figure 1. 4).
34,70
 Out 
of these two mechanisms, CP is proposed to be involved as an intermediate in mechanism 
B. The initial proposal for a concerted cyclic mechanism involving a single transition 
state was put forward by Maryuma et al. based upon 
18
O labeling experiments, which 
demonstrated that when HC
18
O3
- 
was used as the substrate, 
18
O
- 
was transferred to 
product inorganic phosphate and oxaloacetate.
71,72
 However, these observations can also 
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be explained by mechanism B. Irrespective of the mechanistic explanations, 
18
O labeling 
experiments have demonstrated that HCO3
- 
is the substrate rather than carbon dioxide.  
 Carbon isotope effect measurements utilizing HC
18
O3
-
 were carried out by 
O’Leary et al.34 The small carbon isotope effects observed in the carboxylation of PEP 
were inconsistent with the concerted mechanism. Therefore, O’Leary et al. proposed the 
stepwise mechanism as shown in 1.3. In this mechanism, PEP donates its phosphate to 
bicarbonate leading to the formation of CP and the enolate of pyruvate. In the second 
step, the enolate attacks the carbon of CP forming OAA and phosphate. Difference in pH 
dependence between the steady-state kinetic parameters and the carbon isotope effects 
reinforced the stepwise mechanism. O’Leary et al. also suggested that such a stepwise 
mechanism provides a clear means for utilizing the energy of enolphosphate in catalyzing 
carbon-carbon bond formation and provides a means for activating the carbon atom of 
bicarbonate toward nucleophilic attack.  
 Formation of OAA through mechanism B was also supported by the 
stereoanalytical studies carried out by Hansen and Knowles.
70
 In these studies, [(S)- 
16
O, 
17
O]thiophosphoenolpyruvate and HC
18
O3
-
 were used as substrates. The configuration of 
derived product, [
16
O, 
17
O, 
18
O]thiophosphate at phosphate was determined to be 
inverted. Of the two postulated mechanisms, only mechanism B is consistent with 
inversion of configuration at the phosphorus center. Mechanism A consisting of a super 
facial sigmatropic rearrangement followed by phosphate expulsion proceeds with a 
retention of the configuration at phosphorus.  
 16 
 
Figure 1.4. Postulated mechanisms for the PEP carboxylase reaction. (A) Concerted mechanism. 
(B) Stepwise mechanism.  
   
 Fuzita et al. demonstrated that PEPC of E. coli catalyzes the bicarbonate 
dependent cleavage of phosphoenol-α-ketobutyrate to phosphate and α-ketobutyrate.73 In 
addition, more than a single equivalent of 
18
O from HC
18
O3
- 
was incorporated into the 
phosphate. This is possible with the mechanism involving CP. In addition, these 
researchers observed the reversible decarboxylation of CP into phosphate and carbon 
dioxide in the enzyme. Rotation of the phosphate followed by a reversal of the steps to 
produce HCO3
-
, carbon dioxide and phosphoenol-α-ketobutyrate would lead to multiple 
incorporation of 
18
O. Such multiple incorporation of 
18
O also suggests a lifetime for 
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enzyme bound CP, which should allow the trapping of the intermediate. However, 
trapping experiments with diazomethane were unsuccessful.  
 
1.3.5 Synthesis and isolation of CP 
 While the isolation of the highly unstable CP in aqueous solution (t1/2   70 ms) is 
not possible, efforts to isolate the enzyme bound CP were also unsuccessful. However, as 
previously mentioned, the trimethyl derivative of CP was trapped using diazomethane 
both in the presence and absence of the enzyme. In fact, other alkyl triesters of CP shown 
in Figure 1.5 are stable compounds.  
Although all the attempts to synthesize CP were unsuccessful, Griffith and Stiles 
synthesized carbobenzoxy phosphate derivatives via pyridine-catalyzed reaction of silver 
dibenzyl phosphate with either benzyl or p-nitrobenzyl cholorformate.
74
 These 
researchers observed that metal ions increased the rate of hydroloysis of the p-nitro 
analog derivative by a factor of two. They suggested that the hydrolysis of these 
derivatives proceed through C-O bond cleavage, as they observed no incorporation of 
18
O 
into the phosphate during the hydrolysis in H2
18
O. Therefore, it was predicted that during 
the hydrolysis, water attacks the carbonyl oxygen.  
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Figure 1.5. CP and its structural analogs. (A) CP  (B) carbamoylphosphate (C) 
phosphonoacetate (D) esters of CP, R1=p-nitrobenzyl, R2=R3=Benzyl.  
 
Both carbamoylphosphate and phosphonoacetate shown in 1.4 are known 
structural analogues of CP. The labile C-O bond of CP is replaced by C-C bond in 
phosphonoacetate. Research has shown that phosphonoacetate inhibits the enzymatic 
activity of PEPC thus providing additional evidence for the involvement of CP in these 
enzymatic reactions.
61
 Carbamoylphosphate is a stable metabolic intermediate produced 
in the biosynthesis of arginine and pyrimidine nucleotides, whose identity has been 
thoroughly established from several experiments. Biotin carboxylase and pyruvate 
carboxylase are known to utilize carbamoylphosphate for phosphorylatation of ADP.
61,75
 
Allen and Jones proposed that the decomposition of carbamoylphosphate occurs through 
P-O bond dissociation in monoanion form and C-O bond dissociation in dianion form.
76
 
Based on the structural similarity between CP and carbamoylphosphate, it is reasonable 
to expect different decomposition mechanisms of CP in different anionic forms.  
 19 
 
1.4 Objective of the Dissertation 
Significant difference in the de novo purine biosynthesis pathway between 
humans and bacteria suggest that N
5
-CAIR synthetase is an ideal target for the 
development of novel antimicrobial agents. However, the catalytic mechanism by which 
N
5
-CAIR synthetase forms N
5
-CAIR is not clear, but is presumed to proceed via the 
reactive CP intermediate. Therefore, this dissertation focuses on ascertaining the catalytic 
role of selected residues of N
5
-CAIR synthetase on the formation and decomposition of 
CP, and in the formation of N
5
-CAIR by using large-scale computations.  
From the scope of the studies on CPS, BDC, PEPC and N
5
-CAIRS, the 
implication of CP intermediacy in the mechanism of these enzymes is evident. However, 
very little information is known about the structure and conformation of CP, as 
experimental studies on CP are highly challenging due to its chemical instability. 
Surprisingly to date, no computational studies on CP have been reported. Therefore, it is 
crucial to computationally determine the conformational stability of the CP and factors 
influencing its stability, in order to perceive how several ATP-grasp carboxylases, 
including N
5
-CAIRS, generate and stabilize this highly reactive intermediate. The first 
goal is to establish an efficient level of theory to model the energetics and structure of CP 
accurately. Since the experimental information on the structure and energetics of CP is 
not available, energy differences between different conformations of CP and geometries 
calculated at high-level quantum chemical calculations (MP2/aug-cc-pV5Z and 
CCSD(T)/aug-cc-pVTZ// MP2/aug-cc-pV5Z) were used as standard reference values. 
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Convergence of energy differences and geometries as a function of quantum chemical 
method and basis set was calculated to determine the adequate level of theory.      
Second, the conformational analyses of monoanion and trianion forms of CP have 
been investigated. The protonation state of CP is a critical question that has not been 
addressed in the literature. First, CP may undergo decomposition as a trianion, dianion or 
monoanion. Investigating different ionic forms of CP is important since dianions and 
monanions of simple acyl phosphates near neutral pH hydrolyze through different 
mechanisms.
77
 The ionic state is determined by the pH of the environment and the pKa 
values of the polyprotic CP that were never determined. In general, pKa values of 
polyprotic phosphate monoesters are pKa1 ≈ 1.6 and pKa2 ≈ 6.6.
78
 Therefore, at 
physiological pH (5-8), phosphate monoesters exist in equilibrium between monoanionic 
and dianionic forms. However, CP contains a carboxylic group whose pKa value is ~4.75, 
giving rise to an additional ionic state (trianion). Therefore, one would predict that at 
physiological pH, CP might exist in equilibrium between the monanion, the dianion and 
the trianion. Also, for each anion state of the CP, there are several possible conformations 
from which decomposition can take place. Such decomposition from specific 
conformations was implied in the hydrolysis of monoanionic acetylphosphate. In 
addition, the decomposition of CP can occur either by the C-O bond fission or P-O bond 
fission. This factor arises from the fact that carbamoylphosphate (a structural analogue of 
CP) decompose through C-O bond fission in dianionic form and P-O bond fission in 
monoanionic form. Therefore, it is crucial to investigate the conformational analyses of 
the different ionic forms of CP and also the respective mechanisms of decomposition. 
This research led to the identification of the most stable novel pseudo-cyclic 
 21 
conformation of CP in both mono and dianion forms. This pseudo-cyclic conformation 
has ramifications for the fate of the proton of bicarbonate in the active site. In addition, 
our calculations suggest that decomposition of CP occurs in the pseudo-cyclic 
conformation. Contrary to experiments, our calculations suggest that monoanion CP 
decomposition is energetically more favorable than that of the dianion CP. The role of 
stereoelectronics in the stability of the pseudo-cyclic conformation of CP is also 
presented.  
Third, the catalytic mechanism of N
5
-CAIR synthetase is investigated using 
ONIOM QM/MM methodology. Even though the mechanistic route of N
5
-CAIR 
synthetase is straightforward, it has yet to be determined how N
5
-CAIR synthetase 
catalyzes the formation of N
5
-CAIR. Specifically, the mechanism by which CP is formed 
and the catalytic role of active site residues and magnesium ions in the formation of CP is 
not known. Even though it has been proposed that Lys 353 and Arg 271 aids in the 
decomposition of CP, the specific mechanism by which these residues exerts their 
catalytic role is not clear. In fact, whether AIR attacks CP or CO2 is still debated.
31-34
 The 
role of Asp 153 as catalytic base is questionable, as there is no definitive kinetic evidence 
to rule out Lys 353 as the active site base. From this research, the catalytic role of each 
significant residue is presented for the first time. The results obtained from our 
calculations are in accord with site-directed mutagenesis studies.  
 De novo purine biosynthesis is different in humans and microbes. The difference 
lies in the conversion of AIR to CAIR. In microbes, this conversion is a two-step process 
and requires two enzymes, N
5
-CAIR synthetase and N
5
-CAIR mutase, where in humans 
the conversion is catalyzed by AIR carboxylase in one step. N
5
-CAIR mutase is 
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evolutionarily related to humans but there is no human homolog for N
5
-CAIR synthetase 
making it an ideal target for antimicrobial drug discovery. Therefore, determining the role 
of the active site residues in catalytic mechanism of N
5
-CAIR synthetase is crucial for the 
development of novel antimicrobials. Also understanding the structure and conformations 
of CP is highly crucial as CP inhibitors are implicated in the development of the drugs for 
obesity, life threatening hyperammonaemia and microbial infections.  
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 Chapter 2 
2 Electronic Structure Modeling 
2.1 Schrödinger Equation: 
  The time-independent solution to the Schrödinger equation for a molecule is 
given by the following equation. 
 
      2.1 
In the Equation 2.1,  represents wavefunction and H is the Hamiltonian operator, which 
is given by 
 
   
   
    
     2.2 
 In the above equation, h is Plank’s constant, m is the mass of the particle,    is the 
Laplacian operator and V is the potential energy. The Hamiltonian constitutes kinetic and 
potential energy terms of nuclei and electrons in a molecular system. The kinetic energy 
is given by the summation of    over all the particles (Equation 2.3). The potential 
energy component is the Columbic repulsion or attraction between each pair of charged 
particles given by Equation 2.4. 
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 In the Equation 2.4,      is the distance between electron and nucleus,      is the 
distance between two electrons, and      is the distance between two nuclei. Ze 
represents the charge on the nucleus and e represents the charge on the electron. The first 
term in Equation 2.4 represents the nuclei-electron attraction, the second term represents 
the electron-electron repulsion, and the third term represents nuclear-nuclear repulsion.  
 Born-Oppenheimer approximation simplifies the Schrödinger equation by 
separating the nuclear and electronic motions.
1
 The proton is approximately 1836 times 
heavier than the electron. Based on this fact, the Born-Oppenheimer approximation 
assumes that the motion of the electrons and the motion of nuclei are not coupled, and the 
electron sees the nuclei being stationary. Therefore, in Born-Oppenheimer 
approximation, the total wave function becomes a product of wave functions from nuclei 
and electrons (Equation 2.5). The second term in the Hamiltonian in the Equation 2.2 is 
eliminated in the Born-Oppenheimer approximation thus delivering Helectronic. The 
electronic Schrödinger equation thus obtained is given in Equation 2.6. The electronic 
wave function depends only on the position of electrons and is independent of nuclei. 
Therefore, the total energy of the system constitutes the sum of electronic and nuclear 
energies.  
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                           2.5 
                                              2.6 
 In case of the hydrogen atom having a single electron and proton, the form of the 
electronic Hamiltonian is given in Equation 2.7. Thus, the Schrödinger time-independent 
equation can be solved exactly for one-electron systems such as the hydrogen atom. 
Considering systems with multiple electrons, where electron-electron repulsions exist the 
Schrödinger time-independent equation cannot be solved exactly.
2,3
 However, appropriate 
approximations coupled with ever increasing computational power can generate results 
that are in excellent agreement with experimental results.  
    
 
 
   
 
 
 2.7 
  
2.2 Variational Theorem 
 The term ab initio is derived from Latin word “from the beginning”. The term ab 
initio method refers to the computations that are derived directly from theoretical 
principles with no inclusion of experimental data. Ab initio methods employ 
mathematical approximations to simplify the quantum mechanical calculations. It is 
imperative to describe the Variational theorem
4
 before ab initio methods are described. 
The Variational theorem states that the eigenvalue or energy generated from solving 
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Schrödinger time-independent equation using a tail function is always greater than the 
energy of the true wave function.
4
  
 〈 〉  
∫      
∫     
    2.8 
 The Variational theorem can be represented by Equation 2.8, which states that the 
expectation value or average energy, 〈 〉 is deduced by performing the integral over all 
space    and will always be greater than the true energy of the ground state 
wavefunction, E0. Since, the true wave function is not known for polyatomic systems, a 
trail wavefunction is used. The energy calculated from the trail wave function is always 
greater than that of true wave function. Consequently, the lowest energy corresponds 
to more accurate wave function and is thus a better representation of the true wave 
function. The closer trail function to the true wave function, the closer the 〈 〉 to the E0. 
Variational theorem thus can gauge the accuracy of the trail function.  
 
2.3  Hartree-Fock Theory 
Hartree-Fock (HF) method is one of the most common approximations employed 
for determining the ground-state wavefunction and energies of a many-electron system.
5-7
 
Hartree-Fock theory utilizes the variational principle and thus the Hartree-Fock energy is 
an upper bound to the true ground state energy of a given system. For this purpose, 
Hartree-Fock theory employs Slater determinants as trail functions. In Hartree-Fock 
scheme, Slater determinants constitute one electron wavefunctions. A Slater determinant 
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is the simplest form of a wave function that satisfies the asymmetry requirement, where 
the sign of the wave function must invert upon exchange of any two electrons. Equation 
2.9 displays the wave function for an N-electron wavefunction as a Slater determinant of 
orbitals where   ( ) refers to electron number “2” in the first spin orbital that is the 
product of the spatial function and spin function. The factor 
 
√  
 in Equation 2.9 ensures 
that the wave function is normalized.  
    
 
√  
|
  ( )   ( )
  ( )   ( )
   ( )
   ( )
  
  ( )   ( )
  
   ( )
| 2.9 
 Hartree-Fock approximation simplifies the Schrödinger time-independent 
equation for a many-electron system by partitioning it into multiple one-electron 
equations. Each single-electron wave function, referred to as a spatial orbital, is 
represented by    and the corresponding orbital energy is represented by   . The orbital 
describes the behavior of an electron in the net field generated by all other electrons. The 
Hartree-Fock equation for orbitals is given in Equation 2.10, where f is the effective one-
electron Hamiltonian operator also known as Fock operator, which accounts for the 
contributions to the total energy of an electron.  
           2.10 
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 The Coulomb attraction between electron i and nucleus A and the core energy are 
determined by the Coulomb operator    and the  
     operator, respectively. Coulomb 
attraction energy and core energy that represents the kinetic energy of electron i together 
contribute favorably to the electronic energy, as reflected by the negative signs in the 
Equation 2.12. The exchange energy arises because of the antisymmetric nature of the 
wave function and has no classical counterpart. Exchange energy manifests from the 
Pauli Exclusion Principle, which states that no two electrons can have the same quantum 
numbers.
3
 Consequently, electrons with the same spin cannot have same spatial 
coordinates and tend to avoid each other. 
 The ramification of expressing the wave function as a Slater determinant is that 
the movement of electrons is uncorrelated. However, the consequence of expressing 
multi-electron wave function in terms of one electron functions is that each electron in 
the system is influenced by an average field comprised of the nuclei and electrons. Thus, 
the solution of the one electron eigenvalue equation will affect the solutions to the 
remaining one-electron eigenvalue equations. When a Hartree-Fock calculation is 
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initiated, neither f nor    are known. Initially a trail set of solutions,    to the Hartree-
Fock equations are guessed and are subsequently used to calculate the Coulomb and 
exchange operations. A new set of orbitals and corresponding energies are obtained from 
solving the one-electron eigenvalue equations. The orbitals and energies thus obtained are 
in turn used to determine new set of operators, orbitals and orbital energies. The process 
continues until the difference between subsequent solutions meets certain criteria and 
self-consistency is achieved. This iterative procedure is known as the self-consistent field 
(SCF) method.   
 The crucial drawback of Hartree-Fock theory is that it does not account for the 
electron correlation.
3,5-7
 Instead, the electrons are assumed to move in average potential 
of generated by other electrons. Consequently, Hartree-Fock method performs poorly in 
comparison to other advanced quantum mechanical methods in calculating properties 
such as bond formation/breakage.
8,9
 However, Hartree-Fock is computationally less 
demanding than other ab initio methods and thus allows for calculations to be applied on 
larger systems.
2
 In addition, Hartree-Fock lays foundation for more advanced ab initio 
methods.  
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2.4 Møller-Plesset Perturbation Theory 
 The Møller-Plesset (MP) method
10
 goes beyond the Hartree-Fock method to 
include the electron correlation effects. Therefore, it is commonly referred to as a post-
self consistent field method.
6,7,11
 In brief, MP estimates the electron correlation energy by 
splitting the Hamiltonian operator into two parts. The true Hamiltonian H is expressed as 
a sum of a zeroth order Hamiltonian (H0), and a small perturbation (V). 
 
         2.15 
In the Equation 2.15,   is a parameter that varies from 0 to 1. The Hamiltonian is equal to 
the zeroth-order Hamiltonian when  =0 and the exact form when  =1. The wave 
functions and eigenvalues of H can then be expressed as power series of    
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 2.17 
In Equations 2.16 and 2.17, n refers to the order of the perturbation. For example, the first 
order correction is given by  ( ). The perturbed wave function and energy are then 
substituted into the Schrödinger equation and solved.  In the MP2 formalism, the 
unperturbed Hamiltonian, H is defined as the sum of the one-electron Fock operators that 
yield the zeroth-order energy,  ( ). Perturbation is necessary in order to achieve higher 
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order corrections to the energy. According to Equation 2.15, the perturbation is the 
difference between true and zeroth-order Hamiltonians. The sum of the first order energy 
and zeroth order perturbation (MP1) energy is same as the Hartree-Fock energy for the 
closed shell system. Second order perturbations (MP2) are needed to obtain corrections to 
the Hartree-Fock energy. Perturbations higher than the second order perturbations can 
also be employed, however, the terms become mathematically more complicated and 
computation time increases on the order of O
n+3
,
2
 where O is the number of basis 
functions and n is the order of truncation in Equation 2.16. MP2 methods are of interest, 
because it is less computationally expensive compared to other higher order perturbation 
methods and typically accounts for 80-90 % of the electron correlation. Even though, 
MP2 calculations require more computational effort compared to HF calculations, they 
yield a significant improvement to the calculated geometries and energies over the 
corresponding HF calculations.
2
 The disadvantage of MP perturbation methods is that 
they are not variational, which means that the energies computed may be higher or lower 
than the true energy.  
 
2.5  Density Functional Theory (DFT) 
 With in DFT,7,12-24 the properties of many-electron system can be determined 
from electron density rather than a wave function. Consequently, DFT is computationally 
less resource intensive than post-SCF methods. DFT is based on the premise that a 
relationship exists between the total electronic energy and overall electron density. 
25
 The 
term functional refers to function of a function, which in this case means the total energy 
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has functional dependence on electron density, which in turn depends on the coordinates 
of the electrons of the system. Hohenberg and Kohn proposed the direct mathematical 
relationship between the electron density and the ground state energy of the system, 
however, an exact method of how to achieve the energy from electron density was 
not provided.
25
 Later, Kohn and Sham proposed a method for determining the density and 
thus energy of the system.
26,27
  
 The mathematical framework relating electron density to ground state energy 
proposed by Hohenberg and Kohn
7,12
 assumes that if electrons in a given system are 
moving within a unique potential field (V) generated by positively charged nuclei, the 
Hamiltonian and corresponding energy of that system is also unique.  Assume that two 
separate potentials VA and VB, with corresponding Hamiltonians, HA and HB, exact 
energies,   
     and   
    , and wave functions,    and    yield the same electron 
density,  ( ). Applying the Variational theorem gives us the following  
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 If A is interchanged with B, and vice versa in Equation 2.20, Equation 2.21 
results. Finally, addition of Equation 2.20 and 2.21 gives Equation 2.22, which is 
impossible. The summary from all the above equations is that two different potentials 
cannot yield a unique electron density. As a result, a unique electron density supports the 
existence of a unique wavefunction, energy and observables. The above equations are 
proof for the interrelation between electron density and the energy of the system.  
 The actual procedure for the computation of the energy of a system from its 
electron density was introduced by Kohn-Sham formalism in 1965 though a landmark 
paper.
26
 Kohn and Sham incorporated the ideas of Hartree-Fock theory in their formalism 
and proposed that the true density of a system with interacting electrons is identical to the 
density of a system having noninteracting electrons. Therefore, the Schrödinger equation 
for a multi-electron system can be partitioned as show in Equation 2.23 and consequently 
the self-consistent manipulations can be employed.  
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 Kohn and Sham suggested that the sum of kinetic energy of the electrons 
and contributions from electronic interactions should be expressed as a sum of three 
terms: the kinetic energy of the non-interacting electrons given by the first term in 
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Equation 2.24, the attraction between electrons and nuclei given by the second term in 
Equation 2.24 and the Columbic repulsions between charge distribution at    and     is 
given in third term. The most important and last term in Equation 2.24 is the exchange-
correlation term that is the correction to the kinetic energy for the interaction nature of 
electrons and all non-classical interactions that arise due to the electron-electron 
exchange energy. As shown in Equation 2.25,    [ ] can be further divided in to 
exchange and correlation terms.  
 
   [ ]     [ ]     [ ] 2.25 
 Since, the exact expression for exchange-correlation term is not known, various 
approximations for    [ ] have been developed to determine exchange-correlation 
energy    [ ]. Therefore, in the Kohn-Sham formalism the accuracy of DFT depends on 
the accuracy of the    [ ] approximation.
27
 Different types of approximations, such as 
local spin density approximation (LSDA),
28
 generalized gradient approximation 
(GGA),
17,29-31
 meta-GGA (M-GGA),
15,32
 hybrid-GGA (HM-GGA),
15,29,31,33,34
 and hybrid 
meta-GGA (HM-GGA)
35,36
 have been employed in current DFT implementations. These 
different approximations differ in how they treat    [ ]. LSDA assumes that    [ ] at 
any point in space depends only on the spin density at that specific spatial region. GGA 
employs the gradient of the density in addition to the spin density. M-GGA and H-GGA 
improves upon the GGA by incorporating spin-dependent electronic kinetic energy 
density and certain percentage of Hartree-Fock exchange respectively. Both M-GGA and 
H-GGA approximations are considered in HM-GGA. Even though, DFT accounts for the 
electron correlation, it lacks the ability to describe dispersion forces. Nonetheless, DFT is 
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one of the most popular and versatile methods used not only in computational chemistry, 
but also in condensed-mater physics and computational physics. In this dissertation, 
B3LYP,
14
 BB1K,
37
 MPW1K,
34
 M05-2X,
38
 and M06-2X
36
 functionals have been used for 
DFT calculations.  
 
2.5.1 B3LYP 
B3LYP is the most popular density functional in chemistry.
40
 The popularity of 
B3LYP originates from its ability to predict the molecular structure, atomization 
energies, ionization potentials, proton affinities and total energies that are in excellent 
agreement with experiments.
7
 The exchange-correlation energy in B3LYP is defined as  
In Equation 2.26, the first term represents the exchange energy determined by the 
spin density approximation put forward by Slater.
27,28
 The second term gives the Hartree-
Fock exchange. Becke’s gradient corrected exchange energy is determined from the third 
term.
14
 The fourth term represents gradient included correlation energy of Lee, Yang and 
Parr.
31
 The last term corresponds to the standard correlation energy from VWN3 
functional proposed by Vosko, Wilk and Nusair.
39
 The values of the optimized 
coefficients a, b and c are 0.20, 0.72 and 0.81 respectively.
14
 These values of the 
coefficients are empirically derived from experimentally determined 56 atomization 
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energies, 42 ionization potentials, 8 proton affinities and 10 first row total atomic 
energies using a least square fit.  
Despite the progress in the field of DFT and the appearance of several new 
functionals every year, B3LYP continues to dominate the computational field.
40
 
However, B3LYP has some major shortcomings: (1) it is not efficient for calculating 
bond energies and lengths involving transition metals, (2) it systematically 
underestimates barrier heights, and (3) it is inaccurate for interactions dominated by 
medium range correlation energies, such as van der Waals attraction, aromatic-aromatic 
stacking, and alkane isomerization energies.
41
 Recent studies have cautioned the use of 
B3LYP especially in modeling the B-N bonds.
42
   
 
2.5.2 MPW1K 
MPW1K stands for modified Perdew-Wang 1-parameter functional for kinetics.  
MPW1K functional is H-GGA method developed by Truhlar and coworkers.
34
 MPW1K 
functional was developed specifically for the accurate calculation of transition state 
energies. Consequently, MPW1K has been shown to compute kinetic results that are 
consistent with experiments.
34
 The exchange-correlation energy in MPW1K is defined as 
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 In Equation 2.27      
  term represents the exchange energy calculated from the 
local spin density approximation. The modified version of the Perdew-Wang corrected 
exchange energy
17
 developed by Adamo and Barone
13
 is given by      
 . The third term 
corresponds to the exact Hartree-Fock exchange energy. The fourth term represents the 
correlation energy determined by the local spin density approximation. The final term 
corresponds to the Perdew-Wang gradient corrected correlation energy. Equation 2.27 is 
associated with only one coefficient, X with an optimized value of 42.8. The percentage 
of Hartree-Fock exchange (single parameter) in MPW1K is optimized against 20 forward 
barrier heights, 20 reverse barrier heights and 20 energies of reaction.  
Even though, MPW1K performs remarkably well for kinetics,
43-55
 it performs 
poorly in calculating atomization energies.
34
  
 
2.5.3 BB1K 
BB1K stands for Becke88-Becke95 1-parameter model for kinetics.
37
 BB1K a H-
GGA functional is developed by Truhlar and coworkers to address the deficiencies of 
MPW1K.
37
 Consequently, BB1K performs 40% better than MPW1K and outperforms 
several DFT and hybrid DFT methods in calculating atomization energies.
37
 The 
exchange-correlation energy in BB1K is defined as 
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 In Equation 2.28, the first, third and fourth terms represent the exchange energy 
calculated from the local spin density approximation, exact Hartree-Fock exchange 
energy and the correlation energy determined by the local spin density approximation 
respectively. The second term corresponds to the gradient correction for the exchange 
functional determined from Becke’s 1988 gradient corrected exchange functional (B).29 
The final term represents correlation energy from Becke’s 1995 kinetic-energy-dependent 
dynamical correlational functional (B95).
15
  BB1K functional was optimized against a 
database of 3 forward barrier heights, 3 reverse barrier heights and 3 energies of reaction 
using reactions in BH6 database.
56
  The optimized value of the single coefficient X is 
28.0.   
 
2.5.4  M05-2X and M06-2X 
Both M05-2X
38
 and M06-2X
36
 functionals belong to Truhlar’s new generation of 
HM-GGA density functional methods. In addition to integrating kinetic energy density in 
correlational functional, M05-2X and M06-2X functionals incorporate kinetic energy 
density into exchange functional as well. M05, M05-2X, M06, and M06-2X functionals 
were mainly developed directly to address the shortcomings of B3LYP functional. 
Difference between the functionals with and with out “2X” extension is that the training 
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data set used for parameterizing the functionals with “2X” extension exclude transition 
metals. The amount of Hartree-Fock exchange included in M05-2X (X=56) and M06-2X 
(54) is double the amount of Hartree-Fock exchange included in M05 (X=28) and M06 
(27). The difference between M06 suite and M05 suite functionals is that M06 suite 
functionals are a linear combination of the M05 and VSXC functionals developed by Van 
Voohris and Scuseria for enhanced performance.
32,57
 In addition, training data sets and 
accuracy assessment data sets were expanded in M06 suite compared to the data sets used 
for parameterization of M05 suite of functionals. Consequently, M06 and M06-2X 
functionals supersedes M05 and M05-2X functionals. For example, it has been shown 
that M05-2X performs poorly in the study of dispersion-dominated noncovalent 
interactions at long range (> 6Å) while M06-2X accurately describes long-range 
interactions.
41
  
On the basis of tests for 496 data points in 32 databases, Truhlar and coworkers 
suggested that M06-2X, M06 and M05-2X deliver results that are in excellent agreement 
with experiments in case of main-group thermochemical kinetics, hydrogen bonding, π-π 
stacking, interaction energies of nucleobases, and alkyl bond dissociation energies.
41
 M06 
delivers better performance specifically for transition metal thermochemistry involving 
both reactive organic and transition metal bonds.  
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2.6 Basis sets 
 A basis set is a set of functions that are combined in linear combinations to 
represent the atomic orbitals, molecular orbitals and wave function of a system.
2,6,7,58,59
 A 
basis set in conjunction with chemical methods allow for finding solutions to the 
Schrödinger equation. There exists a wide variety of basis sets. The most commonly used 
basis sets are the Pople basis sets, and the Dunning’s correlation consistent basis sets.2,6,7 
 Pople split valance basis sets are developed based on the premise that chemical 
bonding is primarily a consequence of interacting valance orbitals.
60-65
 Therefore, in 
Pople split valance basis sets each valance orbital is represented by multiple basis 
functions and each core orbital is represented by a single basis function. A general form 
of a Pople split valance basis set is i-jklG. The letter “i” is the number of Gaussian 
primitives used for the core orbital basis functions. The letters j, k and l are the number of 
Gaussians in the different valance orbitals basis functions. Pople basis sets are either 
double (6-31G) or triple slit (6-311G) and can contain additional terms for polarization 
and diffuse functions. The split valance basis sets of Pople describe the core orbitals with 
one basis function and the valance orbitals are described by multiple basis functions. For 
example, two basis functions are utilized for double split valences and three basis 
functions for triple split valences. In addition to split valence, polarization functions can 
be added to a basis set. Polarization adds higher levels of angular momentum onto the 
basis set. Another type of basis function found in a Pople basis set is the diffuse function. 
Diffuse functions add larger s and p type functions, which is important for describing 
anions or systems with lone pair electrons.
58
 An example of a Pople basis set is 6-
311+G(3d2f,2p). This Pople basis set has six gaussians to describe the core orbitals, triple 
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split valance atomic orbitals described by three, one and one gaussians, s and p diffuse 
functions (+) on the heavy atoms, 3d and 2f functions on heavy atoms, and 2p functions 
on hydrogen atoms. Diffuse functions can also be added to the hydrogen atoms by 
placing an extra set of s and p orbitals on hydrogens, i.e., 6-311++G. 
Another type of basis sets that is widely in use is Dunning’s correlation consistent 
basis sets.
66-69 
As the name indicates, these basis sets are designed to converge to the 
complete basis set (CBS) limit when extrapolation techniques are used.
68,70
 The common 
notion for Dunning’s correlation consistent basis sets is aug-cc-pVnZ (n= D, T, Q, 5, 
6….).  Presence of “aug” signifies the addition of diffuse functions. The value of n 
represents the number of polarization functions. For example, the cc-pVDz basis set for 
hydrogen atoms contains s functions plus additional s and p function. The cc-pVTZ basis 
set has the same basis functions as cc-pVDZ plus an additional s, p, and d function. For 
cc-pVQZ basis set, additional s, p, d and f functions are added to the already existing 3s, 
2p and 1d functions of cc-pVTZ basis set. Similarly, as the size of correlation consistent 
basis sets increases, extra basis functions are added correspondingly in a consistent 
manner.  
 
2.7 NBO   
 The NBO analysis transforms the canonical delocalized Hartree-Fock molecular 
orbitals (MOs), or corresponding natural orbitals of a correlated description, into 
localized orbitals that are closely tied to chemical bonding concepts.
71
 This process 
involves sequential transformation of nonorthogonal atomic orbitals (AOs) to the sets of 
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natural atomic orbitals (NAOs),
72
 hybrid orbitals (NHOs),
73
 and bond orbitals (NBOs).
74
 
Each of these localized basis sets is complete and orthonormal.
75
   Importantly these sets 
also describe the wave function in the most economical way because electron density and 
other properties are described by the minimal amount of filled orbitals in the most rapidly 
convergent fashion. Filled NBOs describe the hypothetical, strictly localized Lewis 
structure. The E(2) energy values from the second-order perturbation method then 
provide a reasonable quantitative description of the magnitude of such delocalizing 
interactions.
76
 The delocalization interactions can also be estimated by deleting the 
specific elements of the Fock matrix in the NBO basis.
76-78
 In general, excellent linear 
correlations between the deletion and E(2) energies are observed if combined effects of 
several interactions are not significant.
78
 
 Natural resonance theory (NRT) method determines localized resonance structures 
and the contribution of each resonance structure to the resonance hybrid in terms of 
weighing factors.
75,79-81
 Similar to NBO method on which it is based, NRT method makes 
use of information from the first order density matrix. In the NRT formalism, it is 
assumed that the true density matrix (     ) can be represented by the weighted average 
of the local density matrices (  
 ).  
 
        ∑    
 
 
 2.29 
 
 Subsequently, NRT employs variational principle to determine the optimal 
resonance weights represented with    in Equation 2.29. From the optimal    values, 
natural bond orders between two atoms as a resonance-weighted average (   ) can be 
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evaluated using  
 
     ∑    
  
 
 2.30 
where    is the resonance weighing factor and   
   is the bond order corresponding to 
the individual resonance structure.  
 
2.8 ONIOM 
 In spite of ever increasing computational capabilities, quantum mechanical 
calculations of large systems such as investigations on the catalytic effect of enzymes are 
still a challenge. Empirical molecular mechanical (MM) force fields have been employed 
successfully to study extremely large systems, but they are not suitable for investigating 
chemical reactivity since they cannot describe chemical bond formation or bond 
breakage.
6
 This dilemma motivated Warshel and Levitt to introduce the concept of hybrid 
QM/MM concept in 1976.
82
 However, QM/MM gained popularity only much later when 
Kollman and Karplus groups through different reports provided the detailed description 
of the QM/MM potential.
83,84
 Over the past few decades several reviews have 
documented the development and application of QM/MM approach.
85-106
 The QM/MM 
approach is now established as a valuable tool for modeling of variety of complex 
systems such as bimolecular simulations, solid-state systems, explicit solvent calculations 
and inorganic/organo-metallic chemistry. QM/MM is based on the premise that large 
chemical systems may be partitioned into an inner region that requires QM treatment and 
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the outer region that is treated with MM.
82
 The inner region where chemical bond 
formation or bond cleavage occurs is treated with QM and the influence of the 
surroundings is treated at the MM level.  
 In general QM/MM potential is represented as  
 
                           2.31 
where      is the QM energy of the QM region in the field ( ) generated by the partial 
charges of the MM region,     is the energy of MM region calculated at MM level, and   
       represents the interaction between the QM and MM region. QM/MM potential 
obtained through           is referred to as electronic embedding QM/MM. A 
simplified version of Equation 2.31 is given as  
 
                           2.32 
 In Equation 2.32, the QM energy     no longer is associated with the potential 
from MM region. Instead, the electrostatic interaction between QM and MM regions is 
included in           In this scheme, partial charges are assigned to the QM region 
atoms and electrostatic interaction between the layers is calculated by using the regular 
expressions for point charge interactions from MM force field. The QM/MM potential 
thus obtained is referred to as mechanical embedding QM/MM. The advantage of 
electronic embedding is that it provides relatively more accurate description of the 
       term since the wave function can be polarized by the charge distribution of the 
MM region. However, it is computationally more expensive than the mechanical 
embedding scheme. On the other hand, the advantage of the mechanical embedding lies 
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in the simplicity of the expression and thus relatively less resource demanding. In 
addition, it has been shown that mechanical embedding deliver accurate results in many 
cases.
107
  
One of the hybrid techniques that is widely employed in bimolecular simulations 
is the ONIOM (Our N-layered Integrated molecular Orbital + molecular Mechanics) 
scheme introduced by Morokuma and co-workers.
108
 Unlike other schemes, the QM/MM 
potential in ONIOM is expressed as an onion skin-like extrapolation as shown in Figure 
2.1. The x-axis represents the size of the system and the y-axis represents the level of 
theory. The general terminology used in ONIOM scheme is given in Figure 2.2. The real 
system corresponds to the whole molecule. On the other hand, model system constitutes 
the QM region plus the link atoms used to saturate the dangling bonds that result from the 
covalent interaction between the QM and MM layers. The main goal is to determine E4 
(real system) in two-layer ONIOM model. 
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Figure 2.1. The ONIOM extrapolation scheme for a two-layered system.  
 
 
 
Figure 2.2. Example of three-layer ONIOM partitioning scheme. 
 
 The extrapolated energy in case of two-layer ONIOM is given by the following 
equation.  
Real 
 
1 
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                 2.33 
where    is the energy of the real system calculated at the low level method,   is the 
energy of the model system determined at low level method and    is the energy of the 
model system calculated at the high level method. The relationship between the 
extrapolated energy (       ) and true energy (  ) is  
 
             2.34 
where   is the error associated with the extrapolation procedure. The elegance of the 
ONIOM method lies on the premise that if the error   of the extrapolation procedure is 
constant for two different structures (reactants and transition state),     should be equal 
to          where  
 
      
     
         2.35 
 
                
          
         2.36 
 Unlike Equations 2.31 and 2.32 all the terms in Equation 2.33 are associated with 
“chemically realistic systems,” thus the lower level method in ONIOM is not restricted to 
the MM method. The main advantage of ONIOM implementation is that QM methods 
can also be combined with other QM methods to from QM/MM methods. If QM and MM 
methods are used as high level and low level methods, then Equation 2.33 becomes 
 53 
 
                                   2.37 
 By default in an ONIOM QM/MM scheme the interaction between the QM and 
MM layers is included at the MM level. Therefore, ONIOM QM/MM method by default 
employs mechanical embedding. However, ONIOM QM/MM formalism can be extended 
to include electronic embedding. The ONIOM extrapolated energy with electronic 
embedding is given as  
 
      (    )                                 2.38 
 The ONIOM QM/MM electronic embedding formalism includes the environment 
changes in both QM and MM model layer calculations, while the real system is 
unchanged. The partial charges of MM region atoms that are near to QM region are 
scaled accordingly to avoid over polarization of the wave function.   
 54 
  
Figure 2.3. The ONIOM extrapolation scheme for a three-layered system. 
  
 Since ONIOM is based on extrapolation, the layers need not be inclusive or 
contiguous, which means the inner layer does not need to be physically inside the outer 
layer or there is no restriction on where the layer is defined in the system. In addition, 
there is no restriction on the number of layers a system can be partitioned into. For 
example, the ONIOM extrapolation energy for a system partitioned into 3 layers (Figure 
2.3) is given as  
 
                       2.39 
Equation 2.39 in terms of ONIOM layer definitions is given as  
High 
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2.9 Description of the calculations  
Computational resources at the Center for Computational Sciences
109
 at Duquesne 
University were utilized for the computations. Gaussian 09
110
 program has been used for 
all the electronic structural calculations. Full electronic structure optimizations are carried 
out on different ionic states of the carboxyphosphate and on the corresponding 
conformations. For computations on dianionic CP, density functional theory (DFT),
25
  
Møller-Plesset second-order perturbation theory (MP2)
10
 and Coupled-Cluster theory 
with single and double and perturbative triple excitations CCSD(T)
111
 were used. Five 
different DFT methods have been employed: the Becke three parameter exchange 
functional with the nonlocal correlation functional of Lee, Yang, and Parr and local 
correlation of VWN functional (B3LYP), Becke88-Becke95 1-parameter model kinetics 
(BB1K), modified Perdew-Wang 1-parameter model for kinetics (MPW1K), and 
Truhlar’s new generation of hybrid meta-generalized gradient exchange correlation 
functionals (M05-2X and M06-2X). Dunning’s augmented correlation consistent 
polarized valance n zeta basis sets (aug-cc-pVnZ) are combined with the above 
mentioned DFT and MP2 methods to produce 24 different level of theories. Here, n value 
corresponds to D, T, Q and 5. Extrapolation to the complete basis set limit has been 
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performed utilizing the extrapolation scheme proposed by Martin,
112
 where the electronic 
energy (E(n)) is a function of inverse powers of the angular momentum, n (n = T, Q and 
5), plus the electronic energy in the complete basis set (E∞) limit(Equation 2.41). E∞, A, 
and B are determined by a self-consistent fit.  
 
 ( )      
 
  
  
 
  
 2.39 
 
Due to the lack of high computer resources necessary for the CCSD(T) full 
optimizations, CCSD(T) single point calculations with aug-cc-pVDZ and aug-cc-pVTZ 
basis sets were performed on the MP2/aug-cc-pV5Z optimized geometries of dianionic 
carboxyphosphate. Frequency calculations were carried out to confirm all stationary 
points as minima on the potential energy surface except when using aug-cc-pV5Z basis 
set due to resource issues.  Consequently, M062X/aug-cc-pVTZ level of theory has been 
used for conformational analysis of monoanionic CP, for the determination of the 
decomposition mechanisms and the two dimensional potential energy surfaces of both 
dianionic and monoanionic forms of CP.  
 The 2.1 Å resolution X-ray structure of Aspergillus clavatus N5-CAIR 
synthetase
113
 (PDB code 3K5H) was used for the DFT and ONIOM calculations. Using 
the structure preparation tools in MOE (Molecular Operating Environement),
114
 a single 
monomer was extracted from the tetramer crystal structure, missing hydrogen atoms were 
added, and broken fragments were fixed. Since, the structure of the N5-CAIR synthetase 
complexed with bicarbonate is not available, bicarbonate is docked in to the active site of 
N5-CAIR synthetase using proxy triangle placement method and affinity dG scoring 
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function in MOE.
114
 To obtain a satisfactory initial geometry for ONIOM calculations the 
docked bicarbonate-3K5H (monomer) complex was then immersed in a truncated 
octahedron box with 10435 TIP3
109
 waters. The AMBER force field
115
 (parm99) was 
used to describe the standard residues of the system. Force field parameters for non-
standard residues ATP
116
 and magnesium ion were taken from literature.
117,118
 In 
addition, the force field parameters for bicarbonate were derived using Antechamber 
module of AMBER 10
119
 and the available force filed parameters for carbonate.
120
 For all 
non-standard residues, the Mertz-Kollman (MK) electrostatic potential (ESP) charges
121 
were obtained at the HF/6-31G(d) level of theory. The AMBER10 suite was then used to 
carry energy minimizations and subsequent 100-ps molecular dynamics simulation for 
equilibrating the waters with bicarbonate-3K5H (monomer) complex. The resulting 
structure was then used to prepare the system for ONIOM QM/MM calculations by 
removing the counter ions and all the waters except two that were coordinated to 
magnesium ions. The final system constitutes 6010 atoms in total.  
 The two-layer ONIOM mechanical embedding scheme was used for carrying out 
QM/MM calculations. ONIOM(M062X/6-31G(d):AMBER) level of theory was used to 
investigate the mechanism of N5-CAIR synthetase. The details of the QM and MM 
region definitions are given in Chapter 5. The widely used ONIOM(B3LYP/6-
31G(d):AMBER) level of theory gave unrealistic results in case of activation energies of 
reaction between ATP and bicarbonate. In addition, it will be revealed in Chapter 3, that 
B3LYP functional fails to identify three out of total six conformations of dianionic CP 
and M062X functional coupled with aug-cc-pVTZ basis set predicts energies and 
structures comparable to that of high level ab initio methods. However, 
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ONIOM(M062X/aug-cc-pVTZ:AMBER) level of theory is highly resource intensive and 
is not feasible. Therefore, M062X/6-31G(d) level of theory has been employed as the 
QM method in the ONIOM calculations.   
Natural bond orbital (NBO) analysis was performed using the NBO 5.9 program
76
 
embedded within the Gaussian 09 suite. Therefore, utilizing NBO, the  ( )  
  (   ) interaction energies were extracted. HF/aug-cc-pVTZ level of theory was used 
for all NBO calculations. HF/aug-cc-pVTZ level of theory was employed for two 
reasons: (1) NBO cannot be employed at MP2 chemical method and, (2) Goodman 
suggested the use of Dunning’s basis set for the accurate prediction of the orbital 
interactions while using NBO.
122
 For the same reason, different types of the Dunning 
basis sets were employed for the NBO calculations.  More extensive basis sets did not 
change the general trend. 
 
  
 59 
2.10 References 
1. Born, M.; Oppenheimer, R. Ann. Phys. (Berlin, Ger.) 1927, 84, 457. 
2. Foresman, J. B.; Frisch, A. Exploring Chemistry with Electronic Strucutre Methods; 
Gaussian, Inc., 1996. 
3. McQuarrie, D. A.; Simon, J. D. Physical Chemistry: A Molecular Approach; University 
Science Books, 1997. 
4. Eckart, C. Phys. Rev. 1930, 36, 878. 
5. Szabo, A.; Ostlund, N. S. Modern Quantum Chemistry: Introduction to Advanced Electronic 
Strucutre Theory; Dover Publications; Mineloa., 1996. 
6. Leach, R. A. Molecular Modeling Principles and Applications.; Pearson Education: Harlow, 
2001. 
7. Jensen, F. Introduction to Computational Chemistry; Second ed.; Wiley; Hoboken., 2008. 
8. Hinchliffe, A. Molecular Modelling for Beginners; John Wiley & Sons: Hoboken, 2003. 
9. Ratner, M. A.; Schatz, G. C. Introduction to Quantum Mechanics in Chemitry; Prentice 
Hall: Upper Saddle River, 2001. 
10. Møller, C.; Plesset, M. S. Physical Review 1934, 46, 618. 
11. Trindle, C.; Shillady, D. Electronic Strucutre and Modeling, Connections Between Theory 
and Software; CRC press: Boca Raton, 2008. 
12. Koch, W.; Houlhausen, M. C. A Chemist's Guide to Density Functional Theory; Wiley-
VCH: Weinheim, 2001. 
13. Adamo, C.; Barone, V. J. Chem. Phys. 1998, 108, 664. 
14. Becke, A. D. J. Chem. Phys. 1993, 98, 5648. 
15. Becke, A. D. J. Chem. Phys. 1996, 104, 1040. 
16. Becke, A. D. J. Chem. Phys. 1997, 107, 8554. 
17. Perdew, J. P.; Burke, K.; Ernzerhof, M. Phys. Rev. Lett. 1996, 77, 3865. 
 60 
18. Boese, A. D.; Handy, N. C. J. Chem. Phys. 2002, 116, 9559. 
19. Boese, A. D.; Martin, J. M. L.; Handy, N. C. J. Chem. Phys. 2003, 119, 3005. 
20. Wilson, P. J.; Bradley, T. J.; Tozer, D. J. J. Chem. Phys. 2001, 115, 9233. 
21. Handy, N. C.; Cohen, A. J. Mol. Phys. 2001, 99, 403. 
22. Hoe, W. M.; Cohen, A. J.; Handy, N. C. Chem. Phys. Lett. 2001, 341, 319. 
23. Becke, A. D. J. Chem. Phys. 2000, 112, 4020. 
24. Perdew, J. P.; Kurth, S.; Zupan, A.; Blaha, P. Phys. Rev. Lett. 1999, 82, 2544. 
25. Hohenberg, P.; Kohn, W. Physical Review 1964, 136, B864. 
26. Kohn, W.; Sham, L. J. Phys. Rev. 1965, 137, 1697. 
27. Kohn, W.; Sham, L. J. Self-consistent equations including exchange and correlation effects, 
Univ. of California, 1965. 
28. Painter, G. S. J. Phys. Chem. 1986, 90, 5530. 
29. Becke, A. D. Phys. Rev. A: Gen. Phys. 1988, 38, 3098. 
30. Becke, A. D. J. Chem. Phys. 1986, 84, 4524. 
31. Lee, C.; Yang, W.; Parr, R. G. Phys. Rev. B: Condens. Matter 1988, 37, 785. 
32. Van, V. T.; Scuseria, G. E. J. Chem. Phys. 1998, 109, 400. 
33. Zhao, Y.; Lynch, B. J.; Truhlar, D. G. J. Phys. Chem. A 2004, 108, 2715. 
34. Lynch, B. J.; Fast, P. L.; Harris, M.; Truhlar, D. G. J. Phys. Chem. A 2000, 104, 4811. 
35. Zhao, Y.; Truhlar, D. G. J. Phys. Chem. A 2004, 108, 6908. 
36. Zhao, Y.; Truhlar, D. G. Theor. Chem. Acc. 2008, 120, 215. 
37. Zhao, Y.; Lynch, B. J.; Truhlar, D. G. The Journal of Physical Chemistry A 2004, 108, 2715. 
38. Zhao, Y.; Schultz, N. E.; Truhlar, D. G. J. Chem. Theory Comput. FIELD Full Journal 
Title:Journal of Chemical Theory and Computation 2006, 2, 364. 
39. Vosko, S. H.; Wilk, L.; Nusair, M. Can. J. Phys. 1980, 58, 1200. 
40. Sousa, S. F.; Fernandes, P. A.; Ramos, M. J. J. Phys. Chem. A 2007, 111, 10439. 
41. Zhao, Y.; Truhlar, D. G. Acc. Chem. Res. 2008, 41, 157. 
 61 
42. Plumley, J. A.; Evanseck, J. D. J. Chem. Theory Comput. 2008, 4, 1249. 
43. Parthiban, S.; de, O. G.; Martin, J. M. L. J. Phys. Chem. A 2001, 105, 895. 
44. Lynch, B. J.; Truhlar, D. G. J. Phys. Chem. A 2001, 105, 2936. 
45. Rybtchinski, B.; Oevers, S.; Montag, M.; Vigalok, A.; Rozenberg, H.; Martin, J. M.; 
Milstein, D. J Am Chem Soc 2001, 123, 9064. 
46. Lynch, B. J.; Truhlar, D. G. J. Phys. Chem. A 2002, 106, 842. 
47. Claes, L.; Francois, J.-P.; Deleuze, M. S. J. Am. Chem. Soc. 2002, 124, 7563. 
48. Dibble, T. S. J. Phys. Chem. A 2002, 106, 6643. 
49. Ren, Y.; Wolk, J. L.; Hoz, S. Int. J. Mass Spectrom. 2002, 221, 59. 
50. Ren, Y.; Wolk, J. L.; Hoz, S. Int. J. Mass Spectrom. 2003, 225, 167. 
51. Cohen, R.; Rybtchinski, B.; Gandelman, M.; Rozenberg, H.; Martin, J. M. L.; Milstein, D. J. 
Am. Chem. Soc. 2003, 125, 6532. 
52. Claes, L.; Francois, J. P.; Deleuze, M. S. J. Am. Chem. Soc. 2003, 125, 7129. 
53. Iron, M. A.; Martin, J. M. L.; Van, d. B. M. E. J. Am. Chem. Soc. 2003, 125, 11702. 
54. Claes, L.; Francois, J. P.; Deleuze, M. S. J Comput Chem 2003, 24, 2023. 
55. Lynch, B. J.; Truhlar, D. G. J. Phys. Chem. A 2003, 107, 3898. 
56. Lynch, B. J.; Truhlar, D. G. J. Phys. Chem. A 2003, 107, 8996. 
57. Van, V. T.; Scuseria, G. E. Mol. Phys. 1997, 92, 601. 
58. Davidson, E. R.; Feller, D. Chemical Reviews 1986, 86, 681. 
59. Cramer, C. J. Essentials of Computational Chemistry: Theories and Models; John Wiley & 
Sons Ltd: West Susex, 2004. 
60. Hehre, W. J.; Ditchfield, R.; Pople, J. A. J. Chem. Phys. 1972, 56, 2257. 
61. Hehre, W. J.; Stewart, R. F.; Pople, J. A. J. Chem. Phys. 1969, 51, 2657. 
62. Krishnan, R.; Binkley, J. S.; Seeger, R.; Pople, J. A. J. Chem. Phys. 1980, 72, 650. 
63. Binkley, J. S.; Pople, J. A.; Hehre, W. J. J. Am. Chem. Soc. 1980, 102, 939. 
64. Ditchfield, R.; Hehre, W. J.; Pople, J. A. J. Chem. Phys. 1971, 54, 724. 
 62 
65. Hariharan, P. C.; Pople, J. A. Theor. Chim. Acta 1973, 28, 213. 
66. Dunning, T. H., Jr. J. Chem. Phys. 1989, 90, 1007. 
67. Kendall, R. A.; Dunning, T. H., Jr.; Harrison, R. J. J. Chem. Phys. 1992, 96, 6796. 
68. Woon, D. E.; Dunning, T. H., Jr. J. Chem. Phys. 1993, 98, 1358. 
69. Woon, D. E.; Dunning, T. H., Jr. J. Chem. Phys. 1994, 100, 2975. 
70. Dunning, T. H. The Journal of Physical Chemistry A 2000, 104, 9062. 
71. Reed, A. E.; Curtiss, L. A.; Weinhold, F. Chem. Rev. 1988, 88, 899. 
72. Reed, A. E.; Weinhold, F. The Journal of Chemical Physics 1985, 83, 1736. 
73. Foster, J. P.; Weinhold, F. J. Am. Chem. Soc 1980, 102, 7211. 
74. Reed, A. E.; Curtiss, L. A.; Weinhold, F. Chemical Reviews 1988, 88, 899. 
75. Weinhold, F.; Landis, C. Valency and Bonding: A Natural Bond Orbital Donor-
-Acceptor  Perspective; Cambridge University Press: Cambridge, 2005. 
76. E. D. Glendening, J. K. B., A. E. Reed, J. E. Carpenter, J. A. Bohmann, C. M. Morales, and 
F. Weinhold  (Theoretical Chemistry Institute, University of Wisconsin, Madison, WI, 
2009); http://www.chem.wisc.edu/~nbo5. 
77. Alabugin, I. V.; Manoharan, M.; Zeidan, T. A. Journal of the American Chemical Society 
2003, 125, 14014. 
78. Alabugin, I. V.; Zeidan, T. A. Journal of the American Chemical Society 2002, 124, 3175. 
79. Glendening, E. D.; Badenhoop, J. K.; Weinhold, F. Journal of Computational Chemistry 
1998, 19, 628. 
80. Glendening, E. D.; Weinhold, F. Journal of Computational Chemistry 1998, 19, 610. 
81. Glendening, E. D.; Weinhold, F. Journal of Computational Chemistry 1998, 19, 593. 
82. Warshel, A.; Levitt, M. Journal of Molecular Biology 1976, 103, 227. 
83. Singh, U. C.; Kollman, P. A. Journal of Computational Chemistry 1986, 7, 718. 
84. Field, M. J.; Bash, P. A.; Karplus, M. Journal of Computational Chemistry 1990, 11, 700. 
85. Gao, J. Acc. Chem. Res. 1996, 29, 298. 
 63 
86. Gao, J. Rev. Comput. Chem. 1996, 7, 119. 
87. Cunningham, M. A.; Bash, P. A. Biochimie 1997, 79, 687. 
88. Friesner, R. A.; Beachy, M. D. Curr. Opin. Struct. Biol. 1998, 8, 257. 
89. Mordasini, T.; Thiel, W. Chimia 1998, 52, 288. 
90. Monard, G.; Merz, K. M., Jr. Acc. Chem. Res. 1999, 32, 904. 
91. Hillier, I. H. J. Mol. Struct.: THEOCHEM 1999, 463, 45. 
92. Lyne, P. D.; Walsh, O. A.; Marcel Dekker, Inc.: 2001, p 221. 
93. Field, M. J. J. Comput. Chem. 2002, 23, 48. 
94. Castillo, R.; Oliva, M.; Marti, S.; Moliner, V.; Tunon, I.; Andres, J. Recent Res. Dev. 
Quantum Chem. 2002, 3, 51. 
95. Gao, J.; Truhlar, D. G. Annu. Rev. Phys. Chem. 2002, 53, 467. 
96. Monard, G.; Prat-Resina, X.; Gonzalez-Lafont, A.; Lluch, J. M. Int. J. Quantum Chem. 
2003, 93, 229. 
97. Ridder, L.; Mulholland, A. J. Curr. Top. Med. Chem. (Sharjah, United Arab Emirates) 2003, 
3, 1241. 
98. Naray-Szabo, G.; Berente, I. J. Mol. Struct.: THEOCHEM 2003, 666-667, 637. 
99. Ryde, U. Curr. Opin. Chem. Biol. 2003, 7, 136. 
100. Perruccio, F.; Ridder, L.; Mulholland, A. J. Methods Princ. Med. Chem. 2003, 17, 177. 
101. Mulholland, A. J. Theor. Comput. Chem. 2001, 9, 597. 
102. Mulholland, A. J. Drug Discovery Today 2005, 10, 1393. 
103. Hu, H.; Yang, W. Annu. Rev. Phys. Chem. 2008, 59, 573. 
104. Senn, H. M.; Thiel, W. Curr. Opin. Chem. Biol. 2007, 11, 182. 
105. Senn, H. M.; Thiel, W. Top. Curr. Chem. 2007, 268, 173. 
106. Lin, H.; Truhlar, D. G. Theor. Chem. Acc. 2007, 117, 185. 
107. Vreven, T.; Morokuma, K. In Annual Reports in Computational Chemistry; David, C. S., 
Ed.; Elsevier: 2006; Vol. Volume 2, p 35. 
 64 
108. Svensson, M.; Humbel, S.; Froese, R. D. J.; Matsubara, T.; Sieber, S.; Morokuma, K. J. 
Phys. Chem. 1996, 100, 19357. 
109. Jorgensen, W. L.; Chandrasekhar, J.; Madura, J. D.; Impey, R. W.; Klein, M. L. The Journal 
of Chemical Physics 1983, 79, 926. 
110. Gaussian 09, R. A., M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, 
J. R. Cheeseman, G. Scalmani, V. Barone, B. Mennucci, G. A. Petersson, H. Nakatsuji, M. 
Caricato, X. Li, H. P. Hratchian, A. F. Izmaylov, J. Bloino, G. Zheng, J. L. Sonnenberg, M. 
Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O. 
Kitao, H. Nakai, T. Vreven, J. A. Montgomery, Jr., J. E. Peralta, F. Ogliaro, M. Bearpark, J. 
J. Heyd, E. Brothers, K. N. Kudin, V. N. Staroverov, R. Kobayashi, J. Normand, K. 
Raghavachari, A. Rendell, J. C. Burant, S. S. Iyengar, J. Tomasi, M. Cossi, N. Rega, J. M. 
Millam, M. Klene, J. E. Knox, J. B. Cross, V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts, 
R. E. Stratmann, O. Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Ochterski, R. L. 
Martin, K. Morokuma, V. G. Zakrzewski, G. A. Voth, P. Salvador, J. J. Dannenberg, S. 
Dapprich, A. D. Daniels, Ö. Farkas, J. B. Foresman, J. V. Ortiz, J. Cioslowski, and D. J. 
Fox, Gaussian, Inc., Wallingford CT, 2009. 
111. Urban, M.; Noga, J.; Cole, S. J.; Bartlett, R. J. The Journal of Chemical Physics 1985, 83, 
4041. 
112. Martin, J. M. L. Chem. Phys. Lett. 1996, 259, 669. 
113. Thoden, J. B.; Holden, H. M.; Paritala, H.; Firestine, S. M. Biochemistry 2010, 49, 752. 
114. Molecular Operating Environment (MOE), Chemical Computing Group Inc.  1010 
Sherbooke St. West, Suite #910, Montreal, QC, Canada, H3A 2R7, 2011. 
115. Cornell, W. D.; Cieplak, P.; Bayly, C. I.; Gould, I. R.; Merz, K. M.; Ferguson, D. M.; 
Spellmeyer, D. C.; Fox, T.; Caldwell, J. W.; Kollman, P. A. Journal of the American 
Chemical Society 1996, 118, 2309. 
 65 
116. Meagher, K. L.; Redman, L. T.; Carlson, H. A. Journal of Computational Chemistry 2003, 
24, 1016. 
117. Allner, O.; Nilsson, L.; Villa, A. Journal of Chemical Theory and Computation 2012, 8, 
1493. 
118. McKeown, D. A.; Post, J. E.; Etz, E. S. Clays Clay Miner. 2002, 50, 667. 
119. D.A. Case; T.A. Darden; T.E. Cheatham, I.; C.L. Simmerling; J. Wang; R.E. Duke; R. Luo; 
R.C. Walker; W. Zhang; K.M. Merz; B. Roberts; S. Hayik; A. Roitberg; G. Seabra; J. 
Swails; A.W. Goetz; I. Kolossváry; K.F. Wong; F. Paesani; J. Vanicek; R.M. Wolf; J. Liu, 
X. W.; S.R. Brozell; T. Steinbrecher; H. Gohlke; Q. Cai, X. Y.; J. Wang; M.-J. Hsieh; G. 
Cui; D.R. Roe; D.H. Mathews; M.G. Seetin; R. Salomon-Ferrer; C. Sagui; V. Babin; T. 
Luchko; S. Gusarov; A. Kovalenko; Kollman, P. A. AMBER 12, University of California, 
San Francisco, 2012. 
120. Peng, Z.; Merz, K. M. Journal of the American Chemical Society 1993, 115, 9640. 
121. Singh, U. C.; Kollman, P. A. Journal of Computational Chemistry 1984, 5, 129. 
122. Goodman, L.; Sauers, R. R. J. Comput. Chem. FIELD Full Journal Title:Journal of 
Computational Chemistry 2007, 28, 269. 
 
 
  
 66 
 
Chapter 3 
3 Determination of Appropriate Level of Theory 
3.1 Introduction  
 Carboxyphosphate (CP) has been implied as a highly unstable intermediate in the 
mechanism of several ATP-grasp carboxylases such as biotin carboxylases (BC), 
carbamoylphosphate synthetase (CPS), N
5
-CAIR synthetase and phosphoenolpyruvate 
carboxylase (PEPC) synthetase. However, CP as an individual entity has never been 
synthesized or isolated as experimental studies on this reactive intermediate are 
challenging. These experimental challenges make computational studies one of the few 
viable methods for investigating the properties and mechanism of decomposition of CP. 
However, to the best of our knowledge, computational studies on CP have not been 
reported. To date, CP remains a mechanistic enigma of ATP-grasp carboxylases.  
 Given that CP is fundamental to the mechanism of ATP-grasp carboxylases and 
extremely sparse information is available on CP, it is both timely and appropriate to carry 
out computations on structure, energetics and mechanism of the decomposition of CP. As 
a first step, it is necessary to determine an appropriate quantum level of theory that can 
efficiently describe the desired properties of CP. The dianionic from of CP represents an 
ideal case for this purpose because of the difficulty in accurately describing the possible 
stronger repulsion realized from two negative charges localized on the geminal oxygen 
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atoms of the phosphate group. In addition, relatively small number of dianionic CP 
conformations compared to that of monoanionic CP (the monoanion has one additional 
rotatable bond compared to dianion and therefore, more conformations) would allow 
investigating with more expensive high level ab initio methods. Also, all the available 
experimental data suggest the involvement of the dianionic CP in the mechanism of ATP-
grasp carboxylases.
1-5
 Since research on phosphate monoesters has provided considerable 
evidence that decomposition or solvolysis of higher negative charged states is highly 
difficult,
6-10
 decomposition of trianionic CP is considered unfeasible. Therefore, the goal 
for this chapter is to establish an appropriate level of theory to model the energetics and 
structure of dianionic CP.  
 
3.2 Results and Discussion 
 Conformational analysis of dianionic CP has been carried out using ab initio and 
density functional theory (DFT). Dianionic CP was examined with the proton on either 
the carboxylic acid side or phosphate side resulting in six different conformations. 
Relative energies of these conformations with respect to the most stable conformation 
referred to as PC are given in Table 3.1. Three low energy conformations referred to as 
anti (PA), gauche (PG), or syn (PC) (named after the P–OH orientation with respect to 
the bridging oxygen O–C bond) were identified when the proton was located on the 
phosphate side and shown in Figure 3.1. These low energy conformations are expected, 
since the estimated first two pKa values are low and lead to the greatest charge separation 
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across the molecular framework with a negative charge on the carboxylic acid and the 
other negative charge on the phosphate group. 
Table 3.1. Relative energies (kcal/mol) of the different conformations of dianionic CP with respect 
to PC conformation in vacuum. 
Level of theory PC EZ ZE ZZ PA PG 
MP2/aug-cc-pVDZ 0.0 n/a n/a n/a 11 11.5 
MP2/aug-cc-pVTZ 0.0 27.6 28.6 29.7 12.3 12.1 
MP2/aug-cc-pVQZ 0.0 27.8 28.9 30 12.4 12.2 
MP2/aug-cc-pV5Z 0.0 27.9 29 30.1 12.4 12.2 
MP2/CBS-limit 0.0 28.0 29.1 30.2 12.3 12.2 
B3LYP/aug-cc-pVDZ 0.0 n/a n/a n/a 11.1 11.7 
B3LYP/aug-cc-pVTZ 0.0 n/a n/a n/a 11.6 11.6 
B3LYP/aug-cc-pVQZ 0.0 n/a n/a n/a 11.6 11.5 
B3LYP/aug-cc-pV5Z 0.0 n/a n/a n/a 11.5 11.5 
M052X/aug-cc-pVDZ 0.0 28.6 28.7 30.6 11.9 12.3 
M052X/aug-cc-pVTZ 0.0 30.1 30.6 32.3 12.7 12.6 
M052X/aug-cc-pVQZ 0.0 29.9 30.5 32.2 12.8 12.6 
M052X/aug-cc-pV5Z 0.0 30 30.5 32.2 12.8 12.6 
M062X/aug-cc-pVDZ 0.0 28.3 28.4 30.3 11.6 11.9 
M062X/aug-cc-pVTZ 0.0 29.7 30.3 31.9 12.2 12.0 
M062X/aug-cc-pVQZ 0.0 29.6 30.3 31.9 12.3 12.1 
M062X/aug-cc-pV5Z 0.0 29.6 30.3 31.9 12.2 12.0 
BB1K/aug-cc-pVDZ 0.0 27.9 28.3 30.2 11.9 12.3 
BB1K/aug-cc-pVTZ 0.0 29.4 30.0 31.8 12.4 12.2 
BB1K/aug-cc-pVQZ 0.0 29.4 30.1 31.8 12.5 12.2 
BB1K/aug-cc-pV5Z 0.0 29.5 30.2 31.9 12.5 12.3 
MPW1K/aug-cc-pVDZ 0.0 28.8 29.2 31.0 12.3 12.9 
MPW1K/aug-cc-pVTZ 0.0 30.3 31.0 32.7 12.9 12.8 
MPW1K/aug-cc-pVQZ 0.0 30.3 31.1 32.7 12.9 12.7 
MPW1K/aug-cc-pV5Z 0.0 30.4 31.1 32.8 12.9 12.7 
CCSDT/aug-cc-pVTZ
a 
0.0 28.2 29.0 30.3 12.1 12.0 
a
 Single point energy evaluation upon MP2/aug-cc-pV5Z optimized geometries. 
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  For CP in which the proton is located on the carboxylic acid side, four higher 
energy conformations were identified (EZ, ZZ, ZE, EE; three shown). These 
conformations should be higher in energy, since greater repulsion is realized from two 
negative charges localized upon the geminal oxygens of the phosphate group. The first, 
EZ, has the E-conformation defined for the carboxylic acid proton, and the Z-
conformation for the phosphate group with respect to the ester. The remaining three 
conformations, ZZ, ZE and EE, are subsequently defined by the adopted IUPAC 
convention.
11
 Computations reveal that the EE conformation readily underwent an 
intramolecular hydrogen transfer and converted into PC at all levels of theory used and 
conditions.  
 
Figure 3.1. Conformations of dianionic CP. 
  
 Twenty-eight different levels of theory were used to evaluate the six different 
dianionic conformations in vacuum. Moller-Plesset and coupled-cluster computations 
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were compared against six different density functionals using the aug-cc-pVnZ (n = D, T, 
Q, 5) basis sets. Details of the computational methodology are given in Chapter 2. In 
recent reviews, levels of theory employed in this study were thoroughly tested and 
benchmarked across a wide range of molecules and molecular properties.
12-18
 However, 
in this specific case, the build-up of charge and its distribution across the molecular 
framework with possible charge localization on phosphate (EZ, ZZ and ZE) or separation 
of charge (PC, PA and PG) between the carboxylic acid and phosphate groups presents 
technical challenges for different approximation methods and prompted us to evaluate the 
behavior of the functionals.  
 For a well-behaved computational model, a computed observable is expected to 
converge smoothly to a reference value as the number of basis functions increase.
19
  
Typically, the reference value is determined by experiment or at a trusted level of theory. 
The absence of an experimental benchmark for CP raises the question regarding an 
appropriate level of theory that gives trustworthy structures and energies. Therefore, to 
determine an appropriate level of theory, the convergence of computed values with 
increasing number of basis functions was evaluated, along with the MP2 CBS limit and 
CCSD(T)/aug-pVTZ//MP2/aug-pV5Z values as reference points for accuracy, as given in 
Table 3.1. 
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3.2.1 Energies in vacuum  
 An observation from the computed energies in vacuum is that the conformations 
with proton on the acid side (EZ, ZZ and ZE) could not be located as energy minima with 
MP2/aug-cc-pVDZ level of theory. Such behavior has been attributed to the inability of 
aug-cc-pVDZ basis set to describe the charge polarization effects involving the 
phosphorus atom.
19
 This conclusion is supported, since MP2 identifies EZ, ZZ and ZE as 
energy minima when extra f-functions on the phosphorus atom were added to the aug-cc-
pVDZ basis set. In addition, aug-cc-pVnZ (n = T, Q, 5) basis sets found energy minima 
for EZ, ZZ and ZE since these basis sets use f-functions for describing phosphorus atom, 
while the highest polarization function used by aug-cc-pVDZ basis set is the p-
function(Table 3.1).  
 Unlike MP2 method, DFT functionals being highly empirical in nature may not 
require higher angular momentum functions in the basis sets to describe energy and 
structure of EZ, ZE, and ZZ conformations. As expected, all the functionals utilized in 
this study were able to locate EZ, ZE, and ZZ as energy minima except B3LYP functional 
(Table 3.1). Even with the inclusion of higher angular momentum functions in the basis 
set, B3LYP fails in locating EZ, ZE, and ZZ as energy minima. Such behavior with 
B3LYP is expected since it is known to describe inaccurately medium range correlation 
energies and to underestimate the barrier heights.
14,18
 As will be shown in the next 
chapter, that P-O bond length in EZ, ZE, and ZZ conformations in vacuum is unusually 
long (  2.0 Å) which is uncharacteristic of a covalent P-O bond and seems to be 
dominated by medium range interactions. Truhlar’s functionals were developed 
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specifically to address the shortcomings of the B3LYP,
13,14,16-18
 consequently these 
functionals were able to locate all the six conformations as energy minima.  
 The overall energetic accuracy of each level of theory was determined by 
averaging the 15 energy differences from all possible permutations ( (   )  ⁄    
 ) of the dianion conformers. MP2 and five density functionals were applied with 
increasing basis set size from 200 to 1050 basis functions, where each data point 
corresponds to the averaged energy of 15 energy differences using one of the aug-cc-
pVnZ (n = D, T, Q, 5) basis sets, as shown in Figure 3.2. The complete basis set (CBS) 
limit is given in parentheses after each chemical model.  
 
Figure 3.2. Basis set convergence of 15 averaged energy differences from six dianion 
conformers in vacuum. Each data point represents an increase in Dunning’s aug-cc-pVnZ (n = D, 
T, Q, 5) basis set. CBS limit values are given in parenthesis. Reference points are given by the 
MP2/CBS limit and CCSD(T)/aug-pVTZ//MP2/aug-pV5Z (solid black) line. 
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 The MP2 CBS limit energy difference across the conformers is 14.5 kcal/mol, 
which is similar to the energy difference of 14.6 kcal/mol from CCSD(T)/aug-cc-pVTZ 
energy evaluation on MP2/aug-cc-pV5Z geometries. Previously, it has been shown that 
an accurate account of interaction energies for small noncovalent complexes is achieved 
by the couple-cluster technique taking single- and double-electron excitations by iteration 
and triple-electron excitations by perturbation within a complete basis set description 
(CCSD(T)/CBS).
20
 Our interest in larger bimolecular molecules precludes routine 
CCSD(T)/CBS computations; however, DFT computations are shown here to give 
acceptable energy differences between dianion conformations, where on average, each 
density functional systematically overestimates the energy difference by 1 kcal/mol. 
Specifically, the error from each CBS limit compared with MP2/CBS is 1.4, 1.0, 1.0, and 
0.9 kcal/mol for the MPW1K, M05-2X, M06-2X, and BB1K functionals, respectively.  
Figure 3.3. Basis set convergence of relative energy difference between PA and PC conformers 
in vacuum. Each data point represents an increase in Dunning’s aug-cc-pVnZ (n = D, T, Q, 5) 
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basis set. CBS limit values are given in parenthesis. Reference points are given by the MP2/CBS 
limit and CCSD(T)/aug-pVTZ//MP2/aug-pV5Z (solid black) line.  
 Despite the small 1.0 kcal/mol systematic overestimation by DFT, closer 
examination provides insight into functional quality. Dianionic CP can either separate 
negative charges (PC, PA and PG) or localize charges on the phosphate geminal oxygens 
(EZ, ZZ and ZE). As shown in Figures 3.3, 3.4, and 3.5, DFT CBS limit energy 
differences between the lower-energy, charge-separated (PC, PA and PG) conformers 
and corresponding MP2 CBS limits are found to be in the range of 0.0 to 0.8 kcal/mol. In 
particular, energy differences PA-PC, PG-PC, and PA-PG start to converge near the aug-
cc-pVTZ basis set in case of all the functionals and MP2 method. M06-2X and BB1K 
give the best agreement with the MP2 CBS limit, while B3LYP functional provides the 
least agreement.  
 
Figure 3.4. Basis set convergence of relative energy difference between PG and PC conformers 
in vacuum. Each data point represents an increase in Dunning’s aug-cc-pVnZ (n = D, T, Q, 5) 
basis set. CBS limit values are given in parenthesis. Reference points are given by the MP2/CBS 
limit and CCSD(T)/aug-pVTZ//MP2/aug-pV5Z (solid black) line. 
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 In case of PA-PC, the calculated stabilities at CBS limit using M06-2X, BB1K, 
M05-2X, MPW1K and BB1K differ from that of MP2 by 0.3, 0.1, 0.4, 0.6 and 0.7 
kcal/mol, respectively. In the same manner, PG-PC relative stabilities calculated at CBS 
limit using M062X, BB1K, M052X, MPW1K and BB1K differ from that of MP2 by 0.2, 
0.3, 0.4, 0.6 and 0.7 kcal/mol respectively. Energy differences between PA and PG 
calculated with all levels of theory is exceedingly small with highest absolute difference 
being 0.5 kcal/mol. All levels of theory predict that PG is slightly more stable than PA 
except when using aug-cc-pVDZ basis set.  
 
Figure 3.5. Basis set convergence of relative energy difference between PA and PG conformers 
in vacuum. Each data point represents an increase in Dunning’s aug-cc-pVnZ (n = D, T, Q, 5) 
basis set. CBS limit values are given in parenthesis. Reference points are given by the MP2/CBS 
limit and CCSD(T)/aug-pVTZ//MP2/aug-pV5Z (solid black) line. 
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Figure 3.6. Basis set convergence of relative energy difference between ZZ and PC conformers 
in vacuum. Each data point represents an increase in Dunning’s aug-cc-pVnZ (n = D, T, Q, 5) 
basis set. CBS limit values are given in parenthesis. Reference points are given by the MP2/CBS 
limit and CCSD(T)/aug-pVTZ//MP2/aug-pV5Z (solid black) line.  
 
Figure 3.7. Basis set convergence of relative energy difference between ZE and PC conformers 
in vacuum. Each data point represents an increase in Dunning’s aug-cc-pVnZ (n = D, T, Q, 5) 
basis set. CBS limit values are given in parenthesis. Reference points are given by the MP2/CBS 
limit and CCSD(T)/aug-pVTZ//MP2/aug-pV5Z (solid black) line. 
29
29.5
30
30.5
31
31.5
32
32.5
33
100 300 500 700 900 1100
ZZ
-P
C
 e
n
er
gy
 (k
ca
l/
m
o
l)
 
Number of basis functions 
MP2 M052X M062X
BB1K MPW1K CCSD(T) SP
(32.9) 
(32.3) 
(30.2) 
(31.9) 
(32.0) 
27
27.5
28
28.5
29
29.5
30
30.5
31
31.5
32
100 300 500 700 900 1100
ZE
-P
C
 e
n
er
gy
 (k
ca
l/
m
o
l)
 
Number of basis functions 
MP2 M052X M062X
BB1K MPW1K CCSD(T) SP
(31.2) 
(30.6) 
(30.3) 
(30.3) 
(29.1) 
 77 
Figure 3.8. Basis set convergence of relative energy difference between EZ and PC conformers 
in vacuum. Each data point represents an increase in Dunning’s aug-cc-pVnZ (n = D, T, Q, 5) 
basis set. CBS limit values are given in parenthesis. Reference points are given by the MP2/CBS 
limit and CCSD(T)/aug-pVTZ//MP2/aug-pV5Z (solid black) line. 
 
 As shown in Figures 3.6, 3.7 and 3.8, CBS limit comparison of higher energy 
conformations EZ, ZZ and ZE with PC gives energy differences within a range of 1.2 to 
2.7 kcal/mol of the MP2 CBS limit. M06-2X gives computed energy differences between 
1.2 and 1.8 kcal/mol for aug-cc-pVnZ (n = T, Q, 5), while other functionals are within 2.7 
kcal/mol with the dianionic charge localized on phosphate. Consequently, the 1.0 
kcal/mol overestimation of the overall energy difference does not originate from the 
lower-energy, charge-separated (PC, PA and PG) conformers, rather from the 
functional’s inability to provide an accurate description of the charges localized on the 
geminal oxygen atoms of the phosphate group. 
 The vacuum computations lead to two significant conclusions when describing 
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of converged energy across all functionals used. Second, Truhlar’s M06-2X and BB1K 
functionals deliver exceptional correlation with accepted MP2 and CCSD(T) results, 
whereas B3LYP fails to find some stationary points. Thus, vacuum calculations suggest 
that acceptable levels of theory for describing the energy of dianionic CP is M06-2X/aug-
cc-pVTZ and BB1K/aug-cc-pVTZ. 
 
3.2.2  Structure in vacuum  
 The internal coordinates were used to gauge the overall structural accuracy of the 
six conformers of dianionic CP in terms of bond length, angle, and dihedral angle in 
vacuum. As shown in Figure 3.9, the accuracy for bond distances calculated at each level 
of theory was determined by considering the mean absolute error (MAE) of all covalent 
distances, including the intramolecular hydrogen bond length (9 in total), compared back 
to MP2/aug-cc-pV5Z values across the six conformers of the dianion. The Minnesota 
functionals M05-2X and M06-2X at the aug-cc-pV5Z result in MAEs of 0.010 and 0.013 
Å, respectively. The MAE values are less when using the smaller aug-cc-pVTZ basis set 
at 0.008 and 0.007 Å. MPW1K and BB1K resulted in higher MAEs of 0.025 and 0.024 
Å, respectively, when using the aug-cc-pV5Z basis set. 
 79 
Figure 3.9. Basis set convergence of difference of MAE of distances with respect to MP2/auc-cc-
pV5Z across the six dianion conformers of CP in vacuum. Each data point represents an increase 
in Dunning’s aug-cc-pVnZ (n = D, T, Q, 5) basis set.  
   
 Angle accuracy was studied by considering the MAE of eight bond angles for the 
linear conformations of CP, as performed for bond distances. In addition to these eight 
angles, there exists an additional hydrogen bond angle in making for a total of nine bond 
angles. Results were plotted and given in Figure 3.10.  All internal PC ring angles were 
included, plus one angle for each exocyclic oxygen to avoid redundancy. All functionals 
examined are in excellent agreement with MP2/aug-cc-pV5Z values. The maximum 
MAE is 0.8° for MPW1K, and the minimum MAE is 0.5° for M06-2X.  
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Figure 3.10. Basis set convergence of difference of MAE of angles with respect to MP2/auc-cc-
pV5Z across the six dianion conformers of CP in vacuum. Each data point represents an increase 
in Dunning’s aug-cc-pVnZ (n = D, T, Q, 5) basis set. 
 
 Dihedral accuracy was investigated by considering the MAE of dihedral angles, 
including the hydrogen bond (7 dihedrals in EZ, ZE, ZZ and 8 dihedrals in PC, PG, PA) 
with the same procedure used for bond distances and angles. Comparison with MP2/aug-
cc-pV5Z across all six conformers of the dianion for each level of theory is shown in 
Figure 3.11. All functionals examined, except MPW1K, are in strong agreement with 
MP2/aug-cc-pV5Z. The MPW1K functional changed conformation for the lower basis 
sets (aug-cc-pVnZ, n=D, T, Q), but regained consistency with the other functionals and 
MP2 when using the aug-cc-pV5Z basis set. The MAE is 1.0° for M06-2X. 
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Figure 3.11. Basis set convergence of difference of MAE of dihedrals with respect to MP2/auc-
cc-pV5Z across the six dianion conformers of CP in vacuum. Each data point represents an 
increase in Dunning’s aug-cc-pVnZ (n = D, T, Q, 5) basis set. For clarity purposes, the data 
points for M05-2X/aug-cc-pVnZ (n = D, T, Q) were not shown.  
  
 From the calculations on the different conformations of CP, the PC conformer has 
been identified to be the most stable conformation. The origin of the stability of PC is 
attributed to the strong intramolecular hydrogen bond (IMHB), which is discussed in 
detail, in the later sections of the dissertation. Therefore, it is critical to determine how 
well the different levels of theory describe the structure of IMHB in PC. The hydrogen 
bond distance and the covalent bond length of the hydrogen bond donor as a function of 
the number of basis functions are shown in Figures 3.12 and 3.13. Examination of the 
data reveals that the majority of bond length variation is minimized by 400 basis 
functions, which corresponds to the Dunning aug-cc-pVTZ basis set. Regardless of the 
level of theory utilized the calculated hydrogen bond distances are within 0.08 Å for aug-
cc-pVDZ and 0.05 Å for aug-cc-pV5Z. The MP2 hydrogen bond length of 1.61 Å 
compares favorable with M06-2X and BB1K (< 0.005 Å). The trend is the same for 
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covalent hydrogen bond donor distance (Figure 3.13) with a smaller variation of bond 
distances (0.01 Å). All other distances are evaluated, and the functionals are found to 
give the same level of accuracy as compared to MP2. The level of accuracy found is 
consistent with that previously reported for meta-GGA functionals.
21
 
 
 
Figure 3.12. Hydrogen bond distance (Å) as a function of basis functions in PC. 
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Figure 3.13. OH (covalent) bond distance (Å) as a function of basis functions in PC. 
 
 
Figure 3.14. O-H
…
O bond angle (°) as a function of basis functions in PC. 
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 The ring structure of the dianion contorts to balance the forces between an 
optimal hydrogen bond and ring strain relief. On average, the hydrogen bond is 
compressed by 24 degrees from the normal linear arrangement in water dimer.
22,23
 All 
computed DFT hydrogen bond angles are within 1.7° of that determined by MP2 at aug-
cc-pV5Z, as shown in Figure 3.14. Different than other geometric parameters, the OHO 
bond angle continues to decrease beyond the aug-cc-pVTZ basis set for each of the 
functionals, as well as for MP2. The drift is less than 0.5°, yet most pronounced for M06-
2X and MP2. 
 Figure 3.15. Ring puckering in PC. 
 
 The dihedral angle about the hydrogen bond (COHO = 4.8°) is relatively flat to 
maintain the strength of the hydrogen bond, as shown in Figure 3.15. Comparison of the 
computed DFT dihedral angles are within 1° of the MP2 values, except for the M06-2X 
functional, which is within 2° (Figure 3.16). The ring structure puckers out of the plane to 
relieve ring strain. The strongest deviation arises across the hydrogen donor side 
(OHOP = 19.1°) as shown in Figure 3.15. As shown in Figure 3.17, the computed DFT 
OCOH = -6.4° 
COHO = 4.8° 
OHOP = 19.1° 
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OHOP dihedrals are underestimated compared to the MP2 value by 3°, except for the 
M06-2X functional, which is within 1°. 
 
 
Figure 3.16. COHO dihedral (°) as a function of basis functions in PC. 
 
 The vacuum computations on the dianionic CP lead to three principal conclusions 
when describing the structure of CP. First, Truhlar’s M05-2X and M06-2X functionals 
deliver superior bond length correlation with accepted MP2/aug-cc-pV5Z results (MAEs 
of 0.010 and 0.013 Å), whereas BB1K and MPW1K have double the MAEs (0.024 and 
0.025 Å). Second, all of the functionals examined give bond angles (MAEs from 0.5° to 
0.8°) and dihedral angles (MAEs from 1° to 1.5°) that compare well with MP2/aug-cc-
pV5Z. Third, Dunning’s aug-cc-pVTZ basis set appears to be better suited for the 
functionals tested, where the MAE bond length values are minimized. Consistent with the 
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conclusion from evaluation of the energies, an acceptable level of theory for describing 
the structure of CP is M06-2X/aug-cc-pVTZ. 
 
Figure 3.17. OHOP dihedral angle as a function of basis functions in PC. 
 
3.2.3  Energy and structure in implicit water  
 To evaluate the level of theory, we found it necessary evaluate the energetic and 
structural performance of the functionals both in vacuum and implicit solvent. Vacuum 
calculations provide a model representative of the realistic hydrophobic enzymatic 
pocket, where implicit solvent calculations model provides the performance of each 
functional in treating the difficult dianionic case in the solvent. Therefore, conformational 
analysis of CP was carried out in the implicit water using PCM model. Six different 
conformations were identified having the identical structures as those found in vacuum. 
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Energies of these conformations relative to that of the most stable PC conformer are 
given in Table 3.2. As performed in vacuum, the overall energetic accuracy of each level 
of theory was evaluated using implicit water calculations over the 15 energy differences 
from the dianion conformers. MP2 and five density functionals were applied on up to 690 
basis functions, as shown in Figure 3.18. Computations using Dunning’s aug-cc-pV5Z 
was deemed unnecessary due to computed vacuum convergence and similar behavior up 
to the aug-cc-pVQZ basis set in solvent. 
 
Table 3.2. Relative energies (kcal/mol) of the different conformations of dianionic CP in implicit 
water. 
Level of theory PC EZ ZE ZZ PA PG 
MP2/aug-cc-pVDZ 0 12.8 13.9 12.6 5.0 6.1 
MP2/aug-cc-pVTZ 0 14.0 15.3 13.8 5.9 6.5 
MP2/aug-cc-pVQZ 0 14.0 15.3 13.7 5.9 6.5 
B3LYP/aug-cc-pVDZ 0 12.7 13.6 12.6 5.0 6.0 
B3LYP/aug-cc-pVTZ 0 13.2 14.4 13.2 5.2 5.8 
B3LYP/aug-cc-pVQZ 0 13.2 14.4 13.1 5.2 5.7 
M052X/aug-cc-pVDZ 0 14.2 15.1 14.0 5.1 6.3 
M052X/aug-cc-pVTZ 0 14.7 15.8 14.6 5.6 6.2 
M052X/aug-cc-pVQZ 0 14.5 15.7 14.4 5.7 6.4 
M062X/aug-cc-pVDZ 0 14.0 15.0 13.8 5.0 6.0 
M062X/aug-cc-pVTZ 0 14.4 15.6 14.3 5.2 5.8 
M062X/aug-cc-pVQZ 0 14.2 15.5 14.1 5.4 5.9 
BB1K/aug-cc-pVDZ 0 14.1 14.9 13.9 5.4 6.4 
BB1K/aug-cc-pVTZ 0 14.3 15.5 14.2 5.6 6.2 
BB1K/aug-cc-pVQZ 0 14.3 15.5 14.2 5.7 6.2 
MPW1K/aug-cc-pVDZ 0 14.5 15.4 14.3 5.6 6.7 
MPW1K/aug-cc-pVTZ 0 14.8 16.0 14.7 5.9 6.5 
MPW1K/aug-cc-pVQZ 0 14.8 16.0 14.6 5.9 6.5 
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Figure 3.18. Basis set convergence of 15 averaged energy differences from six dianion 
conformers in water. Each data point represents an increase in Dunning’s aug-cc-pVnZ (n = D, T, 
Q) basis set. The reference point is given by the MP2/aug-cc-pVQZ. 
  
 Four differences in energetic behavior are observed between vacuum and solvent 
calculations. First, the energy difference averages from solvent calculations are one-half 
of the energy differences computed in vacuum. For example, the average MP2/aug-cc-
pVQZ vacuum energy difference is 14.4 kcal/mol, whereas in solvent, it is 7.2 kcal/mol. 
Second, the range across the functionals from maximum to minimum average energy 
differences drops from 1.4 kcal/mol in vacuum to 0.75 kcal/mol in water. Additionally, 
the B3LYP functional was able to locate stable minima in solution. Third, the systematic 
overestimation of the average energy differences between dianion conformations by 1 
kcal/mol in vacuum by DFT is reduced to 0.3 kcal/mol in water. Finally, in implicit water 
all of the functionals tested deliver acceptable energy differences of less than 0.45 
kcal/mol, as compared to MP2/aug-cc-pVQZ. 
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Figure 3.19. Basis set convergence of difference of MAE of distances with respect to MP2/auc-
cc-pVQZ across the six dianion conformers of CP in implicit water. Each data point represents an 
increase in Dunning’s aug-cc-pVnZ (n = D, T, Q) basis set. 
 
 In implicit water, the accuracy for bond distances of each level of theory was 
determined by the same procedure used across the six conformers of the dianion, as 
shown in Figure 3.19. MAEs of bond distances with respect to MP2/aug-cc-pVQZ are 
calculated. Three differences are observed between the MAEs of the calculated bond 
distances in vacuum and in solvent. The first difference is that bond MAEs in solvent are 
less than or equal to vacuum results. For example, the Minnesota functionals M05-2X 
and M06-2X at aug-cc-pVQZ have MAEs of 0.003 and 0.008 Å in water, whereas in 
vacuum, the values are 0.009 and 0.010 Å, respectively. Second, M05-2X and M06-2X 
result in low MAE values. Specifically, BB1K and MPW1K give higher MAEs, where 
both are 0.018 Å in solution and 0.022 Å in vacuum, using aug-cc-pVQZ. Third, all 
functionals besides B3LYP, gave minimum MAEs with Dunning’s aug-cc-pVTZ basis 
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set. This is illustrated with M06-2X, where aug-cc-pVTZ gives an MAE of 0.004 Å and 
aug-cc-pVQZ doubles the value to 0.008 Å in solution.  
Figure 3.20. Basis set convergence of difference of MAE of angles with respect to MP2/auc-cc-
pVQZ across the six dianion conformers of CP in implicit water. Each data point represents an 
increase in Dunning’s aug-cc-pVnZ (n = D, T, Q) basis set. 
 
 Angle accuracy in solvent is determined by the same procedure of considering the 
MAE of eight bond angles. The PC conformation included the same angles used in the 
vacuum assessment. Comparison with MP2/aug-cc-pVQZ across all six conformers of 
the dianion for each level of theory is shown in Figure 3.20. All functionals examined are 
in excellent agreement with MP2/aug-cc-pVQZ for the computed angles across all six 
conformers of the dianion. In implicit solvent, the maximum MAE is 1.4° for MPW1K 
and the minimum is 1.2° for B3LYP, which is slightly greater than that computed in 
vacuum. 
 Dihedral accuracy is also determined by considering the MAE of dihedral angles, 
including the hydrogen bond (7 dihedrals in EZ, ZZ, ZE and 8 dihedrals in PC, PA, PG) 
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compared back to MP2/aug-cc-pVQZ across all six conformers of the dianion, as shown 
in Figure 3.21. All functionals examined are in good agreement with MP2/aug-cc-pVQZ. 
The maximum MAE is 1.7° for B3LYP, and the minimum is 1.0° for M06-2X, which is 
the same as that of the vacuum computations. 
 
Figure 3.21. Basis set convergence of difference of MAE of dihedrals with respect to MP2/auc-
cc-pVQZ across the six dianion conformers of CP in implicit water. Each data point represents an 
increase in Dunning’s aug-cc-pVnZ (n = D, T, Q) basis set. 
  
 All the functionals employed in the study delivers results that are in agreement 
with MP2/aug-cc-pVQZ level of theory. Energy differences between the conformations 
in implicit water are considerably lowered compared to those in vacuum. All the 
functionals provide structural features that are comparable to that of MP2/aug-cc-pVQZ. 
Even though, the calculated structural properties with MP2 may not seem to converge 
even with aug-cc-pVQZ basis set, it is important to note that the difference between 
calculated properties at aug-cc-pVDZ, aug-cc-pVTZ and aug-cc-pVQZ are chemically 
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insignificant. Overall, all the functionals perform reasonably well, however, M062X 
outperforms the remaining functionals.  
 
3.3 Conclusions 
 Extensive conformational analyses on dianionic CP were conducted using ab 
initio and density functional theory (DFT). Conformational analyses of CP revealed 6 
different energy minima conformations for dianionic carboxyphosphate. The calculations 
suggest a novel structure, referred to as pseudo-chair carboxyphosphate, with unique 
stability and reactivity that is consistent with experimental observation. The pseudo-chair 
conformation is at least 12.0 kcal/mol (MP2/aug-cc-pVQZ) and 5.9 kcal/mol (MP2/aug-
cc-pV5Z) more stable than five other linear conformations in vacuum and implicit water 
respectively. The pseudo-chair conformation is associated with strong intramolecular 
hydrogen bond with structural and energetic characteristics reminiscent of other low-
barrier (short) hydrogen bonds. A unique charge distribution in EZ, ZE, and ZZ 
conformations results in the localization of two negative charges on the germinal oxygen 
atoms of the phosphate group. Accurate description of such highly localized negative 
charge systems requires higher angular momentum functions. Consequently, MP2/aug-
cc-pVDZ level of theory was unable to locate EZ, ZE, and ZZ conformations as energy 
minima. All the functionals utilized in this study, except B3LYP were able to locate all 
the 6 conformations of dianionic CP as energy minima even with aug-cc-pVDZ basis set 
in vacuum. The widely used B3LYP functional was unable to describe EZ, ZE, and ZZ 
conformations as energy minima.  
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 Relative energy with respect to the most stable pseudo-chair conformation of 
dianionic CP and structural features were used to access the accuracy of the level of 
theory. For all the chemical methods used in this study, the relative energies start 
converging with aug-cc-pVTZ basis set. The M06-2X and BB1K functionals deliver 
energies that are in agreement with accepted MP2 and CCSD(T) results. In case of 
structure in vacuum, M05-2X and M06-2X functionals yield bond lengths that are 
identical to that of MP2/aug-cc-pV5Z results. All the functionals deliver bond angles and 
dihedrals that are in agreement with MP2/aug-cc-pV5Z results. Bond lengths, bond 
angles and dihedrals calculated from different functionals appear to converge starting 
form aug-cc-pVTZ basis set. Similar trends were observed with implicit solvent 
calculations. Overall, M062X/aug-cc-pVTZ was observed to deliver the structure and 
energetics of different conformations of dianionic CP that are in excellent agreement with 
high level ab initio methods. Therefore, M062X/aug-cc-pVTZ level of theory will be 
used for subsequent computational investigations on the decomposition reaction of 
dianionic. In addition, M062X/aug-cc-pVTZ will also be used for the conformational 
analysis of monoanionic CP and its decomposition reaction profile. Since, monoanionic 
CP contains only one negative charge, it does not have to deal with the unusual charge 
localization on phosphate side seen in some of the conformations of dianionic CP.  
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Chapter 4 
4 Pseudo-cyclic Carboxyphosphate 
4.1 Introduction 
 Carboxyphosphate (CP), the anhydride of phosphoric and carbonic acids, is a 
short-lived intermediate
1
 suspected to be crucial in ATP-grasp carbolxyases that 
influence a broad range of biochemical pathways, such as fatty acid metabolism,
2
 and de 
novo purine and pyrimidine biosyntheses.
3,4
 Involvement of acylphosphate intermediates, 
such as CP, in reactions catalyzed by carbamoylphosphate synthetases,
5
 biotin 
carboxylases,
6
 and phosphoenolpyruvate carboxylases,
7
 is not without controversy. CP is 
difficult to study by direct and conventional means,
8
 since it has an estimated half-life of 
less than 70 ms in aqueous solution.
1,9
 Despite numerous attempts, 
10
 CP has not been 
synthesized, isolated or characterized,  yet alkyl esters of CP were shown to be stable 
compounds.
11
 Indirect evidence for the formation of CP is provided by pulse labeling 
experiments,
5,12
 trapping experiments with and without enzymes
10,11
 and positional 
isotope exchange experiments.
13-16
  
Despite the importance of CP in a number of enzymes of biological significance 
and the paucity of information on this intermediate, there have been no computational 
studies reported on CP. For examining critical characteristics of CP, we have utilized 
density functional theory, and NBO analysis to investigate conformations and energies of 
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dianionic and monoanionic forms of CP in vacuum.  Results from conformational 
analysis show that a new conformation, known as pseudo-cyclic CP, is the most stable 
conformation in both dianionic and monoanionic forms, and can be used as a key 
intermediate in future mechanistic interpretations. Significance of stereoelectronics in 
phosphate esters was established through several experimental and theoretical 
investigations.
22,23,28-39
 Therefore, NBO analysis was employed to determine 
stereoelectronic effects that govern the structural characteristics of novel pseudo-cyclic 
conformations.   
In NBO donor-acceptor language, the hydrogen bond corresponds to the transfer 
of electron density from the nB σ*AH orbitals. The Lewis base lone-pair    serves as the 
hydrogen bond acceptor (HBA), and the Lewis acid antibonding orbital σ*AH functions as 
the hydrogen bond donor (HBD). If the HBA is an anion and/or the HBD is a cation, 
nB σ*AH is enhanced due to the increased diffuseness that raises the energy of the    
orbital, and/or by increased polarity of AH that lowers the energy of nB σ*AH orbital.
40
 
Such hydrogen bonds with increased strengths assisted due to positive or negative charge 
are termed as charge-assisted hydrogen bonds (CAHB) by Gilli et al.
41
 It was proposed 
by Gilli et al that, CAHB gets enhanced whenever HBA and/or HBD are accompanied by 
strong resonance delocalizations, leading to the enhanced negative charge on HBA or 
positive charge on HBD. Gilli et al termed such hydrogen bonds as resonance-assisted 
hydrogen bonds (RAHBs), which are prominent in amide groups of proteins, purine and 
pyramidine bases of DNA, and histidine and glutamate residues, where resonance 
delocalization is an important aspect of hydrogen bonding.
42,43
 In this study, 
stereoelectronic effects through charge assisted hydrogen bonding (CAHB) and 
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resonance-assisted hydrogen bond coupling (RAHB) were found to enhance the stability 
of pseudo-chair conformations in both ionic states. 
 
4.2 Conformational analysis of dianionic CP  
 Detailed discussion of the conformational analysis of dianionic CP is already 
given in Chapter 3. In summary, six different conformations of dianionic CP were located 
as energy minima.  For dianionic CP in which the proton was located on the phosphate 
side, three low energy minimum conformations referred to as PA, PG and PC were 
identified. For CP in which the proton is located on the carboxylic acid side, three higher 
energy conformations referred to as EZ, ZZ and ZE were located as energy minima. The 
structures are shown in Figure 4.1.  
 
Figure 4.1. Conformations of dianionic CP. 
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 The first observation made is that the dianionic pseudo-cyclic conformation (PC, 
Figure 4.1), a new and previously unconsidered conformation with the proton on the 
phosphate, is favored by more than at least 12.0 kcal/mol in vacuum (M062X/aug-cc-
pVTZ). The remaining five structures are referred to as “linear” conformations, due to the 
absence of cyclic ring structure. At M062X/aug-cc-pVTZ level of theory linear 
conformations, PA, PG, EZ, ZZ and ZE are 12.2. Kcal/mol, 12.0 kcal/mol, 29.7 kcal/mol, 
30.3 kcal/mol and 31.9 kcal/mol higher in energy compared to PC respectively. To the 
best of our knowledge, this is the first time that a pseudo-chair conformation has been 
considered or reported, despite its close resemblance to enols of  -diketones,44  
enaminoaldehydes and enaminothioaldehydes,
45
 and other systems that show interrelation 
between the hydrogen bond and  –delocalization.46  
 
 
Figure 4.2. Bond lengths (Å) and bond angles (°) in the PC conformation 
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One salient feature of pseudo chair is that a short intramolecular hydrogen bond 
of 1.61 Å, can account for the extra stabilization. Short hydrogen bonds, also known as 
low-barrier hydrogen bonds, have been reviewed.
47
 In particular, the intramolecular 
hydrogen bond in pseudo-chair carboxyphosphate has the structural and energetic 
characteristics of other low-barrier bonds. Specifically, the pKa values of the groups 
involved in the hydrogen bond are similar (estimated to be within 0.5 pKa units), the 
resulting oxygen to oxygen distance of 2.55 is in the expected range of 2.4 to 2.55 Å,
48
 
and the energy stabilization (ranging from 11 to 33 kcal/mol) is comparable to the 27 
kcal/mol previously reported in the gas phase.
47
 Also, the shorter hydrogen bond of 1.61 
Å and longer donor bond of 1.002 Å is consistent with the previous reports by single 
crystal neutron diffraction and computation.
48
 Such low energy hydrogen bonding has 
been referred to as hypervalent bonding, which has been identified as three-center, four-
electron (3c/4e) bonding and explained by ionic resonance.
40,49
 
 
Figure 4.3. Important dihedral angles in dianionic pseudo-chair CP.  
 
OCOH = -6.4° 
COHO = 4.8° 
OHOP = 19.1° 
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The angles and key bond lengths computed at M06-2X/aug-cc-pVTZ for the 
pseudo-chair conformation of dianionic carboxyphosphate is shown in Figure 4.2. The 
dihedral angles defining the planarity of the cyclic structure are given in Figure 4.3. The 
three dimensional pseudo-cyclic framework of CP resembles the half-chair conformation 
of the cyclohexane. With in the pseudo-cyclic conformation three oxygen atoms, carbon 
atom and the hydrogen are approximately coplanar while the phosphorus atom puckers 
out of the plane to relieve ring strain. The deviation from planarity is given by OHOP 
dihedral angle that is computed to be 19.1°.  
 
4.2.2 Stereoelectronics in dianionic CP  
Despite its controversial nature,
41-45,50-56
 RAHB in carboxyphosphate is plausible, 
since strong delocalization is expected within the carboxylic acid and phosphate groups. 
To investigate RAHB, natural resonance theory (NRT) analysis
57-59
 was employed to 
identify the different resonance contributors in PC. NRT analysis identifies two principal 
resonance structures. The two resonance contributors differ according to the build-up of 
negative charge on the carboxylate group, as shown in Figure 4.4. The leading resonance 
contributor PCR1 (32% weighing) places higher anionic character on the hydrogen bond 
acceptor (HBA) oxygen, whereas the second leading resonance contributor PCR2 (25% 
weighing) places higher anionic character on the other oxygen. Higher negative charge 
oxygen on the HBA oxygen leads to a stronger anion-assisted hydrogen bond, and hence 
the name resonance assisted hydrogen bond.  
 
 102 
 
 
Figure 4.4. Major resonance contributors to the resonance hybrid of PC. 
RAHB can also be illustrated by comparing the resonance contributors between 
the intramolecular hydrogen bonded (PC) and non-hydrogen bonded (PA) conformations. 
NRT analysis on PA led to the identification of two principal resonance contributors 
dependent upon the placement of the negative charge on the carboxylic oxygen atoms. 
Comparable to PC (32%), the leading resonance contributor has similar weighing for PA 
(29%). However, the second leading resonance contributors were found to be equally 
strong as the leading contributors at 28% for PA. The difference between the resonance 
weightings in two resonance contributors of PA is only1%, while this difference in case 
of PC corresponds to 7%. In PC, the leading resonance contributor with negative charge 
on HBA arises to reflect the additional stabilization provided by charge-assisted 
hydrogen bond.  
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 Figure 4.5. Numbering scheme for NBO and NRT analysis of PC. 
RAHB in PC can also be rationalized by considering the charge, bond length, and 
bond orders. The NBO charge at the HBA oxygen in the PC conformer (-0.920 e) is more 
negative compared to that of PC (-0.870 e), and the C1–O3 bond length (Figure 4.5) is 
longer (1.267 Å) compared to that of the open PA (1.238 Å) conformer, indicative of 
RAHB. Consistently, as shown in Tables 4.1 and 4.2, PC bond orders adjust to promote 
higher positive charge on the shared proton (0.529 e) of the intramolecular hydrogen 
bond compared to that of PA (0.461 e). This is consistent with RAHB, where PC 
delocalization is coupled to the simultaneous enhancement of negative charge on the 
HBA oxygen and positive charge on HBD proton, leading to the strong hydrogen bond. 
In contrast, two P–O (nonbriding) bond lengths P5–O7 and P5–O8 (Figure 4.5) are 
identical in PC and are not affected by the resonance delocalizations in backbone, as 
these alterations do not affect the charge distribution in the HBA oxygen or proton 
participating in the hydrogen bond. 
  
O2
C1
O4
O3
P5
O7
O6
O8
H9
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Table 4.1. NBO charges in PC and PA. 
Atom PC PA 
1C 1.191 1.189 
2O -0.877 -0.905 
3O -0.920 -0.870 
4O -0.951 -0.983 
5P 2.741 2.747 
6O -1.132 -1.066 
7O -1.290 -1.277 
8O -1.291 -1.296 
9H 0.529 0.461 
 
 
Table 4.2. Bond order (bAB) and bon distance RAB (Å) in PC and PA. 
Bond 
      
RAB (Å) bAB RAB (Å) bAB 
1C-2O 1.242 1.561 1.249 1.500 
1C-3O 1.267 1.426 1.238 1.521 
1C-4O 1.399 1.007 1.441 0.975 
4O-5P 1.665 0.905 1.629 0.922 
5P-6O 1.619 0.946 1.673 0.928 
5P-7O 1.497 1.067 1.491 1.071 
5P-8O 1.499 1.061 1.501 1.060 
6O-9H 1.002 0.965 0.960 1.000 
 
Hyperconjugations were determined by NBO using HF/aug-cc pVTZ//MP2/aug-
cc-pV5Z and listed in Table 4.3. The numbering system for the atoms involved in  donor 
and acceptor interactions are given in 4.5. RAHB in terms of acceptor-donor charge-
transfer hyperconjugations was also considered. All hyperconjugations were examined, 
but those involving donor lone pairs were found to be the strongest. Charge-transfer 
interactions involving donor   and   bonds are found to be an order of magnitude weaker 
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than that of lone pairs; therefore they are not included in the discussion. 
Hyperconjugations are computed for both of the leading resonance contributors PCR1 
and PCR2 of PC (Table 4). As expected, the hyperonjugation strength n(O3) → σ*(C1-
O2) = 227.7 kcal/mol of PCR1 is significantly stronger than that from n(O2) → σ*(C1-
O3) = 28.3 kcal/mol, due to the localization of higher negative charge on the HBA 
oxygen. Likewise, when the hyperconjugation strength is compared in PCR2, n(O2) → 
σ*(C1-O3) = 380.5 kcal/mol is more significant than charge-transfer in the other 
direction for n(O3) → σ*(C1-O2) = 21.7 kcal/mol for the same reason. 
The hyperconjugation interaction representing the hydrogen bond (n(O3) → 
σ*(O6-H9)) is 43.5 kcal/mol in PCR1 and 43.6 kcal/mol in PCR2. It is revealing that the 
sum of charge-transfer from the HBA oxygen from PCR1 and PCR2 (227.7 + 67.6 + 43.5 
+ 21.7 + 29.2 + 43.6 = 433.3 kcal/mol) is 53.8 kcal/mol less than the sum of charge-
transfer from O2 (380.5 + 39.2 + 28.3 + 39.1 = 487.1 kcal/mol). The imbalance of 
electron flow of 53.8 kcal/mol favoring O2 over O3 can account for build-up of higher 
negative charge of -0.920 e on the HBA oxygen versus -0.877 e on O2. The additional -
0.04 e charge on the HBA oxygen complements the electrostatic component of the 
hydrogen bond. 
Table 4.3. NBO second order E2 estimates of hyperconjugations (kcal/mol) in PC and PA using 
HF/aug-cc-pVTZ//MP2/aug-cc-pV5Z. 
 PC PA 
 
PCR1 PCR2 PAR1 PAR2 
n(O3) → σ*(C1-O2)  227.7 21.7 15.1 193.3 
n(O3) → σ*(C1-O4)  67.6 29.2 45.4 50.1 
n(O3) → σ*(O6-H9) 43.5 43.6 0.0 0.0 
n(O2) → σ*(C1-O3)  28.3 380.5 183.3 26.7 
n(O2) → σ*(C1-O4) 39.1 39.2 43.7 43.6 
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Strengths of hyperconjugations in PC were also calculated and are given in Table 
4.3. When PC interconverts to PA, the carboxylic acid rehybridizes to place the anion on 
O2 (from O3), which becomes the strongest donor orbital of the carboxylic acid. 
Rehybridizing PC to PA allows for greater charge separation across the molecular 
framework to lower the energy of the system. In particular, the n(O2) → σ*(C1-O3) 
interaction in PC becomes n(O3) → σ*(C1-O2) interaction in PA and vice versa. The 
n(O2) → σ*(C1-O3) interaction in PAR1 is calculated to be 183.3 kcal/mol, and the 
n(O3) → σ*(C1-O2) interaction in PAR2 is calculated to be 193.3 kcal/mol. The 
difference between these interactions is small (10.0 kcal/mol) compared to that between 
PCR1 and PCR2 (142.8 kcal/mol). Unlike PC, neither of the two resonance contributors 
is preferred in PA because they are not associated with hydrogen bonds. For the same 
reason, n(O3) → σ*(C1-O2) in PAR1 and n(O2) → σ*(C1-O3) PAR2 are almost identical 
in magnitude.  
Overall, a novel pseudo-cyclic (PC) dianionic CP conformation has been 
identified as the most stable conformation of all six conformations of CP. The framework 
of PC resembles the half-chair conformation of the cyclohexane. While half-chair 
conformation of the cyclohexane is a transition structure, the half-chair conformation of 
PC is an energy minimum. To our knowledge this is the first time such a pseudo-cyclic 
half-chair conformation is discussed in the context of describing acyl phosphates. 
Because of the higher ring strain in the half-chair conformation compared to a chair 
conformation, it is expected that PC should be relatively higher in energy compared to its 
linear counterparts with lower ring strain. However, our computations suggest that the 
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instability due to ring strain in PC is counteracted by the unusually strong intramolecular 
RAHB.  
 
4.3 Conformational analysis of monoanionic CP   
 For the conformational analysis on mono-anionic CP, we have utilized M06-
2X/aug-cc-pVTZ level of theory. Thirteen different conformations have been identified 
as energy minima. All the conformations are shown in Figure 4.6 with corresponding 
relative energies with respect to the most stable conformation. Seven different pseudo-
chair conformations and six different linear conformations of mono-anionic CP have 
been identified. As seen with dianionic CP, pseudo-chair conformations are more stable 
than linear conformations. With in the pseudo-chair conformations, those conformations 
(PC1, PC2, PC4, and PC5) in which carboxy side oxygen acting as HBD and phosphate 
oxygen acting as HBA are more stable than the conformations (PC6 and PC7) in which 
carboxyl oxygen is HBA and phosphoryl oxygen is HBD. PC1 and PC2 differ in the 
orientation of the proton attached to non-bridging oxygen on the phosphate side. PC3 is a 
special case in which two intramolecular hydrogen bonds have been observed leading to 
a pseudo-bicyclic structure.  
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Figure 4.6. Conformations of mono-anionic carboxyphosphate with corresponding relative 
energies (kcal/mol) calculated with respect to PC1. 
 
Relative stabilities of the conformations with respect to the most stable 
conformation (PC1) are given in Figure 4.6. PC2 and PC3 are at least 7.8 kcal/mol more 
stable than the remaining pseudo-cyclic conformations. The stability of these 
conformations is attributed to the strong intramolecular CAHB that will be discussed in 
detail, in the following sections. The CAHB in PC1, PC2 and PC3 arise because of 
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negatively charged HBA oxygen. On the other hand, in the remaining pseudo-cyclic 
conformations neither HBA atoms nor HBD atoms posses any charges and HBA oxygen 
in these conformations is hydroxyl oxygen. Conformations PC4 and PC5 differ only in 
O(HBD)COP dihedral, while PC6 and PC7 differ in the orientation of proton on the 
carboxy side. Among the linear conformations, structure L1 is the most stable 
conformation. The remaining linear conformations L2-L6 have identical energies and the 
energy difference with in these conformations lies with in 0.6 kcal/mol.  
   
Figure 4.7. Bond lengths (Å) and bond angles (°) in PC1. 
   
Figure 4.8. Bond lengths (Å) and bond angles (°) in PC2. 
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4.3.1 Monoanionic pseudo-cyclic structure  
 Both the pseudo-cyclic conformations, PC1 and PC2 are associated with short  
intramolecular hydrogen bond with hydrogen bond distance of 1.489 Å and 1.484 Å 
respectively. Hydrogen bond distances in PC1 and PC2 are shorter compared to that of 
PC of dianionic CP. However, it is important to note that the HBD and HBA oxygen 
atoms are different between the two ionic forms. In PC1 and PC2 the HBD is the oxygen 
bonded to the phosphorus while carboxyl oxygen is the HBD in the dianionic PC. The 
bond lengths and bond angles in PC1 and PC2 are given in Figure 4.7 and Figure 4.8. 
Minor differences have been observed between the bond lengths and bond angles in the 
cyclic framework of PC1 and PC2. The maximum deviation in bond lengths is seen with 
the P-O(HBA) bond and P-O(exocyclic) bond. The origin of such deviations is involved 
with the stereoelectronic effects arising from the different orientations of the proton on 
the phosphate side.  
 
 
 
Figure 4.9. Important dihedral angles in PC1 and PC2. 
OCOH = -0.1° 
COPO = -12.8° 
COHO = -2.5° 
 
 
OCOH = -1.4° 
COPO = -16.3° 
COHO = -9.4° 
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Detailed discussion of the stereoelectronic effects is given in the later sections. As 
shown in Figure 4.9, the cyclic framework of PC1 and PC2 is planar. Unlike in PC, the 
phenomenon of lowered ring strain due to ring puckering is totally absent in PC1 and 
PC2 leading to the increased destabilization of these conformations. Consequently, the 
energy differences between the pseudo-cyclic and linear conformations are lowered in 
monoanionic CP compared to that of dianionic form. Out of all the thirteen 
conformations of monoanionic CP, only PC3 has both the protons on the phosphate side. 
Interestingly, both the protons participate in the intramolecular hydrogen bond leading to 
a pseudo-bicyclic conformation with C2 symmetry as shown in Figure 4.10. To our 
knowledge this is the first time such an unusual pseudo-bicyclic conformation is implied 
in the discussion of acyl phosphates. 
 
Figure 4.10. Bond lengths (Å), bond angles (°) and planarity in PC3. 
  
Calculated bond lengths, bond angles and dihedrals at M062X/aug-cc-pVTZ level 
of theory are also given in Figure 4.10. Unlike the hydrogen bond in PC1 and PC2, the 
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hydrogen bond in PC3 even with negatively charged HBA oxygen does not possess the 
characteristics of a short hydrogen bond. In fact, the hydrogen bond length of 1.977 Å is 
characteristic of a normal hydrogen bond. Such normal hydrogen bonds are expected 
because the negatively charge HBA is shared by two hydrogen bonds in PC3 while 
negatively charged HBA is associated with only one hydrogen bond in PC1 and PC2.  
   
4.3.2  Stereoelectronics in monoanionic CP  
Utilizing NBO analysis the origin of the stability of pseudo-chair conformations 
compared to others has been assessed. Hydrogen bonds in PC1 and PC2 are associated 
with negative charges on the HBD-oxygen, a characteristic of CAHB. Resonance 
delocalizations involving the P-O bonds may enhance the CAHB.  
 
 
Figure 4.11. Major resonance contributors to the resonance hybrid of PC1 and PC2 identified by 
NRT analysis. 
 
NRT analysis on PC1 and PC2 was employed to identify the principal resonance 
contributors and corresponding resonance weightings in PC1 and PC2. Each conformer 
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of PC1 and PC2 exists in several distinct isomeric forms, based on the position of 
negative charge on the phosphoryl oxygens as shown in Figure 4.11. Interestingly, in all 
of the resonance contributors the negative charge is localized on the HBA oxygen while 
the additional delocalizations are involved with other P-O bonds as shown in Figure 4.11. 
Such a strong shift of the resonance hybrid towards the localized resonance structure with 
negative charge on HBA oxygen is coupled to strong n(O) → σ*(O-H) donor-acceptor 
interaction. Such strong n(O) → σ*(O-H) interactions are reminiscent of enhanced 
RAHB. Contrary to dianionic PC where only one out of two major resonance 
contributors contains negative charge on HBA, in monoanionic pseudo-cyclic 
conformations the HBA oxygen possess negative charge in all the major resonance 
contributors. Consequently, the hydrogen bond is stronger and hydrogen bond lengths are 
shorter in PC1 and PC2 compared to that in PC.  
 
 
Figure 4.12. Major resonance contributors to the resonance hybrid of PC3 identified by NRT 
analysis. 
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Next, the intramolecular hydrogen bonding in PC3 is investigated. Unlike PC1 
and PC2 where the HBA is phosphoryl oxygen the HBA in PC3 belongs to the carboxyl 
group. The intramolecular hydrogen bonds in PC3 are similar to that of PC, where the 
negatively charged oxygen atom on the carboxy side is the HBA and the phosphoryl 
oxygen is the HBD. NRT analysis identifies eight major resonance contributors to the 
resonance hybrid as shown in Figure 4.12. For every unique electronic organization on 
the phosphate side, the negative charge can reside on either of the oxygen of the carboxyl 
group. The leading resonance contributors place higher anionic character on the hydrogen 
bond acceptor (HBA) oxygen. Consequently, in the resonance hybrid higher negative 
charge resides on the HBA oxygen. Consequence of such a strong shift of resonance 
hybrid towards localized structure is to make sufficient lone pair of electrons available 
for two n(O) → σ*(O-H) interactions. Unlike in PC1, PC2 and PC where resonance 
effects enhances the hydrogen bond strength, in PC3 resonance effects facilitates the 
formation of two intramolecular hydrogen bonds by making sure that enough electron 
density is available on the common HBA oxygen.  
 
 
Figure 4.13. Numbering scheme for NBO analysis of monoanionic CP. 
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Next, CAHB in PC1 and PC2 are compared. The strengths of hydrogen bonds in 
terms of n(O) → σ*(O-H) donor-acceptor interaction are estimated to be 65.4 kcal/mol in 
PC1 and 67.6 kcal/mol in PC2. NBO analysis was used as a tool to understand the origin 
of the differences in the hydrogen bond strength in PC1, and PC2. Calculated NBO 
charges on atoms in PC1 and PC2 are given in Table 4.3 (labeling of the atoms are given 
in Figure 4.13). As we can see from the data, the major alterations in the charges between 
PC1 and PC2 are seen on the HBA-oxygen (O6) and the non-bridging oxygen (O8). 
Negative charge on HBA-oxygen (O8) is always higher than non-bridging oxygen (O6) 
in both the conformers PC1 (-0.181 vs -0.164) and PC2 (-0.197 vs -0.146) which 
suggests the RAHB coupling in the pseudo-chair conformations. However, the charge on 
the HBA-oxygen (O8) is more negative in PC2 (-1.20) compared to PC1 (-1.18) 
suggesting stronger RAHB in in PC2. As stated earlier, the only difference between PC1 
and PC2 is the orientation of H10. So how does the orientation of proton in PC1 promote 
stronger RAHB coupling relative to PC2? To answer this question two factors have been 
considered: (1) n(O) → σ*(P-O) generalized anomeric effect and (2) σ(P-O) → σ*(P-O) 
hyperconjugation interaction. As discussed earlier n(O) → σ*(O-H) interaction is 
strengthened by increased diffusiveness of the n(O) or increased polarity of the O-H 
bond. Since the difference in PC1 and PC2 lies only in the orientation of H10 on the 
phosphate side, factors affecting the diffusiveness of lone pairs of O8 are considered. The 
diffusiveness of the lone pairs on the O8 are effected by charge transfer interactions 
removing electron density from σ(P5-O8) or donating electron density into σ*(P5-O8). 
Both these interactions weaken the P5-O8 bond leading to the localization of electron 
density on O8 thereby increasing the diffuseness of its lone pairs. 
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Table 4.4. NBO charges in PC1 and PC2 at M062X/aug-cc-pVTZ. 
 
PC1 PC2 
O1 -0.738 -0.744 
C2 1.031 1.028 
O3 -0.662 -0.660 
O4 -0.849 -0.845 
P5 2.578 2.790 
O6 -1.168 -1.146 
O7 -1.023 -1.021 
O8 -1.179 -1.197 
9H 0.518 0.516 
10H 0.491 0.489 
 
Table 4.5. Bond lengths (Å) in PC1 and PC2 at M062X/aug-cc-pVTZ. 
 
PC1 PC2 
1O-2C 1.314 1.317 
2C-3O 1.201 1.201 
2C-4O 1.359 1.358 
4O-5P 1.664 1.666 
5P-6O 1.477 1.469 
5P-7O 1.625 1.625 
5P-8O 1.503 1.512 
1O-9H 1.028 1.030 
7O-10H 0.961 0.961 
 
 
First using NBO analysis, n(O) → σ*(P-O) hyperconjugation interactions in 
conformations PC1 and PC2 are investigated and are given in Table 7. Initially the sum 
of all n(O) → σ*(P-O) interactions involved with different oxygen atoms were 
considered, but it has been observed that the difference in RAHB strengths of PC1 and 
PC2 is solely explained by n(O7) → σ*(P5-O8) interaction. Due to the orientation of 
H10, the n(O7) → σ*(P5-O6) interaction (5.6 kcal/mol) is stronger than the n(O7) → 
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σ*(P5-O8) interaction(3.2 kcal/mol) in PC1, whereas in PC2, the n(O7) → σ*(P5-O8) 
(5.7 kcal/mol)is stronger than the n(O7) → σ*(P5-O6) interaction(3.6 kcal/mol). 
Therefore, the stronger n(O7) → σ*(P5-O6) anomeric interaction in PC1 promotes higher 
negative charge on the O6 (-1.16 in PC1 vs -1.15 in PC2) that is not involved in the 
CAHB. However, in PC2 n(O7) → σ*(P5-O8) anomeric interaction strengthens the 
negative charge on the HBA-oxygen (-1.197 in PC2 vs -1.184 in PC1) that enhances the 
RAHB leading to the shorter hydrogen bond length (1.484 Å in PC2 vs 1.541 Å in PC1) 
and partial proton transfer. 
Table 4.6. NBO second order E2 estimates of hydrogen bond strength, various generalized 
anomeric effects along with O(HBA)-O(HBD) distances, and NBO charges in the 
carboxyphosphate conformations PC1 and PC2. 
 
PC1 PC2 
n(O8) → σ*(O1-H9) in kcal/mol 65.4 67.6 
n(O7) → σ*(P5-O8) in kcal/mol 3.8 5.7 
n(O7) → σ*(P5-O6) in kcal/mol 5.9 3.2 
σ(P5-O8) → σ*(P5-O7) in kcal/mol 2.2 3.6 
H10O7P5O8 dihedral -158.0 -19.3 
O(HBA)-H bond length in Å 1.490 1.484 
O-O bond length (r12) in Å 2.481 2.478 
NBO charge on HBA oxygen in a.u -1.179 -1.197 
NBO charge on HBD oxygen in a.u -0.738 -0.744 
   
 
Next all the interactions removing the electron density from σ(P5-O8) in PC1 and 
PC2 are compared. Out of all the interactions removing the electron density from σ(P5-
O8), the major charge-transfer interaction that varies between PC1 and PC2 is σ(P5-O8) 
  σ*(P5-O7). The σ(P5-O8)  σ*(P5-O7) interaction in PC2 (3.6 kcal/mol) is stronger 
than that of PC1 (2.2 kcal/mol). Therefore, stronger σ(P5-O8)  σ*(P5-O7) in PC2 
removes more electron density from the σ(P5-O8) thereby polarizing the σ(P5-O8) 
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relatively higher compared to that of PC1. In the end, diffuseness of lone pairs of O8 is 
increased leading to the enhanced RAHB in PC2.   
   
4.4 Conclusions  
In summary, conformational analyses of CP revealed six different energy minima 
conformations for dianionic CP and 13 different energy minima for monoanionic CP. The 
most stable conformation of dianionic CP adopts a six membered pseudo-cyclic 
conformation (PC) identical to that of half-chair conformation of cyclohexane. The other 
five dianionic conformations of CP are not associated with cyclic framework and are 
therefore, referred to as linear conformations. PC is at least 12.0 kcal/mol and 29.0 
kcal/mol stronger than the linear conformations with proton on phosphate side and proton 
on carboxy side respectively. The unusual stability of PC compared to linear 
conformations is due to CAHB, which is in turn enhanced by resonance effects across the 
carboxylate group. NRT analysis was employed to characterize the RAHB in the PC 
conformation.  
Seven out of the thirteen monoanionic CP conformations adapt pseudo-cyclic six 
membered ring while the remaining conformations are characterized by a non cyclic 
framework. The three most stable pseudo-cyclic conformations (PC1, PC2 and PC3) 
characterized by a strong intramolecular CAHB are more stable than the remaining 
pseudo-cyclic conformations by at least 7.8 kcal/mol and linear conformations by at least 
12.5 kcal/mol. In fact, NRT analysis revealed that stereoelectronics through RAHB 
stabilizes PC1, PC2 and PC3 conformations. The pseudo-cyclic ring in PC1 and PC2 is 
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approximately planar, while PC3 has a unique C2 symmetric pseudo-bicyclic structure. 
PC1 and PC2 differ with regard to the orientation of the phosphate hydroxyl hydrogen. 
The positioning of the phosphate hydroxyl hydrogen regulates lone pair interaction with 
σ*(P-OHBA) and directly determines the charge on the hydrogen bond acceptor and 
ultimately the strength of the intramolecular hydrogen bond. From NBO analysis, it has 
been determined that the strength of the intramolecular hydrogen bond 
n(OHBA) σ*(OHBD-H) is inversely related to σ(P- OHBA) bond strength, which is 
weakened by the n(Ohydroxyl) σ*(P-OHBA) generalized anomeric effect and the σ(P-
OHBA) σ*(P-Ohydroxyl) hyperconjugation. This study highlights the manifestation of 
stereo-electronics in one of the most complex biological reactions that has serious clinical 
significance and has not been understood clearly yet.  
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Chapter 5 
5 Mechanism of N5-CAIR synthetase 
N
5
-CAIR synthetase catalyzes the conversion of 5-amino-imidazole 
ribonucleotide, Mg2ATP and bicarbonate into N
5
-CAIR, Mg2ADP, and inorganic 
phosphate. ONIOM QM/MM computations were used to study the first step in the 
reaction mechanism of N
5
-CAIR synthetase, namely the formation CP from the attack of 
bicarbonate on the γ-phosphate of Mg2ATP, through an SN2 type transition structure. 
Results were compared to the reaction mechanism studied in vacuum and implicit 
solvent. Our computations in vacuum, implicit solvent and enzymatic pocket suggest the 
formation of CP in dianionic pseudo-cyclic form. However, the activation energy for the 
formation of CP varies depending on the medium. Arg 271 in the enzymatic pocket 
catalyzes the reaction by promoting the favorable trajectory for the attack of nucleophile 
(bicarbonate) on the electrophilic phosphate group. Also, the role of magnesium ions and 
active site water molecules in the catalysis is discussed. Our computations suggest that 
the dianionic CP should attain monoanionic form for its decomposition to occur. N
5
-
CAIR synthetase promotes the formation of monoanionic CP through Lys 353 residue in 
the active site. Lys 353 donates its proton to the dianionic CP leading to the formation of 
monoanionic CP, thus promoting the decomposition reaction. The monoanionic CP then 
folds into a specific pseudo-chair conformation stabilized by Lys 353, which facilitates 
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the intramolecular proton transfer from the carboxylic acid to phosphate, which in turn 
triggers the decarboxylation. In the final step of the mechanism, N5-CAIR is formed 
from the attack of the amine of AIR on to the released CO2. N5-CAIR synthetase through 
Asp 153 catalyzes this reaction by removing the proton on the exocyclic amine group, 
which lowers the activation energy compared to when there is no aid from the residue. 
Finally, comparing computational results to site-directed mutagenesis results 
substantiates the proposed catalytic role of the active site residues.      
 
5.1 Introduction 
 Increased use of antibiotics over the past few decades has resulted in the 
incidence of antibacterial drug resistance among bacteria and other microbes.
1-3
 Recent 
studies have shown that about 50% of the bacteria that cause infections have gained 
resistance towards the commonly prescribed antibacterials.
4
 Since, microbial infections 
have become inevitable, there is a growing need for new and effective antibacterials. 
There are many different classes of antibiotics each exerting a different type of inhibitory 
effect that specifically impacts bacteria. However, the main classes of these antibiotics 
target only four mechanisms in microbes: cell wall biosynthesis, protein biosynthesis, 
DNA replication and folate coenzyme biosynthesis.
2
 Despite recent advances in the field 
of antimicrobial drug discovery, development of agents with novel mechanisms of action 
that can treat infections is needed. One potential but unexploited area in antimicrobial 
drug design is de novo purine biosynthesis. Research has shown that de novo purine 
biosynthesis is different in microbes and humans.
5
 In microbes, de novo purine 
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biosynthesis is 11-step mechanism where as in humans it is a 10-step mechanism.
6-9
 The 
difference lies in the conversion of AIR to N
5-
CAIR. In bacteria, this conversion is a 2-
step process catalyzed by N
5-
CAIR synthetase and N
5-
CAIR mutase, whereas AIR 
carboxylase catalyzes this conversion in a single step. Research has shown that humans 
do not possess N
5-
CAIR synthetase nor do they possess homologues of N
5-
CAIR 
synthetase.
7,9,10
 Moreover, functional investigations demonstrated that bacterial strains 
with inactive N
5-
CAIR synthetase are avirulent in mice models of infections, making N
5-
CAIR synthetase an ideal target for antibacterial drug discovery.
11-13
 Despite the 
tremendous potential, N
5-
CAIR synthetase as an antimicrobial target has not been 
explored thoroughly since its discovery in 1990s. Only recently, structural and 
enzymological investigations on N
5-
CAIR synthetase were initiated by Firestine et al.
14,15
 
These studies provided structural insights of the enzyme before and after ATP hydrolysis, 
and detailed information on the residues critical for substrate binding and catalysis. 
Regardless of the available information, the catalytic mechanism of N
5-
CAIR synthetase 
and the specific function of key amino acids in the catalysis remain uncertain. 
Surprisingly, experimental and computational studies on the mechanism of action of N
5
-
CAIR synthetase are absent in the literature. Elucidation of the mechanism of action of 
N
5
-CAIR synthetase is crucial for the development of potential inhibitors that represent 
novel antimicrobials. 
N
5
-CAIR synthetase catalyzes the conversion of AIR to N
5
-CAIR. It was 
proposed that this conversion involves highly unstable CP intermediate.
6
 The 
involvement of CP as an intermediate in the mechanism of N
5
-CAIR synthetase stems 
from the 
18
O labeling experiments conducted my Mueller et al., which suggest the 
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transfer of labeled oxygen of bicarbonate to the final inorganic phosphate.
6
 However, 
other experiments to validate the intermediacy of carboxyphosphate are absent in the 
literature. From structural studies and molecular modeling Firestien et al. suggested a 
plausible mechanism.
14
 In the first step, N
5
-CAIR synthetase catalyzes the formation of 
CP from Mg2ATP and bicarbonate. CP then decomposes into CO2 and phosphate. Then 
in the final step, N
5
-CAIR synthetase catalyzes the attack of AIR on CO2. An alternative 
mechanism in the final step is the direct attack of AIR on CP.  
The question whether CO2 or CP is the carboxylating agent in the ATP grasp 
carboxylases is still debated.
16-18
 Moreover, decomposition of carboxyphosphate into 
carbon dioxide and inorganic phosphate is perplexing for several reasons. First of all, 
carboxyphosphate may undergo decomposition as a trianion, a dianion or a monoanion. 
Investigating different ionic forms of carboxyphosphate is important because, dianions 
and monoanions of simple acyl phosphates near neutral pH were shown to hydrolyze 
through different mechanisms.
19
 The ionic state is determined by the pH of the 
environment and the pKa values of the polyprotic CP that were never determined. In 
general, pKa values of polyprotic phosphate monoesters are pKa1 ≈ 1.6 and pKa2 ≈ 6.6.
20
 
Therefore, at physiological pH (5-8), phosphate monoesters exist in equilibrium between 
monoanionic and dianionic forms. However, CP contains a carboxylic group whose pKa 
value is 4.75, giving rise to an additional ionic state (trianion). Therefore, one would 
predict that at physiological pH, carboxyphosphate might exist in equilibrium between 
monoaion, dianion and trianion. However, trianionic CP can be excluded as research on 
phosphate monoesters has provided considerable evidence that decomposition or 
solvolysis of higher negative charged states is highly difficult.
21-24
 Secondly, for each 
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anion state of the carboxyphosphate there are several possible conformations from which 
decomposition take place. Decomposition from specific conformations is implied in the 
hydrolysis of monoanionic acetylphosphate that involves intramolecular concerted proton 
transfer from phosphate to the leaving acetic acid. Thirdly, the decomposition could 
occur either by the C-O bond fission or P-O bond fission. This factor arises from the fact 
that carbamoylphosphate (a structural analogue of CP) decompose through C-O bond 
fission in dianionic form and P-O bond fission in monoanionic form. Fourthly, factors 
effecting the formation and stabilization of the CP in the enzyme active site. The  half-life 
of CP in aqueous solution was estimated to be less than 70 ms in aqueous solution,
25
 and 
2.8 s - 2.5 min for carboxyphosphate bound to CPS in a mixture of water and acetone, 
and 67% DMSO respectively.
26,27
 Both CPS and N
5
-CAIR synthetase belong to ATP 
grasp carboxylase family.
28
 Therefore, it is reasonable to presume that N
5
-CAIR 
synthetase like CPS can also extend the lifetime of CP considerably by stabilizing the 
initially formed carboxyphosphate simultaneously preventing its rapid decomposition by 
a mechanism that is not yet determined.  
In this study ab initio, DFT and ONIOM QM/MM computations hwere used to 
determine the catalytic mechanism of N
5
-CAIR synthetase. Our results suggest the N
5
-
CAIR synthetase through Arg 271 catalyzes the formation of dianionic pseudo-cyclic CP 
from Mg2ATP and bicarbonate through SN2 type transition structure. Lys 353 donates 
one of its protons to the dianionic pseudo-chair CP transforming it into monoanionic 
pseudo-chair CP. Then the proton transfers from carboxy side to the phosphate side that 
triggers the decomposition of CP into CO2 and phosphate. Asp 153 catalyzes the 
carboxylation of AIR by acting as a base to remove a proton from the exocyclic amine. 
 129 
These results are in accord with the site-directed mutagenesis studies. In addition, our 
results provide insights into the mechanism of decomposition pathways for CP in 
aqueous solution in vacuum, and ramifications for why these pathways are not accessible 
for enzyme bound CP. Finally, the predicted catalytic mechanism of action of N
5
-CAIR 
synthetase is presented.  
 
5.2 Formation of CP 
 The role of phosphate esters in biochemical transformations has well been 
established. One of the most significant reactions involving phosphate esters is the 
hydrolysis of ATP.  Despite numerous experimental and theoretical studies for about six 
decades, skepticism about whether phosphate hydrolysis occurs through associative or 
dissociative mechanisms still persists.
29-35
 The transition state involved in the dissociative 
mechanism possesses a small amount of bond formation to the incoming nucleophile, a 
large amount of bond cleavage to the leaving group, and charge donation from the non-
bridging phosphoryl oxygen atoms to phosphorus. On the other hand, the associative 
transition state possess higher amount of bond formation with the incoming nucleophile, 
a small amount of bond cleavage to the leaving group and charge accumulation on the 
non-bridging phosphoryl oxygen atoms. Different enzymes employ different strategies in 
stabilizing dissociate or associative transition states. The catalytic role of enzymes arises 
from the ability to stabilize dissociate or associative transition states relative to the 
ground states. In order to understand how enzymes stabilize the transition states, it is 
crucial to study the transition state for the uncatalyzed reaction. Therefore, in this section 
 130 
first the uncatalyzed reaction of the formation of CP from ATP and bicarbonate is 
presented. Then the results are compared to that of the N
5
-CAIR synthetase catalyzed 
reaction to decipher the catalytic role of the enzyme.  
 
5.2.1 Initial Step: ATP + bicarbonate 
 The presumed first step in the reaction mechanism of N
5
-CAIR synthetase is the 
formation of CP intermediate from the nucleophilic attack of bicarbonate on the γ-
phosphate of ATP. Initially, this reaction is investigated in vacuum and the absence of 
cations or residues. In our computational models, no protons were placed on the 
phosphate moieties of ATP. Several attempts were made to determine the initial ATP-
bicarbonate complex and transitions state for the CP formation, but these optimizations 
failed to converge. This is not surprising as high columbic repulsion between the 
negatively charged bicarbonate and the negatively charged γ-phosphate ATP is 
inevitable. These repulsions can be diminished either by protonating the negatively 
charged oxygen atoms of the γ-phosphate or by including cations, as ATP grasp 
carboxylases are known to involve cations such as Mg
+2
 and K
+ 
in their catalytic 
reactions.
28
 The former approach was employed in a recent theoretical investigation of 
the reaction mechanism of biotin carboxylase.
36
 However, we chose the later approach, as 
phosphate groups of ATP are most likely to be negatively charged in the active site of the 
enzymes. Moreover, the crystal structure of N
5
-CAIR synthetase contains Mg
+2
 ions and 
water molecules in ATP binding site. Therefore, we modeled the reaction in the presence 
of two Mg
+2
 ions, two glutamate residues and two water molecules. The initial 
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coordinates for ATP, two Mg
+2
 ions, two glutamate residues and two water molecules 
were taken from the crystal structure of N
5
-CAIR synthetase.    
 Optimizations of the above-mentioned reactive model along with the bicarbonate 
were successful. Consequently, computations on the formation of CP were carried out. 
Our computations suggest that CP formation involves SN2 type transition state. 
Nucleophilic oxygen of the bicarbonate attacks the phosphorus of the γ-phosphate 
leading to the simultaneous cleavage of the O-P bond in the transition state. Another 
oxygen atom of bicarbonate coordinates with one of the Mg
+2
 ions. Such an SN2 type 
transition state leads to the inversion of the configuration of phosphorus of γ-phosphate. 
The SN2 type transition state is also supported by the stereo-analytical studies of Hansen 
and Knowles, which suggest the inversion of stereochemistry at phosphorus during the 
course of pyruvate carboxylase reactions involving ATP and bicarbonate.
37
 Transition 
structure for the reaction of ATP and bicarbonate is of interest because bicarbonate can 
react with ATP via two possible transitions states as shown in Figure 5.1. The difference 
between TS1 and TS2 is that in TS1 negatively charged oxygen atom of bicarbonate 
coordinates with the Mg
+2
 whereas in TS2 oxygen atom of the hydroxyl group 
coordinates with the Mg
+2
. In general oxygen atom in TS2 is expected to be more 
nucleophilic than oxygen atom in TS2 because coordination of hydroxyl oxygen allows 
for the localization of more negative charge on the nucleophilic oxygen. However, it is 
also expected that the coordination of Mg
+2 
with hydroxyl oxygen in TS2 is unfavorable 
compared to that with negatively charged oxygen in TS1. Such an unfavorable interaction 
leads to the overall destabilization of the TS2. All our efforts to locate TS2 were 
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unsuccessful supporting the premise that the chelation of Mg
+2 
by hydroxyl oxygen is 
unfavorable in comparison to basic oxygen.  
 
 
Figure 5.1. Possible transition states for the attack of bicarbonate on ATP.  
 
  In the geometry optimized transition state, each Mg
+2
 ion forms an octahedral 
hexa coordinate sphere with oxygen atoms of α, β and γ-phosphates of ATP, two 
glutamate residues, two water molecules and bicarbonate as shown in Figure 5.2. 
Specifically, one of the Mg
+2
 ions coordinate with one oxygen atom of α-phosphate, one 
oxygen atom of γ-phosphate, one oxygen atom of a water molecule and two oxygen 
atoms of glutamate Glu 267 and one oxygen atom of Glu 254. The other Mg ion 
coordinates with one oxygen atom of β-phosphate, one oxygen atom of γ-phosphate, one 
oxygen atom of a water molecule, two oxygen atom of Glu 254, and one oxygen atom of 
bicarbonate, thus forming octahedral coordination spheres. Thus, Mg
+2 
ions facilitate the 
initial reaction between ATP and bicarbonate by brining the reactants together and 
stabilize the transition structure by lowering the electrostatic repulsions between the 
negatively charged atoms.  
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Figure 5.2. Transitions state for the attack of bicarbonate on ATP in the “active site only” model. 
In the ball and stick representation white, grey, red, orange and yellow balls represent hydrogen, 
carbon, oxygen, phosphorus and magnesium respectively. For clarity, only part of ATP is shown.  
 In the initial reactant state, the nucleophilic oxygen atom of the bicarbonate that is 
not coordinating with the Mg
+2 
ion is 6.20 Å away form the electrophilic phosphorus 
atom of the γ-phosphate. This distance is reduced to 2.08 Å in the transition state. On the 
other hand, the distance between the phosphorus of γ-phosphate and the bridging oxygen 
atom between β-phosphate and γ-phosphate increases from 1.72 Å in the initial reactant 
state to 2.20 Å in the transition state, and is eventually cleaved to produce CP and ADP. 
The calculated activation energy for the formation of CP in vacuum is 20.1 kcal/mol. The 
final CP complex is 13.6 kcal/mol more stable than the initial reactant state. The 
imaginary frequency of the transition state corresponds to the stretching of P(-
phosphate)-O(bridging oxygen) and O(bicarbonate)- P(-phosphate) bonds. 
 
 Next we studied the studied the reaction of ATP and bicarbonate in the enzymatic 
pocket using ONIOM (M062X/6-31G(d):AMBER) method, to understand how N
5
-CAIR 
2.20  2.08  
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synthetase catalyzes the formation of CP. The high level QM layer consists of the same 
number of atoms as that of the previously defined “active site only” model. The low level 
MM layer consists of the remaining of residues of the N
5
-CAIR synthetase. The newly 
optimized initial reactant state in the enzyme is identical to that of “active site only” 
model. The most remarkable difference between the two models is the distance between 
the phosphorus atom of the γ-phosphate of ATP and the basic oxygen atom of the 
bicarbonate that is not coordinated with the Mg
+2 
ion. This P-O distance is reduced from 
6.19 Å in “active site only” model to 4.24 Å in the enzyme. N5-CAIR synthetase through 
residues Arg 271 and His 273 orients the bicarbonate in such a way to promote its attack 
on the ATP.  Arg 271 anchors the bicarbonate by donating two hydrogen atoms to two 
oxygen atoms (oxygen chelating the Mg and hydroxyl oxygen) of bicarbonate and thus 
forming two intermolecular hydrogen bonds. His 273 on the other hand, through 
electrostatic repulsion push the other basic oxygen atom of bicarbonate towards the 
electrophilic phosphorus. On a whole, the enzyme assists the reaction of ATP and 
bicarbonate by providing a template for the transition state at the active site.  
 Identical to that of “active site only” model, SN2 type transition state has been 
identified in the enzyme and is shown in Figure 5.3. The distance between the 
nucleophilic oxygen and electrophilic phosphorus is 2.77 Å in the enzyme compared to 
that of 2.08 Å in the “active site only” model. In the same manner, the distance between 
the electrophilic phosphorus and the bridging oxygen between β and γ phosphates is 
elongated in the enzyme (2.44 Å) compared to that of “active site only” model (2.15 Å). 
The calculated activation energy for the formation of CP in the enzyme is 11.2 kcal/mol 
compared to 20.1 kcal/mol in the “active site only” model. The final ADP-CP complex in 
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the enzyme is 23.6 kcal/mol more stable than the initial ATP-bicarbonate complex. 
Although, it is hard to determine the associative or dissociative mechanism of the 
phosphoryl transfer reactions from the absolute key bond distances, a qualitative account 
is possible from the relative bond distances in different transition states. In our case, we 
have two different transition structures, one from “active site only” model and another in 
the presence of whole enzyme. As stated above, compared to the transition structure from 
“active site only” model, the transition structure in the enzyme has longer forming and 
dissociating P-O bonds. Therefore, in a relative sense the TS in the “active site only” 
model has associative character, while the TS in the enzyme has dissociative character.  
 
 
Figure 5.3.  Transition state for the attack of bicarbonate on ATP in the enzyme ONIOM 
(M062X/6-31G(d):amber) level of theory. White, grey, red, orange, blue and yellow balls 
represent hydrogen, carbon, oxygen, phosphorus, nitrogen and magnesium atoms respectively.  
 On the whole, formation of CP from ATP and bicarbonate is an exothermic 
reaction. Also, the enzymatic environment assists in making the formation of CP more 
exothermic. Mg
+2
 ions facilitate the formation of CP by bringing the reactants together in 
2.44  2.77  
 136 
a complex and lower the electrostatic repulsions between the highly negatively charged 
species. Glu 254, Glu 267 and the two crystallographic waters provide the required 
octahedral chelation to Mg
+2
 ions. In the presence of the substrate, this chelation 
architecture of one of the Mg
+2
 adjusts itself so as to provide a new interaction with this 
substrate. N
5
-CAIR synthetase catalyzes the reaction mainly through residues Arg 273 
and His 273 by providing the template for the SN2 type transition structure. Such fixation 
by the enzyme leads to the significant loss of entropy that could contribute considerably 
to catalysis. In addition, presence of N
5
-CAIR synthetase around the “active site only” 
model makes the TS more dissociative in nature.  
 
5.3 Mechanism of the decomposition of CP 
 It has been proposed that the decomposition of acyl phosphates proceeds through 
a P-O bond fission via concerted intramolecular proton transfer involving a six-
membered ring, without any assistance from external solvent.
38
 It has also been proposed 
that with the increasing electron withdrawing power of the leaving group, proton transfer 
step is not necessary for the decomposition.
38
 In the absence of the proton transfer step, 
decomposition via P-O bond fission is more sensitive to the nature of the leaving group 
and expected to occur with the dianion species through direct elimination.
38
 For example, 
hydrolysis of acetyl phosphate in both dianion and monoanionic forms has been 
accounted by Koshland.
39
 Hydrolysis of monoanionic fluoroacetyl phosphate consisting 
of better leaving group than acetyl phosphate occurs with the same rate as that of the 
acetyl phosphate monoanion, but the rate of hydrolysis of the corresponding dianion is 63 
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times faster that that of acetyl phosphate dianion. Similar kind of enhanced rates are seen 
with benzoyl phosphate dianions.
38
 On the other hand, Allen and Jones proposed that 
depending on the anionic state, the decomposition of some acylphosphates could take 
place via C-O bond fission or P-O bond fission.
40,41
 For example, carbamoyl phosphate 
has been shown to decompose by P-O bond fission in monoanionic from, whereas the 
dianionic form has been shown to decompose by C-O bond fission. Quantum mechanical 
calculations suggested that thermal decomposition of carbamoyl phosphate in dianionic 
form takes place through C-O bond fission, facilitated by the intramolecular proton 
transfer from amine to phosphate.
42
  
 Carbamoyl phosphate is considered as structural analogue of CP. Both carbamoyl 
phosphate and CP are acyl phosphates. Hydroxyl group in CP replaces the amine group 
in carbamoyl phosphate. Therefore, it is expected that the decomposition of dianion CP is 
identical to that of carbamoyl phosphate and proceed via C-O bond fission. 
Consequently, starting with the dianionic CP computations have been carried out to 
determine the decomposition reaction.  
 
5.3.1 Dianionic CP  
 As mentioned in the previous chapters, six different conformations were 
identified for CP in dianionic form. Out of these six conformations, the most stable 
conformation is pseudo-cyclic conformation. Also, it has been shown in the previous 
section that CP is formed as a pseudo-cyclic dianionic conformation. It is crucial to 
mention here that out of the six different conformations the proton stays on the phosphate 
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side in PC, PA and PG, and carboxy side in EZ, ZE and ZZ. It has been concluded form 
the conformational analysis in the vacuum that in EZ, ZE and ZZ are preorganized to 
undergo decomposition via P-O bond fission leading to the formation of bicarbonate and 
meta phosphate. On the other hand, conformations with proton on phosphate side more 
likely undergo decarboxylation through C-O bond cleavage leading to the formation of 
inorganic phosphate and CO2. At this point, it is crucial to mention that the pseudo-cyclic 
CP conformation with proton on the acid side has not been identified as energy minima. 
Therefore, it is not clearly understood how the proton of the bicarbonate ends up on the 
phosphate side in the pseudo-cyclic CP. One possibility is that the proton transfer from 
the carboxy side to phosphate side in PC is a spontaneous process and does not involve a 
barrier. Regardless of how proton transfer take place it is crucial to understand that a six 
membered pseudo-cyclic conformation is essential for proton transfer and such a process 
is associated with change of the course of decomposition from P-O bond fission to C-O 
bond fission. Therefore, starting with the PC conformation the potential energy profile 
for the decomposition of CP as a function of C-O distance has been determined in 
vacuum and is shown in Figure 5.4.   
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Figure 5.4. Potential energy profile for the decomposition of dianionic CP as function C-O 
(bridging oxygen) distance in vacuum at M062X/aug-cc-pVTZ level of theory.  
  
 PC conformation of dianionic CP is associated with the C-O distance of 1.39 Å. 
As the C-O distance increases the energy of the system also increases. The energy 
increases by almost 39.0 kcal/mol when the C-O distance is 2.40 Å. At C-O distance of 
2.90 Å the energy reaches 43.0 kcal/mole. Overall, these results indicate that 
decomposition of CP into carbon dioxide and inorganic phosphate is unfavorable by 
almost 45.0 kcal/mol in dianionic form. The cleavage of C-O bond in dianionic CP is not 
associated with a saddle point and is not energetically feasible in vacuum. It has to be 
noted that the potential energy profile shown in Fig 5.4 is calculated in vacuum. The idea 
is that the calculations in vacuum better simulates hydrophobic environment of the 
pocket. Since the estimated half-life of CP in the aqueous solution is known, calculations 
on dianionic CP in implicit water model were carried out to understand the 
decomposition process in hydrophilic environment. The potential energy profile for the 
decomposition of dianionic CP in implicit water is shown in Figure 5.5. The energy of 
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the system increases as the C-O bond distance increases till 2.19 Å and then decreases. 
The energy difference between the initial PC conformation and the saddle point at C-O 
bond distance of 2.19 Å is 16.1 kcal/mol. Overall the reaction is endothermic with ΔE = 
15.0 kcal/mol. With such a high energy barrier, and the reaction being endothermic the 
decomposition of dianionic CP in implicit water seems difficult. In addition, the high 
barrier of 16.1 kcal/mol does not justify the estimated 70 ms half-life of CP in aqueous 
solution. However, as mentioned previously CP can exist in equilibrium between 
different ionic states at neutral pH. Therefore, in the next section decomposition of 
monoanionic CP is investigated. 
 
 
Figure 5.5. Potential energy profile for the decomposition of dianionic CP as function C-O 
(bridging oxygen) distance in implicit water at M062X/aug-cc-pVTZ. 
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5.3.2 Monoanionic CP  
 As mentioned in the previous chapters, 14 different conformations of CP have 
been identified.  Out of these, PC1 and PC2 are the pseudo-cyclic conformations with 
one proton on carboxy side and another on phosphate side. Proton transfer from carboxy 
side to phosphate side can occur in PC1 as well as PC2. PC3, a double hydrogen bonded 
cyclic conformation is the only conformer in which both the protons are on the phosphate 
side. Therefore, decarboxylation is expected to take place from PC3. However, it has to 
be determined form which one of conformations PC1 and PC2 does the decarboxylation 
takes place. Transformation of PC1 to PC3 is associated with transfer of proton from 
carboxy side to phosphate side and also a considerable change in the OPOH dihedral. In 
case of PC2 to PC3 conformational change OPOH dihedral shifts are minimal. Because 
the sequence of proton transfer and OPOH dihedral shifts and the underlying energetics 
are unknown, the potential energy profile for the proton transfer as a function of two 
reaction coordinates: the OPOH dihedral and distance between the accepting oxygen 
atom on the phosphate side and proton has been determined. The resulting 2D potential 
energy surface for the proton transfer in the monoanionic CP is shown in Figure 5.6.   
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Figure 5.6. Contour 2D potential energy surface of the proton transfer from carboxy side to 
phosphate side as a function of O(bridging oxygen)POH dihedral and O-H distance. Side bar 
indicates relative energy with respect to PC1 at M062X/aug-cc-pVTZ.  
 The basin in the lower right portion corresponds to the PC1 conformation with O-
H bond distance of 1.48 Å and OPOH dihedral of 92.0°. The second higher lying basin 
on upper right portion of the surface corresponds to the PC2 conformation with O-H 
bond distance of 1.48 Å and OPOH dihedral of 269.6°. The third basin that lies higher 
than the other two basins corresponds to PC3 conformation with two intramolecular 
hydrogen bonds with O-H bond distance of 2.0 Å, and OPOH dihedral of 305°. Different 
transition barriers connect all the three basins to each other. Conversion of PC2 to PC3 
that involves proton transfer and minimal OPOH rotation is associated with a barrier 
height of 3.8 kcal/mol. On the other hand, proton transfer in PC1 is also associated with 
significant change in the OPOH dihedral and this process has a barrier height of 6.6 
kcal/mol. Overall the results indicate that the proton transfer from PC2 is more 
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energetically feasible than from PC1. However, proton transfer in PC1 can occur either 
in a step-wise mechanism involving OPOH dihedral change first and then the proton 
transfer or in a concerted manner. As shown in Figure 5.6, the step-wise mechanism is 
energetically favorable compared to the concerted mechanism.  
 
 
Figure 5.7. Potential energy profile for the decomposition of monoanionic CP as function C-O 
(bridging oxygen) distance in vacuum at M062X/aug-cc-pVTZ. 
 
 Next, starting from the PC3 conformation potential energy profile as a function of 
C-O bond distance has been determined to probe the mechanism of decomposition of 
monoanionic CP. The potential energy profile of the optimized zero order and first order 
saddle points along the reaction coordinate are shown in Figure 5.7. In vacuum 
decomposition of CP is an endothermic process with ΔE = 6.0 kcal/mol and an activation 
barrier of 7.1 kcal/mol. On the other hand in implicit water the decarboxylation is 
exothermic with ΔE = -1.2 kcal/mol having an activation barrier of 5.1 kcal/mol.  
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 Overall our computations suggest that decomposition of CP into carbon dioxide 
and inorganic phosphate through C-O bond fission is energetically more feasible in the 
monoanionic state. Although decomposition of CP may occur in dianionic state, such a 
process is only involved with P-O bond fission that leads to the formation of bicarbonate 
and meta phosphate. It has been postulated that several acyl phosphates depending on 
their ionic state undergo decomposition via different mechanisms. However, there has not 
been single direct evidence that illustrates this premise. Our computations predict that the 
P-O bond fission is more feasible in dianionic CP and C-O bond fission is more feasible 
in monoanionic CP. In addition, our computations predict that the C-O or P-O bond 
fissions exhibit conformational dependency. For the first time, the concept of 
conformational dependency on phosphoryl transfer in acylphosphates has been presented.  
  
5.3.3 Decomposition of CP in the active site of N5-CAIR synthetase 
 Based on the results presented, the decomposition of CP requires three conditions: 
(1) the adoption of the 6-membered ring reactive geometry, (2) conversion of dianionic to 
monoanion ionic CP, and (3) proton transfer from carboxy side to phosphate side and the 
accompanying cleavage of C-O bond. Therefore, hindrance to any of these steps when 
CP is bound in the active site of the enzyme leads to the prevention of decomposition and 
thus longer half-life. In fact, increased half-lives have been observed for the carbamoyl 
phosphate synthetase bound CP. The calculated half-life of enzyme bound CP in 67% 
DMSO is 2.5 min
26
 and in a mixture of water and acetone is 2.8 s
27
 compared to the 
estimated half-life of   70 ms in aqueous solution.25  
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  In order to understand how CP decomposes in the active site, ONIOM QM/MM 
calculations were carried out. For these calculations, the reaction coordinates were taken 
from the last step of the CP formation studies carried out previously. In this step, CP is 
formed as pseudo-cyclic ring structure with proton on carboxy side. The definition of the 
QM layer has been modified for the sake of making computations less expensive. In this 
model, the QM layer consists of CP, Lys 353, Arg 271 and His 273. These residues were 
determined to be highly crucial for the enzyme’s activity by the mutagenesis studies.14,15  
 Geometry optimizations have been carried out using ONIOM QM/MM 
(M062X/6-31g(d):AMBER). In the initial reactant optimized structure, the proton of Lys 
353 and the proton from carboxy side are transferred to the phosphate side of dianionic 
CP to form monoanionic CP. All our efforts to locate a transition structure for the proton 
transfer processes were not successful. The potential energy profiles along the proton 
transfer reaction coordinates suggest that proton transfer in both cases is spontaneous 
exothermic reaction involving no energy barrier. It is crucial to note here that a novel 
pseudo-cyclic conformation (PCN) with both protons on phosphate side has been 
identified in the active site. Unlike PC3, this novel conformation is not associated with 
di-hydrogen bonding framework. In fact, this novel conformation resembles PC1 with the 
difference being the position of proton. In PC1, the proton stays on carboxy side, while in 
the novel conformation proton stays on phosphate side.  
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Figure 5.8. Key distances (Å) in the transition structure for the decarboxylation of CP in N5-CAIR 
synthetase at ONIOM(M062X/6-31G(d):amber) level of theory. White, grey, red, orange 
phosphorus and blue balls represent hydrogen, carbon, oxygen, phosphorus and nitrogen 
respectively.  
 Next, starting from PCN conformation the cleavage of C-O bond in CP in the 
active site is investigated and the optimized transition structure is given in Figure 5.8. 
The C-O bond distance in the transition state is 1.9 Å. The calculated activation energy 
for the decarboxylation of CP in the active site is 15.9 kcal/mol. The higher activation 
energy of decarboxylation in the active site explains the observed increased half-life of 
enzyme bound CP. The decomposition of CP into carbon dioxide and inorganic 
phosphate is an exothermic process by 9.4 kcal/mol. In the enzyme, the activation energy 
of decarboxylation is increased, and the overall decomposition reaction is exothermic. 
Binding of CP to the enzymatic active site impedes the decomposition of CP by 
increasing the activation energy of the decomposition and thus increases its half-life. 
1.9  
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5.4 Carboxylation of AIR 
 It has been suggested by Sauers et al that CP has two roles in the active site: (1) a 
kinetic role in supplying low-entropy, “activated carbon dioxide” through the dehydration 
of bicarbonate; and (2) a thermodynamic role forcing the overall carboxylation reaction 
towards product formation.
25
 Whether the nucleophilic substrate attacks CP or carbon 
dioxide in the ATP carboxylases is still actively debated.
16-18
 Therefore, we have 
employed computations to study the carboxylation reaction of AIR. Carboxylation by 
both carbon dioxide and CP were considered. First the analogous small-molecule 
reactions were studied in the gas phase. The phosphate group of AIR was substituted with 
the methyl group in the computational models. Since the barriers for the proton transfer 
involved in the gas phase carboxylation reactions are rather high, we explored the 
possibility of a molecule of water catalyzing the reaction. The catalytic role of Asp 153 as 
a base in the carboxylation of AIR has been proposed by mutagenesis studies. Therefore, 
carboxylation of AIR in the presence of Asp was investigated. Acetate ion was chosen to 
model the Asp, since acetate is the smallest model that can adequately mimic the Asp 
side chain. Finally, carboxylation of AIR within the active site of N
5
-CAIR synthetase 
was studied with ONIOM QM/MM (M062X/6-31g(d):AMBER) method.  
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5.4.1 Carboxylation of AIR in the gas phase 
 The carboxylation of amines has been studied over a century.
43
 Interaction of 
carbon dioxide with ionic liquids containing amine groups is of interest because of its 
implications in gas purification.
44-51
 However, physical chemical data on the gas-phase 
carboxylation of simple amines is sparse. Available data from theoretical studies suggest 
that the carboxylation of amines by carbon dioxide is associated with high barriers.
50,52
 
On the other hand, there is no data available from either experimental or theoretical 
studies on the carboxylation of amines by CP. Therefore, carboxylation of AIR model by 
both carbon dioxide and CP was considered. 
 
 
Figure 5.9. Key distances (Å) in the transition structure for carboxylation of AIR model at 
M062X/6-31G(d) level of theory. White, grey, red and blue balls represent hydrogen, carbon, 
oxygen, and nitrogen respectively. 
 The reactants involved in the carboxylation of AIR model by carbon dioxide form 
a weakly bound complex. The transition state located is in accord with previous studies 
1.3  
1.3  
1.6  
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and is shown in Figure 5.9 with key structural features. The transition state for the 
carboxylation of AIR model is associated with proton transfer form amine nitrogen to 
oxygen of carbon dioxide and bond formation between nitrogen of amine and carbon of 
carbon dioxide. The transferring proton is approximately halfway along the reaction path. 
The activation energy (44.5 kcal/mol) of the carboxylation is very high, which is in 
agreement with previous theoretical studies. Next, carboxylation of AIR model by 
carboxyphosphate was investigated, and all efforts to determine the transition state were 
unsuccessful.  
 
5.4.2 Carboxylation of AIR assisted by explicit water 
 Mechanism of carboxylation of amine in solution has been investigated 
previously, and reaction orders between 1 and 2 in the amine have been reported. Two 
different interpretations were put forward based on the observed reaction rate 
information. In one case, a competition between zwitterion formation and amine 
deportation was implied. On the other hand, a base catalyzed carboxylation reaction in 
which either amine or the solvent water can acts as a base. Although direct experimental 
evidence that supports either of these propositions is not available, theoretical 
calculations suggested that one or more water molecules of water or second amine 
molecule of the amine aids the proton transfer from amine group to carbon dioxide during 
the carboxylation reaction and lower the proton transfer barrier considerably. Such a 
catalytic role by explicit water was observed in other reactions such as hydrolysis of 
amides and hydration of carbon dioxide and carbonyl groups.  
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Initial reactants, transition state and the final product for the carboxylation 
reaction of AIR model in the presence of single explicit water molecule were optimized. 
One of the protons of the water molecule transfers to the carbon dioxide making the 
water molecule basic enough to extract the proton of the amine of AIR model. As shown 
in Figure 5.10, both these proton transfer processes occurs simultaneously in the 
transition state. The imaginary frequency in the transition structure corresponds to 
stretching of N-H (amine of AIR model), O-H (water) and N-C bond. The N-C and C-O 
bond lengths in the transition structure were observed to be identical to that of vacuum. 
However, presence of explicit water molecule lowered the activation energy for the 
carboxylation of AIR model to 20.0 kcal/mol. Similar to the that of vacuum phase results, 
our efforts to locate the transitions state for the carboxylation of AIR model by CP in the 
presence of explicit water were unsuccessful.  
 
Figure 5.10. Key distances (Å) in the transition structure for the water catalyzed carboxylation of 
AIR model at M062X/6-31G(d) level of theory. White, grey, red and blue balls represent 
hydrogen, carbon, oxygen, and nitrogen respectively. 
1.6  
1.4  
1.2  
1.1  
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5.4.3 Carboxylation of AIR assisted by acetate ion 
 Data from the crystal structural analysis of N
5
-CAIR synthetase revealed that Asp 
153 is only 3.0 Å from the exocyclic amine of AIR. Thus, Asp 153 has the potential to 
act as a base to remove the proton of the amine group of AIR, thus promoting the 
carboxylation reaction. Therefore, carboxylation reaction of AIR model in the presence 
of acetate ion has been investigated. As mentioned previously, acetate ion is the smallest 
model that can sufficiently mimic the aspartate side chain.  
 
 
Figure 5.11. Key distances (Å) in the transition structure for the acetate catalyzed carboxylation 
of AIR model at M062X/6-31G(d) level of theory. White, grey, red and blue balls represent 
hydrogen, carbon, oxygen, and nitrogen respectively. 
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 Transition state for the carboxylation reaction of AIR model by CP in the 
presence of acetate ion was not found. However, along with reactant and product 
complexes we were able to locate transition state for the carboxylation of AIR model by 
carbon dioxide catalyzed by acetate ion. As show in Figure 5.11, the transition structure 
is associated with a proton transfer form amine group to the acetate ion and the C-N bond 
formation. The imaginary frequency of the transition state corresponds to the 
simultaneous stretching of N-H bond and C-N bond. N-C and C-O bond lengths in the 
transition structure catalyzed by acetate were observed to be identical to those in vacuum 
and water. The activation energy of the reaction catalyzed by acetate ion is 2.8 kcal/mol. 
In addition, the final carboxylated product is 2.7 kcal/mol more stable than the reactant 
complex.  
 In summary, our computations suggest that the activation barrier for 
carboxylation of AIR by carbon dioxide is lowered by acetate ion and water. Even 
though, water molecule catalyzes the carboxylation reaction, the catalytic effect produced 
by acetate ion is considerably stronger than that of the water molecule. These calculations 
in the gas phase provide valuable information about the plausible reaction path and its 
energetics in the protein environment. Our gas phase results reinforces the previously 
proposed role of Asp from structural studies, which is to act as a base to remove the 
proton from the amine of AIR thereby promoting the carboxylation by carbon dioxide. 
Results from our computations are not in agreement with the idea of carboxylation of 
AIR by CP.  
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5.4.4 Carboxylation of AIR in the active site of N5-CAIR synthetase 
 Our goal is to understand how N
5
-CAIR synthetase catalyzes the carboxylation of 
AIR. Calculations form vacuum phase suggest that a water molecule or a basic residue 
can catalyze the carboxylation of the amine group. As mentioned earlier, structural 
information from N
5
-CAIR synthetase revealed that Asp 153 could act as a base to 
catalyze the carboxylation of AIR. In addition, site directed mutagenesis studies have 
shown that the activity of the N
5
-CAIR synthetase is lowered considerably when Asp 153 
is mutated with Ala. Based on data from mutagenesis studies and computations Asp 153 
role as a base to remove the proton form AIR is established. In addition to catalytic effect 
from Asp 153, the enzymatic environment contributes to the catalysis through 
electrostatic and steric interactions with the active site and substrates. Therefore, 
QM/MM ONIOM calculations were used to investigate the carboxylation reaction of AIR 
in the active site. First, AIR is docked into the enzyme structure. The QM/MM ONIOM 
optimized structure from the last step of decarboxylation of CP that contains carbon 
dioxide and inorganic phosphate was used for docking. The docked AIR, Asp 153, Lys 
353, His 273, carbon dioxide, and inorganic phosphate were included in the QM layer, 
and the rest of the enzyme was modeled with MM and ONIOM QM/MM optimizations 
have been carried out.  
In the optimized structure with initial reactant complex, the distance between the 
carbon of carbon dioxide and nitrogen of exocyclic amine of AIR is 2.6 Å. The distance 
between the nitrogen of exocyclic amine and the proton of Asp 153 is 1.0 Å. In the active 
site, Asp 153 is in a good position to act as catalytic base. It has been previously 
proposed that Lys 353 could also function as active site base required for catalysis. 
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However, the distance of 4.5 Å between the exocyclic amine nitrogen and nitrogen of 
lysine from our computations suggest that the catalytic role of Lys353 as a base can be 
ruled out.  
 
 
  
Figure 5.12. Key distances (Å) in the transition structure for the carboxylation of AIR in N5-CAIR 
synthetase at ONIOM(M062X/6-31G(d):amber) level of theory. White, grey, red, orange and blue 
balls represent hydrogen, carbon, oxygen, phosphorus and nitrogen respectively.  
 
 The transition structure for the carboxylation of AIR by carbon dioxide in the 
active site is associated with proton transfer from exocyclic amine to acetate, and 
formation of C-N bond and is given in Figure 5.12. In the transitions structure, the 
transferring proton is 1.2 Å away from the nitrogen and 1.5 Å away from HBA oxygen. 
The distance between the forming C-N bond is 2.2 Å, which is shorter than that of the 
2.2  
1.5  
1.2  
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transition structure catalyzed by acetate in vacuum. The activation energy for the 
carboxylation of AIR in the active site is 2.8 kcal/mol. The enzyme with final 
carboxylated AIR is 9.0 kcal/mol stable than the initial reactant complex. Overall the 
reaction is exothermic. 
  
5.5  Computations vs site directed mutagenesis studies 
 Site-directed mutagenesis studies were carried out by mutating Glu 73, Tyr 152, 
Asp 153, Arg155 and Lys 353 residues with alanine.
13
 Steady-state kinetics and 
equilibrium dialysis experiments were carried out on the mutated Asperigillus clavatus 
N
5
-CAIR synthetase. Tyr 152 and Glu 73 were identified to be important for substrate 
binding. In addition, mutating Glu 73 to Ala also resulted in the decrease in kcat by 1400-
fold.  
 It was concluded that in addition to binding the substrate, Glu 73 also contributes 
indirectly to the catalysis by promoting required alignment of Arg 271. Such an 
alignment was identified to be necessary for the CP binding and for catalyzing the 
decomposition of CP. Since, the direct participation of Tyr 152 and Glu 73 resiudes in the 
catalysis is absent, these two residues were not included in the computational 
investigation. However, in agreement with experiments, our computations suggest that 
Arg 271 forms two hydrogen bonds with oxygen atoms of bicarbonate there by 
facilitating the formation of required template for SN2 reaction. Arg 271 has been 
observed to play a crucial role in binding the CP in the active site.  
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 Mutating Asp 153 and Lys 353 generated inactive enzyme however, in the both 
cases the substrate in the mutant enzyme binds with the same affinity as that of the wild-
type enzyme. Asp 153 and Lys 353 are approximately 3.0 Å and 4.0 Å away from the 
exocyclic amine of AIR respectively suggesting their direct participation in the catalysis.  
However, it is not clear whether Asp 153 or Lys 353 is the active site base required for 
catalysis. Based on the structural information, it has been concluded that Lys 353 is too 
distant to function as catalytic base but, there is no definitive kinetic evidence to rule out 
Lys 353 as active site base. Results from our computations provide new insights on the 
catalytic roles of Asp 153 or Lys 353. Our computations suggest that Lys 353 promotes 
the formation of monoanionic CP, by donating a proton to dianionic CP. As mentioned in 
the previous sections, such a conversion from dianionic CP to monoanionic CP is 
required for the decomposition. Results from computations resolves the dilemma and 
support the catalytic base role of Asp 153, which is to remove the proton from the 
exocyclic amine of AIR. Overall, computational results are in agreement with site-
directed mutagenesis studies and provide the additional information missing from the 
experiments.  
 
5.6 Conclusions 
 N
5
-CAIR synthetase catalyzes the conversion of 5-aminoimidazole ribonucleotide 
(AIR), Mg2ATP, and bicarbonate into N5-CAIR, Mg2ADP, and inorganic phosphate, an 
important step in the de novo purine biosynthesis in microbes. However, the detailed 
mechanism by which N
5
-CAIR synthetase catalyzes this reaction is uncertain. Results 
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from our DFT and ONIOM-QM/MM calculations presented here provided, for the first 
time the detailed catalytic mechanism of N
5
-CAIR synthetase. First step in the reaction 
mechanism of N5-CAIR synthetase involves the formation of dianionic 
carboxyphosphate (CP) from the attack of bicarbonate on the γ-phosphate of Mg2ATP, 
through an SN2 type transition structure. Arg 271 residue in the active site facilitates the 
formation of required template for SN2 reaction. In addition, Arg 271 also aids in the 
binding of CP to the active site. Lys353 then donates a proton to dianionic CP for the 
formation of a specific monoanionic "pseudo-cyclic" 6 membered ring like conformation 
that promotes proton transfer from the acid to phosphate side of CP, which in turn 
triggers decomposition to generate "activated CO2" and inorganic phosphate. 
Decomposition of CP in the active site involves higher activation energy compared to 
that of gas phase results. However, the higher activation energy justifies the larger half-
life of enzyme bound CP observed with ATP-grasp carboxylases. Asp153 plays the role 
of catalytic base in the active site by deprotonating the amine of AIR, thus promoting the 
attack of AIR onto carbon dioxide. The deprotonation and carboxylation of AIR takes 
place in a concerted manner. Our computational results are consistent with the site-
directed mutagenesis studies and provide a detailed understanding of the specific roles of 
the active site residues in the catalytic mechanism of N
5
-CAIR, which in turn aid in the 
design of novel antibacterial and antifungal agents. 
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Chapter 6 
6 Future work 
 This dissertation provides a comprehensive understanding of the mechanism of 
action of N
5
-carboxy-5-aminoimidazole ribonucleotide (N
5
-CAIR) synthetase. In 
addition, the results of this dissertation point to several interesting directions of future 
work. In this Chapter, these future directions will be discussed. Also, preliminary results 
and future work for of a recently initiated project (SNi' cyclizations of lithiated nitriles) is 
presented.  
 
6.1 Stability of Carboxyphosphate 
 Detailed conformational analysis of dianionic and monoanionic carboxyphosphate 
(CP) in vacuum is given in Chapters 3 and 4. Novel pseudo-cyclic conformations 
stabilized by strong intramolecular hydrogen bond were identified to be more stable than 
the linear counterparts in vacuum. While, vacuum calculations provide a model 
representative of the realistic hydrophobic enzymatic pocket, calculations in solvent are 
needed to rationalize the unusually short half-life (  70 ms) of CP in water. Although, 
implicit solvation model describes most of the solvation effects, one of the disadvantages 
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of implicit water is that strong hydrogen bonds with the solvent are difficult to model 
accurately. 
1-5
  Therefore, explicit solvent computations that efficiently describe the 
hydrogen bond interactions between solute and solvent were initiated.   
  
Figure 6.1. EZ conformation of CP in the presence of fifteen water molecules at M062X/6-
31G(d). For clarity, CP is shown in tube model and waters are shown in ball and stick model. 
Water molecules that are not participating in hydrogen bonding with CP are circled in red color.  
 The total number of water molecules included in the computational model was 
determined based on the number of potential hydrogen bond acceptor (HBA) and 
hydrogen bond donor (HBD) sites. CP constitutes fourteen lone pair electrons that 
correspond to fourteen HBA sites and a hydrogen atom that represents HBD site. 
Therefore in total, there are fifteen hydrogen bonding sites available in CP. 
Consequently, computations were carried on PC surrounded by fifteen water molecules. 
In the optimized structure, only twelve water molecules were observed to interact directly 
with CP while the remaining three water molecules hydrogen bond with other water 
molecules as shown in Figure 6.1. Since, a water molecule can interact with more than 
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one HBA or HBD site of CP, inclusion of fifteen water molecules was deemed 
unnecessary. Therefore, subsequent calculations on PC and EZ were carried out with 
twelve explicit water molecules excluding the three water molecules that do not interact 
with CP. The optimized structure of PC is shown in Figure 6.1. In the explicit solvent 
model, PC is 3.8 kcal/mol more stable than EZ model at M062X/6-31G(d) level of 
theory. Such a lowering of the energy difference relative to that of vacuum (27.6 
kcal/mol) and implicit solvent (14.0 kcal/mol) results is attributed to the destabilization of 
PC due to disrupted RAHB coupling from competitive hydrogen binding. As shown in 
Figure 6.2, the strong intramolecular hydrogen bond in vacuum is replaced by two 
intermolecular hydrogen bonds involving explicit water molecules. Such disruption of 
strong intramolecular hydrogen bonds in CP might lead to lowered activation energy of 
its decarboxylation. As discussed in Chapter 4, EZ, ZE and ZZ conformations are 
associated with unusually long P-O (bridging oxygen) bond distances (  2.0 Å) 
suggesting the decomposition of CP via P-O bond fission that leads to bicarbonate and 
meta phosphate. Even though the P-O bond length of the EZ conformation in explicit 
water is reduced to 1.76 Å, it is still longer than normal P-O bond length suggesting the 
decomposition of CP via P-O bond fission. The reason for decreased bond length in 
explicit water is thought to arise from the decreased anomeric effect involving the lone 
pair electrons of the negatively charged oxygen atoms on the phosphate side. Since, in 
explicit solvent, the lone pair electrons on the oxygen atoms of phosphate side are 
associated with intermolecular hydrogen bonding, they are not readily available to 
participate in the hyperconjugation interactions that destabilize the P-O(bridging) bond. 
In addition, in water there is always a possibility for hydrolysis of CP leading to 
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bicarbonate and inorganic phosphate. Therefore, it is crucial to investigate the 
conformational analysis, stereoelectronics and decomposition reaction of CP in explicit 
water models.  
 
Figure 6.2. Optimized structure of pseudo-cyclic conformation of CP in the presence of twelve 
water molecules at M062X/6-31G(d). For clarity, CP is shown in tube model and waters are 
shown in ball and stick model. 
 Further work involving the detailed conformational analysis, decomposition 
energy profile and hydrolysis of CP in explicit water is needed to provide the 
comprehensive understanding the highly unstable nature of CP.  
 To understand the instability of CP, ab initio molecular dynamics calculations 
were also initiated and the preliminary results are presented. All calculations were 
performed by TeraChem,
6-9
 a general purpose quantum chemistry package designed from 
scratch for GPU architectures. To understand the influence of solvent on the 
intramolecular hydrogen bond of PC, 5 ps ab initio molecular dynamics simulation was 
carried out on PC solvated with 101 water molecules at constant temperature (T = 300 
K). B3LYP/6-31G(d) level of theory was used for the ab initio molecular dynamics 
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simulation. Two-electron integrals were chose to be computed with double precision. 
Langevin dynamics was used for temperature control.
9
 Spherical boundary conditions 
were imposed with density chosen to be 1 g/mL and spherical boundary parameter was 
chosen to be 10.0 kcal/(mol.   ). Electronic energy as a function of time was plotted and 
shown in Figure 6.3. It was observed that the Electronic energy of the system started 
converging from 1.5 ps. 
 
Figure 6.3. Electronic energy (a.u) of the system as a function of time step (fs).  
 The main goal of the ab initio study is to investigate whether the solvent disrupts 
the strong intramolecular hydrogen bond in PC. From preliminary computations, it was 
observed that water molecules disrupt the intramolecular hydrogen bond. Snapshots of 
the molecular dynamics simulation at initial step, 0.5 ps, 1.5 ps and 5 ps are given in 
Figure 6.4. The intramolecular hydrogen bond was observed to be breaking at 0.47 ps. 
After 0.47 ps, the pseudo-cyclic conformation of CP changes to linear conformation. The 
number of hydrogen bonds between the CP and water molecules was observed to 
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increase from ten (initial 2 ps) to eleven (from 2 ps to 5 ps). At 5 ps, most of hydrogen 
bonds were observed to be within 2.0 Å.  
 
 
Figure 6.4. CP surrounded by water molecules at initial step (top left), 0.5 ps (top right), 1.5 ps 
(bottom left) and 5 ps (bottom right). For clarity, CP and water molecules that form hydrogen 
bonds with CP at 5 ps were shown in tube representation while remaining waters are represented 
as lines. Hydrogen bonds are represented with dashed yellow lines.   
 
 It is important to note that the ab initio molecular dynamics simulations were 
carried out with B3LYP/6-31G(d) level of theory. In Chapter 3, B3LYP functional was 
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shown to perform poorly in describing the different conformations of CP in vacuum. 
Although, the performance of B3LYP was improved in case of implicit solvent 
calculations, other functionals such as M062X and BB1K were shown to outperform 
B3LYP. Therefore, in future it is highly important to carry out the ab initio molecular 
dynamic simulations with functionals that accurately describe the structure and energy of 
CP in both vacuum and solvent (M062X).  Also, performing ab initio molecular dynamic 
simulations on different conformations of CP in the future is deemed necessary in order 
to understand the decomposition mechanism of CP.  
 
6.2 Monoanionic carboxyphosphate 
 One of the goals of the dissertation is to establish an efficient level of theory to 
model the energetics and structure of CP accurately. Since the experimental information 
on the structure and energetics of CP is not available, energy differences between 
different conformations of dianionic CP and geometries calculated at high-level quantum 
chemical calculations (MP2/aug-cc-pV5Z and CCSD(T)/aug-cc-pVTZ// MP2/aug-cc-
pV5Z) were used as standard reference values. The dianionic form of CP represents an 
ideal case for this purpose, because of the difficulty in accurately describing the possible 
stronger repulsion realized from two negative charges localized on the geminal oxygen 
atoms of the phosphate group. From the computations on the dianionic CP, M062X/aug-
cc-pVTZ level of theory was determined to deliver results that are comparable to that of 
high level ab initio calculations. Consequently, M062X/aug-cc-pVTZ was used for the 
rest of the calculations in the dissertation. However, it necessary to check this assumption 
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and evaluate the accuracy of M062X/aug-cc-pVTZ in describing monoanionic CP against 
high-level quantum chemical calculations such as with the aug-cc-pvqz basis set and 
MP2. Preliminary data is presented in Table 6.1. Future work involves completion of the 
Table 6.1 that mainly involves calculations with aug-cc-pVQZ basis set.  From the 
available data from M062X/aug-cc-pVTZ, the relative energies of the monoanionic 
conformations with respect to PC1 seem to converge. Except for linear conformation L1, 
the relative energies predicted by M062X/aug-cc-pVTZ and M062X/aug-cc-pVQZ differ 
by atmost 0.1 kcal/mol.  
Table 6.1 Relative energies (kcal/mol) of the different conformations of monoanionic CP with 
resoect to PC1 in implicit water. 
Level of theory P1 P2 P3 P4 P5 P6 P7 L1 L2 L3 L4 L5 L6 L7 
MP2/aug-cc-pVDZ 0 0.7 3.8 7 8.3 8.5 9.2 11.7 12.9 12.7 12.8 12.7 13.2 13.4 
MP2/aug-cc-pVTZ 0 0.9 1.3 8.3 9.7 9.9 10.7 13.2 14.1 14.4 14.5 14.5 14.6 14.9 
MP2/aug-cc-pVQZ               
B3LYP/aug-cc-pVDZ 0 0.8 2.4 7.8 9 9.2 9.9 12.2 13.5 12.8 13.4 13.3 13.9 13.7 
B3LYP/aug-cc-pVTZ 0 1.0 2.4 8.4 9.6 9.9 10.7 13.1 13.8 13.7 14.1 14.1 14.4 14.4 
B3LYP/aug-cc-pVQZ               
M052X/aug-cc-pVDZ  0 0.8 1.1 8.5 10 10 10.6 12.8 14.7 13.7 14.7 14.6 14.9 NA 
M052X/aug-cc-pVTZ  0 0.9 1.2 9.5 10.9 10.9 11.7 14 15.4 15.1 15.9 15.8 15.9 NA 
M052X/aug-cc-pVQZ               
M062X/aug-cc-pVDZ  0 0.8 0.8 8 9.5 9.4 10.1 12.2 14 13.4 14.2 14.1 14.4 NA 
M062X/aug-cc-pVTZ  0 0.9 0.9 8.7 10.3 10.1 11.0 11.0 14.5 14.4 15.0 15.0 15.1 NA 
M062X/aug-cc-pVQZ  0 0.9 1.0 8.7 10.3 10.1 11.0 13.2 14.5 14.5 15.0 15.1 15.1 14.9 
BB1K/aug-cc-pVDZ  0 0.9 0.8 8.1 9.7 9.8 NA 12.6 14.5 13.7 14.6 14.4 14.8 14.3 
BB1K/aug-cc-pVTZ  0 1.0 1.1 8.8 10.3 10.4 NA 13.4 14.7 14.5 15.2 15.2 15.3 14.9 
BB1K/aug-cc-pVQZ  
MPW1K/aug-cc-pVDZ  0 0.8 1.9 8.7 10 10.5 11.2 13.6 15.1 14.2 15.1 14.9 15.4 15 
MPW1K/aug-cc-pVTZ  0 1.0 2.4 9.5 10.8 11.2 12 14.4 15.4 15.1 15.8 15.8 15.9 15.7 
MPW1K/aug-cc-pVQZ  
 
Note: Conformations PC1-PC7 are labeled as P1-P7. Blank spaces represents calculations need to be performed and NA 
represents the structures that are not found at the corresponding level of theory.  
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6.3 Identification of the binding site N5-CAIR synthetase inhibitors and 
Virtual screening 
 De novo purine biosynthesis is different in humans and microbes.
10-16
 The 
difference lies in the conversion of AIR to N
5
-CAIR.
12,13,15
 N
5
-CAIR synthetase and N
5
-
CAIR mutase catalyzes the conversion in microbes, while AIR carboxylase catalyzes the 
conversion in humans. N
5
-CAIR or its homolouges are completely absent in humans 
making it a potential target for antimicrobial drug discovery. 
14,15,17
  In addition, 
mutational studies on N
5
-CAIR synthetase in Escherichia coli, Pseudomonas aeruginosa, 
Bacillus anthracis, Cryptococcus neoformans, and Candida albicans deliver microbes 
with significant growth reduction in human serum and animals.
18-20
  The difference in de 
novo purine biosynthesis, coupled with mutational studies, suggest that N
5
-CAIR 
synthetase is an ideal target for antimicrobial drug discovery. High-throughput screening 
(HTS) efforts from Firestine et. al led to the identification of six (five non-competitive 
and one competitive) small lead like inhibitors of N
5
-CAIR synthetase.
21
  However, the 
binding site of non-competitive inhibitors is not known since there are no crystal 
structures of inhibitor bound N
5
-CAIR synthetase.  
 The wealth of information about the mechanism of action of N
5
-CAIR synthetase 
proposed in this dissertation could be used for rational drug design of N
5
-CAIR 
synthetase inhibitors. One idea is to use the structural information of transition states 
involved in the enzymatic mechanism to develop transition structure based inhibitors. 
Another idea is to use virtual screening on the ever-growing libraries of drug like 
databases for potential lead like N
5
-CAIR synthetase inhibitors. Before embarking upon 
the rational drug design ideas, determination of the binding site of the N
5
-CAIR 
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synthetase inhibitors identified through HTS is warranted. Therefore, molecular modeling 
calculations were initiated for the identification of the binding site of the non-competitive 
inhibitors identified from HTS. The information about the binding site coupled with the 
information about the reaction mechanism of N
5
-CAIR synthetase should assist in the 
virtual screening for both competitive and non-competitive N
5
-CAIR synthetase 
inhibitors.  
  
Figure 6.5. Surface representation of the N5-CAIR synthetase with bound ADP, AIR and Mg+2 
shown in tubular representation. AIR from the crystal structure is shown in green and docked AIR is show 
in red. Also the proposed binding pocket 2 is shown.  
2 
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Table 6.2. Binding affinities (kcal/mol) of different non-competitive inhibitors of N
5
-CAIR 
synthetase in different binding sites.  
Site # 7 8 12 
2 -6.8 -7.9 -7.5 
3 -5.2 -5.9 -6.6 
6 -4.5 -4.8 -5.6 
7 -4.9 -5.0 -6.2 
19 -5.3 -6.0 -6.6 
26 -5.0 -5.6 -6.1 
 
As a first step towards out structural drug design efforts, binding site analysis for the non-
competitive inhibitors identified through HTS has been carried out. The 2.1 Å resolution 
X-ray structure of Aspergillus clavatus N
5
-CAIR synthetase (PDB code 3K5I) was 
downloaded. Using the structure preparation tools in MOE (Molecular Operating 
Environement),
22
 a single monomer was extracted from the tetramer crystal structure, 
missing hydrogen atoms were added, crystal waters were removed and broken fragments 
were fixed. ADP, Mg ion, and AIR were deleted. Binding site analysis using the “site 
finder” utility in MOE led to the identification of 26 potential binding sites. Out of these 
26, many of the sites are present on the surface of the enzyme. Site 1 corresponds to the 
binding site of AIR and is not included for the study because non-competitive inhibitors 
bind to the receptor with the same affinity even in the presence of the substrate (AIR). 
Therefore, for final docking calculations only sites 2, 3, 6, 7, 19 and 26 were selected. 
These binding sites were selected on two criteria: (1). binding site should be a closed 
pocket, and (2). binding site should present at dimer interface. Then using Autodock 
Vina,
23
 docking calculations were carried out. In order, to test the accuracy of Autodock 
Vina, the removed AIR is redocked into the AIR binding site. As shown in 6.5 docked 
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AIR (red) occupies the same position as the crystalized AIR (green) suggesting the 
efficiency of Autodock Vina for docking of inhibitors in N
5
-CAIR synthetase.  
 Then non-competitive inhibitors 7, 8 and 12 (named after the paper of Firestine et 
al
21
) were selected for docking (6.6). These compounds were docked in to sites 2, 3, 6, 7, 
19 and 26. The binding energies estimated by the Autodock Vina were given in Table 
6.2. The data suggest that all the inhibitors binds strongly in the binding site 2 compared 
to other sites. Careful scrutiny revealed that binding site 2 is a closed binding pocket 
present near the AIR binding site of N
5
-CAIR synthetase as shown in Figure 6.2.  
 
  
Figure 6.6. Non-competitive inhibitors 7, 8 and 12 identified from HTS.  
 Our preliminary docking calculations suggest the existence of a novel binding 
pocket for the non-competitive inhibitors of N
5
-CAIR synthetase. In addition, several 
lines of research emerge from this discovery. Further work in this project should include 
the structure based drug design based on the both the active site and the novel binding 
site. Potential pharmacophore models can be developed based on the transition structures 
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proposed in the dissertation and virtual screening calculations can be implemented. X-ray 
crystal experiments should be carried out to verify the existence of the novel bind pocket 
for the non-competitive inhibitors.  
 
6.4 SNi' Cyclizations of Lithiated Nitriles 
 Orbital interactions within the cyclization transition structures are central to 
understanding the observed selectivity. The trajectory for the SNi' ring closure occurs 
through either a cis- or trans-addition with either syn or anti elimination, as shown in 
Scheme 1. The trans-cyclization is expected to be favored, since the sterically compact 
nitrile group should prefer the axial position over the carbanion, ring strain in the trans-
product should be reduced, and a significant localization of electron density is focused 
towards a central region of the hydrindane in the cis-transition structure, resulting in a 
destabilizing situation. However, only the cis-hydrindane is found experimentally.
24
 We 
initiated a computational analysis to investigate the unexpected preference for the 
lithiated nitrile to cyclize exclusively to the cis-hydrindane.  
 
Scheme 1. The cis- and trans-transition structures for SNi’ intramolecular cyclization to hydrindane. 
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6.4.1 Quantum Model. 
 The quantum model varies in sophistication to deconstruct the important factors 
suspected in the metal catalysis and observed selectivity. First, the gas phase cis and trans 
transition structures without metal establish a reference point for the energetics and 
selectivity without external influences. Consistent with previous reports, the syn-
elimination in the SNi' reaction is found to be preferred. The second model includes the 
effects of implicit solvent (THF) to isolate the impact of solvent, again without metal. 
The third and final model entails both metal and implicit solvent for a direct comparison 
with experimental observation. Specifically to obtain charge neutral systems, two lithium 
ions were added for the lithium model. The models were selected to accommodate the 
negative charges from the deprotonated alcohol and nitrile carbon. Selectivity is gauged 
by comparing cis and trans transition structure energies.  
Table 6.3. Energy differences (kcal/mol) between cyclization transition structures of cis and trans 
hydrindanes                   in the gas phase. 
Level of theory        
  
       
  
       
B3LYP/6-31G(d) 2.6 2.2 2.1 
B3LYP/6-311+G(2d,p) 2.2 2.2 2.5 
B3LYP/aug-cc-pVDZ 2.3 2.3 2.2 
M06-2X/6-31G(d) 1.7 1.8 1.8 
M06-2X/6-311+G(2d,p) 1.3 1.4 1.3 
M06-2X/aug-cc-pVDZ 1.4 1.3 1.3 
MP2/6-31G(d) 2.6 2.7 2.6 
MP2/6-311+G(2d,p) 2.1 2.0 2.0 
MP2/aug-cc-pzdv 2.3 2.1 2.1 
                                           a Electronic energies. 
b 
Zero point corrected electronic energies. 
c 
Enthalpies 
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6.4.2 Vacuum 
 Computed selectivities, or energy differences at different levels of theory, 
between the transition structures for the cyclization of cis- and trans-hydrindane in the 
gas phase are given in Table 6.3. To capture the effects of electron correlation and 
dispersion, MP2 computations with small to medium sized basis sets, from 259 to 503 
basis functions, were carried out. Compared to the best predicted values from MP2/6-
311+G(2d,p), B3LYP predictions are within ca. 0.1 kcal/mol, whereas M06-2X 
underestimates the MP2 trans preference ca. 0.8 kcal/mol. DFT methods are of interest, 
since the computations are over 10 times faster and have the potential to give accurate 
structural and energetic results. Overall, the gas phase model predicts that the trans-
hydrindane is favored over cis-hydrindane.  
Table 6.4. Energy differences (kcal/mol) between cyclization transition structures of cis and trans 
hydrindanes                   in THF. 
Level of theory        
  
       
  
       
B3LYP/6-31G(d) 2.1 2.5 2.3 
B3LYP/6-311+G(2d,p) 1.8 2.0 1.9 
B3LYP/aug-cc-pVDZ 1.9 2.1 1.9 
M06-2X/6-31G(d) 0.8 1.0 1.0 
M06-2X/6-311+G(2d,p) 0.6 0.7 0.7 
M06-2X/aug-cc-pVDZ 0.7 1.0 0.8 
MP2/6-31G(d) 1.3 1.6 1.5 
MP2/6-311+G(2d,p) 1.0 1.2 1.1 
MP2/aug-cc-pzdv 1.2 1.3 1.2 
                                            a
 Electronic energies. 
b 
Zero point corrected electronic energies. 
c 
Enthalpies 
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6.4.3 Implicit solvent. 
 The influence of solvent was introduced by including Tomasi’s polarized 
continuum model with a dielectric constant consistent with THF, as given in Table 6.4. 
The influence of solvent reduces the error of the predictions from the vacuum 
calculations. However, the preference for trans-cyclization persists. Compared to the 
MP2/6-311+G(2d,p) predicted values, B3LYP tends to overestimates the activation 
energy lowering of the trans-cyclization by ca. 0.7 kcal/mol, where as M06-2X 
underestimates it by ca. 0.7 kcal/mol. M062X/6-31G(d) delivers results that are identical 
to that of MP2/6-311+G(2d,p). 
 
6.4.4 Lithiated hydrindanes. 
 Addition of two lithium ions generates two different modes of complexation for 
both cis and trans cyclization transition structures. The cis-hydrindane transition 
structures provide a special motif that collects and focuses electron density towards a 
centralized region. Electron density from the nitrile anion, hydroxyl anion, -bond, axial 
C-H bond and halogen lone-pairs form a centrosymmetric cavity that can sequester one 
of the positively charged lithium ions. Depending on where the second lithium ion 
coordinates, two different cis-hydrindane transition structures could arise. In O,O-
lithiated cis cyclization transition structures (TS1, TS2 and TS4 in Figure 6.7) the second 
lithium ion coordinates with the negatively charged oxygen of the alkoxide, where as in 
the N,O-lithiated cis cyclization transition structures (TS3, TS4 and TS6 in Figure 6.7), it 
coordinates with the electron rich nitrile nitrogen. 
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Table 6.5. Energy differences (kcal/mol) between cyclization transition structures of metalated 
hydrindanes                 in THF. 
Level of theory                               
B3LYP/6-31G(d)      
B3LYP/6-311+G(2d,p)      
B3LYP/aug-cc-pVDZ      
M06-2X/6-31G(d) 0.7 -5.6  -12.7   
M06-2X/6-311+G(2d,p)      
M06-2X/aug-cc-pVDZ      
MP2/6-31G(d) -1.2     
MP2/6-311+G(2d,p) 2.2     
MP2/aug-cc-pzdv      
a
 enthalpy difference between TS2 and TS1. 
b 
energy difference between TS2 and TS3. 
c 
energy 
difference between TS2 and TS4. 
d 
energy difference between TS2 and TS3. 
e 
energy difference 
between TS2 and TS5. Blank spaces represent calculations to be performed.  
 
  
 It was shown in the previous sections that M062X/6-31G(d) being 
computationally inexpensive delivers same trends as that of MP2/6-311+G(2d,p). 
Consequently, further studies were carried out using M062X/6-31G(d) level of theory. 
However, future work involves the expansion of this preliminary data with higher levels 
of theory. For time being preliminary results from M062X/6-31G(d) are presented here.  
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Figure 6.7. Optimized geometries and relative energies of ground state structures GS1 – GS10. 
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 Ten ground state conformations were located which collectively identify the most 
likely ring conformation, electrophile orientation, and lithium atom position. The three 
lowest energy ground state conformations GS1 - GS3 have each lithium atom associating 
with the alkoxide oxygen which effectively locates both lithium atoms on the same face 
of the formal dianion (Figure 6.7). The lowest energy structure GS1 is a C-lithiated 
structure, similar to GS3, which differs in the conformation of the propargylic side chain. 
In GS2 the second lithium atom coordinates to the alkoxy oxygen and the nitrile -
system.  
 Relocating the second lithium to the nitrile nitrogen or to carbon on the opposite 
face, increases the ground state energy by 5.1-10.3 kcal/mol (GS4-GS7 in 6.7). Inversion 
of the cyclohexane ring affords similar N- and C-lithiated structures but the energies are 
11.6-44.4 kcal/mol higher in energy that GS1 (GS7-GS10 in Figure 6.7). 
Table 6.6. Energy differences (kcal/mol) between cyclization transition structures of metalated 
hydrindanes in THF at M062X/6-31G(d) level of theory. 
                        
TS1 0.0 0.0 2.27 120.6 
TS2 0.8 0.7 2.47 120.3 
TS3 5.4 4.9 2.51 113.9 
TS4 7.9 8.2 2.35 121.6 
TS5 12.2 12.0 2.41 121.5 
TS6 30.3 29.3 2.56 122.1 
a
 electronic energy difference with respect to TS1. 
b 
enthalpy difference with 
respect to TS2. 
c 
distance between bond forming carbon atoms. 
d 
nucleophilic 
attack angle.  
 
 Six discrete transition structures were located (Figure 6.8); two low energy 
structures TS1 and TS2 and four high energy structures TS3-TS6 (5.4-30.0 kcal/mol 
higher in energy than TS1. TS1 and TS2 both involve an obtuse nucleophilic attack on 
 181 
the alkyne; 120.6° for TS1 and 120.0° for TS2. The low energy transition structure TS1 
directly evolves from the ground state conformation GS2 in which, one lithium atom 
simultaneously binds to the nitrile -cloud and the oxygen of the alkoxide. Attack of the 
formal anion on the alkyne proceeds through a syn displacement with the chloride being 
displaced from the same side as the incoming nucleophile. The displacement through 
TS1 directly corresponds to the predicted structure in which the lithium bridge between 
the nitrile -electrons and the alkoxy oxygen dictates the geometry at the nucleophilic 
carbon. 
 The C-lithiated nature of TS2 directly evolves from the C-lithiated ground state 
structure GS3 but positions the lithium atom in a compact, tetrahedral cavity in which the 
electropositive lithium receives is stabilized by interactions with four different ligands. 
Electron density from the nucleophilic carbon, the alkoxide, the alkyne -electrons and a 
lone pair on the departing chloride form a centrosymmetric cavity that strongly associates 
the lithium cation. The strengths of key charge transfer interactions of the metal with 
electron rich centers, along with n(C
-
) → π*(C≡C) interactions in lithiated cis and trans 
transition structures under the influence of implicit solvent were estimated utilizing NBO 
analysis and are given in Table 6.7. 
 The lower energy of TS1 over TS2 is surprising. The atom arrangement of TS1 
leads to a trans-hydrindane in which the displaced chloride is far from either lithium, 
causing a so-called "product-separated ion pair" destablization.
25,26
 The energy of 
transition structure TS2 appears to underestimate the lithium stabilization from four 
ligands in the centralized, tetrahedral cavity. 
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Table 6.7. Key hyperconjugation interactions (kcal/mol) in the cyclization transition states 
of hydrindanes. 
Hyperconjugation TS1 TS2 TS3 TS4 TS5 TS6 
n(C
-
) →n*(M1
a
)  8.7 0    
π(C≡C) →n*(M1)  6.2 0    
n(O
-
) →n*(M1)  33.4 0    
σ(C-H) →n*(M1)  3.7 0    
n(Cl
-
) →n*(M1)  34.0 0    
n(N) →n*(M1)  0 5.5    
n(C
-
) →π*(C≡C)  63.3 104.8    
π(C≡C) →σ*(C-Cl)  30.2 37.1    
n(O
-
) →n*(M2
b
)  0.3 3.0    
a
 M1 is the lithium that is interacting with the carbanion in cis hydrindane or corresponding lithium in trans hydrindane . b M2 is the 
lithium metal that is away from the carbanion in cis hydrindane or corresponding lithium in trans hydrindane. Blank spaces represent 
calculations to be performed.  
 
 The unusual cavity encapsulating the lithium cation in TS2 stimulated further 
refining the computational model by introducing explicit dimethyl ether solvation (6.9). 
Three dimethyl ether molecules were incorporated in the TS; two binding to the alkoxy 
lithium and the third binding with the lithium bound to the nucleophilic carbon. In the 
latter case the dimethyl ether bridges both lithium atoms. Compared to TS2, the solvation 
allows lithium to maintain a tetrahedral geometry through a favorable interaction with the 
ether oxygen at the expense of the alkyne -electrons. 
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Figure 6.8. Relative free energies of the transition structures for the SNi' hydrindane cyclization. 
 
TS1
solv
 (0.0 kcal/mol) 
 
TS2
solv
 (0.5 kcal/mol) 
Figure 6.9. Explicit solvation in transition structures for the SNi' hydrindane cyclization. 
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 Ether solvated TS1 remains lower in energy than TS2 by 0.5 kcal/mol (6.9). In 
TS2 all three dimethyl ether molecules associate with the lithium bound to the alkoxide. 
The remaining lithium coordinates to only two groups; the alkoxide oxygen and the 
nitrile -system. Possibly the strong lithium coordination in the computed trans-
hydrindane structure overestimates the preorganization for the cyclization whereas 
experimentally the molecular motion makes access to this conformation difficult. 
Considerable twisting of the electrophilic tether is required to bring the two reacting 
centers in close proximity in TS1 that translates into the higher energy of most trans-
hydrindanes relative to the cis counterparts.  
  
  
 
P1 (4.6 kcal/mol) P2 (0.0 kcal/mol) 
 
 
P3 (0.0 kcal/mol) 
 
P4 (1.5 kcal/mol) 
Figure 6.10. Comparative energies of the cis- and trans-hydrindanes after cyclization. 
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Insight into the similar energies for the computed cyclization transition structures 
TS1
Solv
 and TS2
Solv
 was gleaned by examining the energies of the cis- and trans-
hydrindane alkoxides that form immediately after cyclization (Figure 6.10). The 
computed energy of the cis-hydrindane alkoxide P1 is 4.6 kcal/mol higher than for the 
corresponding trans-hydrindane alkoxide P2, suggesting a significant stabilization from 
the lithium-nitrile interaction. In contrast, the neutral hydrindanes obtained after 
protonation, show that the cis-hydrindane P3 is more stable than the corresponding trans-
hydrindane P4 by 1.5 kcal/mol. 
 In summary, the first SNi' displacement of a propargylic chloride by magnesiated 
and lithiated nitriles readily affords the allenyl, cis-hydrindane. Preliminary 
computationas provides insight into the stereoselectivity through variations in the site of 
metal complexation, conformation, and alignment. An energy difference of only 0.5 
kcal/mol was found in favor of the trans-hydrindane with M062X/6-31G(d) level of 
theory, opposite the experimental preference for the cis-hydrindane. The discrepancy may 
stem from overestimating the ease of accessing highly ordered trans-TS while 
underestimating the strength of a highly complexed lithium cation in the transition 
structure leading to the corresponding cis-hydrindane. However, further work is needed 
to rationalize the unexpected preference for the lithiated nitrile to cyclize exclusively to 
the cis-hydrindane.   
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