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CCNP: siglas de Cisco Certified Networking Professional, conocido como uno 
certificado de networking y telecomunicaciones al igual que el CCNA, con la 
diferencia del nivel de conocimientos requeridos y que serán adquiridos. 
 
EIGRP: son las siglas de Enhanced Interior Gateway Routing Protocol, el cual es 
un protocolo de enrutamiento de vector distancia avanzada desarrollado por Cisco 
Systems. Siendo este una mejora del protocolo de enrutamiento IGRP. 
 
ETHERCHANNEL: tecnología de Cisco basada con estándares 802.3 Full-Duplex 
y Fast Ethernet, el cual permite la agrupación lógica de varios enlaces físicos 
Ethernet, toda esta agrupación es visualizada como un único enlace, que permite 
sumar la velocidad cada puerto físico y de esta manera se obtiene un enlace 
troncal de alta velocidad. 
 
GNS3: son las siglas de Graphic Network Simulation, siendo un simulador grafico 
de red, el cual permite el desarrollo de topologías de red complejas y simular la 
misma. 
 
LOOPBACK: esta es una interfaz lógica interna del router, que no es asignada a 
un puerto físico, así que nunca se puede conectar a otro dispositivo. Se considera 
como una interfaz de software y es útil para probar y administrar un dispositivo 
Cisco IOS. 
 
OSPF: son siglas de Open Shortest Path First, el cual es un protocolo de 
direccionamiento tipo enlace – estado, desarrollado para las redes IP basado en 
algoritmo de la primera vía más corta. 
 
ROUTER: conocido en español como enrutador, con algunas menciones como 
direccionador. Como hardware que permite el interconectar computadoras 
conectadas en una red, y se encarga de establecer la ruta destinataria de cada 
paquete de datos dentro de una red. 
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SWITCH: conocido como conmutador, es el dispositivo lógico digital de 
interconexión de equipos que trabaja en la capa de enlace de datos del modelo 
OSI. En otras palabras, es un dispositivo que se utiliza para conectar equipos de 




















Este documento cuyo objetivo es el de desarrollar dos escenarios previamente 
propuestos, con el objetivo de demostrar o comprobar los conocimientos 
adquiridos por parte del estudiante a momento de abordar las situaciones a 
encontrarse. Contamos con un primer escenario con topología compuesta por 
enrutadores, los cuales inicialmente será configurados realizando la asignación de 
las direcciones para cada interfaz en la topología de red, sin olvidar la configurar 
de los protocolos de enrutamiento (sea OSPF o EIGRP), creando Loopbacks 
definidas en los routers ubicados en cada una de las áreas o grupo específicos de 
cada protocolo de enrutamiento; se pretende el analizar y entender el 
comportamiento que presentan las áreas de trabajo y los sistemas autónomos con 
respecto a las tablas de enrutamiento, los costos en la red, anchos de banda y 
retardos de transmisión observando la variación al realizar la redistribución y 
cambio de todos los parámetros antes mencionados. El segundo escenario el 
dispositivo estrella son los switches, a los cuales se realizará la configuración de 
puertos troncales y Port channels, teniendo en cuenta las propuestas de uso de 
EtherChannel sea utilizando capa 3 LACP o capa 2 PAgP; configuración de VTP 
(sea versión 2 o 3) y la asignación específica de VLAN especificando a los 
dispositivos los puertos de acceso, donde están asignados y como circulara la 
informa entre los mismos. 








The objective of this document is to develop two scenarios previously proposed, to 
demonstrate or test the knowledge acquired by the student at the time of 
addressing the situations to be encountered. We have a first scenario with a 
topology composed of routers, which will be initially configured by assigning 
addresses for each interface in the network topology, without forgetting to 
configure the routing protocols (either OSPF or EIGRP), creating Loopbacks 
defined in the routers located in each of the areas or specific group of each routing 
protocol; The objective is to analyze and understand the behavior of the work 
areas and autonomous systems with respect to the routing tables, network costs, 
bandwidths and transmission delays, observing the variation when redistributing 
and changing all the aforementioned parameters. The second scenario the star 
device is the switches, to which the configuration of trunk ports and Port channels 
will be performed, considering the proposals for the use of EtherChannel either 
using layer 3 LACP or layer 2 PAgP; VTP configuration (either version 2 or 3) and 
the specific assignment of VLANs specifying the devices access ports, where they 
are assigned and how the information will circulate between them. 









La realización del diplomado en CCNP nos obliga al desarrollar muchos 
conocimientos básicos que se adquieren en CCNA u otros cursos específicos de 
telecomunicaciones. La mejor manera de adquirir los conocimientos es al realizar 
diferentes laboratorios para su simulación posterior donde nos encontremos con 
todas las temáticas necesarias en abordar a lo largo de este proceso. 
La culminación de este proceso académico cuenta con el debido desarrollo de 
escenarios propuestos, los cuales probaran todos los conocimientos adquiridos a 
lo largo del diplomado. Los conocimientos están seccionados en ROUTE, donde 
nos encontramos con el desarrollo de las configuraciones y protocolos de 
enrutamiento (como BGP, OSPF, EIGRP) y su comportamiento en las topologías 
de red entre enrutadores. En la sección CORE encontraremos todos los conceptos 
correspondientes al manejo de switches, llevando a cabo las parametrizaciones de 
los puertos, troncales, asignación de VLANs y la configuración de EtherChannel. 
 El desarrollo de los escenarios es posible al entender la importancia de identificar 
los dispositivos a utilizar, cuales cumple con los parámetros necesarios para llevar 
a cabo las acciones, la constante verificación de las configuraciones que sean 
correctas, que se de las conexiones entre la red o los dispositivos, entender que 
ocurre en caso de fallas que puedan ocurrir y como el sistema autogestiona o no 













Teniendo en cuenta la siguiente imagen: 




Figura 2. Topología en simulador 
 
Fuente. Autor. 
1. Aplicamos las configuraciones iniciales y los protocolos de enrutamiento para 
los routers R1, R2, R3, R4 y R5 según el diagrama. No asignamos passwords 
en los routers. Configuramos las interfaces con las direcciones que se 




• Iniciamos con el proceso de configuraciones iniciales para los cinco 
routers, tomando la configuración en R1 como ejemplo: 
 
R1(config)# no ip domain-lookup 
R1(config)# line console 0 
R1(config-line)# logging synchronous 




Figura 3. Configuración inicial R1 
 
Fuente. Autor 





Figura 5. Configuración inicial R3 
 
Fuente. Autor 
Figura 6. Configuración inicial R4 
 
Fuente. Autor 





• Configuración de los puertos seriales en cada router según la topología de 
red. Mostramos los comandos de configuración en el R1 como ejemplo; la 
configuración en cada router realizamos la asignación de direcciones 
especificas con el respectivo puerto serial: 
 
 
R1(config)# Interface Serial 1/0 
R1(config-if)# description R1 --> R2 
R1(config-if)# ip address 150.20.15.1 255.255.255.0 
R1(config-if)# clock rate 128000 
R1(config-if)# bandwidth 128 
R1(config-if)# no shutdown 
 





Figura 9. Configuración de las interfaces en R2 
 
Fuente. Autor 





Figura 11. Configuración de las interfaces en R4 
 
Fuente. Autor 
Figura 12. Configuración de las interfaces en R5 
 
Fuente. Autor 
• Continuamos con la configuración de los protocolos de enrutamiento en 
cada uno de los router según la topología de red. El número de rango de 
OSPF es área 150 creando también el ID de enrutador para aquellos que 
usen este protocolo y para EIGRP usamos el valor de rango AS 51. Para 
ambos casos se usará la máscara de red /24 correspondiente a la wildcard 
0.0.0.255.  
Se presenta los comandos de configuración de R3 como ejemplo de 




R3(config)# router ospf 1 
R3(config-router)# network 150.20.20.0 0.0.0.255 area 150 
R3(config-router)# exit 
R3(config)# router eigrp 51 
R3(config-router)# network 80.50.42.0 0.0.0.255 
R3(config-router)# exit 
Figura 13. Configuración en R1 de OSPF área 150 
 
Fuente. Autor 





Figura 15. Configuración en R3 de OSPF área 150 y EIGRP AS 51 
 
Fuente. Autor. 
Figura 16. Configuración en R4 de EIGRP AS 51 
 
Fuente. Autor 
Figura 17. Configuración en R5 de EIGRP AS 51 
 
Fuente. Autor 
2. Creamos cuatro nuevas interfaces de Loopback en R1 utilizando la asignación 
de direcciones 20.1.0.0/22 y configuramos esas interfaces para participar en el 




Tabla 1. Lista de interfaces Loopback en R1 
Interface IP Address/Mask 
Loopback 11 20.1.20.1/22 
Loopback 12 20.1.24.1/22 
Loopback 13 20.1.28.1/22 
Loopback 14 20.1.32.1/22 
Autor. 
 
R1(config)# Interface Loopback 11 
R1(config-if)# ip address 20.1.20.1 255.255.252.0 
R1(config-if)# Interface Loopback 12 
R1(config-if)# ip address 20.1.24.1 255.255.252.0 
R1(config-if)# Interface Loopback 13 
R1(config-if)# ip address 20.1.28.1 255.255.252.0 
R1(config-if)# Interface Loopback 14 
R1(config-if)# ip address 20.1.32.1 255.255.252.0 
R1(config-if)# exit 
R1(config)# router ospf 1 
R1(config-router)# network 20.1.20.0 0.0.3.255 area 150 
R1(config-router)# network 20.1.24.0 0.0.3.255 area 150 
R1(config-router)# network 20.1.28.0 0.0.3.255 area 150 
R1(config-router)# network 20.1.32.0 0.0.3.255 area 150 
R1(config-router)# exit  
22 
 
Figura 18. Configuración en R1 de interfaces de Loopback 
 
Fuente. Autor 
3. Creamos cuatro nuevas interfaces de Loopback en R5 utilizando la asignación 
de direcciones 180.5.0.0/22 y configurando esas interfaces para participar en 
el Sistema Autónomo EIGRP 51. 
 
Tabla 2. Lista de interfaces Loopback en R5 
Interface IP Address/Mask 
Loopback 51 180.5.60.1/22 
Loopback 52 180.5.64.1/22 
Loopback 53 180.5.68.1/22 
Loopback 54 180.5.72.1/22 
Fuente. Autor 
 
R5(config)# Interface Loopback 51 
R5(config-if)# ip address 180.5.60.1 255.255.252.0 
R5(config-if)# Interface Loopback 52 
R5(config-if)# ip address 180.5.64.1 255.255.252.0 
R5(config-if)# Interface Loopback 53 
R5(config-if)# ip address 180.5.68.1 255.255.252.0 
R5(config-if)# Interface Loopback 54 




R5(config)# router eigrp 51 
R5(config-router)# network 180.5.60.1 0.0.3.255 
R5(config-router)# network 180.5.64.1 0.0.3.255 
R5(config-router)# network 180.5.68.1 0.0.3.255 
R5(config-router)# network 180.5.72.1 0.0.3.255 
R5(config-router)# exit 
Figura 19. Configuración en R5 de interfaces de Loopback 
 
Fuente. Autor 
4. Analizamos la tabla de enrutamiento de R3 y verificamos que R3 está 
aprendiendo las nuevas interfaces de Loopback mediante el comando show 
ip route. 
 
R3# show ip route 
24 
 
Figura 20. Tabla de enrutamiento de R3 
 
Fuente. Autor 
5. Configuramos en R3 para redistribuir las rutas EIGRP en OSPF usando el 
costo de 80000 y luego redistribuya las rutas OSPF en EIGRP usando un 
ancho de banda T1 y 20,000 microsegundos de retardo. 
 
R3(config)# router ospf 1 
R3(config-router)# redistribute eigrp 51 metric 80000 subnets 
R3(config-router)# exit 
R3(config)# router eigrp 51 
R3(config-router)# redistribute ospf 1 metric 1544 20000 255 1 1500 
25 
 
Figura 21. Configuración de redistribución de rutas en R3 
 
Fuente. Autor 
6. Verificamos en R1 y R5 que las rutas del sistema autónomo opuesto existen 
en su tabla de enrutamiento mediante el comando show ip route. 
 
R1# show ip route 


















Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre si cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, EtherChannel, VLANs y demás aspectos que forman parte 
del escenario propuesto. 
 










Parte 1: Configuramos la red de acuerdo con las especificaciones. 
 
a. Realizamos el apagado de todas las interfaces en cada uno de los 
switches. Presentamos los comandos usados en IOU1 como ejemplo. 
 
DLS1 








b. Asignar un nombre a cada switch acorde con el escenario establecido. 
Observamos como ejemplo a DLS1. 
 
DLS1 
DLS2(config)# hostname DLS1 
DLS2(config)# 
 









1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando 
LACP. Para DLS1 se utilizará la dirección IP 10.12.10.1/30 y para DLS2 
utilizaran 10.12.10.2/30. Con el uso del comando channel-group X mode 
active realizamos la activación del LACP en los switches. 
 
DLS1 
DLS1(config)# interface port-channel 12 
DLS1(config-if)# no switchport 
DLS1(config-if)# ip address 10.12.10.1 255.255.255.252 
DLS1(config-if)# interface range e1/1-2 
DLS1(config-if-ran)# no switchport 
DLS1(config-if-ran)# channel-group 12 mode active 




DLS2(config)# interface port-channel 12 
DLS2(config-if)# no switchport 
DLS2(config-if)# ip address 10.12.10.2 255.255.255.252 
DLS2(config-if-ran)# interface range e1/1-2 
DLS2(config-if-ran)# no switchport 
DLS2(config-if-ran)# channel-group 12 mode active 










2) Los Port-channels en las interfaces e0/1 y e0/2 utilizaran LACP. Este 
proceso se realiza de igual manera en todos los switches, observamos 
como ejemplo de la configuración en DLS1, donde tenemos la 
encapsulación de los puertos troncales y la activación de LACP en los 
rangos de interfaz específicos. 
 
DLS1 
DLS1(config)# interface range e0/1-2 
DLS1(config-if-ran)# switchport trunk encapsulation dot1q 
DLS1(config-if-ran)# switchport mode trunk 
DLS1(config-if-ran)# channel-group 1 mode active  









3) Los Port-channels en las interfaces e0/3 y e1/0 utilizaran PAgP. La 
activación en los switches para el uso de PAgP se realiza al instruir 
desirable de la siguiente manera channel-group X mode desirable, y la 
encapsulación de los puertos troncales. Este proceso se realizará en 
todos los dispositivos (switches). 
 
DLS1 
DLS1(config)# interface range e0/3, e1/0 
DLS1(config-if-ran)# switchport trunk encapsulation dot1q 
DLS1(config-if-ran)# switchport mode trunk 
DLS1(config-if-ran)# channel-group 4 mode desirable 









4) Todos los puertos troncales serán asignados a la VLAN 500 como la 
VLAN nativa. Esto se realizará en las interfaces Po1, Po2, Po3, y Po4 
respectivamente según la asignación en la topología. Observamos la 
configuración ejemplo en ALS1. 
 
ALS1 
ALS1(config)# interface po1 
ALS1(config-if)# switchport trunk native vlan 500 
ALS1(config-if)# exit 
ALS1(config)# interface po3 
ALS1(config-if)# switchport trunk native vlan 500 
ALS1(config-if)# exit 
 








1) Utilizamos el nombre de dominio CISCO con la contraseña ccnp321. 
Esto lo realizamos de igual manera en DLS1, ALS1 y ALS2 como se 
muestra a continuación. 
 
DLS1 
DLS1(config)# vtp domain CISCO 
DLS1(config)# vtp pass ccnp321 
DLS1(config)# vtp version 3 
 





2) Configuramos DLS1 como servidor principal para las VLAN. 
 
DLS1 










3) Configuramos ALS1 y ALS2 como clientes VTP. 
 
ALS1 




ALS2(config)#vtp mode client 
ALS2(config)#end 
 




e. Configuramos en el servidor principal las siguientes VLAN: 
 
Tabla 3. Números y nombre de VLANs 
Número de VLAN Nombre de VLAN Número de VLAN Nombre de VLAN 
600 NATIVA 420 PROVEEDORES 
15 ADMON 100 SEGUROS 
240 CLIENTES 1050 VENTAS 




DLS1(config)# vlan 600 
DLS1(config-vlan)# name NATIVA 
DLS1(config-vlan)# vlan 15 
DLS1(config-vlan)# name ADMON 
DLS1(config-vlan)# vlan 240 
DLS1(config-vlan)# name CLIENTES 
DLS1(config-vlan)# vlan 1112 
DLS1(config-vlan)# name MULTIMEDIA 
DLS1(config-vlan)# vlan 420 
DLS1(config-vlan)# name PROVEEDORES 
DLS1(config-vlan)# vlan 100 
DLS1(config-vlan)# name SEGUROS 
DLS1(config-vlan)# vlan 1050 
35 
 
DLS1(config-vlan)# name VENTAS 
DLS1(config-vlan)# vlan 3550 
DLS1(config-vlan)# name PERSONAL 
DLS1(config-vlan)# exit 
 




f. En DLS1, suspendemos la VLAN 420. 
 
DLS1(config)# vlan 420 
DLS1(config-vlan)# state suspend 
DLS1(config-vlan)# exit 
 




g. Configuramos DLS2 en modo VTP transparente VTP utilizando VTP versión 
2, y configurar en DLS2 las mismas VLAN que en DLS1. 
 
DLS2(config)# vtp version 2 





DLS2(config)# vlan 600 
DLS2(config-vlan)# name NATIVA 
DLS2(config-vlan)# vlan 15 
DLS2(config-vlan)# name ADMON 
DLS2(config-vlan)# vlan 240 
DLS2(config-vlan)# name CLIENTES 
DLS2(config-vlan)# vlan 1112 
DLS2(config-vlan)# name MULTIMEDIA 
DLS2(config-vlan)# vlan 420 
DLS2(config-vlan)# name PROVEEDORES 
DLS2(config-vlan)# vlan 100 
DLS2(config-vlan)# name SEGUROS 
DLS2(config-vlan)# vlan 1050 
DLS2(config-vlan)# name VENTAS 
DLS2(config-vlan)# vlan 3550 
DLS2(config-vlan)# name PERSONAL 
DLS2(config-vlan)# exit 
 




h. Suspendemos VLAN 420 en DLS2. 
 
DLS2(config)# vlan 420 
37 
 
DLS2(config-vlan)# state suspend 
DLS2(config-vlan)# exit 
 
i. En DLS2, creamos VLAN 567 con el nombre de PRODUCCION. La VLAN 
de PRODUCCION no podrá estar disponible en cualquier otro Switch de la 
red. 
 
DLS2(config)# vlan 567 
DLS2(config-vlan)# name PRODUCCION 
DLS2(config-vlan)# exit 
 
DLS2(config)# interface port-channel 2 
DLS2(config-if)# switchport trunk allowed vlan except 567 
DLS2(config-if)# interface port-channel 3 
DLS2(config-if)# switchport trunk allowed vlan except 567 
DLS2(config-if)# exit 
 




j. Configurar DLS1 como Spanning tree root para las VLANs 1, 12, 420, 600, 
1050, 1112 y 3550 y como raíz secundaria para las VLAN 100 y 240. 
 
DLS1(config)# Spanning-tree vlan 1,15,420,600,1112,3350 root primary 
DLS1(config)# Spanning-tree vlan 100,240 root secondary 
 






k. Configurar DLS2 como Spanning tree root para las VLAN 100 y 240 y como 
una raíz secundaria para las VLAN 15, 420, 600. 1050, 1112 y 3550. 
 
DLS2(config)# Spanning-tree vlan 100,240 root primary 
DLS2(config)# Spanning-tree vlan 15, 420, 600, 1050, 1112,3550 root 
secondary 
 




l. Configuramos todos los puertos como troncales de tal forma que solamente 




DLS1(config)# interface port-channel 1 
DLS1(config-if)# switchport trunk allowed vlan 15, 420, 600, 1050, 1112, 
3550, 100, 240 
DLS1(config-if)# interface port-channel 4 
DLS1(config-if)# switchport trunk allowed vlan 15, 420, 600, 1050, 1112, 




DLS2(config)# interface port-channel 2 
DLS2(config-if)# switchport trunk allowed vlan 15, 420, 600, 1050, 1112, 
3550, 100, 240 
DLS2(config-if)# interface port-channel 3 
DLS2(config-if)# switchport trunk allowed vlan 15, 420, 600, 1050, 1112, 









m. Configuramos las siguientes interfaces como puertos de acceso, asignados 
a las VLAN de la siguiente manera: 
 
Tabla 4. Interfaces de acceso asignados a VLANs en cada switch 
Interfaz DLS1 DLS2 ALS1 ALS2 
Interfaz e0/0 3550 15, 1050 100, 1050 240 
Interfaz e1/3 1112 1112 1112 1112 
Interfaz e2/0-2  567   
Fuente. UNAD. 
 
Como se muestra en la Tabla 4 debemos realizar la configuración de 
acceso ya asignado en cada switch, con la configuración de spanning-tree 
portfast permitirá que haya un acceso inmediato a la red de capa 2, como 
se ve en el ejemplo en DLS1. 
 
DLS1 
DLS1(config)# interface range e0/0 
DLS1(config-if-ran)# switchport mode access 
DLS1(config-if-ran)# switchport access vlan 3550 
DLS1(config-if-ran)# spanning-tree portfast 
DLS1(config-if-ran)# no shutdown  
DLS1(config-if-ran)# interface range e1/3 
DLS1(config-if-ran)# switchport mode access 
DLS1(config-if-ran)# switchport access vlan 1112 
DLS1(config-if-ran)# spanning-tree portfast 

























Parte 2: conectividad de red de prueba y las opciones configuradas. 
 
a. Verificamos la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso, usando los comandos show 
vlan y show interface trunk  
 
DLS1# show vlan 
 










b. Verificamos que el Etherchannel entre DLS1 y ALS1 está configurado 
correctamente. Usamos el comando show etherchannel summary. 
 















c. Verificamos la configuración de Spanning tree entre DLS1 o DLS2 para 
cada VLAN. Usamos el comando show spanning-tree vlan X. 
 
DLS1# show spanning-tree vlan x 
 
Figura 47. Spanning-tree VLAN 15 en DLS1 
 



















A continuación, añadiremos los estatus de vtp en DLS1 y probaremos 






















Nos encontramos con un primer escenario que cuenta con una topología de red 
con cinco router conectados por medio de sus puertos seriales con 2 
configuraciones específicas, OSPF AREA 150 y EIGRP AS 51. Donde se lleva a 
cabo tablas de Loopback en R1 con la dirección 20.1.0.0/22 y la configuración de 
esas interfaces para participar en el área 150 de OSPF, y de la misma forma en 
R5 con dirección 180.5.0.0/22 con las configuraciones de los interfaces para 
participar en el sistema autónomo EIGRP 51. En este punto, todo el trabajo 
realizado se verá reflejado al momento de analizar las tablas de enrutamiento, R3 
quien participa en el área 150 de OSPF como en el sistema autónomo EIGRP 51 
es la clave para identificar si este aprende las nuevas interfaces de los Loopback 
en R1 y R5. La redistribución de las rutas de OSPF en EIGRP y viceversa es 
crucial si tenemos como objetivo en ver reflejados las rutas del sistema autónomo 
opuesto configuradas en las tablas de enrutamiento situadas en R1 y R5 
respectivamente. 
En el segundo escenario encontramos una topología de red que cuenta con 2 
switches capa 3 y 2 switches capa 2, cada uno de estos conectado a un Host. En 
este realizaremos la configuración LACP (EtherChannel L3) entre DLS1 y DLS2, 
configuración LACP (EtherChannel L2) de DLS1 a ALS1 y de DLS2 a ALS2, y por 
último PAgP (EtherChannel L2) de DLS1 a ALS2 y de DLS2 a ALS1. Se cuenta 
con los port-channels 1, 2, 3, 4, y 12 configuradas como troncales. La creación y 
posterior asignación de VLANs a puertos específicos sumado a la configuran de 
spanning-tree son gran parte de las parametrizaciones realizadas, al momento de 
verificar que la creación de VLANs y restricciones se cumplieron como fueron 
previamente programadas, en búsqueda de correcta circulación en los puertos 
troncales respectivos. 
Luego del desarrollo de los escenarios propuestos, podemos concluir que en el 
Escenario 1 llevamos a cabo el objetivo de la configuración de la topología de red 
teniendo en cuenta los protocolos asignados, donde logramos reflejar las rutas del 
sistema autónomo opuesto existente en la tabla de enrutamiento gracias a la 
correcta configuración de R3 como dispositivo intermedio entre protocolos. De 
igual manera, el Escenario 2 luego de la configuración de los protocolos asignados 
para cada puerto troncal y de acceso, sumado a la creación y asignación de 
VLANs, todo esto con lograr la conectividad y la propagación de VLANs desde el 
servidor primario a los demás dispositivos, visto al momento de la activación del 
portfast que permita el acceso inmediato a la red de capa dos. Todos esto 
después del proceso teórico evaluativo y el desarrollo de laboratorios prácticos en 
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