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Abstract
Many applications vary a lot in execution time depending on their workload. A prominent example
is image processing applications, where the execution time is dependent on the content or the size of
the processed input images. An interesting case is when these applications have quality-of-service
requirements such as soft deadlines, that they should meet as good as possible. A further complicated
case is when such applications have one or even multiple further objectives to optimize like, e.g.,
energy consumption.
Approaches that dynamically adapt the processing resources to application needs under multiple
optimization goals and constraints can be characterized into the application-specific and feedback-
based techniques. Whereas application-specific approaches typically statically use an offline stage to
determine the best configuration for each known workload, feedback-based approaches, using, e.g.,
control theory, adapt the system without the need of knowing the effect of workload on these goals.
In this paper, we evaluate a state-of-the-art approach of each of the two categories and compare
them for image processing applications in terms of energy consumption and number of deadline
misses on a given many-core architecture. In addition, we propose a second feedback-based approach
that is based on finite state machines (FSMs). The obtained results suggest that whereas the
state-of-the-art application-specific approach is able to meet a specified latency deadline whenever
possible while consuming the least amount of energy, it requires a perfect characterization of the
workload on a given many-core system. If such knowledge is not available, the feedback-based
approaches have their strengths in achieving comparable energy savings, but missing deadlines more
often.
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1 Introduction
Many applications have different requirements that should be met during their execution on
modern many-core platforms. Embedded systems often have energy and temperature con-
straints due to their limited power budget. Interesting is the case when an application comes
with more than one non-functional requirement, e.g., latency, power or energy consumption,
or safety requirements. In this paper, we consider image processing applications as a class of
streaming applications that often require the results to be ready within a defined latency,
and at the same time should consume a minimal amount of energy on a given platform. For
instance, self-driving cars should timely detect crossing people, and also consume as little
energy as possible.
Application-specific approaches for latency-aware energy optimization statically (at design
time) determine or approximate a set of operating points where each is optimized for a specific
workload scenario [18]. Then, for each workload scenario, a set of actions is determined (e.g.,
voltage/frequency and/or selection of the number of cores to execute given workload) in
order to achieve a set of requirements (e.g., a deadline) while optimizing a cost function,
e.g., energy. For example, [6] uses a profiling stage to determine a set of Pareto points.
While such approaches rely solely on design-time techniques, other approaches like [9] build
an offline model from the profiling data and then adapt it online using machine learning
algorithms. However, the disadvantage of these approaches is their lack of ability to adapt
to unseen workloads or, more severe, new applications that were not analyzed at the offline
stage [9]. The authors of [8] use performance and analytical models online to evaluate a
machine learning strategy that was derived offline, in order to adapt to unseen workloads.
However, it still needs a profiling stage offline to decide an initial strategy and also cannot
be generalized as it depends on the analytical models that are used online.
As a remedy, approaches applying control theory to adapt the execution of applications
to current needs have been proposed [3, 7, 10, 11, 12, 13, 16]. Control-theoretical approaches
apply an observe-decide-act loop, which is a three-stages control strategy. First, the system
monitors the application to obtain a latency feedback, then it decides on the actions to be
applied by computing a generic control signal that reflects the control system’s status and
the obtained feedback, and finally it applies those decided actions. The main advantage
of these approaches is that the system no longer needs to know the expected workloads or
analyze the applications that it will control before start of the execution. Another advantage
for using control theory is that if the system can be proven to be stable, this implies that the
system output will be bounded or return to a desired value in a bounded amount of time [1].
As an alternative to control-theoretic approaches, with equally strong mathematical
soundness and proof qualities, finite state machines (FSMs) can be used. FSMs are heavily
used in digital design, industrial control and robotics. As such, stability properties might
equally be proven by state reachability. Moreover, contrary to many control-theoretic
approaches proposed in literature such as [3, 10, 11, 13, 16], no assumptions need to be made
on the linearity of as well plant as control behaviours.
Contributions. In this paper, we evaluate and compare both an application-specific [17, 18]
and a feedback-based [4] state-of-the-art approach using control theory, and propose a
very simple alternative feedback-based approach using FSMs. For streaming-based image
processing applications, i.e., video sequences with content-based workload, we subsequently
compare these approaches in terms of deadline misses and energy savings for a given many-
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core platform. We conclude that application-specific approaches have their strength in case
of highly predictable workload whereas the feedback-based approaches have their strength in
rather unpredictable and even to some degree to so far unseen workloads.
The remaining of this paper is structured as follows. Section 2 introduces the different
approaches for latency-aware energy optimization that shall be analyzed and compared.
Section 3 introduces the workload and experiments as well as results on their evaluation and
comparison. Finally, in Section 4, we conclude this work.
2 Latency-Aware Energy Optimization Approaches
In this section, we introduce one application-specific and two feedback-based approaches
for optimizing energy while preserving soft deadlines for many-core platforms. A given
(soft) deadline for execution of periodic workload, e.g., images, shall be enforced while
minimizing the amount of consumed energy. The latter can be influenced by variation of as
well the number of cores n as well as by dynamic power management, i.e., voltage/frequency
scaling. Modern processors allow to execute a program in m different voltage/frequency
configurations. In addition, we consider a strategy called race-to-idle as an example of a
heuristic approach that is neither application-specific nor feedback-based. Race-to-idle makes
the system execute in the fastest possible configuration (e.g., highest voltage/frequency
settings mmax and number of cores nmax) in order for the application to finish and the system
to become idle as fast as possible. However, this method does not provide energy-optimality
as has been shown in [5].
2.1 Application-Specific Approaches
Application-specific approaches which are used here synonymously with offline approaches
require a knowledge base so they can choose the best decision in the execution phase based on
offline optimizations or offline-learned experience. Typically, execution time characteristics
are gathered from profiling data. In the following, we introduce one approach as described in
[17, 18] more closely.
2.1.1 Profiling Phase
The first phase aims at parameterizing a latency and an energy model for a given application
or a task, which is dependent on one or multiple workload indicators (e.g., the number of
features in an image) and the configuration (e.g., voltage/frequency and the number of cores)
to execute this workload item, respectively task. The approach in [17, 18] considers a class
of video (streaming) applications, in particular an object-detection application, in which
the workload of some tasks is dependent on the number of input features i. Apart from the
number of features, the execution latency L also depends on the voltage/frequency setting
m and the number of cores n used for the calculation.
Let L(1, 1, mmax) denote the latency for processing one feature on one core in the
highest voltage and frequency mode mmax. L(1, 1, mmax) may be determined by simulatively
determining the execution latency of the execution per image for a representative set of
input images. Subsequently, the latency estimate per feature is determined for each image
by dividing its latency by the number of features i in that image. Alternatively, the latency
could be determined by applying worst-case timing analysis.
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2.1.2 Pareto-Front Determination Phase
After determining L(1, 1, mmax), a model for estimating the latency L(i, n, m) for processing
i features in an image when employing n cores and running in voltage/frequency setting m is
derived or learned, resulting in a mathematical characterization of the latency in dependence
of workload i and processor setting n and m, e.g.:
L(i, n, m) = L(1, 1, mmax) ·
i
n · eff(n) ·
f(mmax)
f(m) (1)
In Eq. (1), eff(n) denotes the parallel efficiency in dependence of the number of cores n
employed for the computation with eff(n) = 1 in the best case and f(m) being the frequency
of setting m. In our experiments described in Section 3, we consider eff(n) = 1. Then, based
on a given latency deadline L̄, a design space exploration (DSE) can then be performed [18]
to determine those settings n, m that enable to process the workload i within the deadline L̄
while consuming the least amount of energy.
2.1.3 Energy-Minimized Timing Enforcement
Finally, the Pareto-optimal settings can be stored in a table or implemented by an automaton
that just selects at run-time the energy minimal setting in characterized ranges of inputs i.
Before each execution, based on i, the pre-determined energy-minimal setting 〈n, m〉 is
activated as action. Obviously, this hybrid technique must be adjusted to each application
and each architecture individually. However, as we will show in our experiments, if the
characterization is safe, then we may guarantee deadlines to be enforced by 100%. This
means that even hard deadlines can be safely enforced.
2.2 Feedback-Based Approaches
These approaches utilize a latency feedback to decide the next configuration (i.e., 〈n, m〉)
to apply. The most prominent approaches are based on control-theory or finite state
machines (FSMs).
2.2.1 Using Control Theory
Using control theory for designing adaptive systems [1] has the advantage of formally
guaranteeing the properties (e.g., stability) of systems with unknown workloads [19]. In the
following, we describe one concrete approach [4] for subsequent evaluation in more detail.
Figure 1 illustrates the overall control mechanism.
Control Signal as an Abstraction for Latency
Control-theory based approaches consider latency as a variable that is controlled, where
the controller utilizes Eq. (2) to model the relation between the latency L(t) at iteration t
(respectively, discrete time index in the following), and the control signal s(t− 1) [4, 11].
L(t) = 1
b(t) · s(t− 1) (2)
In Eq. (2), the base signal b(t) is a time-varying parameter that forms an abstraction of
L(i, nmin, mmin), which is the latency of executing the application’s workload (i.e., number
of features i) at iteration t in the lowest configuration (i.e., 〈nmin, mmin〉). The base signal is
computed using Eq. (3).
b(t) = 1
i(t) · L(1, nmin, mmin)
(3)
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Here, i(t) denotes the number of features i observed at iteration t and L(1, nmin, mmin) is
the latency of executing one unit of workload (i.e., one feature or i = 1) at iteration t in the
lowest configuration (i.e., 〈nmin, mmin〉). As L(i, nmin, mmin) generally cannot be known until
run time, it is estimated using a Kalman filter [4], or in our use case and later experiments,
we use a profiling phase to determine L(1, nmin, mmin) for its estimation.
Configuration Mapping
A configuration mapping is used in a later energy optimization step to determine the best
configurations 〈n, m〉 for the computed control signal s(t) [4]. This is done by creating a
table with an index sn,m that delivers a corresponding configuration 〈n, m〉 with sn,m being
defined as the speedup when executing one unit of workload (i.e., one feature or i = 1)




L(1, n, m) (4)
Here, L(1, n, m) denotes the latency of executing one unit of workload (i.e., one feature or
i = 1) at iteration t in the configuration 〈n, m〉.
Computing the Control Signal
At iteration t, the controller uses Eq. (5) to calculate the error between the latency in the last
execution L(t− 1) and the latency goal L̄ [4]. In case of a positive error value, the deadline





The control signal s(t) is then computed using Eq. (6) [4]:
s(t) = s(t− 1) + (1− p) · e(t)
b(t) (6)
Finally, the control signal s(t) is used by the optimizer to find the best configuration
(i.e., 〈n, m〉) that is needed to be applied in the next iteration t, based on the latency error
e(t), the base signal b(t), and the previous control signal s(t − 1). The base signal b(t) is
computed using Eq. (3) after determining the current workload (i.e., number of features i(t)).
The pole p is a user-specified parameter that lies between 0 and 1. A small value of p increases
the importance of the error to the resultant control signal, whereas a large p increases the
controller resistance to fast-changing workloads.
Energy Optimization
The optimizer uses the configuration mapping, explained above, for transforming the calcu-
lated control signal s(t) into the best configuration (i.e., 〈n, m〉) to meet a given deadline L̄,
while minimizing the amount of consumed energy. Kim et al. [5] claim that there must be
an optimal solution that has at most two configurations that have to be scheduled within
the time interval between iteration t and t + 1. These two configurations are computed using
the algorithm which is detailed in [4].
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Figure 1 The controller uses the error e(t) and the base signal b(t) (based on the number of
features i(t)) to compute the control signal s(t). The optimizer looks up the configuration mapping
for deciding the next actions (i.e., 〈n, m〉) based on the computed control signal s(t); the value of
s(t) is compared with the values sn,m of the configuration mappings to select the configurations
under which to operate the system in the time interval between iteration t and t + 11.
2.2.2 Using Finite state machines (FSMs)
An FSM describes the system’s behavior using states, transitions, events, and actions. An
FSM is composed of a number of states. It starts in an initial state. Each state outputs
actions to perform the desired control activities in case of a Moore machine. Triggered by
events (input), it transitions to a next state based on the input and the current state.
FSMs are heavily used for modeling the power states of modern processor architectures
including dynamic power management [20]. FSMs have also been proposed for adjusting
the processor power depending on a utilization feedback. For instance, the authors of [2]
propose an FSM-based controller that uses the processor utilization as a feedback to choose
the best configuration (i.e., 〈n, m〉). Here, the FSM transitions between the states based on
utilization thresholds.
A possible realization of an FSM enforcing latency while minizing energy based on
feedback is depicted in Figure 2. The error e(t− 1) is computed similar to Eq. (5) from the
latency feedback L(t−1). This approach neither includes an offline stage nor utilizes a control
signal. Instead, it uses a power-ascending list of configurations so that the configuration
〈ncj , mcj 〉 associated with state cj only should have a higher power consumption than that
of state cj−1. With a number of N available configurations, the FSM consists of states cj
with 1 ≤ j ≤ N . Based on the error e(t− 1), there are three possibilities to define the FSM
transitions:
1. The latency error is positive e(t − 1) > 0: The deadline has been missed and the
FSM responds by switching to the next state with higher power by incrementing the
configuration level.
2. There is no latency error e(t− 1) = 0: The deadline has been met precisely and the FSM
stays in the same state with the same configuration level.
3. The latency error is negative e(t− 1) < 0: The application executes faster than needed
and the FSM responds by switching to the next state with lower power to decrement the
configuration level.
1 In [4], it is explained in detail how a two-step sequence of two sn,m configurations is activated and
optimized so to save energy.
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Figure 2 A feedback-based FSM approach, that transitions between adjacent states at each
iteration t, based on the feedback L(t− 1) and a power-ascending list of configurations.
For the construction of such enforcement FSM, many extensions are possible, e.g.,
transition conditions containing multiple events (not only one like e(t)), possibly also
including environmental conditions such as temperature. Moreover, instead of just transiting
to one lower, resp. one higher power state, one could transit to non-neighbor states depending
on the absolute deviation e(t).
3 Evaluation
3.1 InvadeSIM simulator
For the following evaluations and comparisons, a simulation framework called InvadeSIM,
a many-core simulator for parallel applications [15] is used. InvadeSIM allows to specify
symmetric homogeneous, as well as tile-based asymmetric many-core architectures within
one framework. It performs a discrete-event simulation of applications mapped to a given
architecture model including the processor cores, memory access overheads and communic-
ation latencies, e.g., on a network-on-chip. In addition, it provides an emulation for the
runtime system and a timing as well as a power model for each core type of a heterogeneous
many-core architecture. The discrete-event simulation enables the timed simulation of the
different parallel tasks in execution. From a power configuration and the execution times, the
energy consumption of application executions can be monitored as well. Using an ActorX10
object-oriented programming library [14], applications are modeled by a graph of actors and
then mapped and executed on a modeled multi-core platform.
3.2 Object Detection Application
For our evaluations and comparisons, we introduce an object detection application as shown
in Figure 3. It belongs to the class of image processing applications that performs a pipelined
processing of input image streams. The job of the object detection algorithm is to detect a
given object in each image frame by applying a SIFT feature matching algorithm.
The application consists of an actor chain. Each actor processes one input image at a
time. The image source (IS) actor reads in the input images periodically at a constant rate,
then follows the gray-scale conversion (GS) actor, and after that the edge detection (ED) and
the corner detection (CD) actors to determine respectively edges and corners in an image.
After that the SIFT orientation (SO) actor achieves invariance to image rotation. The four
SIFT description actors SD1 to SD4 extract the features in an image. They can be executed
in parallel on n = 4 cores, after partitioning the number of features i of a given image evenly
into each actor.
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Figure 3 Object detection algorithm implemented as a graph of actors for pipelined processing
of streams of images.
3.3 Target Architecture and Deadline Model
For the following experiments, let each of the periodic execution of each SD actor be completed
within a soft deadline of L̄ = 80 ms. For the enforcement of this local deadline, the execution
power mode m (voltage/frequency) of the SD actors’ cores through Dynamic Voltage and
Frequency Scaling (DVFS) is used and we assume, a maximum of n = 4 cores can be activated
in each of m = 20 different power modes. However, during the execution of an image, we
assume all cores run in the same power mode m, thus resulting in a configuration 〈n, m〉.
According to Figure 3, the SD actor also provides a feedback of the latency which can be
used by the controller to properly determine the configuration 〈n, m〉 to be used to execute
the next frame, resp. iteration. Upon each execution, the output of each SD actor is then
provided to the SIFT matching (SM) actor to detect common features between the given
object to be found and the current input image. Then, the RAN-SAC (RS) actor calculates
the transformation between both images based on the matched features. The image is finally
sent out by an image destination (ID) actor.
3.4 Application Management Techniques
In the following, we evaluate four techniques for latency-aware energy optimization:
1. Race-to-idle: Executing always in the highest configuration level 〈nmax, mmax〉.
2. Application-specific: Finding operating points offline by analyzing sequences of input
images beforehand, see Section 2.1. At run-time, the Pareto-optimal configuration to
enforce the given deadline is retrieved from a table based on the characterized input
(feature number i) [17, 18].
3. Control-theoretical: Computing a control signal that translates into a specific configura-
tions 〈n, m〉 based on latency feedback L(t− 1) [4].
4. FSM-based: Using the simple FSM from Figure 2 that is based on latency feedback
L(t− 1) to transition between neighbor system configurations 〈n, m〉.
3.5 Workload Types
The following experiments have been performed by applying the following workloads to the
object detection application with latency-enforced SD actor:
A 5-minute YouTube video from national geographic.
A 40-minutes video of front camera in a car driving through city roads.
A sequence of 1, 750 images with random contents.
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Figure 4 shows the number of features i for each image of the sequences.

























































Figure 4 Distribution of number of features i per frame in the analyzed videos.
3.6 Results
We run the application for each combination of application management technique and input
sequence. Each controller behavior has been implemented by the controller actor in Figure 3.
The number of available configurations is N = n · m with n = 4 and m = 20. As latency
bound L̄ of the enforced SD actor, we chose L̄ = 80 ms. For the control-theoretic approach,
the pole was chosen at p = 0.5 (changing the pole value did not have a noticeable impact on
its results).
In the following, we analyze the performance of the four approaches in terms of number
of deadline misses and in terms of energy consumption.
3.6.1 Deadline Misses
Mean Absolute Percentage Error (MAPE) is a standard metric in controllers [4], and we use
it to measure number of deadline misses. We can compute MAPE for an application with K
iterations (number of frames in our test applications) using Eq. (7):




L(t− 1) > L̄ :
L(t− 1)− L̄
L̄
L(t− 1) ≤ L̄ : 0
(7)
Figure 5a shows the number of deadline misses experienced for each of the four evaluated
approaches. Race-to-idle and the application-specific approach almost never miss any deadline
as they execute in the fastest possible way, respectively the slowest required speed to meet
the deadline. Only in a few cases where the deadline cannot be met at all even in the fastest
possible configuration, L̄ is (necessarily) exceeded. However, evidently, the feedback-based
approaches miss more deadlines, especially the FSM-based approach, which obviously by its
simple construction provides only a stepwise and thus slow convergence towards a feasible
level of configuration 〈n, m〉, after receiving the latency feedback L(t− 1).
3.6.2 Energy Consumption
Figure 5b shows the evaluated average overall energy consumption per image of the SD actor.
Race-to-idle consumes the largest amount of energy, because it executes in the fastest possible
way. The application-specific approach consumes a significantly less amount of energy, due to
the fact that it knows exactly which actions are needed to meet the deadline for all possible
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input images. For the feedback-based approaches, the control-theoretical approach consumes
slightly more energy than the optimal (i.e., the application-specific approach). On the other
hand, the simple FSM-based approach consumes more energy than the application-specific
and the control-theoretical approach due to its simplicity in construction. Still, it consumes



























































(b) Energy consumption of each approach.
Figure 5 Evaluation results of the race-to-idle, application-specific and feedback-based approaches
using the three types of image input sequences and a set of N = 80 configurations in terms of
deadline misses (a) and consumed energy (b).
3.6.3 The Effect of Available Configurations
In a further evaluation, we fixed the number of cores to n = 4, resulting into only N = 20
configurations (i.e., 20 voltage/frequency settings), keeping race-to-idle unaffected.
We notice from the results in Figure 6 an increase in the amount of energy consumption
for the application-specific and the control-theoretical approach. For the latency results, the
FSM-based approach achieves less deadline misses compared to the case of N = 80, because
now, the transitions in the FSM are more effective in the sense of faster converging to a
feasible configuration level 〈n, m〉.
4 Conclusion and Future Work
In this paper, we evaluated and compared multiple application-specific and feedback-based
categories for latency-aware energy optimization. We evaluated the approaches on a many-
core simulator and found out that the application-specific approach respects the latency
goal whenever possible while consuming the lowest amount of energy consumption. For
the feedback-based category, the feedback-based approaches can achieve energy savings
comparable to the application-specific approach, but both missing deadlines more often.
For future work, we aim to focus on FSM-based approaches further, as they are sim-
ilar to control-theoretical approaches in providing a sound mathematical formalism with
opportunities of formally proving requirements on non-functional program properties, e.g.,
by state reachability and the use of temporal logic to express complex requirements. On




























































(b) Energy consumption of each approach.
Figure 6 Evaluation results of the race-to-idle, application-specific and feedback-based approaches
using three types of image input sequences and a set of N = 20 configurations in terms of deadline
misses (a) and consumed energy (b).
the other hand, control-theoretic approaches, although theoretically sound and known for
their strength in being able to mathematically prove properties such as the stability and
robustness of a feedback-based system, are often based on assumptions of linearity of either
controller or the many-core system under control, e.g., based on z-transform descriptions
and the analysis of poles of related closed-loop transfer functions. However, in multi-core
systems, performance such as the speedup hardly scales linearly with the number of cores for
most workloads and applications. Therefore, non-linear control techniques would need to be
applied.
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