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secular equation mentioned above. Numerical examples which demonstrate 
the efficiency as well as the limitations of the proposed method are presented. 
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OPTIMIZATION OF FUNCTIONALS OF HURWlTZ POLYNOMIALS 
by I. NAVOT 7 
Hurwitz polynomials are intimately related to positive definite quadratic 
forms by several connections, e.g. the Routh-Hurwitz problem [1, 2], Her- 
mite's symmetric-matrix form of Hurwitz's test [3-5], Lyapunov's econd 
method [6, 2, 7], and Markov's tability criterion [2, 4]. (For interrelations see 
[2, 4].) Though the conditions governing these relations are generally both 
necessary and sufficient, in practice they have almost exclusively been 
applied unilaterally, i.e., the positive-definiteness of a quadratic form is 
invoked to imply the Hurwitzness of the polynomial under consideration (and 
with it the asymptotic stability of the system matrix of which the polynomial 
considered is the characteristic one). We consider the inverse situation in the 
following sense: Mter settling satisfactorily the fulfilment of the necessary 
conditions for the existence of an optimum in a constrained optimization 
problem involving Hurwitz polynomials, the decision on the existence of an 
optimum depends (in most cases where the second-order Taylor expansion in 
the vicinity of the stationary point exists and is sufficient o settle the issue) 
on the definiteness of a certain quadratic form. The Hurwitzness of the 
polynomials involved in the optimization problem is then invoked to imply 
the definiteness of the quadratic form concerned. 
Summarily, we propose the following: Given a problem where it is 
required to find a Hurwitz polynomial H(p) such that a certain hmctional of 
H(p) is an optimum. Let Hopt(p) satisfy the necessary conditions for an 
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optimum, and let .~ be the matrix of the pertinent est quadratic form q 
whose definiteness i  a sufficient condition for Hopt(p) to be an optimum. 
1. Identify a polynomial G(p) such that the Hurwitzness of G(p) would 
imply the definiteness of .~. 
2. Establish the Hurwitzness of G(p) as a consequence of the Hurwitzness 
of nopt(p). 
Quite naturally, areas where the proposed method can be examined, and 
its potential demonstrated, are network and system theory, where the Hur- 
witzness of polynomials in the frequency-domain variable is a dominant 
feature of some of the system functions. On the other hand, the tools required 
to achieve objectives 1 and 2 may vary with the specific problem at hand 
(which need not even be formulated, in the first instance, in terms of Hurwitz 
polynomials). For the sake of definiteness, we present he method, in purely 
mathematical terms, with reference to a special class of problems, the 
so-called optimal difference-type d composition of polynomials, initiated by 
Horowitz [8] with respect o sensitivity considerations in Linvill's [9] classical 
RC active filters. In this context we consider five functionals, subject o the 
same constraints, but corresponding to different measures of sensitivity to be 
optimized. A common feature of these functionals, which facilitates our task, 
is that the matrices .q of the pertinent quadratic forms q are of finite Hankel 
form, which enables us, firstly, to identify the required polynomials G by 
their Markov parameters, and then to establish, by a very simple test, their 
Hurwitzness or non-Hurwitzness. 
The layout of the paper is as follows: In Section II we formulate the 
optimization problems and obtain the matrices of the pertinent test quadratic 
forms, which turn out to be of finite Hankel form. Section III is a brief 
summary of definitions and properties of the infinite Hankel matrix and 
Markov parameters associated with a Hurwitz polynomial. In Section IV 
Markov parameters are used as a tool to identify polynomials whose Hurwitz- 
ness would imply positive definiteness of the matrices obtained in Section II. 
Section V concludes the paper with a simple test theorem for Hurwitzness 
and its application to settle the question of the existence of an optimum. 
The paper in full will appear in the Journal of the Franklin Institute. 
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RECOGNIT ION AND ORDERING ALGORITHMS FOR GLOBAL 
INHERITANCE IN LU FACTORIZATIONS 
by D. D. OLESKY s* and T. A. SLATER s 
We denote a digraph (directed graph) by an ordered pair G = (V, E), and 
the cardinalities of the node set V and the edge set E by n and e, 
respectively. We assume that G is weakly connected so that e >~ n - 1. Given 
W c V and u, v ~ V - W, we say that v is reachable from u through W if 
there is a path P = u --) ql ~ q2 --) " " " --) qt- 1 "> qt "'> l) from u to v in G 
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