Motivation: A network is said to be robust relative to a certain network characteristic if a small change in network structure does not significantly affect the characteristic. From the perspective of network stability, robustness is desirable; however, from the perspective of intervention to exert influence on network behavior, it is undesirable. For Boolean networks, there are two fundamental types of robustness. One type pertains to perturbing the state of the network and the other to perturbing the rule-based structure.
INTRODUCTION
A network is said to be robust relative to a certain network characteristic if a small change in network structure does not significantly affect the characteristic. In the case of a Boolean network (BN), which is a rule-based binary network, a key form of robustness is with respect to how a small change in a regulatory rule, say the flip of one value in its truth table, affects the steady state of the network. Robustness is a double-edged sword. For instance, BNs are used to model gene regulation, with gene expressions being quantized as 0s and 1s to represent not expressed and expressed states, respectively, and gene regulation is described by Boolean logic. Because network inference is inherently ill-posed on account of measurement error and the impact of latent variables, which are either immeasurable or simply not included in the model (whose influence nevertheless still exists), model robustness is desirable for inference so that slightly differently inferred networks will exhibit similar fundamental characteristics. On the other hand, if the goal is to intervene in the network, for instance, to modify its long-run behavior so as to drive it away from undesirable states, say, metastasis in cancer, then robustness is undesirable because it impedes intervention. This article addresses the robustness of BNs relative to small perturbations of the regulatory rules.
The objective of this study is comprised of two aspects:
Provide a theory to analytically predict the consequences of function perturbations in a BN, including the impacts on state transitions and steady-state properties (mainly attractors).
Apply the analytical theory to intervene or control BNs to obtain desirable properties.
Given that BNs are often used to model genetic regulation, the preceding two aspects will help gain insight into gene regulatory network modeling in the following ways:
By helping to analyze the influences of modeling uncertainty and latent variables, since these two common phenomena can often be formulated as changed Boolean functions, thereby falling into the function perturbation category.
By aiding in the design of intervention methods to control gene regulation for the purpose of altering steady-state cell behavior.
By providing the means to identify the regulatory perturbations underlying observed changes in cell behavior. This study is motivated by the fact that these issues have not been treated thoroughly in the literature: (1) previous works usually concern state perturbation, which is temporary in nature, instead of function perturbation; (2) many works study ensembles of BNs by exploring their overall (statistical) behavior, but do not consider the effect on a specific BN; (3) many works do not mention attractors, and these characterize the long-run properties of BNs, which in the context of gene regulatory networks represent phenotypic properties. A review of the existing literature on BN robustness is provided below.
There exist two kinds of variations with respect to a BN: perturbation of the states and perturbation of the functions (the regulatory rules). The first kind of perturbation is temporary and entails a reset of the network state to a new state. Such a perturbation does not alter the structure of the BN and has no influence on its steady-state properties; however, it does affect the network dynamics by replacing the original time trajectory with a new trajectory. Since a BN possesses one or more attractors, and each attractor has its basin of attraction (BOA) (consisting of the states that will eventually transit to this attractor), after a perturbation of the state, the new trajectory may converge to the original trajectory and reach the same attractor, or it may go to another BOA and reach a different attractor. If it is preferable to reach the original attractor after the perturbation, then it is desirable that the BN be stable or dynamically robust, meaning that it has a tendency to resist disturbance of the state and converge to its original trajectory.
The second kind of perturbation, namely perturbation of the functions, has a more fundamental impact on the BN and has been less studied. The network steady-state distribution may undergo a permanent transformation: the basins of attraction for some attractors will enlarge, shrink or shift; some attractors will disappear; and new attractors may be created. Therefore, starting from the same initial state, the new trajectory may or may not reach the original attractor. Understanding the impact of function perturbation on steady-state properties is important for application. As noted, depending on the context, robustness may or may not be desirable: the robustness of an attractor and its BOA is desirable if we would like to preserve them.
State perturbations affect the network dynamics, not the steady-state properties. This issue has been well studied, often via the ensemble behavior of a large number of random synchronous BNs (all the functions in the BN are updated simultaneously at each time step). One study shows that a natural class of robust networks is composed of scale-free networks, in which a small (but significant) fraction of the elements are highly connected and the majority of the elements are poorly connected (Aldana et al., 2003) . Another demonstrates the robustness of BNs whose functions belong to certain Post classes (Shmulevich et al., 2003) . The conclusions by Aldana et al. (2003) and Schmulevich et al. (2003) are based on the ensemble behavior of random BNs. A different approach explores the robustness of annealed (the connections and functions will change at each time step) BNs through the bias map, which is a mapping b t ! b tþ1 , b t being the probability of a gene being 1 at time step t (Ramo et al., 2005) . It introduces the concept of a stabilizing Boolean function and relates it to network stability (dynamic robustness). It shows that many Post and canalizing functions are stabilizing functions, which agrees with Aldana et al. (2003) and Shmulevich et al. (2003) . Another perspective is to define robustness as the expected probability of a single flipped input altering the output of a Boolean function over a distribution for K-input functions and averaged over all the nodes of the network (Kauffman et al., 2004) . Flipping the function input is a form of state perturbation, and the robustness measure concerns the ensemble behavior of random BNs. The conclusion is that Boolean networks with canalizing functions are stable (the robustness measure is less than 1). Robustness to noise is treated in Qu et al. (2002) , where the function output has a probability of flipping its value, and the first crossing time is defined as the time needed for two time trajectories with different initial states to cross. The article concludes that, for two categories of random BNs (in the chaotic and ordered phases), whether the initial states belong to the same BOA or not, the average first crossing time over a large number of networks behaves robustly.
In the above-cited studies, only state perturbations are considered. As a state perturbation affects the network in a temporary manner, meaning that only the network dynamics are affected, we naturally would like to pursue a further issue, namely, how a perturbation of the functions in the network will influence the attractors and the long-term behaviors of the network. The effect of function perturbation is less studied in the literature. One of such studies is based on the ensemble performance of a large number of random BNs: In Gerhenson et al. (2006) , network stability is measured by the overlap of state space transitions of the original BN and the one-bit mutant BN resulting from a perturbation of a Boolean function through a one-bit change to its truth table. The authors discover that adding a redundant node can boost the robustness of one-bit mutant BNs. Here, although function perturbation is studied, emphasis on the network attractors is lacking. Another work, contributed by Chaves et al. (2005) , studies a different kind of perturbation: updating the functions in an asynchronous setting. The effect of asynchronous updates of the functions on the dynamics of Boolean-type models for the Drosophila melanogaster segment polarity genes is considered and different asynchronous update schemes are tested. One model is found to be robust to changes in the initial state and robust to the update variability; certain restrictions (a minimal prepattern) on the update scheme must be satisfied to ensure convergence to the desired wild-type steady state. Owing to the nature of asynchronous networks, the attractor robustness is not treated in the sense that attractors exactly constitute the steady state in a synchronous BN.
In this article, we study the effect of function perturbation on the attractors in a homogenous synchronous BN, meaning that the Boolean functions are updated simultaneously and the functions do not change over time. Our analysis is applicable to any individual BN instead of being targeted at the ensemble performance of a type of BNs such as in Aldana et al. (2003) and Kauffman et al. (2004) , or a particular BN such as in Chaves et al. (2005) . Therefore, the methods and results in our article are more general. We do not define a robust measure; rather, we explore the exact consequences of function perturbations and show how they can be utilized for analysis and synthesis. We focus on function perturbation in the form of a one-bit change of the truth table and explore its impact on the attractors. We address both the robustness and flexibility issues, and show that the latter can be useful for intervention in BNs. Since state transitions completely characterize the network dynamics and define a BN's attractors and basins of attraction, we propose to pursue our objective through the following issues: (1) impact on state transitions; (2) impact on attractors, namely, which attractors will be invariant to the perturbations and which non-attractor states will become new attractors and (3) applications, including intervention (given a BN, design an intervention strategy to achieve a certain objective through function perturbation) and perturbation identification (given the observed state transitions of a BN and the state transitions after function perturbation, identify the perturbation).
SYSTEMS AND METHODS

Boolean networks
A BN is composed of n nodes x 1 , x 2 , . . . , x n , each of which may take a value from f0, 1g. A node x i has k i (k i n) parent nodes x i1 , x i2 , . . . , x iki , with fi1, . . . , ik i g f1, 2, . . . , ng. The value of node x i at time t þ 1 is determined by its parent nodes at time t through a Boolean function
ðtÞ, x i2 ðtÞ, . . . , x iki ðtÞÞ, 1 i n: k i is called the connectivity of node x i . Assuming the Boolean functions are homogeneous (time invariant) and the nodes are updated synchronously, we can write the Boolean functions in the simplified form
We use f i ðx 1 , x 2 , . . . , x n Þ and f i ðx i1 , x i2 , . . . , x iki Þ interchangeably, with the latter specifying only the essential variables.
At time t, the state of the BN refers to the vector xðtÞ ¼ ðx 1 ðtÞ, x 2 ðtÞ, . . . , x n ðtÞÞ. A specific state can be written as an n-dimensional binary vector ða 1 , a 2 , . . . , a n Þ, where a i 2 f0, 1g, 1 i n, or written as a 1 ; a 2 ; . . . ; a n in a compact form. The state space is f0, 1g n ¼ f00 Á Á Á 0, 00 Á Á Á 1, . . . , 11 Á Á Á 1g, whose size equals 2 n . Given a current state xðtÞ, one can obtain the state at the next time step xðt þ 1Þ by evaluating the n Boolean functions. If one allows xðtÞ to be any one of the 2 n possible states, from 00 Á Á Á 0 to 11 Á Á Á 1, and computes their respective next states, then a list of 2 n one-step state transitions can be obtained. The 2 n state transitions fully characterize a BN's dynamics. For instance, if a BN has three nodes, its one-step state transitions will consist of eight states, which are the successors of states 000, 001, . . . , 110, 111, respectively.
Given the one-step state transitions, a directed graph T(V, E), known as the state transition diagram, can thus be constructed for the BN. V is the set of 2 n vertices, each vertex being a state of a BN. E is the set of 2 n edges, each pointing from a state to its next state in pair-wise state transitions. If a state's next state is itself, then the edge is a loop.
The long-run behavior of a BN is characterized by its attractors. Starting from an initial state, it will eventually reach a set of states, called an attractor cycle (a closed path in the state transition diagram), that it will thereafter cycle through endlessly. A BN may have more than one attractor cycle. If an attractor cycle consists of one state only, then we call it a singleton attractor. The set of all states that eventually evolve into the same attractor cycle constitutes its BOA. Different basins of attraction are depicted in the state transition diagram as disjoint subgraphs. The attractor cycles in BNs modeling biological networks are typically associated with phenotypes and tend to be short (Kauffman et al., 1993) with biological stability contributing to singleton attractors. For instance, singleton attractors have been associated with phenotypes such as cell proliferation and apoptosis (Huang et al., 1999) . Our basic results will be stated for singleton attractors, for which the analysis leads to tractable propositions, and we will then show how they can be extended to multiple-state attractor cycles, albeit, with increased complexity.
A Boolean function can be represented by a truth 
The state transition s ! w depends on the vector function f ¼ ðf 1 , f 2 , . . . , f n Þ. Restricting our attention to f i means considering the ith mapping s ! w i . Since f i depends on ðx i1 , x i2 , . . . , x iki Þ, the mapping depends on 
In a BN, a one-bit perturbation occurs when one chooses a function f i and makes a one-bit change of its truth table by flipping the value on the jth entry (1 j 2 ki ), that is, change 0 to 1 or change 1 to 0. We denote the new function by f ð jÞ i , so that the one-bit perturbation on row j takes the form
Since single-node flips play a key role in our analysis, we introduce the following notation:
Theoretical results
We begin with a proposition and corollaries describing the basic effects of a single one-bit perturbation on the state transitions of a BN. that caused it to cease being a singleton attractor, and no other. This means that the original BN is restored.
According to Corollary 2, a singleton attractor s is no longer a singleton attractor following a one-bit perturbation f i ! f ð jÞ i if In i ðsÞ ¼ a i j , but could it remain an attractor state as part of an attractor cycle following perturbation? Indeed it could. Consider the following situation for three nodes: 000 is a singleton attractor, 001 ! 010 and 010 ! 000, so that 001 and 010 are in the basin of 000. The three functions are defined by f 1 ðx 2 , x 3 Þ ¼ 0 for all x 2 , x 3 ; f 2 ðx 1 , x 3 Þ ¼ 0 for all x 1 , x 3 except for f 2 ð0, 1Þ ¼ 1; and f 3 ðx 2 , x 3 Þ ¼ 0 for all x 2 , x 3 . Consider the one-bit perturbation f 3 ! f . Following the perturbation, the third function becomes f ð00Þ 3 ðx 2 , x 3 Þ ¼ 0 for all x 2 , x 3 , except for f ð00Þ 3 ð0, 0Þ ¼ 1. This leads to the following transitions, 000 ! 001, 001 ! 010 and 010 ! 000, and hence the attractor cycle 000 ! 001 ! 010 ! 000. Thus, our care in stating the results is not unwarranted.
From the preceding example, we see that a one-bit perturbation can result in a singleton attractor becoming a member in a multiple-state attractor cycle. On the other hand, it should be clear from Proposition 1 that a one-bit perturbation can affect a multiple-state attractor cycle. Suppose s 1 ! s 2 ! Á Á Á ! s m ! s 1 is an m-state attractor cycle. It follows from Proposition 1 that this cycle will be affected by the onebit perturbation f i ! f Corollary 1 puts an upper bound on the number of singleton attractors that can be lost owing to a one-bit perturbation f i ! f ð jÞ i , namely, minf2 nÀki , Ng, where ja i j j ¼ k i and N is the number of singleton attractors. Taking a network view, the total number of singleton attractors lost is bounded by
where, k min is the minimum connectivity among the nodes. Increased connectivity provides greater robustness relative to the loss of singleton attractors via one-bit perturbations. Thus far, except for considering a second perturbation to restore a singleton attractor lost on account of a one-bit perturbation, we have focused on single one-bit perturbations. Increasing the number of onebit perturbations increases the complexity of the problem; indeed, any BN on the same variables can be obtained from any other via a sufficiently long sequence of one-bit perturbations. If we consider two one-bit perturbations, then there are two cases: (1) the same function is changed and a flip occurs on two rows and (2) two functions are changed. The two cases can be expressed as: (1) From the extension of Proposition 1 and its corollaries to two one-bit perturbations, it is clear how to extend them to more than two one-bit perturbations, albeit, with an increased number of cases.
ALGORITHMS
Network intervention
One objective of network modeling is to use the model to design intervention strategies for affecting the dynamic evolution of the network. The methods apply whether or not a network possesses a steady-state distribution. We will point out whether the steady-state distribution is affected if it exists. Such intervention studies have focused on three general approaches: state perturbation, optimal control and function perturbation.
With state perturbation, the state of the network is reset to an initial state and the network is allowed to evolve from there, the point being that the new trajectory will visit more desirable states (Shmulevich et al., 2002a) . The network structure is not changed. If the network possesses a steady-state distribution, then that distribution is not changed.
For optimal control, there exist one or more controllable variables that affect the transition probabilities of the network and these can be used to desirably affect its dynamic evolution (Datta et al., 2003) . The network structure is not changed. If the network possesses a steady-state distribution and the control is applied over a finite time horizon and then stopped, then the Y.Xiao and E.R.Dougherty steady-state distribution is not changed (Datta et al., 2003; Pal et al., 2005) ; however, if the control is applied over infinite time (forever), then the steady-state distribution is changed to one whose mass is more concentrated in favorable states (Pal et al., 2006) . For instance, based upon a study finding that blocking the Wnt5a protein from activating its receptor could substantially reduce Wnt5a's ability to induce a metastatic phenotype (Weeraratna et al., 2002) , optimal control theory has been applied to an expression-based network including the WNT5A gene in such a manner as to down-regulate WNT5A (Datta et al., 2003; Pal et al., 2005 Pal et al., , 2006 ) the objective being to decrease the likelihood of metastasis.
In the case of function perturbation, one or more Boolean functions are changed to desirably alter the network. The network structure is changed (Shmulevich et al., 2002b) . If the network possesses a steady-state distribution, then that distribution is changed.
These applications have been in the context of probabilistic BNs; however, since BNs are a special case of probabilistic BNs, the results apply at once. For instance, complexity issues relating to optimal control have been studied in the context of BNs (Akutsu et al., 2006) . If a BN possesses random node flips, so that at any time point there is a positive probability of any node flipping from 0 to 1 or from 1 to 0, then it possesses a steady-state distribution. The classical deterministic BNs are free of such random node flips (Kauffman et al., 1993) . Thus, unless there is a single attractor cycle, there does not exist a steady-state distribution.
Before formally providing the procedure to control the stationary probabilities in a Probabilistic Boolean Network (PBN) via function perturbation, we revisit a problem considered in Shmulevich et al. (2002b) to motivate and illustrate the methodology. In the Discussion section, we will apply the procedure to alter a WNT5A network in order to decrease the likelihood of metastasis.
Given two sets of states, perhaps representing two different cellular functional states or phenotypes, the general problem is to specify some optimization criterion regarding the stationary probabilities of the states and to discover some multiple perturbation of a single function that best achieves the optimization. The analysis is for a PBN. These have been discussed in many places, including review articles, so we leave their precise mathematical formulation to the literature (Shmulevich et al., 2002c) . Let us simply state that the analysis in (Shmulevich et al., 2002b) corresponds to an instantaneously random PBN, which means that at each time point each node function is randomly chosen from a set of possible functions and at each time point there is a probability P that a node value can be flipped. Each set of selected functions corresponds to a single BN, so that probabilistically, each of these corresponds to a realization of the network.
In the example considered by Shmulevich et al. (2002b) , the PBN consists of three nodes, x 1 , x 2 and x 3 . Two functions correspond to x 1 with probabilities 0.6 and 0.4 of using the first and second functions, respectively; node x 2 has a single function, and node x 3 also has two functions with equal likelihood of using either. Table 1 lists the functions and their selection probabilities (c ij ). Thus, the PBN has 2 Â 1 Â 2 ¼ 4 constituent BNs (Table 2 ). The probability of a node flip is P ¼ 0.01, in which case the stationary probabilities of the two singleton attractors are pð000Þ ¼ 0:0752 and pð111Þ ¼ 0:7310. The intervention objective is to use function perturbation to make both new stationary probabilities, ð000Þ and ð111Þ, close to 0.4, which means minimizing the error criterion jð000Þ À 0:4j þ jð111Þ À 0:4j, while maintaining their total stationary mass. This corresponds to the objective of reducing the stationary probability of the undesirable state 111 while increasing the stationary probability of the desirable state 000 [see Shmulevich et al. (2002b) for a detailed discussion].
The state transition diagrams absent node perturbation (P ¼ 0) for the four BNs are shown in Figure 2 . Let BOAfx 1 x 2 x 3 g denote the BOA of x 1 x 2 x 3 and jBOAfx 1 x 2 x 3 gj denote its size. It can be seen that in both BN1 and BN3, jBOAf000gj ¼ 1 and jBOAf111gj ¼ 7. In BN2, jBOAf000gj ¼ jBOAf111gj ¼ 1 and in BN4, jBOAf000gj ¼ 2 First, consider BN1 and BN3. Can we increase the BOA of 000 by finding any state whose successor state differs from 000 by only one bit (preferably on the first and third bit)? The answer is 011 of BN3. However, even if we make a one-bit perturbation of function f 31 to let 011 ! 000 in BN3, jBOAf000gj will increase by only 1. This perturbation also affects BN1 (011 ! 100), but has no effect on BOAf000g or BOAf111g. Thus we give up this attempt. Now consider BN2 and BN4. Can we increase jBOAf000gj by a one-bit function perturbation (preferably not f 21 )? One possibility is to change the state transition 110 ! 100 to 110 ! 000 in BN2 and BN4, i.e. perturb f 11 or f 12 . Another possibility is to change the state transition 100 ! 010 to 100 ! 011 in BN4, namely perturb f 32 to f where a 11 7 ¼ 110. As a consequence, in BN1, 110 ! 001 and jBOAf111gj decreases to 3; in BN2, 110 ! 000 and jBOAf000gj increases to 7. This is a possible candidate.
Choice 2: Perturb f 12 to f ð7Þ 12 . As a consequence, in BN3, 110 ! 001 and jBOAf111gj decreases to 2; in BN4, 110 ! 000 and jBOAf000gj increases to 7. This is a possible candidate.
Choice 3: Perturb f 32 to f ð5Þ 32 , where a 32 5 ¼ 100. As a consequence, in BN4, 100 ! 011 and jBOAf000gj increases to 7; in BN2, 100 ! 011, which does not affect BOAf111g or BOAf000g. Since BN1 and BN3 adopt f 31 rather than f 32 , they are unaffected. Overall, this perturbation only increases jBOAf000gj in BN4, without affecting BOAf111g. Thus, it cannot achieve the desired goal, which requires increasing jBOAf000gj and decreasing jBOAf111gj. This choice is ruled out.
Simulations show that choice 1 yields stationary probabilities ð000Þ ¼ 0:6 and ð111Þ ¼ 0:25. Choice 2 yields ð000Þ ¼ 0:43 and ð111Þ ¼ 0:41, which are close to the goal. Hence, we adopt choice 2. Compare our solution to that of Shmulevich et al. (2002b) , where the function f 12 is perturbed from 0, 1, 1, 0, 0, 1, 1, 1 to 0, 0, 0, 1, 0, 1, 0, 1 (four-bit perturbation, on rows 2, 3, 4 and 7), and the resulting stationary probabilities are ð000Þ ¼ 0:4068 and ð111Þ ¼ 0:4128. The solution of Shmulevich et al. (2002b) is obtained by exhaustive search of all possible 1280 function perturbations (allowing one function to be perturbed by any number of flips in its truth table). Our solution is close to optimal with only a single-bit perturbation and it does not require an exhaustive search.
Using the preceding example as a guide, we have the following general procedure for optimizing the stationary probabilities in BNs or PBNs. Here, we assume one-bit perturbation only.
(1) Recognize the goal of optimization and formulate the error criterion. In the preceding example, the goal is to have equal stationary probability mass for the target states 000 and 111, while the sum of the probability masses remains unchanged. The error criterion is jð000Þ À 0:4j þ jð111Þ À 0:4j. Therefore, we must increase the probability mass of 000 and decrease that of 111 at the same time.
(2) Determine the priority of perturbation for the functions. For instance, in a PBN, if some of the functions are common in two or more constituent BNs, it is preferred to perturb a function that affects as few BNs as possible. For another example, in a BN, it is more favorable to perturb a function that results in fewer changes in the state transitions. (4) List all the options of perturbation, from the highest priority to the lowest. For each option, draw new state transition diagrams and analyze the BOAs of the target states again. Throw away the options that are far from the goal. Notice that the steady-state probability mass of an attractor state is mainly affected by the size of its BOA, but also has to do with the BOA structure and the node-flipping probability P. Therefore, the BOA sizes can be used to estimate (but are not deterministic of) the probability masses of the target states.
(5) For the remaining options, make computations either by simulation or by direct computation through Markov chain analysis [see Shmulevich et al. (2002a) for details], and pick the option that is closest to the goal. If two or more options are equally good, pick the one with the highest priority (e.g. perturbed function is present in the least number of BNs, or carries the least weight in a pre-defined importance rank, etc.).
Identifying function perturbations
Suppose we have knowledge of the state transitions of a BN. Imagine a perturbation occurs in the Boolean model unbeknownst to us except that we observe the new state transitions. By comparing the state transitions before and after perturbation, we may ask two questions: (1) which Boolean function is perturbed? (2) on which row of the truth table is the perturbation? These are identification problems, useful in diagnosing changes in gene regulatory networks, such as changes caused by a disease, radiation therapy, drug treatment, etc. We now present a general procedure for identifying function perturbations in a BN:
(1) Find out perturbed function(s).
Let the list of state transition of the original BN be given by s 0 , s 1 , . . . , s 2 n , these being the successor states of 00 Á Á Á 0, 00 Á Á Á 1, . . . , 11 Á Á Á 1, respectively. The list of state transitions of the perturbed BN is denoted by s (2) Locate the flipped entries of the perturbed function(s).
For the simple case of a one-bit perturbation in one function f i , recall from Corollary 1 that 2 nÀki states will have changed successors. Moreover, those states share the same value on nodes x i1 , . . . , x iki . Assume the differences between the state transition rules before and 
DISCUSSION
In this section, we will apply the intervention procedure to beneficially control the gene WNT5A in a network related to melanoma and to identify a function perturbation in a D.melanogaster segmentation polarity gene network.
Intervention in a WNT5A network
We consider a BN taken from a context-sensitive PBN model for a WNT5A network constructed for an intervention study (Pal et al., 2005) . The original PBN model was inferred from the data collected in a metastatic melanoma study (Bittner et al., 2000) which found that the abundance of the messenger RNA of the WNT5A gene was highly discriminating between cells with properties typically associated with high and low metastatic competence. A subsequent study (Weeraratna et al., 2002) validated and expanded this finding by experimentally increasing the levels of the Wnt5a protein secreted by a melanoma cell line, as a result of which the metastatic competence of the cell line was directly altered. It was also found that through an intervention blocking the Wnt5a protein from activating its receptor, Wnt5a's ability to induce metastasis can be substantially reduced. These results suggest that using an intervention to downregulate the WNT5A gene can lower the chance of metastasis in a cell line. In Pal et al. (2005) seven genes, WNT5A, pirin, S100P, RET1, HADHB and STC2, were selected for inference and intervention in a melanoma network. The objective was to exert a control variable for a finite time to steer the network dynamics towards desirable states, those for which WNT5A ¼ 0, not highly expressed. Their method uses an external control to change the state transitions temporarily instead of changing the network structure. In our study, we will use a different approach and permanently alter the network structure by a minimal amount of function perturbation.
To study the chosen BN, we relabel the seven genes, WNT5A, pirin, etc. as x 1 , x 2 , . . . , x 7 . The functions are defined in Table 3 , where under the heading 'function values' each item is a binary string whose ith bit represents the function value on the ith row of the truth table. For instance, in the last row the entry 1101 means that for the inputs 00, 01, 10, 11 the function outputs are 1, 1, 0, 1, respectively. This BN has four attractors 0101111, 0110110, 0111110 and 1000001. Their BOA sizes are 48, 4, 16 and 60, respectively. The last attractor s ¼ 1000001 is undesirable, because WNT5A gene is up-regulated. Moreover, s has a large BOA (consisting of nearly 50% of the total number of states), so the possibility of reaching it is high. Our objective is to eliminate this attractor or minimize its BOA if elimination is impossible, that is, minjBOAfsgj. We will achieve this goal through function perturbations, with two constraints: (1) to perturb as few bits in the functions as possible; (2) to affect as few state transitions as possible.
For constraint (2), recall that the number of affected state transitions by one-bit perturbation equals 2 nÀki , and it is preferable to choose from the following functions for perturbation: f 2 , f 3 , f 4 , f 5 and f 6 . As a result, 16 state transitions (1/8 of the total) will be affected.
To eliminate attractor s, we will choose from the above five functions for one-bit perturbation and follow the steps below.
(i) In an effort to eliminate attractor s by a one-bit perturbation of a function, we wish to change the state transition from s ! s to s ! u, such that u differs from s by exactly one bit. Since the five preferred functions to perturb are given, the candidate states will be u 1 ¼ 1100001, u 2 ¼ 1010001, u 3 ¼ 1001001, u 4 ¼ 1000101 and u 5 ¼ 1000011. (ii) Consider the following five options.
Option 1: Change the state transition to s ! u 1 . Noticing In 2 ðsÞ ¼ 000, we can achieve it through perturbation f 2 ! f ð1Þ 2 . By applying the theoretical results, we can easily find that after the perturbation, the other three attractors are unaffected, and that now s ! 1100001 $ 1000101. It can be seen that a new attractor cycle is formed, and its constituent states have x 1 ¼1, which is undesirable.
Option 2: Change the state transition to s ! u 2 . This can be done through f 3 ! f ð2Þ 3 . As a result, the other three attractors remain the same, and a new attractor cycle, f1000011, 0010001g, will be formed, and the first constituent state is undesirable (x 1 ¼1).
Option 3: Change the state transition to s ! u 3 . This can be done through f 4 ! f ð2Þ 4 . As a result, the other three attractors are still the same, while s disappears. This is a viable option. By following the outlined procedure, we are able to eliminate the undesirable attractor associated with high competence of cellular metastasis with a one-bit function perturbation with no other attractors affected or any new attractor created. Moreover, the perturbation is chosen so that a minimum number of state transitions will be affected. All of these are achieved without exhaustive search, and without any complex computation.
Perturbation identification in a D.melanogaster segmentation polarity gene network
We will now apply the perturbation identification strategy to a D.melanogaster segmentation polarity gene network (Albert et al., 2003) . Consider a BN described by Equation (4) Albert et al. (2003) , Fig. 6 ]. In the parentheses following each attractor are the corresponding decimal numbers.
Among the attractors, 23 and 31 lead to a wild-type pattern and a variant of a wild-type pattern, respectively. States 43 and 47 lead to patterns without parasegment. Those patterns are well known experimentally. States 87 and 95 lead to patterns similar to wild-types, and 171 and 175 lead to patterns similar to non-parasegment patterns, but these patterns are not Simulation results of the new BN with the above modifications agree with our conclusion.
To make the above identification, we do not require complete knowledge of the state transitions. This is because even a onebit difference in a single function can result in 2 nÀki changes in state transitions, and when n > k i , there is a lot of redundant information.
Concluding remarks
This article provides several analytical results concerning the perturbation of functions in a BN, and in doing so extends previous work on network stability in a new direction: the effect of structural perturbation on network stability and long-run behavior. It shows how to apply the analytical results to control the stationary probabilities of states in a PBN and has applied the method to intervene in a WNT5A network to avoid high-competence metastatic cellular states. It shows how to use the analytical results to identify function perturbations when changes in network behavior are observed and has applied this method to identify structural changes made in a D.melanogaster polarity gene network. The application procedures do not require exhaustive searches or complex computation.
