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INTISARI 
 
Indeks Pembangunan Manusia (IPM) dibangun melalui tiga dimensi dasar yaitu umur panjang dan hidup 
sehat, mempunyai pengetahuan, dan kehidupan yang layak. Ketiga dimensi tersebut memiliki pengertian 
sangat luas karena terkait banyak faktor yang mempengaruhi IPM. Penelitian ini bertujuan untuk 
menganalisis pengaruh dan mendeskripsikan karakteristik faktor tingkat penduduk miskin, kepadatan 
penduduk, dan tingkat partisipasi angkatan kerja terhadap IPM di Provinsi Kalimantan Barat pada tahun 
2008 sampai dengan 2015. Hasil penelitian menunjukkan bahwa model estimasi regresi data panel yang  
sesuai adalah Fixed Effect Model (FEM) yang menghasilkan nilai adjusted R2 sebesar 0.6927. Variabel 
yang berpengaruh secara signifikan terhadap IPM antara lain tingkat penduduk miskin (X1), kepadatan 
penduduk (X2), dan tingkat partisipasi angkatan kerja (X3). Selanjutnya, melalui grafik biplot, variabel 
tingkat penduduk miskin dan tingkat partisipasi angkatan kerja mempunyai korelasi kuat dan positif. 
Sehingga, apabila salah satu variabel tersebut meningkat nilainya, maka akan diikuti kenaikan nilai pada 
variabel lainnya. Kabupaten Melawi, Kabupaten Sintang, Kabupaten Sambas, Kabupaten Kapuas Hulu, 
Kabupaten Sekadau, dan Kabupaten Landak memiliki jumlah tingkat penduduk miskin dan tingkat 
partisipasi angkatan kerja yang relatif besar dibandingkan dengan Kabupaten/Kota lainnya. Sedangkan 
Kota Pontianak memiliki jumlah kepadatan penduduk yang relatif besar. 
 
Kata Kunci : Longitudinal, Singular Value Decomposition, Dimensi Dua 
 
PENDAHULUAN 
Pada hakikatnya, keberhasilan pembangunan ekonomi suatu wilayah dipengaruhi oleh proses 
pembangunan manusia. Mengukur keberhasilan pembangunan manusia salah satu indikator yang bisa 
digunakan adalah Indeks Pembangunan Manusia (IPM). IPM dibangun melalui tiga dimensi dasar. 
Dimensi tersebut mencakup umur panjang dan hidup sehat, mempunyai pengetahuan, dan kehidupan 
yang layak [1].  
Nilai IPM Provinsi Kalimantan Barat pada tahun 2008 hingga 2015 mengalami peningkatan tiap 
tahunnya [1]. Fluktuasi untuk nilai IPM dari waktu ke waktu dipengaruhi oleh masing-masing variabel 
yang mempengaruhinya. Oleh karena itu, diperlukan suatu penelitian yang bertujuan untuk menganalisis 
faktor-faktor yang dapat mempengaruhi IPM di Kalimantan Barat.  
Data IPM dalam periode tertentu tersebut merupakan data panel yaitu gabungan dari data time series 
(runtun-waktu) dan data cross section (data silang). Terdapat tiga pendekatan yang digunakan dalam 
pendugaan model regresi panel, yaitu, Common Effect Model (CEM), Fixed Effect Model (FEM), dan 
Random Effect Model (REM). Oleh karena itu, analisis regresi panel pada penelitian ini digunakan untuk 
menganalisis faktor-faktor tersebut. Kemudian faktor-faktor yang berpengaruh dapat digunakan untuk 
mendeskripsikan karakteristik di Kabupaten/Kota Provinsi Kalimantan Barat. Metode biplot digunakan 
untuk mendeskripsikan posisi relatif beberapa objek dengan beberapa variabel secara serempak dalam 
satu gambar [2].  
Tujuan dari penelitian ini adalah untuk menganalisis pengaruh dan mendeskripsikan karakteristik 
faktor tingkat penduduk miskin, kepadatan penduduk, dan tingkat partisipasi angkatan kerja terhadap 
IPM di Provinsi Kalimantan Barat pada tahun 2008 sampai dengan 2015 dengan analisis regresi panel 
dan biplot. Model regresi panel pada penelitian ini terbatas pada panel satu arah (One-Way) dengan 
asumsi slope adalah konstan time invariant overtime, tetapi intersep bervariasi antar-individu. Analisis 
biplot  pada penelitian ini mengambil nilai 0  yang berguna dalam menampilkan jarak antar kolom
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dan digunakan untuk menginterpretasikan ragam dan hubungan antar variabel.  
Data yang digunakan merupakan data sekunder yang diperoleh dari BPS Provinsi Kalimantan Barat. 
Terhadap data tersebut dilakukan uji multikolinearitas untuk mengetahui ada atau tidaknya korelasi 
tinggi antar variabel independen. Kemudian, dilakukan uji Chow, uji Hausman, dan uji Lagrange 
Multiplier (LM) untuk memilih model terbaik antara CEM, FEM, atau REM. Pada model yang terpilih 
dilakukan uji asumsi klasik diantaranya uji heteroskedastisitas, uji autokorelasi dan uji normalitas 
terhadap error. Langkah selanjutnya diperoleh variabel-variabel yang mempengaruhi IPM di Provinsi 
Kalimantan Barat dan memberikan interpretasi pada model data panel terbaik untuk periode tahun 2008-
2015. Setelah diperoleh variabel-variabel independen yang berpengaruh secara signifikan terhadap IPM, 
selanjutnya dilakukan analisis biplot untuk mengetahui informasi mengenai keragaman variabel, 
korelasi antar variabel, dan nilai variabel pada suatu objek di Kabupaten/Kota Provinsi Kalimantan Barat 
[3]. 
 
REGRESI DATA PANEL 
Regresi data panel adalah regresi yang menggabungkan antara data time series dan cross section. 
Pada penelitian ini regresi data panel dikhususkan pada kasus dimana parameter regresi constant over 
time, dan koefisien slope sama tetapi intersep dapat berbeda antar-individu sehingga regresi data panel 
tersebut dapat dituliskan sebagai berikut [3].  
;,...2,1         ; NiY ititiit    Xβ  .,...,2,1 Tt    
dengan 𝑌𝑖𝑡 adalah variabel dependen unit individu ke-𝑖 untuk periode waktu ke-𝑡 yang bergantung pada 
k variabel independen, X΄it = (X1it, X2it,…,Xkit). Kemudian β adalah vektor konstanta atau slope 
berukuran 1×k dan i  adalah skalar konstanta atau intersep berukuran 1×1 dari variabel-variabel 
independen pada individu ke-𝑖 constant over time. Sedangkan it  adalah komponen error untuk unit 
individu ke-i dan unit waktu ke-𝑡.  
Berdasarkan variasi-variasi asumsi yang dibentuk, terdapat tiga model dalam perhitungan model 
regresi data panel yaitu CEM, FEM, dan REM. Pada CEM intersep dan slope akan konstan untuk setiap 
individu maupun waktu, sehingga 𝛼 dan 𝛽 dapat diestimasi dengan persamaan sebagai berikut. 
itititY   Xβ  Ni ,,2,1           ;   ; Tt ,,2,1   
Pada metode FEM, intersep pada model regresi berbeda-beda untuk setiap unit cross-section, tetapi 
slope tetap sama untuk setiap unit cross-section. FEM mengasumsikan bahwa tidak ada efek waktu dan 
hanya memfokuskan pada efek individu [4]. Bentuk umum regresi data panel pada FEM dapat ditulis 
sebagai berikut: 
ititiitY   Xβ  
 Pada pendekatan REM, i  diasumsikan sebagai variabel random dengan rata-rata 0  sehingga 
intersep tiap individu adalah i = 0 + i . Persamaan REM dapat ditulis sebagai berikut [5]. 
itititiitit wY   XβXβ 00   
dimana itw  = iti   , dengan i  adalah komponen error dari masing-masing cross-section dan it  
adalah gabungan komponen error cross-section dan error time-series.        
Penentuan estimasi model regresi data panel yang paling tepat, maka dilakukan beberapa pengujian 
yaitu uji Chow, uji Hausman, dan uji Lagrange Multiplier (LM) [4], [5], [6], [7], dan [10].   
 
ANALISIS BIPLOT 
Analisis biplot adalah salah satu teknik statistika deskriptif berupa representasi grafik yang dapat 
menyajikan secara simultan n objek pengamatan dan p variabel yang dikoreksi terhadap rata-ratanya 
dalam  satu grafik berdimensi dua [8]. Ada  empat hal penting dapat dilihat dari biplot  yaitu kedekatan
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antar objek yang diamati, keragaman variabel, korelasi antar variabel, dan nilai variabel pada suatu objek 
[9].  
Analisis biplot didasarkan pada Singular Value Decomposition (SVD). Penguraian nilai singular 
matriks X  yang berukuran n×p yang berisi n objek dan p variabel yang dikoreksi terhadap rata-ratanya 
dan mempunyai rank r, dapat dituliskan menjadi [9]. 
  AULX                                                                          (1) 
dimana U dan A berturut-turut adalah matriks berukuran n×r dan p×r dengan kolom ortonormal 
)( rIAAUU  , L adalah matriks diagonal berukuran r×r dengan unsur-unsur diagonalnya adalah 
akar dari nilai eigen XX . Unsur–unsur diagonal matriks L disebut nilai singular matriks X yang 
didefinisikan sebagai rr    dan kolom-kolom matriks A adalah vektor eigen dari XX . Kolom-
kolom matriks U didapat dari 𝐮𝑖 =
1
√𝜆𝑖
𝐗𝐚𝑖,  ri ,,2,1   dengan iu  adalah vektor kolom ke-i dari 
matriks U, i  adalah nilai eigen ke-i, X adalah matriks berukuran n×p, dan ia  merupakan vektor kolom 
ke-i dari matriks A.   
Penyajian biplot dilakukan dengan menggambarkan baris G dan kolom H. Misalkan 

ULG   dan 
ALH
α1 
  dengan   besarnya 10   , maka Persamaan (1) menjadi [8]: 
ALULX
α1   = HG   
 Selanjutnya, mengukur kebaikan biplot dapat dilakukan dengan menghitung nilai berikut ini: 




r
k
k
1
212 )(


  
 
dengan 
1  adalah nilai eigen terbesar ke-1, 2 adalah nilai eigen terbesar ke-2 dan k merupakan nilai 
eigen ke-k, dengan rk ,,2,1  . Apabila nilai 2  mendekati satu, maka biplot memberikan penyajian 
yang semakin baik mengenai informasi-informasi yang terdapat pada data yang sebenarnya. Kemudian, 
mendeskripsikan biplot dilakukan dengan pengambilan nilai   dalam mendefinisikan matriks G dan 
H. Pemilihan nilai   pada ULG   dan ALH
α1    dapat bernilai sembarang dengan syarat 
10  . Tetapi nilai   yang sering digunakan adalah  = 0,  = 0.5, dan  = 1 yang berguna dalam 
menginterpretasikan biplot [8]. Pada penelitian ini, pengambilan nilai   hanya dibatasi pada  = 0, 
sehingga diperoleh UULG  0  dan ALALALH
11   0 . Dari pendekatan matriks X pada 
dimensi dua, diambil dua kolom pertama matriks G dan dua baris pertama  matriks H  sehingga menjadi 
matriks G2 dan H2. Setiap baris dari matriks G2 merupakan titik koordinat (x,y) untuk masing-masing 
objek, sedangkan setiap baris dari matriks H2 merupakan titik koordinat (x,y) untuk setiap variabel. Nilai 
dari matriks G2 dan H2 digunakan untuk membuat grafik.  
Dalam menginterpretasikan grafik biplot, tingkat keragaman variabel dapat ditunjukkan pada 
panjang vektor. Nilai cosinus sudut antara dua vektor variabel menggambarkan korelasi kedua variabel. 
Korelasi variabel ke-j dan ke-k sama dengan nilai cosinus sudut vektor jh  dan kh  dapat ditulis sebagai 
berikut. 
jk
kj
kj
r
hh

 
 
cos
h.h
  
Selanjutnya untuk mengetahui hubungan antara variabel dengan objek yang diamati dapat dicari 
dengan nilai proyeksi antara variabel terhadap objek dapat ditulis sebagai berikut. 
a
u.a
ua
 
proj 
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Sedangkan untuk menentukan sudut antara variabel dengan objek maka dapat juga ditulis sebagai 
berikut.                                                          
u
uaprojcos   
dengan panjang vektor )( 21 nuuuu ,,,  diruang berdimensi n adalah  
22
2
2
1 nuuuu            
HASIL DAN PEMBAHASAN 
 Data yang digunakan dalam penelitian ini adalah data sekunder yang diperoleh dari BPS Provinsi 
Kalimantan Barat pada tiga belas Kabupaten/Kota di Provinsi Kalimantan Barat yang meliputi 
Kabupaten Sambas, Kabupaten Bengkayang, Kabupaten Landak, Kabupaten Mempawah, Kabupaten 
Sanggau, Kabupaten Ketapang, Kabupaten Sintang, Kabupaten Kapuas Hulu, Kabupaten Sekadau, 
Kabupaten Melawi, Kabupaten Kayong Utara, Kota Pontianak dan Kota Singkawang pada tahun 2008 
sampai dengan tahun 2015. Sedangkan Kabupaten Kubu Raya belum dilakukan pemekaran pada tahun 
2008. Variabel yang digunakan adalah IPM (Y), tingkat penduduk miskin (X1), kepadatan penduduk (X2) 
dan tingkat partisipasi angkatan kerja (X3).  
Uji Multikolinearitas 
 Sebelum estimasi model IPM, terlebih dahulu dilakukan uji multikolinieritas variabel independen 
dengan melihat nilai VIF. Sehingga diperoleh nilai VIF dari masing-masing variabel independen yaitu 
X1 = 1,151, X2 = 1,579, dan X3 = 1,625 tidak lebih dari 10 (VIF < 10), maka dapat disimpulkan masing-
masing variabel X1, X2, dan X3 tidak terjadi multikolinearitas. 
Estimasi Model Terbaik 
 Untuk memilih model regresi panel yang sesuai dilakukan pengujian meliputi uji Chow, Uji 
Hausman, dan Uji Lagrange Multiplier (LM). Berdasarkan hasil dari uji Chow diperoleh bahwa nilai 
Fhitung sebesar 18,015, sedangkan F(0,05; 13-1; 104-13-3) = 1,86. Dari hipotesis dapat disimpulkan bahwa Fhitung  
> F(0,05; 13-1; 104-13-3) maka 0H  ditolak dengan kata lain terdapat satu i  yang berbeda, sehingga model 
FEM lebih baik digunakan untuk mengestimasi model regresi panel.  
 Kemudian dilakukan uji Hausman, sehingga diperoleh nilai statistik χ2 sebesar 23,676 dan χ2(0,05; 3) = 
7,815, dengan demikian 
0
H  ditolak karena χ2 > χ2(0,05; 3), dengan kata lain terdapat Fixed Effect pada 
model.  
 Kesimpulan dari hasil uji Chow dan uji Hausman menunjukkan bahwa metode estimasi yang sesuai 
adalah FEM. Untuk mendeteksi apakah terdapat unsur heteroskedastisitas pada model FEM 
dilakukan uji LM. Hasil perhitungan LMhitung didapat sebesar 7,429 sedangkan nilai χ2(0,05; 3) = 7,815. 
Dari hipotesis dapat disimpulkan bahwa 0H  diterima karena 𝐿𝑀ℎ𝑖𝑡𝑢𝑛𝑔 < χ
2
(0,05; 3),  yang artinya model 
FEM tidak terjadi heteroskedastisitas. Dari hasil uji Chow, uji Hausman, dan uji LM dapat disimpulkan 
bahwa FEM lebih tepat untuk mengestimasi model regresi data panel. Adapun hasil estimasi model 
FEM dapat dilihat pada Tabel 1 sebagai berikut: 
 
Tabel 1 Estimasi Model FEM 
Variable Coefficient t-Statistic Prob 
C 87,73300 2,493669 0,0000 
X1 -0,900871 -7,418005 0,0000 
X2 -0,003476 -2,101257 0,0385 
X3 -0,107718 -2,305864 0,0235 
 
Selanjutnya dilakukan uji asumsi klasik terhadap model yang telah diperoleh yaitu uji 
heteroskedastisitas,  autokorelasi, dan  normalitas terhadap error. Berdasarkan  hasil  analisis diketahui
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bahwa varians error bersifat homogen atau tidak terjadi heteroskedastisitas melalui uji Park. Kemudian  
uji Durbin-Watson diperoleh tidak ada keputusan ada atau tidaknya autokorelasi. Pada uji Kolmogorov-
Smirnov diperoleh error berdistribusi normal untuk masing-masing Kabupaten/Kota.  
Interpretasi Model 
 Setelah dilakukan pengujian secara keseluruhan, maka diperoleh Fstatistik = 16,479 dan F(0,05; 3-1; 104-3) 
= 3,09, karena Fstatistik > F(0,05; 3-1; 104-3) sehingga keputusannya H0 ditolak dan dapat disimpulkan bahwa 
terdapat variabel independen yang berpengaruh signifikan terhadap variabel IPM. Model FEM pada 
penelitian ini adalah  
32
1
0,1080,0030,901ˆˆ --- XXXY
i
it                                             (2) 
dengan nilai thitung untuk 321  ,, dan  masing-masing adalah 7,418, 2,101 dan 2,306. Ketiga koefisien 
tersebut berpengaruh secara signifikan dengan t(0,05/2; 104-3) = 1,984. Nilai adjusted 𝑅2 sebesar 0,6927. 
Pada estimasi FEM memberikan efek individu dengan intersep yang berbeda maka diperoleh iˆ . 
 Berdasarkan model Persamaan (2) dapat dijelaskan bahwa nilai IPM akan bertambah sebesar 0,901% 
setiap penurunan tingkat penduduk miskin (X1) sebesar 1%  jika variabel X2 dan X3 dianggap konstan. 
Untuk setiap penurunan kepadatan penduduk (X2) maka IPM akan bertambah sebesar 0,003% jika 
variabel X1 dan X3 dianggap konstan. Selanjutnya IPM akan bertambah sebesar 0,108% setiap penurunan 
tingkat partisipasi angkatan kerja (X3) sebesar 1% jika variabel X1 dan X2 dianggap konstan. 
Pengkonstruksian Analisis Biplot 
Analisis biplot dimulai dengan menentukan nilai rata-rata untuk setiap variabel independen yang 
berpengaruh terhadap IPM dari tahun 2008 sampai dengan 2015 untuk masing-masing Kabupaten/Kota 
di Kalimantan Barat. Kemudian disusun data pengamatan tersebut dalam bentuk matriks X yang 
berukuran n × p dimana n merupakan objek pengamatan tiga belas Kabupatan/Kota di Provinsi 
Kalimantan Barat dan p merupakan tiga variabel independen. Selanjutnya diperoleh matriks 
*
X  dengan 
mengurangi nilai data matriks X dengan rata-ratanya adalah sebagai berikut. 
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437,193-       2,600-
463,656-       1,312  
453,906-       0,931  
457,206-       3,646  
438,768-       4,364-
285,543-       3,162-
436,981-       5,188  
430,256-       1,554-
392,218-       0,621  
X
 
 
Untuk selanjutnya notasi X digunakan sebagai pengganti 
*
X . 
 Setelah pembentukan matriks X, kemudian dilakukan  penguraian nilai singular (SVD) matriks X 
berukuran n × p menjadi tiga buah matriks, yaitu matriks U, L, dan A, namun terlebih dahulu mencari 
nilai eigen  dari matriks X΄X. Sehingga diperoleh nilai eigen dari matriks X΄X sebagai berikut. 
249935501  ,  608,1842  ,   854,943   
 Matriks L adalah matriks diagonal berukuran r×r dengan unsur-unsur diagonalnya adalah akar dari 
nilai eigen - nilai eigen dari matriks X΄X. Untuk matriks A merupakan vektor eigen matriks  yang X΄X 
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telah dinormalisasikan menjadi himpunan ortonormal. Selanjutnya untuk matriks U diperoleh dari 𝐮𝑖 =
1
√𝜆𝑖
𝐗𝐚𝑖. Sehingga diperoleh matriks L, A, dan U adalah sebagai berikut. 
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 Setelah penguraian nilai singular pada matriks X, pengkonstruksian biplot dilakukan dengan 
membuat matriks G dan H dengan mengambil nilai 0α , dimana G = U dan H = AL  . Kemudian 
dari pendekatan matriks X pada dimensi dua, diambil dua kolom pertama matriks G dan dua baris 
pertama matriks H , sehingga diperoleh matriks G2 dan H2.  
 Nilai dari matriks G2 dan H2 digunakan untuk membuat grafik biplot yang diperoleh seperti pada 
Gambar 1 sebagai berikut. 
 
                     Gambar 1 Hasil Biplot Variabel-variabel Mempengaruhi IPM di Kalimantan Barat
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Keterangan: 
1 = Kabupaten Sambas                9 = Kabupaten Sekadau 
2 = Kabupaten Bengkayang        10 = Kabupaten Melawi 
3 = Kabupaten Landak              11 = Kabupaten Kayong Utara 
4 = Kabupaten Mempawah 12 = Kota Pontianak 
5 = Kabupaten Sanggau              13 = Kota Singkawang 
6 = Kabupaten Ketapang  Var 1 = Tingkat Penduduk Miskin (TPM)                                                     
7 = Kabupaten Sintang              Var 2= Kepadatan Penduduk (KP) 
8 = Kabupaten Kapuas Hulu       Var 3= Tingkat Partisipasi Angkatan Kerja (TPAK)    
Selanjutnya dilakukan, pengukuran kebaikan biplot dalam bentuk sebagai berikut. 
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 Koefisien kebaikan yang dapat diterangkan oleh biplot pada Gambar 1 adalah sebesar 99,99%. 
Sehingga analisis biplot dalam penelitian ini memberikan penyajian data sangat baik dalam 
menerangkan informasi-informasi hubungan variabel-variabel yang mempengaruhi IPM di 
Kabupaten/Kota Provinsi Kalimantan Barat. 
Interpretasi Output 
 Berdasarkan penelitian diperoleh beberapa kesimpulan pada grafik biplot yaitu: 
1. Keragaman variabel 
 Variabel yang memiliki nilai keragaman paling besar adalah kepadatan penduduk, karena variabel 
ini memiliki vektor yang paling panjang sebesar 4999,34. Hal ini menunjukkan bahwa variabel 
kepadatan penduduk menyebar secara tidak merata di Kabupaten/Kota Kalimantan Barat. Sedangkan 
variabel yang memiliki nilai keragaman paling kecil adalah tingkat penduduk miskin karena memiliki 
vektor yang paling pendek sebesar 6,05, kemudian diikuti dengan variabel tingkat partisipasi angkatan 
kerja dengan panjang vektor 17,45. Hal ini mengindikasikan bahwa tingkat penduduk miskin dan tingkat 
partisipasi angkatan kerja cukup menyebar secara merata di Kabupaten/Kota Kalimantan Barat. 
2. Korelasi antar variabel 
 Vektor variabel tingkat penduduk miskin dengan tingkat partisipasi angkatan kerja membentuk sudut 
yang sempit sebesar 27,9 . Hal tersebut menunjukkan bahwa variabel tingkat penduduk miskin dan 
tingkat partisipasi angkatan kerja memiliki korelasi kuat dan positif. Sehingga dapat dijelaskan apabila 
salah satu variabel tersebut meningkat nilainya, maka akan diikuti kenaikan nilai pada variabel lainnya. 
Kemudian variabel tingkat penduduk miskin dan tingkat partisipasi angkatan kerja memiliki korelasi 
negatif terhadap kepadatan penduduk karena membentuk sudut lebar yaitu masing-masing sebesar 
33,124 dan 60,133 . Hal ini menunjukkan bahwa variabel tingkat penduduk miskin dan tingkat 
partisipasi angkatan kerja tidak saling berhubungan dengan variabel kepadatan penduduk.  
3. Nilai variabel pada suatu objek 
 Kabupaten Melawi, Kabupaten Sintang, Kabupaten Sambas, Kabupaten Kapuas Hulu, Kabupaten 
Sekadau, dan Kabupaten Landak memiliki jumlah tingkat penduduk miskin dan tingkat partisipasi 
angkatan kerja yang relatif besar dibandingkan dengan Kabupaten/Kota lainnya. Hal ini ditunjukkan 
dengan membentuk sudut yang sempit dan posisi arah yang sama. Sedangkan  Kabupaten/Kota yang 
berada pada posisi arah yang sama dan membentuk sudut paling sempit dengan variabel kepadatan 
penduduk adalah Kota Pontianak, sehingga dapat dikatakan Kota Pontianak memiliki jumlah kepadatan 
penduduk yang relatif besar.   
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PENUTUP 
Berdasarkan hasil analisis data yang dilakukan maka dapat diambil beberapa kesimpulan yaitu: 
1. Model estimasi regresi data panel yang lebih sesuai untuk pemodelan Indeks Pembangunan Manusia 
(IPM) di Kabupaten/Kota Kalimantan Barat dari tahun 2008 sampai dengan 2015 adalah Fixed Effect 
Model (FEM) dengan nilai adjusted R2 sebesar 0,6927. Variabel yang berpengaruh secara signifikan 
terhadap IPM antara lain tingkat penduduk miskin (X1), kepadatan penduduk (X2), dan tingkat 
partisipasi angkatan kerja (X3). 
2. Melalui grafik biplot, variabel kepadatan penduduk menyebar secara tidak merata di Kabupaten/Kota 
Kalimantan Barat. Sedangkan variabel tingkat penduduk miskin dan tingkat partisipasi angkatan 
kerja cukup menyebar secara merata di Kabupaten/Kota Kalimantan Barat. Selanjutnya, variabel 
tingkat penduduk miskin dan tingkat partisipasi angkatan kerja mempunyai korelasi kuat dan positif. 
Sehingga, apabila salah satu variabel tersebut meningkat nilainya, maka akan diikuti kenaikan nilai 
pada variabel lainnya. Kabupaten Melawi, Kabupaten Sintang, Kabupaten Sambas, Kabupaten 
Kapuas Hulu, Kabupaten Sekadau, dan Kabupaten Landak memiliki jumlah tingkat penduduk miskin 
dan tingkat partisipasi angkatan kerja yang relatif besar dibandingkan dengan Kabupaten/Kota 
lainnya. Sedangkan Kota Pontianak memiliki jumlah kepadatan penduduk yang relatif besar. 
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