We give an algorithm for counting self-avoiding walks or self-avoiding polygons that runs in time exp(C √ n log n) on 2-dimensional lattices and time exp(C d n (d−1)/d log n) on d-dimensional lattices for d > 2.
Introduction
Give a lattice, a self-avoiding walk (SAW) of length n is a walk in the graph that starts at the origin and never revisits a vertex. A self-avoiding polygon (SAP) is a SAW except that it returns to the origin on the nth step (also, when talking about counting SAPs, we do not care about which point on the polygon is the origin). SAWs and SAPs are used as a model for polymers in statistical mechanics.
While the naive algorithm for counting SAWs and SAPs has time µ n for µ ≈ 2.6, there has been a series of improved algorithms on the square lattice using various versions of the transfer matrix method ( [2, 1, 3] ). However, the runtime of all of these is of the form C n for various values of C.
In Section 2, we give an algorithm for enumerating SAPs of length n on the square lattice that runs in exp(C √ n log n) time. In Section 3, we explain how to modify the algorithm to count SAPs of length n on the lattice Z d that runs in time exp(C d n (d−1)/d log n). This is a significant theoretical improvement over existing exponential-time algorithms and, as far as we know, this is the first improvement over the naive algorithm for d > 2. These algorithms with minor modification work for counting SAPs, as well as counting SAWs and SAPs with various statistics, or in certain convex regions in space, or on different d-dimensional lattices. In Section 4, we give a few remarks on ideas for optimizing these algorithms for the square lattice for practical use.
Better algorithm for two dimensions
We present the following algorithm for counting self-avoiding polygons on Z 2 in time exp(C √ n log n) and in the next section we give a similar algorithm for counting self-avoiding polygons in Z d in time exp(Cn (d−1)/d log n). With slight modifications that may affect the constant C, but not the form of the asymptotics, we can use the same algorithms to count self-avoiding walks, work on other lattices, count SAWs or SAPs restricted to some convex or relatively nice region of space, or count SAWs or SAPs satisfying certain statistics (such as sum of coordinates of vertices and sum of their squares, which together allow you to calculated MRS distance between two vertices). We will make no attempt to optimize the constant C in the runtime. The algorithm works based on the transfer matrix method. We will count SAPs inscribed in an L by W rectangle and then sum over L, W ≤ n. At each step, we will have some set of vertices in a set A so that if any vertex is in A, then the vertex to its left and above it are also in A. A will start out with only vertices above and to the left of our rectangle, and we will add one vertex at a time to A. The state space will be the list of edges connecting A toĀ, how these edges are connected by paths inside A, how many edges of the SAP are contained inside A, and whether the part of the SAP containted in A touches each of the four edges of the rectangle. If the number of states is S, then we will store S numbers, namely how many arrangements inside A achieve every one of the states. It is easy to come up with fast rules for updating when a new vertex is added to A. Previous algorithms [1, 3] CITE to use the transfer matrix method updated A by moving the boundary to the right repeatedly as follows (the red line shows the bottom right boundary of A): Unfortunately, that led to them having exponential state space and thus exponential runtime (though better than the naive runtime).
We come up with a different way to move the boundary based on the following observation. We use [k] to denote {α ∈ N | 1 ≤ α ≤ n}. Let C ={α ∈ [k] | every column whose number is α mod k has at most n/k horizontal edges of the polygon crossing it}.
Then by the pigeonhole principle, C is nonempty. We count the number of SAPs with nonempty C (and thus the number of SAPs) using inclusion-exclusion. Thus for each nonempty K ⊂ [k] it suffices to count the number of SAPs such that K ⊆ C. We do this by advancing the boundary of A from column to column, skipping those columns whose number is β mod k for some β / ∈ K and whenever we stop at a column that is α mod k for α ∈ K, we throw away those states that have more than n/k edges. For instance, if we skip one column, we do it as follows: possibilities for those edge locations. Furthermore, because the path cannot self-intersect, and using a power of 2 as an upper bound for Catalan numbers, there are at most 2 2n/k+k+1 ways these edges can be connected inside A. Thus the number of states is bounded by
Remembering that we need O(n 2 ) update steps for each K and there are 2 k − 1 values of K we need to deal with, we get that the runtime is 2 O(n log n/k+k+log n) and optimizing k by setting it equal to √ n log n, we get a runtime of exp(C n log n).
3 Better algorithm for more than two dimensions
We use a similar algorithm for d ≥ 3 with some modifications. First, instead of merely choosing the set of good columns K, we choose a set of good hyperplanes in each direction. Second, when advancing instead of going in chunks of at most k columns awe go in chunks where each chunk is a rectangular prism each of whose sides is at most k. Thus the size of the part of the boundary of A not lying in good hyperplanes is at most dk d−1 , so we can bound the number of edges in each state by s = 2dn/k + dk d−1 . Finally, we can no longer use non-self-intersection to limit how edges can be connected within A, so we get a factor of 2 s log s instead of 2 s . We now optimize k = n 1/d and get a runtime of exp(Cn (d−1)/d log n).
Optimization
While it is unlikely that the algorithm for d ≥ 3 will be faster than the naive algorithm for any n for which the computation is currently feasible, the d = 2 algorithm has a good chance of improving the record of n = 79 for SAWs set by Jensen in [3] (it may also improve the record for SAPs of n = 130, but that seems less likely). One could speed the algorithm up by thinking of it as a modification of the algorithm given in that paper (and thus use all the optimizations used there, including pruning and keeping track of how things are connected on the right rather than the left). Additionally, by using that paper's framework of counting the number of paths inscribed in a rectangle of width W with length L ≥ W , one can get better bounds than n/k for the number of edges allowed to cross good columns (since we need to use some number of edges to cross the rectangle from bottom to top and left to right). This can be combined with optimizing k for each value of W .
