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Abstract
Sounds with a high level of stationarity, also known as sound textures, have
perceptually relevant features which can be captured by stimulus-computable
models. This makes texture-like sounds, such as those made by rain, wind,
and fire, an appealing test case for understanding the underlying mechanisms
of auditory recognition. Previous auditory texture models typically measured
statistics from auditory filter bank representations, and the statistics they used
were somewhat ad-hoc, hand-engineered through a process of trial and error.
Here, we investigate whether a better auditory texture representation can be
obtained via contrastive learning, taking advantage of the stationarity of auditory
textures to train a network to learn an embedding such that multiple glimpses
of the same texture are close together while different textures are far apart. We
use a large dataset of stationary sounds to train a neural network based on the
human auditory system in a self-supervised way. Textures are synthesized from
the representations in the model to evaluate how well the representations can
match the key statistics present in auditory textures.
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1

Introduction
Sensory receptors must monitor sensory input types like light or sound for the brain

to discern the events that make up the world’s structure. When these occurrences
are recognized by the brain, it is thought that sensory information is transformed
into representations that explicitly identify their source [22]. In audition, much is
known about early stages of how the sensory input of a sound wave is transformed
to the required representation for recognition, from transduction of pressure waves
into action potentials by hair cells in the periphery to the frequency-specific firing
of neurons in primary auditory cortex. The auditory system’s output may also be
learned by analyzing the ability of human listeners to identify sounds. However, the
brain processing mechanisms that take place between initial processing and perceptual
choices remain a mystery to this day. In this research, we will employ deep neural
networks and contrastive learning to examine how the human auditory system may
encode sound textures.

1.1

Sound Textures

We primarily focus on “auditory textures”, which include sounds like rain, crowds,
and wind that have a characteristic stationary temporal pattern. These sounds are
created by the superposition of many comparable acoustic events. In work done by
McDermott and Simocelli, it was proposed that sound textures are represented in the
auditory system with time-averaged statistics, implying that listeners recognize the
sound of textures by recognizing a set of statistics computed in the auditory system at
some point during neural processing [22]. This work relied on texture synthesis as a
test of the texture model. If a model replicates the representations underlying auditory
texture perception, then two stimuli with the same statistics should evoke the same
texture percept. They found that a texture model based on statistics derived from a
model of the human subcortical auditory system could synthesize sounds which were
accurately recognized by humans, and the synthesized sounds were often realistic. The
statistics they use are somewhat ad-hoc, as they are hand-engineered through a process
of trial and error. In turn, we wonder whether a better auditory texture representation
can instead be learned from a large dataset of stationary sounds. Thus, we will look
at how to construct an auditory texture representation via contrastive learning.
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1.2

Contrastive Learning

Contrastive learning is a type of self-supervised learning in which the goal is to
develop representations that keep related objects together and dissimilar objects far
away. Different clips of the same auditory texture have different waveforms, however
they are perceived to be the same by humans [21]. Thus, it seems plausible that a neural
network trained with a contrastive loss to push together multiple clips of the same
auditory texture would result in an embedding space that relies on human-like texture
statistics. This project will investigate whether an auditory texture representation
can be obtained via contrastive learning, which takes advantage of the stationarity
of auditory textures to train the network to learn an embedding in which numerous
glimpses of the same texture are near together while different textures are far apart.

2

Related Work

2.1

Auditory Textures

Auditory textures are well-suited for the investigation of mid-level auditory perception. Furthermore, the investigation of perception via sound textures is similar to
the exploration of perception via visual textures that have been used for decades [17].
This is because textures, as compared to other forms of natural sounds, have a degree
of simplicity and temporal uniformity that makes them an appealing starting point
for research into the auditory system. It is further believed that the employment of
Convolutional Neural Networks (CNN) and textures has the potential to aid in our understanding of the calculations that give rise to hierarchical processing in the brain [19].
One example of the use of sound texture perception in the study of biological texture
representation can be seen in [22], where real-world textures were processed using a
model based on statistics of a sound breakdown similar to that found in the subcortical
auditory system. Using this model, it was discovered that synthetic sounds designed
to match the statistics of natural sounds could be accurately recognized by humans
due to how realistic they were, implying that when listeners perceive the sounds of
numerous sound textures, they are recognizing statistics computed from the peripheral
auditory system’s output. Further studies suggest that inferior colliculus neurons encode texture statistics, and that these encoded statistics are useful for natural sound
recognition [29].
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2.1.1

Auditory Texture Synthesis

In the evaluation of texture models, texture synthesis is often used. The synthesis
of a texture is done by measuring the statistics from a natural signal’s representation
in the model, then using an iterative procedure to produce a synthetic signal which
has the same statistics as the natural signal [22]. The generation of synthetic signals
which have similar perceptual properties to the real signals to which they’re matched is
the goal of a texture representation model [10]. Using a task-optimized convolutional
neural network, researchers discovered that auditory textures generated from the timeaveraged power of the first layer activations sounded just as realistic and recognizable
than that of the best prior auditory texture model [10]. This study demonstrated that
better models of texture perception can be obtained through representation learning
with simple statistics, rather than by manually constructing the model stages. Our
work builds on these previous task-optimized models by explicitly trying to learn a
texture representation with contrastive learning.

2.2

Neural Networks as Models of Perception

The development of quantitative models that predict brain responses to natural
sounds is a key objective in auditory neuroscience. Human listeners can collect a staggering amount of information about their surroundings from sound alone, and this is
supported by auditory brain representations computed by the auditory cortex [18].
However, the absence of quantitative models of how brain circuitry turns sound waveforms into the representations that enable perceptual judgments limits our knowledge
of the auditory cortex [18]. Standard models of auditory processing are often based
on linear filtering of spectrogram-like input [3], whereas cutting-edge machine hearing
systems are very nonlinear [16]. This implies that current models of auditory processing are inadequate and that auditory identification necessitates invariances that
cannot be instantiated by the linear processes often used in auditory models. Deep
learning computational models are made up of multiple types of processing layers to
learn representations of data with multiple levels of complexity and have thus positively impacted the state-of-the-art in speech recognition, visual recognition, and other
domains such as drug discovery and genomics [20]. Despite certain differences between
deep neural networks and biological systems, they are presently the only model class
capable of achieving human-level performance on real-world perception tasks. Deep
7

neural networks have been proven in the visual domain to be excellent candidates for
models that explain the calculations conducted in the mammalian visual system, even
explaining ventral stream fMRI [8]. This raises the prospect of its applicability to other
brain structures, such as the auditory cortex.
Some limitations remain in neural network models of sensory systems, despite their
wide use as models of sensory systems. The resemblance of neural networks to biological systems has been investigated using model metamers, stimuli that induce the same
reactions at different stages of a network’s representation. In [9], model metamers show
discrepancies between model and human representations, but also show promise as a
tool to steer model improvement and analyze model representations.

2.3

Momentum Contrast

In this paper, we will use Momentum Contrast for unsupervised representation
learning [15]. Several recent studies on unsupervised representation learning have
demonstrated encouraging results utilizing methodologies linked to a contrastive loss
[14]. An encoder network represents the keys in these systems, which are conceived
by creating dynamic dictionaries based on data sampling. Using unsupervised learning, these encoders are trained to conduct dictionary look-ups, such that each encoded ‘query’, when compared to its matching key, will be similar in the representation space. Furthermore, when compared to non-matching keys, the goal is that the
encoded ‘query’ will be dissimilar in the representation space. Thus, minimizing a contrastive loss leads to learning [14]. An approach called Momentum Contrast (MoCo)
suggested using a queue of data samples to generate large and consistent dictionaries
for unsupervised learning with contrastive loss [15]. The representations learned by
MoCo transfer well to downstream tasks, and MoCo has shown competitive results
in a variety of computer vision tasks. Here, we will explore MoCo as a method for
unsupervised auditory representation learning.

3

Background

3.1

Artificial Neural Networks

An artificial single neuron is a mathematical function which take n inputs, x1
through xn , multiplies each input by a weight, w1 through wn , and calculates the sum

8

of these multiples. Moreover, a bias value, b, can be added to the total of this sum,
which can be chosen before the learning phase and can help the network. [1] Finally, the
resulting value is passed through an activation function, f , to obtain the final output
of the neuron. Thus, the output of a single neuron, y, is described mathematically as
n
X
y = f(
wi xi + b).
i=1

Neural layers are formed by stacking multiple neurons on top of each other, each
of which take input from the layer of neurons preceding it. A typical neural network
has an input layer, hidden layers, and an output layer. The input layer accepts data
inputs in various forms depending on the task, the hidden layers perform calculations
and transformations, and the output layer then delivers the outcome from these calculations. We discussed the simplicity of how to calculate the output of a single neuron,
but now we must somehow stack these calculations to obtain the output of an entire
layer. To do so, the neurons in each layer of an artificial neural network (ANN) are
stacked using matrices, so instead of the calculations taking place individually for each
neuron, they can take place using matrix calculations for each layer. Note that we
call the l-th layer in our ANN as n[l], and the i-th neuron in that layer as n[l][i] [2].
Modern GPUs are incredibly fast at matrix multiplication, so by combining our calculations into matrix equations, we can achieve higher performance. This process is
called vectorization. [2] One form of vectorization used in ANNs is the combination
of layer calculations into a single matrix multiplication. This is done by combining all
individual weight vectors to a weight matrix W, as well as stacking individual bias values together to a bias vector b. Then we use the following single matrix multiplication
to get to an output vector z containing the activations for our whole layer, where f (z)
is our activation function [2]:
z[l] = W[l] · a[l−1] + b[l]
a[l] = f [l] (z[l] )
Another form of vectorization used in ANNs is the use of batch size. ANNs are
typically trained on large datasets with thousands to millions of datapoints. Therefore,
if we separate our data into batches of size m, we can feed the network a matrix of m
data vectors instead of a single vector at a time. We will call this matrix A. Thus, we
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can rewrite our previous equations as
Z[l] = W[l] · A[l−1] + b[l]
A[l] = f [l] (Z[l] ).
Batch size is a flexible parameter which the user can choose while training, and it
is typically best to maximize batch-size so that they are as large as possible without
becoming too large for the GPU to process. The purpose of the activation function is
to introduce non-linearities into the outputs of neurons. Without the use of activation
functions, the output of neural networks would be simple linear functions, and linear
functions are restricted in complexity. With the complex tasks given to ANNs, we
require more power in the form of non-linear complex mappings from inputs to outputs.

3.2

Loss and Accuracy

One of the most crucial components for ANN success is training. Prior to training,
ANNs typically contain random weights within their weight vectors, meaning they
randomly modify input data values to some random output value. [2] The goal for
training is to somehow choose weights and biases that make the neural network fit the
right input data to the right output data. Since the weights and biases start random,
they must be optimized. In order to optimize our weights and biases, we need a loss
function which determines how far away the network is from producing an optimal
solution. The most intuitive loss function is
loss = |desired output − actual output|
and the most common loss functions use this intuition as their basis, altered as needed
to be more suited for different situations.
Often network representations are evaluated by testing if they support a particular
classification task. If such a task is defined and a labeled dataset is available, accuracy
is used to measure the networks performance. Accuracy is a simple function in which
a network will predict the labels of datapoints and return the percentage of which it
got right.
accurate predictions
total predictions
As the model is trained, we expect the loss to decrease while the accuracy increases.
accuracy =

Accuracy tends to increase as a consequence of the decreasing loss.
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3.3

Convolutional Neural Networks

As discussed, in a typical ANN, every layer has stacked neurons in which each neuron connects to every neuron in the previous layer. Convolution is often included in
neural networks because it dramatically reduces the number of parameters that must
be learned. Additionally, convolutional operations incorporate sparse and local connections, which are properties inspired by neuroscience [13]. Convolutional units were first
proposed in computer vision, where the same weights and biases are used for all parts
of the image, such that spatial invariance will be built into the architecture. It is often
applied in the auditory domain as networks are typically trained on spectrogram-like
representations. For auditory representations, including convolution in time naturally
provides time invariance, but in practice convolution in frequency as well leads to a
compact and humanlike models. [18].

3.4

Convolution Layers

Convolution is often represented mathematically with an asterisk * sign. If we have
an input image represented as X and a filter represented with f , then the expression
for convolving f over X is:
Z =X ∗f
For each convolution, there is a simple formula which can be used to determine the
size of the output feature matrix, which we will denote as s.
Dimension of image: (n, n)
Dimension of filter: (f, f )
s = ((n − f + 1), (n − f + 1))
The forward propagation of the convolution layers works by using the aforementioned
filters to compare different pixel values inside of an image in order to extract features
from the image, and it can be summarized as follows: [28]
1. Load the input images in a variable X
2. Randomly initialize a filter matrix. Convolve the images with the filter.
Z1 = X ∗ f
11

3. Apply the activation function f (z) on the result.
A = f (Z1 )
4. Randomly initialize weight and bias matrix. Apply linear transformation on the
values.
Z2 = W T · A + b
5. Apply the activation function f (z) on the data. This is the final output.
O = f (Z2 )
For the backwards propagation, our convolution layers typically use the gradient descent technique to update their parameters. Like simple ANNs, CNNs have weights
and biases as parameters. However, the filter values are also parameters in a CNN
model, and they are optimized as well.

3.5

Unsupervised Learning

Supervised learning is a machine learning approach that is defined by its use of
labeled datasets [5]. Supervised learning can generally be sorted into two types of
problems: classification and regression. This is why supervised learning has been used
to train models for audio tasks such as classifying speech. However, supervised learning
requires a large amount of labeled data in order to achieve high accuracy and performance. Unfortunately for some projects, collecting this huge amount of labeled data
can be expensive and inefficient. Because of this, unsupervised learning approaches
are becoming more attractive for either representation learning alone, or to be used
in conjunction with supervised tasks so that the necessary amount of labeled data
is reduced. The goal of unsupervised learning is to take unlabeled data and identify patterns without any external guidance. According to some recent achievements
by the researchers from Google and Facebook, unsupervised pre-training followed by
supervised fine tuning can achieve higher accuracy with only 1% of the labels as its
supervised counterpart [6].

4

Methods
This chapter discusses our proposed method for training CNNs with a contrastive

loss and synthesizing sound textures based on their resulting texture representations.
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4.1

Contrastive Learning as Dictionary Look-up

Consider an encoded query q and a set of encoded samples {k0 , k1 , k2 , ...} that are
the keys of a dictionary. Assume that there is a single key, which we will denote as k+ ,
in the dictionary that q matches. A contrastive loss is a function whose value is low
when q is similar to its positive key k+ and dissimilar to all other keys, which we will call
negative keys for q [15]. We use the InfoNCE [24] loss, based on the noise-contrastive
estimation loss as below:
exp(q · k+ /τ )
Lq = − log PK
i=0 exp(q · ki /τ )

(1)

where τ is a temperature hyper-parameter used to smooth the distribution. The query
representation is q = fq (xq ) where fq is an encoder network and xq is a query sample.
Similarly, k = fk (xk ) where xk is an input sample. In our case, xq and xk are sample
sounds.
We will be using Momentum Contrast (MoCo) [15], which maintains the dictionary
as a queue. Unlike methods such as SimCLR [4], MoCo allows us to decouple the
dictionary size from the mini-batch size, and thus be much larger than a typical minibatch. In this project, we used a queue length of 16384 samples. The samples in
the dictionary are progressively replaced as the current mini-batch is enqueued to the
dictionary and the oldest mini-batch is removed. We will consider a query and a key
as a positive pair if they originate from the same sound, and they will be considered a
negative pair otherwise. For better understanding, Figure 1 shows examples of positive
and negative pairs in the visual domain.
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Figure 1: Positive Pair and Negative Pair [27]
To create the positive pair for our sounds, we take two randomly cropped segments
of the same sound. The queries and keys are encoded by their respective encoders, fq
and fk , which can be any convolutional neural network. In Algorithm 1, we present
the MoCo psuedo-code for this task.
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Algorithm 1: PyTorch-style pseudocode for MoCo [15]
# f q, f k: encoder networks for query and key
# queue: dictionary as a queue of K keys (CxK)
# m: momentum
# t: temperature
f k.params = f q.params # initialization
for x in loader:
# load a minibatch x with N samples
x q = random crop(x) # a randomly cropped version
x k = random crop(x) # another randomly cropped version
q = f q.forward(x q) # queries: NxC
k = f k.forward(x k) # keys: NxC
# positive logits:Nx1
l pos = bmm(q.view(N,1,C), k.view(N,C,1))
# negative logits: NxK
l neg = mm(q.view(N,C), queue.view(C,K))
# logits: Nx(1+K)
logits = cat([l pos, l neg], dim = 1 )
# contrastive loss, equation 1
labels = zeros(N) # positives are the 0-th
loss = CrossEntropyLoss(logits/t, labels)
# SGD update: query network
loss.backward()
update(f q.params)
# momentum update: key network
f k.params = m * f k.params+(1-m)*f q.params
# update dictionary
enqueue(queue, k) # enqueue the current minibatch
dequeue(queue) # dequeue the earliest minibatch

4.2

Auditory Texture Models

The encoders used in our experiments take the form of one-convolutional-layer, twoconvolutional-layer, and five-convolutional-layer neural networks trained on the output
of a model of the human ear. This cochlear model consisted of a filterbank of 171 filters
spaced between 20Hz-80Hz with bandwidths and spacing modeled on the human ear
[12, 22]. Using the Hilbert transform, we extract the envelope of each audio subband,
downsample it to 200Hz, and then run it through a compressive non-linearity. This
procedure yields a “cochleagram” representation, which is similar to a conventional
spectrogram but with frequency resolution that better matches the human cochlea [9].
For the remainder of this paper we will call our models the one-layer, two-layer, and
five-layer models.
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Our one-layer model consists of a single 2D convolutional layer, our two-layer model
consists of two convolutional layers separated by a rectified linear unit and average
pooling, and our five-layer model is similar to that in [9]. In, [9] the five-layer model is
referred to as the reduced aliasing network. The full architecture descriptions including
kernel size and stride can be found in Table 1, Table 2, and Table 3.
Table 1: Auditory CNN Architecture Definition with Five Convolutional Layers
Layer
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17

Type
input
batch-normalization
conv2d
relu
hpool (pool 0 0)
hpool
batch-normalization
conv2d
relu
hpool (pool 1 0)
hpool
batch-normalization
conv2d
relu (conv 2)
conv2d
relu (conv 3)
conv2d
relu (conv 4)

Filters
96
256
512
1024
512
-

Size
[211, 390]
[7, 14]
[12, 12]
[8, 8]
[4, 8]
[8, 8]
[8, 8]
[2, 5]
[2, 5]
[2, 5]
-

Stride
[1, 1]
[3, 3]
[2, 2]
[1, 1]
[2, 2]
[2, 2]
[1, 1]
[1, 1]
[1, 1]
-

Table 2: Auditory CNN Architecture Definition with Two Convolutional Layers
Layer
0
1
2
3
4
5
6

Type
input
batch-normalization
conv2d
relu
avg-pool
conv2d
relu
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Filters
96
96
-

Size
[211, 390]
[30, 30]
[2, 2]
[15, 15]
-

Stride
[1, 1]
[2, 2]
[1, 1]
-

Table 3: Auditory CNN Architecture Definition with One Convolutional Layer
Layer
0
1
2
3

Type
input
batch-normalization
conv2d
relu

Filters
96
-

Size
Stride
[211, 390] [30, 30]
[1, 1]
-

We trained two versions of each of the convolutional architecture backbones: one
with a neck that performs time averaging and one with a neck that performs global averaging. The time-averaging neck performs only temporal pooling of features, whereas
the global-averaging neck performs pooling in both time and frequency dimensions.

4.3

Auditory Model Training

We study the unsupervised training performed on a subset of the AudioSet [11]
which we determined to be in the category of sound textures. Sound textures are distinct in that they have temporal homogeneity, or that they are relatively stationary
over time. In order to determine which sounds were chosen, we screened AudioSet for
the most stationary sounds. To quantify the stationarity of the AudioSet recordings,
we first remove sounds with non-texture sound labels such as speech or music. We
then screen for stationarity by calculating the texture statistics of various segments of
each remaining sound clip, and take the z-scored standard deviation of the values to
obtain a stationarity measure of the sound. Only sounds with high stationarity values
(sound textures) were included in our texture set. [23], [7] The texture set consists of
142,922 texture-like sounds.
We used SGD as our optimizer with a weight decay of 0.0001 and a SGD momentum of 0.9. For each model, we use a mini-batch size of 128 in 2 GPUs, and an initial
learning rate of 0.001. We train for 200 epochs with the learning rate being multiplied
by 0.1 at epoch 80 and epoch 160.
Our training made use of OpenSelfSup, an open source toolbox which specializes
in unsupervised representation learning in PyTorch [25]. We extended OpenSelfSup,
which has been used primarily for datasets consisting of images, to create AudioOpenSelfSup, which can handle datasets consisting of audio files.
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4.4

ESC-50 and SVM

ESC-50 [26] is collection of short, labeled environmental sounds which we will use
to evaluate the performance of our models. The dataset consists of 2000 samples evenly
divided into 50 sound events and five folds. Each of the folds contains exactly 8 samples of each class. We will freeze our model’s features and train a linear support vector
machine (SVM) on both the global average pooling features of the model and the time
averaged pooling features of the model. Then, we will calculate the accuracy for each of
our trained models, as well as their untrained counterparts. Furthermore, while ESC50 consists of environmental sounds, not all of these environmental sounds are sound
textures. Because of this, we calculated the stationarity values of the sounds within
the dataset and took the average score of each class to sort the classes by their stationarity. From their dataset, we found that sounds in the categories of “crickets”, “rain”,
and “washing machines” were the most stationary, while sounds in the categories of
“sneezing”, “glass breaking”, and “roosters” were the least stationary.

Figure 2: Average Stationarity Scores

4.5

Auditory Texture Generation

To further evaluate the performance of our models, we generated synthetic sound
textures by measuring the time-averaged statistics from a real-world texture, then using an iterative procedure to adjust the statistics of a synthetically generated sound to
the statistics of the real world sound. From each of our models, we built 80 synthetic
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textures and computed the statistics of both the synthetic and target sounds, then
estimated the loss of the synthetic texture relative to the target texture for each statistic. In order to evaluate the results of these loss values, we must understand what the
results of a good synthetic texture would look like. Because textures are distinct due
to their temporal homogeneity, two separate clips of the same sound texture should
have similar key statistics. As a result, we took the 80 target textures and computed
the statistics to quantify the loss for two distinct clips of each texture to get a notion
of what appropriate loss values look like. To create our control, we averaged the loss
numbers. Our control values will be reflected in our figures as red thresholds in our
results section.

Figure 3: Average Loss for Control

5

Experiments

5.1

Backbone vs. Pooling vs. Embedding Space Features

We matched statistics and synthesized textures from the final embedding space, the
pooling features, and the final convolutional layer for each of our models. The motivation for this experiment was to see how well the statistics could be matched at each of
these levels for our model. Ideally, in order to obtain a great low-dimensional texture
representation, we would hope that we could find a model whose statistics could be
matched at the embedding space to generate realistic textures. However, textures generated by matching features present at the pooling layer, specifically by time-averaged
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pooling, are an ideal comparison for hand engineered time-averaged statistics. The
textures generated from the final backbone layer act as a control, as these features
do not incorporate any averaging and may instead replicate the exact properties of
the waveform. If the texture statistics are not conserved at the final backbone layer,
than the later layers will not be able to replicate natural texture statistics either as
information is only thrown away (and cannot be regained) at consecutive model stages.

5.2

Double Layer vs Single Layer

We compared the SVM results and the synthetic textures generated from both
a backbone containing only one convolutional layer and a backbone containing two
convolutional layers. A network containing two convolutional layers is going to have
more nonlinearities, and thus be more complex, than a network with one convolutional
layer. This could make the model more expressive. That being said, it is possible that a
network with more layers could be overfitting, or learning representations that are too
specific to the model itself and fails to match up with human perception. Therefore, we
are interested in the comparison of two models with varying complexity and potential
for overfitting.

5.3

Time averaging vs Global averaging

We also compared the SVM results and synthetic textures from models optimized
with global average pooling features and models optimized by time averaged pooling
features. In the visual domain, it makes sense to use global pooling of features because
the features in the height dimension of an image are of equal significance to the features
in the width dimension. Because MoCo was previously used for images, global pooling
in the neck was standard. However, in the auditory domain, when we convert our
samples into cochleagrams, we have frequency on one dimension and time on the other.
Auditory textures are not thought to average across frequency, so we modified the
standard neck to pool features across only the time dimension.
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6

Results

6.1

Texture Synthesis and Statistics

The following figures contain the results from our texture synthesis and statistics
experiments for each of our six models. The statistics we look at are the envelope mean,
the scaled envelope variance, the envelope skew, the correlations between cochlear
envelopes (envelope C), the modulation power, and two types of correlations taken over
the output taken over the output from the temporal modulation filters (modulation C1
and modulation C2). In [22], these statistics were used to produce compelling synthetic
examples of many real world textures.

(a) backbone features

(b) pooling features

(c) embedding space

Figure 4: Texture Statistics Evaluation for Envelope Mean.
The red line acts as a control, representing the average loss for similar textures. The
darker blue bars represent models with a global averaging neck, whereas the lighter
blue bars represent models with a time averaging neck.
We found that for the textures generated from matching the backbone features,
the envelope mean was generally well matched, as seen in Figure 4(a). For textures
generated from the pooling layer, however, the envelope mean was better matched for
each of the models with a time averaging neck than those with a global averaging neck.
When matching features in the final embedding space, all models, including those with
time averaging necks, had a matching loss that was significantly above the control
loss for two clips of the same sound. There is a similar trend for the scaled envelope
variance, as seen in Figure 5.
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(a) backbone features

(b) pooling features

(c) embedding space

Figure 5: Texture Statistics Evaluation for Scaled Envelope Variance.
The red line acts as a control, representing the average loss for similar two clips of the
same natural texture. The darker blue bars represent models with a global averaging
neck, whereas the lighter blue bars represent models with a time averaging neck.

(a) backbone features

(b) pooling features

(c) embedding space

Figure 6: Texture Statistics Evaluation for Envelope Skew.
The red line acts as a control, representing the average loss for two clips of the same
natural texture. The darker blue bars represent models with a global averaging neck,
whereas the lighter blue bars represent models with a time averaging neck.
For the remaining statistics measured, the pooling and embedding layers of all
models produced synthetic textures with statistics that differed from the target sound.
Thus, none of the models tested learned a texture representation that was as good as
the previous hand-engineered texture model.
The one-layer and two-layer models matched at the backbone features, while the
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five-layer CNN did not. This suggests that that the deepest model had already discarded the features necessary to create textures that matched the McDermott and
Simoncelli texure statstics. While the one-layer and two-layer models preserved these
features in the backbone, they were not represented in a way that could be maintained
with after time-averaging.

(a) backbone features

(b) pooling features

(c) embedding space

Figure 7: Texture Statistics Evaluation for Envelope C.
The red line acts as a control, representing the average loss for two clips of the same
natural texture. The darker blue bars represent models with a global averaging neck,
whereas the lighter blue bars represent models with a time averaging neck.

(a) backbone features

(b) pooling features

(c) embedding space

Figure 8: Texture Statistics Evaluation for Modulation Power.
The red line acts as a control, representing the average loss for two clips of the same
natural texture. The darker blue bars represent models with a global averaging neck,
whereas the lighter blue bars represent models with a time averaging neck.
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For those models with a time averaged neck, textures synthesized from the pooling
features seem to match better than those synthesized from the embedding space. The
difference in statistics matched between the pooling layer and the embedding space for
models with globally pooled features is less pronounced.

(a) backbone features

(b) pooling features

(c) embedding space

Figure 9: Texture Statistics Evaluation for Modulation C1.
The red line acts as a control, representing the average loss for two clips of the same
natural texture. The darker blue bars represent models with a global averaging neck,
whereas the lighter blue bars represent models with a time averaging neck.

(a) backbone features

(b) pooling features

(c) embedding space

Figure 10: Texture Statistics Evaluation for Modulation C2.
The red line acts as a control, representing the average loss for two clips of the same
natural texture. The darker blue bars represent models with a global averaging neck,
whereas the lighter blue bars represent models with a time averaging neck.
Again, it is important to note that better matching does not necessarily imply that
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the model is good. It is possible that the single layer networks match the statistics
better than the double layer at the backbone layer because it is less expressive, allowing
the texture synthesis process to simply recreate the input.

6.2

ESC-50 and SVM

For each of our six models, we trained a linear SVM on both an untrained, randomly initialized version of the model as well as a version which had been trained
for 200 epochs. The randomly initialized version serves as a control to ensure that
increased accuracy is a result of some aspect of our training process. Figure 11 shows
a confusion matrix representing our highest performing model’s predictions before and
after training. The class-wise predictions improved after training. This indicates that
useful information is gained from our unsupervised contrastive learning process which
allows the SVM to better classify the sounds.

(a) SVM class-wise accuracy on randomized net- (b) SVM class-wise accuracy on trained network
work

Figure 11: SVM Accuracy
We were also able to quantify the accuracy for each of the five folds of the ESC50 data, as well as the final accuracies across the five folds, for each of our models.
In the untrained networks, there is little difference in model performance between
models with time averaging and their counterparts with global averaging (Figure 12).
However, once the models are trained, models with a time averaged neck consistently
outperformed their respective models with globally averaged necks. This is interesting,
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because the SVMs were trained on the backbone features, not the pooled features.
This suggests that the inclusion of a time averaged neck and a global averaged neck
during training will impact the representation space of the earlier layers, and that
important features used to identify textures may be lost when features are pooling in the
frequency dimension. This is interesting, as each of our models has a final embedding
transformation which collapses across frequency. Thus, it would be interesting in future
studies to test the models with an embedding space that only collapses across time.

(a) SVM accuracy on randomized network

(b) SVM accuracy on trained network

Figure 12: SVM Accuracy
Because of our interest in sound textures, and because our training task involved
optimizing a representation space for sound textures, we calculated the stationarity
scores for each of the sounds in the ESC-50 dataset. We predicted that the networks
would be better at classifying texture-like sounds compared with less stationary sounds.
Thus, we calculated the class-wise accuracies of the SVM predictions and organized
them from the most stationary sounds to the least stationary sounds. Figure 13 shows
the class wise accuracies for each model before and after training. There does not
appear to be a trend in favor of higher accuracy for either more or less stationary
sounds. This suggests that the features learned in the unsupervised contrastive learning
task on sound textures could be useful for classifying both texture and non texture
environmental sounds.
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(a) untrained single layer network

(b) trained single layer network

(c) untrained double layer network

(d) trained double layer network

(e) untrained reduced aliasing network

(f) trained reduced aliasing network

Figure 13: SVM Accuracy Per Class, Sorted by Stationarity

7

Discussion
In this paper we created a pipeline to evaluate the use of contrastive learning algo-

rithms to investigate whether we can obtain a learned auditory texture representation.
We tested texture synthesis and SVM accuracy on six neural networks with varying
levels of complexity and averaging mechanisms. We found that when working with
audio data, models that were trained with a time averaging neck can better produce
synthetic audio textures and reach higher levels of classification accuracy on an environmental sound classification task. Furthermore, while our single layer network seemed
to produce the best results on our texture synthesis task, it was our worst performing
network on the SVM task, while the opposite was true for other networks. Thus it
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is important to note that just because models can perform well on a task like SVM,
that doesn’t mean that their representations are a good representation of all aspects
of human perception.
These models are not yet performing on par with the hand engineered models previously researched. However, the SVM and statistics results give direction to interesting
questions that could be answered with future studies. For example, we found that
models with a time-averaging neck produce more realistic textures. Therefore, we can
explore the use of time averaging necks, instead of commonly used global averaged
necks, on different learning frameworks with different encoders. Also, since we were
able to learn features with our training task on just sound textures that resulted in accuracy across different types of auditory sounds, we are interested in training on more
inclusive datasets to see if we could achieve even higher, or human levels, of accuracy
on the ESC-50 task. We also would like to test other contrastive learning algorithms,
to see if there is one that is more suited for audio data than that of MoCo.
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