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Abstract
Let C be a classical group defined over a finite field. We present comprehensive theoretical
solutions to the following closely related problems:
• List a representative for each conjugacy class of C .
• Given x ∈ C , describe the centralizer CC (x) of x in C , by giving its group structure
and a generating set.
• Given x, y ∈ C , establish whether x and y are conjugate in C and, if they are, find
explicit z ∈ C such that z−1xz = y.
We also formulate practical algorithms to solve these problems and have implemented them
in Magma.
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Chapter 1
Introduction and Background
Let C be a classical group defined over a finite field. We consider the following closely related
problems:
• List a representative for each conjugacy class of C .
• Given x ∈ C , describe the centralizer CC (x) of x in C , by giving its group structure
and a generating set.
• Given x, y ∈ C , establish whether x and y are conjugate in C and, if they are, find
explicit z ∈ C such that z−1xz = y.
We present comprehensive theoretical solutions to all three problems. Their solution is often
a necessary and vital component of algorithms for computational group theory: as just one
example, all three are vital in computing the character table of a classical group. Hence we
seek explicit solutions which can be employed widely. To achieve this outcome, we use our
theoretical solutions to formulate practical algorithms to solve the problems. In parallel to
our theoretical work, we have developed in Magma [2] complete implementations of these
algorithms.
1.1 Summary of results
In Chapter 2 we introduce classical groups and fix the notation. Before analyzing the classical
groups, we discuss the three problems for linear groups. Although most of the results are well
known, this is important to introduce the approach used in the rest of the article. We show
that the three problems can be solved separately for semisimple and unipotent elements, and
the solution in the general case can be obtained from the solutions in these two particular
cases.
One of the most significant papers on conjugacy classes in classical groups is that of Wall
[25]. There he solved the problems in a more general context, considering isometry groups
over division rings, and he applied the results of his analysis to the finite groups of isometries.
In particular, he established whether x ∈ GL(n, q) belongs to a certain group C of isometries,
decided whether two elements are conjugate in C , computed the cardinality of each class,
and the total number of conjugacy classes in C . In exploiting his results for our purposes,
we face two difficulties. The conjugacy problem is discussed in terms of hermitian invariants
1
2 1. Introduction and Background
of forms (see [25, §2.4]); these are hard to compute explicitly. Moreover, the analysis in even
characteristic differs from subsequent works.
We use a different approach inspired by other work on this topic. Our first step is to
establish which conjugacy classes in GL(n, q) have elements in a certain group C of isometries.
This problem was considered by Britnell [3, Chap. 5], Milnor [20] and Wall [25, §2.6, §3.7].
We mainly refer to [3, Chap. 5], where Britnell solves the membership problem in symplectic
and orthogonal groups of odd characteristic. In Chapter 3 we report his results, extending
them to hermitian and quadratic forms in every characteristic.
In Chapter 4 we analyze in detail the semisimple case. Our starting point is the brief
paper of Wall [26] where he discusses the semisimple conjugacy classes in symplectic groups
of odd characteristic. In Section 4.1 we extend this work to all sesquilinear and quadratic
forms and then to special and Omega groups. The structure of the centralizer appears in [4,
Chap. 3] and [9, §1].
The unipotent case has been studied extensively by Liebeck & Seitz in [18]. Gonshaw,
Liebeck & O’Brien [10] list explicitly representatives for the unipotent conjugacy classes in
classical groups. In Chapter 5 we summarize both the results of [10] and the centralizer
structures listed in [18, Chap. 7], listing only information essential for our task.
In Chapter 6 we use the information about semisimple and unipotent classes to solve the
three problems in the general case. Section 6.1 describes how to list all conjugacy classes in
every classical group. In Section 6.2 we use our theoretical analysis to describe explicitly how
to get a generating set for the centralizer of every element in a classical group. In Section
6.3 we describe when two elements in a classical group are conjugate and show how to build
explicitly a conjugating element.
We expect to soon make publicly available our Magma implementation of the resulting
algorithms.
1.2 Extending our results to an arbitrary finite group
We expect that our solution to these problems for classical groups will be useful in solving
them for an arbitrary finite group G. Existing algorithms follow the “soluble radical model”
[13, Chap. 10]. A practical algorithm to construct the necessary data structure for this model
is described in [1] and its highly optimised implementation is available in Magma. Recall
that G has a characteristic series
1 6 L 6 S 6 P 6 G,
where
• L is the solvable radical of G;
• S/L is the socle of G/L and S/L ∼=
∏
i T
di
i , where the Ti are non-abelian non-isomorphic
simple groups;
• P/S 6
∏
iOut(Ti)
di is solvable;
• G/P 6
∏
i Sym(di).
Observe that G/L is a direct product
∏
iWi, with Wi = Aut(Ti) ≀ Sym(di). The solution of
the three problems for the Ti allows us to solve them in G.
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• The problem to extend the solutions from Ti to Aut(Ti) ≀ Sym(di), and then to G/L,
was solved by Hulpke [14] and Cannon & Holt [5].
• Since L is solvable, there exists a series
L = N1 ⊲ N2 ⊲ · · · ⊲ Nr = 1
with Ni/Ni+1 elementary abelian. The solution of the problem in G/Ni+1 can be ob-
tained from that in G/Ni. This procedure is described in [14, 15] for conjugacy classes
and [13, §8.8] for centralizers.
Thus solving the problems in finite groups reduces to their solution for finite simple groups.
Constructive recognition algorithms, for example [8], allow us to map elements from the
classical group to its central quotient, so it is readily feasible to use our results to solve the
problems in the corresponding finite simple group.
Acknowledgments
The content of this article was part of my PhD thesis [7]. I am extremely grateful to my super-
visors Jianbei An and Eamonn O’Brien for their patience, their guidance and the thoughtful
attention they gave me. I thank John Britnell, Alexander Hulpke, Martin Liebeck, Cheryl
Praeger and Don Taylor for useful discussions.
4 1. Introduction and Background
Chapter 2
Preliminaries
In this chapter we define the classical groups over finite fields and discuss centralizers and
conjugacy classes in the general linear and special linear groups. This serves to fix both the
notation and the general approach used in the rest of the article. The only independent result
is the exhibition of a generating set for the centralizer of a unipotent element. All the rest is
well known, so it is just sketched.
2.1 Finite classical groups
2.1.1 Sesquilinear and quadratic forms
Let F = Fq or Fq2 and let λ := λ
q for all λ ∈ F . So, λ 7→ λ is an automorphism of F of
order 1 or 2. Let V be an n-dimensional F -vector space and let G = GL(n, F ). For v ∈ V ,
we denote by v ∈ V the vector obtained by applying the automorphism λ 7→ λ to all entries
of v. The same definition holds for X, with X ∈Mn(F ).
A reflexive sesquilinear form is a function β : V × V → F such that:
• β(u1 + u2, v) = β(u1, v) + β(u2, v) for all u1, u2, v ∈ V ;
• β(u, v1 + v2) = β(u, v1) + β(u, v2) for all u, v1, v2 ∈ V ;
• β(au, bv) = abβ(u, v) for all u, v ∈ V and a, b ∈ F ;
• β(u, v) = 0 if, and only if, β(v, u) = 0.
If the automorphism λ 7→ λ is the identity, then the form is bilinear . The Gram matrix of β
is the matrix B = (β(vi, vj)), where v1, . . . , vn is any basis for V .
For every non-empty subset S ⊆ V , denote S⊥ = {v ∈ V |β(u, v) = 0∀u ∈ S}. If W is
a subspace of V , then W is non-degenerate if W ∩W⊥ = {0}, namely if for every non-zero
u ∈ W there exists v ∈ W such that β(u, v) 6= 0. The subspace W is totally isotropic if
W ⊆W⊥, namely if β(u, v) = 0 for all u, v ∈W . The form β is non-degenerate if V ⊥ = {0}.
This is equivalent to the condition detB 6= 0.
We consider on V three types of non-degenerate sesquilinear forms:
• Alternating : λ = λ and β(v, v) = 0 for all λ ∈ F and v ∈ V . In this case B = −Bt and
B has a zero diagonal.
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• Symmetric: λ = λ and β(u, v) = β(v, u) for all λ ∈ F and u, v ∈ V . In this case B = Bt.
• Hermitian: λ 7→ λ has order 2 and β(u, v) = β(v, u) for all u, v ∈ V . In this case
B = B
t
.
From now on, in either case λ 7→ λ has order 1 or 2, we indicate the matrix B
t
with B∗.
Remark 2.1.1. Let V1, . . . , Vk be vector spaces and let βi be an alternating form on Vi
with matrix Bi for every i = 1, . . . , k. Let V = V1 ⊕ · · · ⊕ Vk. Each v ∈ V can be written
uniquely as v = v1 + · · · + vk, with vi ∈ Vi. The form β = β1 ⊕ · · · ⊕ βk on V defined
by β(u, v) =
∑k
i=1 βi(ui, vi) is an alternating form on V with matrix B1 ⊕ · · · ⊕ Bk, where
we denote by A ⊕ B the block diagonal join of the matrices A and B. Moreover, β is non-
degenerate if, and only if, each βi is; in such a case, V
⊥
i =
⊕
j 6=i Vj for every i. The same
holds on replacing alternating forms by symmetric or hermitian forms.
A quadratic form is a function Q : V → F satisfying the following conditions:
• Q(av) = a2Q(v) for every a ∈ F and v ∈ V ;
• the function βQ(u, v) := Q(u+ v)−Q(u)−Q(v) is a bilinear form.
The form βQ is the bilinear form associated to Q. Given a n × n matrix A, the function
Q(v) := vAvt also defines a quadratic form. In such a case, the matrix of βQ is A+A
t. Note
that two matrices A1, A2 define the same quadratic form if, and only if, A1 − A2 is an alter-
nating matrix (that is, it is skew-symmetric and the diagonal is zero). Moreover, a symmetric
form β is the bilinear form associated to a unique quadratic form Q if, and only if, q is odd.
In such a case, Q(v) = 12β(v, v). A subspace of V is non-degenerate (resp. totally isotropic)
if it is non-degenerate (resp. totally isotropic) for βQ. A subspace W is totally singular if
Q(v) = 0 for all v ∈ V . A totally singular subspace is always totally isotropic, while the
reverse implication holds only in odd characteristic. A quadratic form Q is non-degenerate or
non-singular if βQ is non-degenerate.
Two sesquilinear forms β1, β2 on V are congruent if there exists T ∈ GL(V ) such that
β1(uT, vT ) = β2(u, v) for every u, v ∈ V . In terms of matrices, if B1 and B2 are the matrices
of β1 and β2 respectively, this conditions is equivalent to the existence of T ∈ GL(V ) such
that TB1T
∗ = B2. A similar definition holds for quadratic forms: Q1 and Q2 are congruent
if there exists T ∈ GL(V ) such that Q1(vT ) = Q2(v) for all v ∈ V . An important result is
the following.
Theorem 2.1.2. Let V ∼= Fn.
• If n is even, then there is one congruence class of non-degenerate alternating forms on
V . If n is odd, then there are no non-degenerate alternating forms on V .
• All non-degenerate hermitian forms on V are congruent.
• If n is odd and q is odd, then there are two congruence classes of non-singular quadratic
forms on V . If Q is a representative for one of the congruence classes, then λQ is a
representative for the other class, where λ is a non-square in F . If n is odd and q is
even, then there are no non-singular quadratic forms on V .
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• If n = 2k is even, then there are two congruence classes of non-singular quadratic forms
on V . The two classes are distinguished by the dimension of a maximal totally singular
subspace of V , that is k in one case and k − 1 in the second case.
Proof. For alternating forms, see [24, p. 69]. For hermitian forms, see [24, p. 116]. For
quadratic forms, see [17, §2.5.3] or [24, p. 139].
Let Q be a non-singular quadratic form on a vector space V of dimension n = 2k. The
dimension of a totally singular subspace is the Witt index, and it is well-defined (see [24, 7.4]).
If the Witt index of Q is k, then Q has plus type; if the Witt index of Q is k − 1, then Q has
minus type.
2.1.2 Isometry groups
Let V be a vector space with a sesquilinear form β. A matrix X ∈ GL(V ) is an isometry for
β if β(uX, vX) = β(u, v) for every u, v ∈ V . If B is the matrix of β, then X ∈ GL(V ) is an
isometry if, and only if, XBX∗ = B.
If Q is a quadratic form on the vector space V , then an isometry for Q is X ∈ GL(V ) such
that Q(vX) = Q(v) for every v ∈ V . If A is a matrix of Q, then X ∈ GL(V ) is an isometry
for Q if, and only if, XAXt −A is an alternating matrix.
The set of isometries for a sesquilinear or a quadratic form is a subgroup of GL(V ), denoted
by C (β), C (B), C (Q) or C (A), with β,B,Q,A as above. Isometries can be defined for every
sesquilinear or quadratic form, but we will consider non-degenerate reflexive or non-singular
forms only.
A simple computation shows that, for every T ∈ GL(V ), if X ∈ C (B), then TXT−1 ∈
C (TBT ∗); in other words, isometry groups for congruent forms are conjugate subgroups in
GL(V ). This leads to the definition of the classical groups.
Definition 2.1.3. Let V ∼= Fn.
• Let F = Fq. The group of linear isomorphisms of V is the linear group and it is denoted
by GL(n, F ) or GL(n, q).
• Let F = Fq. If β is a non-degenerate alternating form on V , then C (β) is the symplectic
group and it is denoted by Sp(n, F ) or Sp(n, q). By Theorem 2.1.2, all symplectic groups
are conjugate in GL(V ), so in particular they are isomorphic. Clearly, these are defined
only if n is even.
• Let F = Fq2 . If β is a non-degenerate hermitian form on V , then C (β) is the unitary
group and it is denoted by U(n, F ) or U(n, q). By Theorem 2.1.2, all unitary groups are
conjugate in GL(V ), so in particular they are isomorphic.
• Let F = Fq. If Q is a non-singular quadratic form on V , then C (Q) is the orthogonal
group. We use different notation according to their type in Theorem 2.1.2. If Q has plus
type, then C (Q) is denoted by O+(n, F ) or O+(n, q). If Q has minus type, then C (Q)
is denoted by O−(n, F ) or O−(n, q). If V has odd dimension, then C (Q) is denoted
by O(n, F ), O(n, q), O◦(n, F ) or O◦(n, q). We do not need to distinguish between the
two congruence classes of Q because C (Q) = C (λQ) for every λ ∈ F . The groups
O+(n, q) and O−(n, q) are not isomorphic. We often refer to these groups as Oǫ(n, q)
with ǫ ∈ {+,−, ◦}.
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The groups Sp(n, q), U(n, q) and Oǫ(n, q) are the isometry groups.
Note that, if Q is a quadratic form, then C (Q) 6 C (βQ). If q is odd, then equality holds,
and C (βQ) is an orthogonal group. If q is even, then C (Q) is strictly contained in C (βQ),
and C (βQ) is a symplectic group.
Definition 2.1.4. The special linear group SL(n, q) is the subset of all elements of GL(n, q)
having determinant 1.
The special orthogonal group SOǫ(n, q) is the subset of all elements of Oǫ(n, q) having
determinant 1.
The special unitary group SU(n, q) is the subset of all elements of U(n, q) having deter-
minant 1.
It is well known that SOǫ(n, q) is a normal subgroup of Oǫ(n, q) of index 1 (if q is even)
or 2 (if q is odd) and SU(n, q) is a normal subgroup of U(n, q) of index q + 1. Every element
of Sp(n, q) has determinant 1.
We introduce the spinor norm θ on orthogonal groups. For x ∈ Oǫ(n, q), let Vx 6 V be
the image of 1V − x, where 1V is the identity on V .
• If q is even, then the spinor norm is defined as θ(x) := dimVx (mod 2).
• Let q be odd. For x ∈ Oǫ(n, q), its Wall form is the form on Vx defined by
χx(u, v) := β(w, v), (2.1.5)
where w ∈ V is such that u = w − wx. If x ∈ Oǫ(n, q), then χx is a non-degenerate
bilinear form on Vx, and it does not depend on the choice of w (see [24, 11.32]). Let
Bx be the matrix of χx. For x ∈ O
ǫ(n, q), the spinor norm θ(x) is defined as detBx
(mod F∗2q ), namely the discriminant of χx. For consistency with even characteristic, we
set θ(x) ∈ F2, with θ(x) = 0 if, and only if, detBx is a square in F
∗
q.
The spinor norm is a surjective homomorphism from SOǫ(n, q) to F2 (see [24, 11.43 and
11.50]).
Definition 2.1.6. The Omega group Ωǫ(n, q) is the kernel of the spinor norm on SOǫ(n, q).
The group Ωǫ(n, q) is the unique subgroup of SOǫ(n, q) of index 2, except for SO+(4, 2),
which has three subgroups of index 2 (see [17, 2.5.7]).
2.2 Conjugacy classes in GL(n, q)
Let V be an n-dimensional vector space on F = Fq and letX ∈ GL(n, q). Let f1(t)
e1 · · · fh(t)
eh
be the minimal polynomial of X, where fi(t) 6= t are distinct monic irreducible polynomials.
We can write
V = V1 ⊕ · · · ⊕ Vh,
where Vi = ker fi(X)
ei is the eigenspace corresponding to fi(t) for every i. By [12, 4.5.1],
every Vi can be written as a direct sum of F [t]-submodules
Vi = Vi,1 ⊕ · · · ⊕ Vi,ki , (2.2.1)
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where X acts cyclically on Vi,j with minimal polynomial fi(t)
ei,j , for some 1 ≤ ei,j ≤ ei. The
polynomials f1(t)
e1,1 , . . . , f1(t)
e1,k1 , . . . , fh(t)
eh,1 , . . . , fh(t)
eh,kh are the elementary divisors of
X. If f is a power of an irreducible polynomial, then the multiplicity of f as an elementary
divisor of X is the number of times f appears in the list of elementary divisors of X. Since
the decomposition in (2.2.1) is unique up to rearranging the factors, the list of elementary
divisors of X is well-defined. The main result is the following.
Theorem 2.2.2. Two matrices X,Y ∈ GL(n, q) are conjugate if, and only if, they have the
same elementary divisors.
Proof. See [12, 6.7.3].
As a representative for each conjugacy class of GL(n, q), we choose the Jordan form. For
every monic irreducible polynomial f of degree d and positive integer e, the Jordan block of
order e relative to f is the block matrixâ
C I
. . .
. . .
. . . I
C
ì
,
where C is the companion matrix of f , I is the d× d identity matrix and C appears e times.
A Jordan block is unipotent if f(t) = t − 1. For every Vi,j as in (2.2.1) there is a basis such
that the matrix of the restriction of X to Vi,j is the Jordan block of order ei,j relative to fi;
hence, there exists a basis of V such that the matrix of X is a diagonal join of Jordan blocks.
This matrix is the Jordan form of X.
2.3 Centralizers in GL(n, q)
In this section we show how the centralizer of every matrix in GL(n, q) is computed. The
results are all well-known, except for the generation of centralizers of unipotent elements; our
work is motivated by that of Murray [21], but our generating set is independent. The strategy
will be useful in the next chapters.
For every x, z ∈ G = GL(n, q), the relation CG(x
z) = CG(x)
z implies that to compute the
centralizer of an element in G it is sufficient to compute the centralizer of any element in its
conjugacy class. We choose the Jordan form.
Lemma 2.3.1. Every element of CG(x) fixes the subspaces Vi.
Proof. If v ∈ Vi, then vfi(x) = 0. Hence, for every y ∈ CG(x),
(vy)fi(x) = v(yfi(x)) = v(fi(x)y) = (vfi(x))y = 0y = 0,
using the fact that y commutes with fi(x). Thus vy belongs to ker fi(x) = Vi.
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The previous lemma implies that if X =
⊕h
i=1Xi, where Xi is the restriction of X to Vi,
then CGL(n,q)(X) consists of all matrices of the form Y =
⊕h
i=1 Yi, where Yi commutes with
Xi.
Definition 2.3.2. Let G = GL(n, q), with n a positive integer and q = pa prime power, and
let r be the order of x ∈ G. If gcd(r, p) = 1, then x is semisimple. If r is a p-power, then x
is unipotent.
Lemma 2.3.3. Every x ∈ G can be written uniquely as a product of a semisimple and a
unipotent element which commute with each other. In symbols x = su = us for s semisimple
and u unipotent.
Proof. If x has order pαm for gcd(m, p) = 1, then take s = xk and u = xp
αm+1−k, where k is
an integer such that pα|k and k ≡ 1 (mod m). For the uniqueness, if x = s1u1 = s2u2 are two
decompositions of x, then we would have s−12 s1 = u2u
−1
1 , where the left hand side has order
coprime to p and the right hand side has order a power of p. The only possibility is s1 = s2
and u1 = u2.
Definition 2.3.4. We call x = su = us the Jordan decomposition of x.
For example, if x is a Jordan block,
x =
â
C I
. . .
. . .
. . . I
C
ì
,
then the Jordan decomposition of x is x = su = us, where
s =
â
C
. . .
. . .
C
ì
and u =
â
I C−1
. . .
. . .
. . . C−1
I
ì
.
If x is a diagonal join of Jordan blocks, then s and u are the diagonal joins of the semisimple
and the unipotent parts of every single block.
Clearly CG(x) = CG(s) ∩ CG(u): the containment ⊇ is obvious because if an element
centralizes s and u, then it also centralizes their product su = x, and ⊆ follows since s and
u commute each other. Thus, the problem to find the centralizer of x ∈ G can be solved
separately for unipotent and semisimple elements.
Since intersection is a difficult operation, it is convenient to compute CG(s) and then,
using the fact that u ∈ CG(s), compute CCG(s)(u), as we will see below.
2.3.1 Centralizer of a semisimple element
Let x ∈ GL(n, q) be a semisimple element. By Lemma 2.3.1, we can assume that x has a
unique elementary divisor f(t) ∈ Fq[t].
If deg f = 1, then x is a scalar matrix, so every matrix commutes with x.
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Now suppose that f(t) ∈ Fq[t] is irreducible of degree r > 1. Let E = Fq[t]/(f) be the
splitting field of f over Fq and let λ ∈ E be a root of f . Every element of E can be described
as φ(λ) for some polynomial φ(t) ∈ Fq[t] of degree smaller than r. For every positive integer
m, there is a canonical embedding of GL(m, qr) into GL(mr, q) sending the matrix (φij(λ))
into the block matrix (φij(C)), where C is the companion matrix of f (see [4, 2.1.4]). This
embedding is important in the next chapters.
Example 2.3.5. Let J be the Jordan block of order e relative to the polynomial f . If λ is a
root of f in its splitting field E over Fq, then J is the embedding into GL(er, q) of the matrixâ
λ 1
. . .
. . .
. . . 1
λ
ì
∈ GL(e,E),
where r = deg f .
Now, let us go back to the case where x is semisimple with a unique elementary divisor
f(t) of degree r > 1 and multiplicity m. We can suppose that the matrix of x is a diagonal
join of m copies of C, the companion matrix of f . If λ ∈ E is a root for f , then x is the
embedding into GL(mr, q) of the scalar matrix λIm ∈ GL(m,E). Every matrix of GL(m,E)
commutes with λIm, so its embedding into GL(mr, q) commutes with x. On the other hand,
these are the only matrices in GL(mr, q) that commute with x (see [4, 3.1.9]). This leads to
the following theorem for semisimple elements.
Theorem 2.3.6. Let x ∈ GL(n, q) be semisimple with characteristic polynomial f1(t)
e1 · · · fh(t)
eh,
for fi ∈ Fq[t] irreducible. Then
CGL(n,q)(x) ∼=
h⊕
j=1
GL(ej , q
rj),
with rj = deg fj.
2.3.2 Centralizer of a unipotent element
Let x ∈ G = GL(n, q) be unipotent of order pb. Following the approach of [21, §2.3], it is
convenient to work in the matrix algebra M = Mn(Fq) and find the centralizer CM (x) of x
in M . The centralizer of x in G is the set of invertible elements of CM (x).
Since the function a 7→ ap is an automorphism of Fq, the unique eigenvalue of x is 1, so
the Jordan form of x is à
Jλ1
Jλ2
. . .
Jλk
í
,
where Jλi is the unipotent Jordan block of dimension λi and λ1 + · · · + λk = n. We suppose
λ1 ≤ λ2 ≤ · · · ≤ λk.
12 2. Preliminaries
Take an element y centralizing x and write the matrix of y asÖ
B11 · · · B1k
...
. . .
...
Bk1 · · · Bkk
è
, (2.3.7)
where Bij is a block of dimension λi × λj for every i, j.
Denote by Xac×d the c × d matrix whose (i, j)-entry is 1 if j − i = a and 0 otherwise.
A straightforward computation shows that the conditions xy = yx is equivalent to Bij =∑λj−1
a=λj−λi
baX
a
λi×λj
(resp.
∑λj−1
a=0 baX
a
λi×λj
) if λi ≤ λj (resp. λi > λj) for every i, j, where the
ba run over Fq.
For every integer λs, let Fq[t]λs = Fq[t]/(t
λs) be the truncated polynomial algebra. The
multiplication
Fq[t]λs × Fq[t]λs′ → Fq[t]λs′
is defined by multiplying the two polynomials and removing all of the monomials of degree
greater than λs′ . There is an algebra isomorphism between the quotient algebra
Fq[t]λ =
à
Fq[t]λ1 t
λ2−λ1Fq[t]λ2 · · · t
λk−λ1Fq[t]λk
Fq[t]λ1 Fq[t]λ2 · · · t
λk−λ2Fq[t]λk
...
...
. . .
...
Fq[t]λ1 Fq[t]λ2 · · · Fq[t]λk
í
,
and CM (x) defined by sending t
a in the (i, j)-entry into Xac×d in the (i, j)-block and extending
by linearity. This allows us to work on Fq[t]λ to describe the centralizer of x.
Searching for invertible elements of CM (x) is equivalent to searching for invertible elements
of Fq[t]λ. The (µ, ν)-entry of an arbitrary element of CM (x) corresponds to a pair (λµ, λν).
Since the λµ are not necessarly distinct, it is convenient to introduce the following notation:
let h = |{λ1, . . . , λk}| and let li be the multiplicity of λi in the set {λ1, . . . , λk}, for 1 ≤ i ≤ h.
Let us assemble the entries sharing the same values (λi, λj) in a unique li× lj block and write
an arbitrary element of Fq[t]λ as a block matrix
A =
Ö
A11 · · · A1h
...
. . .
...
Ah1 · · · Ahh
è
(2.3.8)
with Aij =
∑λj−1
s=λj−λi
tsA
(s)
ij , where the A
(s)
ij are li × lj matrices with entries in Fq and t
s = 0
whenever s < 0.
If we write an arbitrary B ∈ Fq[t]λ as B = B0 + tB1 + · · ·+ t
λk−1Bλk−1 with
Bs =
Ü
A
(s)
11 · · · A
(s)
1h
...
. . .
...
A
(s)
h1 · · · A
(s)
hh
ê
,
then it is clear that B is invertible if and only if B0 is invertible. Since
B0 =
Ü
A
(0)
11 · · · A
(0)
1h
. . .
...
0 A
(0)
hh
ê
,
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B is invertible if and only if A
(0)
ii is invertible, equivalently A
(0)
ii ∈ GL(li, q).
This allows us to get more information about the structure of CG(x) for unipotent x. Let
R be the subgroup of Fq[t]
∗
λ consisting of the matrices of the formÜ
A
(0)
11
. . .
A
(0)
hh
ê
with A
(0)
ii ∈ GL(li, q). Let U be the subgroup of Fq[t]
∗
λ consisting of the matrices of the formâ
1 + tU11 U12 · · · U1h
U21
. . .
. . .
...
...
. . .
. . . Uh−1,h
Uh1 · · · Uh,h−1 1 + tUhh
ì
,
where Uij is an arbitrary li× lj block with entries in t
λj−λiFq[t]λi (with t
λj−λi = 1 if λi > λj),
equivalently the matrices of the form of Equation (2.3.8) with identical constant term in
the blocks on the diagonal. It is easy to see that R ∩ U is trivial. Moreover, an arbitrary
element of Fq[t]λ can be written as a product of an element of R and an element of U ,
since the multiplication by an element of R acts on rows or columns by multiplying them
by an invertible matrix. Finally, U is normal in the unit group of Fq[t]λ. To check this,
write an element of U as B0 + tB1, where B0 is a constant matrix and B1 is a matrix with
coefficients in Fq[t]; now A ∈ R is an upper triangular block matrix and B0 is an upper
unitriangular block matrix, so AB0A
−1 is an upper unitriangular block matrix and thus
A(B0 + tB1)A
−1 = AB0A
−1 + t(AB1A
−1) is an element of U . Thus we have proved the
following.
Theorem 2.3.9. Let x =
⊕h
i=1 J
⊕li
λi
be a unipotent element of GL(n, q), where J⊕liλi is the
direct sum of li copies of Jλi , with λ1 < · · · < λh. Then CGL(n,q)(x) = U ⋊ R, where
R ∼=
∏h
i=1GL(li, q) and
|U | = qγ with γ = 2
∑
i<j
λililj +
∑
i
(λi − 1)l
2
i . (2.3.10)
Proof. Working in Fq[t]λ instead of CG(x), the groups R and U are the subgroups described
above, and we have proved that CG(x) ∼= U ⋊ R. The equality R ∼=
∏h
i=1GL(li, q) is trivial
by the definition of R. It remains to compute the cardinality of U , namely how many choices
are there for the Uij. The term 1 + tUii equals 1 + tA
(1)
ii + · · · + t
λi−1A
(λi−1)
ii and A
(s)
ii is a
matrix in Mli(Fq) which can be chosen arbitrarily; thus for Uii there are q
(λi−1)l2i choices and
these give the second sum in (2.3.10).
If i 6= j, then Uij is t
λj−λiA
(λj−λi)
ij + · · ·+ tλj−1A
(λj−1)
ij if i < j or A
(0)
ij + · · ·+ t
λj−1A
(λj−1)
ij ,
if j > i, and every matrix A
(s)
ij is an arbitrary li × lj matrix with entries in Fq. Thus the
number of choices is qλililj if i < j, or qλj lilj if i > j. Summing over all i 6= j, we get the first
sum in (2.3.10).
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Let x =
⊕k
i=1 J
⊕ai
λi
, where Jλi is the unipotent Jordan block of dimension λi. We now
describe a generating set for CG(x). It is easier to work in the truncated polynomial algebra
Fq[t]λ.
We proceed to construct a generic element of Fq[t]λ. Let ω be a primitive element of Fq.
1. We need to generate the subgroup R =
∏k
i=1GL(ai, q). Generators for the direct factors
are described in [23].
2. The unit group of Fq[t]λk is generated by
{ω} ∪ {1 + ωitj : 0 ≤ i ≤ [Fq : Fp], 1 ≤ j ≤ λk − 1}.
Let y = µ0 + µ1t+ · · ·+ µλk−1t
λk−1, with µi =
∑r−1
j=0 bijω
j for bij ∈ Fp and µ0 6= 0. We
can suppose that µ0 = 1, since y = µ0(1 + (µ1/µ0)t + · · · (µλk−1/µ0)t
λk−1) and µ0 is a
power of ω. Thus
r−1∏
j=0
(1 + ωjt)b1j = 1 + µ1t+ y1t
2
for some y1 ∈ Fq[t]λk . If y1 = (a0+a1t+· · · ), with a0 6= 0, and µ
′
2 = µ2/a0 =
∑r−1
j=0 b
′
2jω
j,
then
(1 + µ1t+ y1t
2)
r−1∏
j=0
(1 + ωjt2)b
′
2j = 1 + µ1t+ µ2t
2 + y2t
3
for some y2 ∈ Fq[t]λk . We proceed in this way acting every time on the coefficient of
largest degree and we get the complete expression for y.
3. The elements in a single block Aii in (2.3.8) are generated by the generators of GL(λi, q)
and by elements of the form à
y(t)
1
. . .
1
í
,
where y(t) is a generator of Fp[t]
∗
λi
as in the previous point. We prove that these elements
are sufficient in the case λi = 2; the other cases follow the arguments for block matrices
(the case λi = 1 is trivial). Conjugating elements of the formÇ
f 0
0 1
å
by c =
(
0 1
1 0
)
∈ GL(2, q), we get the elements of the formÇ
1 0
0 f
å
,
with f = f(t) ∈ Fq[t]
∗
2. For every f, g ∈ Fq[t]
∗
2,Ç
f 1
1 g
å
=
Ç
f 0
0 1
åÇ
1 0
1 1
åÇ
1 0
0 1− fg
åÇ
1 −1
0 1
åÇ
1 0
0 −f−1
å
.
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Finally, a generic matrix can be written asÇ
f g
h l
å
=
Ç
fh−1 1
1 lg−1
åÇ
h 0
0 1
åÇ
1 0
0 g
å
if h and g are invertible; otherwise we reduce to this case by conjugating with c.
4. Now we construct the blocks Bij described in (2.3.7) with λi 6= λj . Let us consider
only upper unitriangular matrices y, namely the block matrices where Bii = 1 for every
i = 1, . . . , k and Bij = 0 for every i > j. In the notation of the algebra Fq[t]λ,
y =
Ö
1 ∗
. . .
0 1
è
, (2.3.11)
where the entry in position (i, j) is a polynomial in Fq[t]λj for any i < j. To generate
this subgroup it is sufficient to take those elements with 1 on the diagonal and in the
position (i, i+1) for exactly one i and 0 elsewhere. It is sufficient to add to our generating
set only such elements where λi 6= λi+1, because the others are already generated as
shown in the previous discussion. For convenience denote by Eij the matrix with the
polynomial 1 in the entry (i, j) and 0 elsewhere, and write I for the identity matrix in
Fq[t]λ. We have generators of the form
∑k
j=1 fj(t)Ejj for fj(t) ∈ Fq[t]λj and of the form
I+ Ei,i+1 for i = 1, . . . , k − 1.
For every i > j and f(t) ∈ Fq[t]λj , the matrix I + Eij can be written as the iterated
commutator
I+ Eij = [[. . . [[I+ Ei,i+1, I+ Ei+1,i+2], I+ Ei+2,i+3] . . . ], I+ Ej−1,j],
where [x, y] = x−1y−1xy. For f(t) invertible, the element I + f(t)Eij can be obtained
by conjugation as follows:
I+ f(t)Eij = (I+ (f(t)− 1)Eii)(I+ Eij)(I + (f(t)− 1)Eii)
−1.
If f(t) is not invertible, then it can be written as f(t) = f1(t) + f2(t) with f1(t) and
f2(t) invertible (it is sufficient to choose f1 and f2 with non-zero constant term), so
I+ f(t)Eij = (I+ f1(t)Eij)(I+ f2(t)Eij). A generic element of the form (2.3.11) can be
written as
I+
∑
i<j
fij(t)Eij =
(
k−1∏
i=1
(I+ fik(t)Eik)
)
k−1∏
i=2
Ñ
i−1∏
j=1
(I+ fk−i,k−j(t)Ek−i,k−j)
é
.
It is trivial to get a generic upper triangular matrix starting from an upper unitriangular
matrix and a diagonal matrix. Finally, to get a generic matrix we proceed inductively
on the dimension. A matrix of dimension 2 can be obtained as follows:Ç
a b
c d
å
=
1
ad
Ç
ad− bc ab
0 ad
åÇ
a 0
c d
å
(2.3.12)
under the hypothesis ad 6= 0 (otherwise we work with the conjugate by the matrix(
0 1
1 0
)
). Thus we proceed by induction using Equation (2.3.12) with block matrices
and using the conjugation mentioned above.
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Remark 2.3.13. Write x = 1 +N , where 1 is the identity matrix in GL(n, q) and N is the
nilpotent part of x. Given a nonzero µ ∈ F∗q, the previous computation gives the same result
if we replace N by µN , so the Jordan blocks of x have the formâ
1 µ 0
. . .
. . .
. . . µ
1
ì
.
In fact, for each matrix y the following holds:
(1 + µN)y = y(1 + µN)⇔ µNy = yµN ⇔ Ny = yN ⇔ (1 +N)y = y(1 +N)⇔ xy = yx,
so the elements of the form 1 + µN for µ ∈ F∗q have the same centralizer. This will be useful
in the next section.
2.3.3 Centralizer of a generic element
Using the result of the two previous sections, we can compute the centralizer of an arbitrary
x ∈ GL(n, q) in its Jordan form.
Theorem 2.3.14. Let x ∈ GL(n, q) with minimal polynomial f1(t)
e1 · · · fh(t)
eh , with fi(t) ∈
Fq[t] irreducible of degree di. Suppose X has Jordan form
x =
h⊕
i=1
(B
⊕li,1
λi,1
⊕ · · · ⊕B
⊕li,ki
λi,ki
),
where Bλi,j is the Jordan block of dimension λi,j relative to fi(t), with λi,1 < · · · < λi,ki = ei.
Then CG(X) = U ⋊R, where R ∼=
∏h
i=1
Ä∏ki
j=1GL(li,j , q
di)
ä
and |U | = qγ with
γ =
h∑
i=1
di
Ñ
2
∑
j<ℓ
λi,jli,jli,ℓ +
∑
j
(λi,j − 1)l
2
i,j
é
.
Proof. Let xi be the restriction of x to ker(fi(x)
ei). By Lemma 2.3.1,
CGL(n,q)(x) =
h∏
i=1
CGi(xi),
where Gi ∼= GL(ei, q
di). Let xi = siui be the Jordan decomposition of xi. Applying Theorem
2.3.6, we deduce that CGi(xi) = CCGi (si)
(ui), and so is isomorphic to CGL(ei,qdi)(u˜i), where
ui is the embedding into GL(eidi, q) of a unipotent u˜i ∈ GL(ei, q
di). Now, using Theorem
2.3.9 and Remark 2.3.13, we find that CGi(xi) = Ui ⋊ Ri with Ri =
∏ki
j=1GL(li,j , q
di) and
|Ui| = (q
di)
γi , where
γi = 2
∑
j<ℓ
λi,jli,jli,ℓ +
∑
j
(λi,j − 1)l
2
i,j .
The claim follows from the fact that
∏
i (Ui ⋊Ri) = (
∏
i Ui)⋊ (
∏
iRi).
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2.4 Centralizers and conjugacy classes in SL(n, q)
For completeness we include the solutions for the three problems for the special linear group.
Some of the results are well-known (see, for example, [4, §3.2.3] for the conjugacy problem),
so we just state them and sketch the proofs. We discuss in more detail how to generate the
centralizer of an arbitrary element in SL(n, q).
Theorem 2.4.1. Write S = SL(n, q) and G = GL(n, q). Let x ∈ SL(n, q) with minimal
polynomial f1(t)
e1 · · · fh(t)
eh , where fi(t) ∈ Fq[t] is irreducible of degree di. Suppose x has
Jordan form
x =
h⊕
i=1
(B
li,1
λi,1
⊕ · · · ⊕B
li,ki
λi,ki
),
where Bλi,j is the Jordan block of dimension λi,j relative to fi(t), with λi,1 < · · · < λi,ki = ei.
Now CS(x) = U ⋊ (R ∩ S), where U and R are as in Theorem 2.3.14. Moreover
|CS(x)| =
d
q − 1
|CG(x)|
with d = gcd(λ1,1, . . . , λh,kh , q − 1).
Proof. Every element of U has determinant 1, so we only need to compute R ∩ S. Every
x ∈ R can be identified by (x˜i,j) for x˜i,j ∈ GL(li,j, q
di), and a straightforward computation
shows that detx =
∏
i,j Ni(det x˜i,j)
λi,j , where Ni is the norm F
∗
qdi
→ F∗q. Let ω be a primitive
element for Fq. We write Ni(det x˜i,j) as ω
ai,j for some ai,j ∈ Zq−1. Note that, by surjectivity
of the norm, ai,j assumes all values in Zq−1 when x˜i,j runs over GL(li,j , q
di). Let k =
∑
i ki.
The index |CG(x) : CS(x)| is equal to the index in Z
k
q−1 (as an additive group) of the kernel of
the homomorphism defined by (a1,1, . . . , ah,kh)→
∑
i,j ai,jλi,j, that is equal to (q − 1)/d.
Theorem 2.4.2. Let x ∈ SL(n, q) and let d = gcd(λ1, . . . , λk, q− 1), where λ1, . . . , λk are the
dimensions of the Jordan blocks of x. Let ω be a primitive element of Fq and let z ∈ GL(n, q)
have determinant ω. The conjugacy class of x in GL(n, q) splits into d distinct classes in
SL(n, q), whose representatives are x, xz, xz
2
, . . . , xz
d−1
. Moreover, xy1 and xy2 are conjugate
in SL(n, q) if, and only if, det (y−11 y2) is a power of ω
d in Fq.
Proof. The previous theorem implies
|xS | =
|S|
|CS(x)|
=
|G|/(q − 1)
d|CG(x)|/(q − 1)
=
|G|
d|CG(x)|
=
|xG|
d
. (2.4.3)
Now, if det (y−11 y2) is a power of ω
d in Fq, then there exists z in the centralizer of x such that
det z−1 = det (y−11 y2). It follows that y = y
−1
1 zy2 ∈ S and (x
y1)y = xy2 .
The generation of CS(x) is similar to that of CG(x) described in Section 2.3.2.
1. Let us describe how to generate R∩ S. For each i, j, let ‹Gi,j be the unique subgroup of
GL(li,j , q
di) of index q−1 and let Gi,j = ϕ(‹Gi,j), where ϕ is the homomorphism between∏h
i=1
Ä∏ki
j=1GL(li,j , q
di)
ä
and R. The direct product of the Gi,j can be generated using
the generators of the ‹Gi,j. Now take ‹Hi,j ∈ GL(li,j , qdi) having determinant of maximum
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order and define Hi,j = ϕ(‹Hi,j) and ωdi,j = det(Hi,j). Let k = ∑i ki and let Z(0) be
the subgroup of Zkq−1 of the solutions (x1,1, . . . , xh,kh) of the equation
∑
i,j xi,jdi,j = 0
in Zq−1. If Z(0) is generated by {(aµ,1,1, . . . , aµ,h,kh) : 1 ≤ µ ≤ r}, then we add to the
generating set for R ∩ S the matrices⊕
i,j
H
aµ,i,j
i,j , 1 ≤ µ ≤ r.
2. Step 2 is identical to that in the case CG(x).
3. Following the argument for the case CG(x), we need to prove that every element of
determinant 1 of the form
(f g
h l
)
can be obtained by using elementary operations on the
elements of the form
(f 0
0 1
)
and elements of SL(2, q). Recall that f, g, h, l are polynomials
in Fq[t]λ and the determinant depends only on the constant terms. For convenience,
write a polynomial as f = f0 + f1, where f0 ∈ Fq is the constant term and f1 ∈ tFq[t]λ.
The element Ç
1
f
å
with f0 = 1 is obtained by conjugating
(f 0
0 1
)
by the matrix
(0−1
1 0
)
∈ SL(2, q).
For f = f0 + f1,Ç
1 f
0 1
å
=
Ç
1 −1
0 1
åÇ
1 + f1 0
0 1
åÇ
1 1
0 1
åÇ
(1 + f1)
−1 0
0 1
åÇ
1 f0
0 1
å
and Ç
f −1
1 0
å
=
Ç
1 f
0 1
åÇ
0 −1
1 0
å
.
For polynomials f, g, l,Ç
f g
0 l
å
=
Ç
1 gl−1
0 1
åÇ
1 + f1/f0 0
0 1
åÇ
1 0
0 1 + l1/l0
åÇ
f0 0
0 l0
å
.
Finally, a generic element
(f g
h l
)
with f0 6= 0 and f0l0 − h0g0 = 1 can be written asÇ
f g
h l
å
=
Ç
f 0
h l − ghf−1
åÇ
1 gf−1
0 1
å
.
4. By contrast with CG(x), we cannot obtain the elements of the form I + f(t)Eij by
conjugation, because we do not have the elements I+ (f(t)− 1)Eii (the determinant is
not 1 usually), so we need to add generators of the form I+ωjEi,i+1 for 1 ≤ j ≤ degFq.
Chapter 3
Membership of classical groups
In Chapter 2 we described centralizers and conjugacy classes in linear groups. We now focus
on the (remaining) classical groups: symplectic, orthogonal and unitary. Let C be a classical
group. The first step in listing conjugacy classes of C is to determine which classes of GL(V )
have elements in C . This follows the approach of Britnell [3, §5.1] and Milnor [20, §3].
3.1 Membership of classical groups
Let F = Fq in the orthogonal and symplectic case, F = Fq2 in the unitary case. Let λ 7→ λ
be a field automorphism of order 1 (in symplectic and orthogonal case) or 2 (in unitary case).
Let V ∼= Fn be a vector space.
Let f(t) = a0+ a1t+ · · ·+ ad−1t
d−1+ td ∈ F [t] be monic with a0 6= 0. Denote by f(t) the
polynomial a0 + a1t+ · · · + ad−1t
d−1 + td. The dual polynomial f∗ of f is defined by
f∗(t) := a0
−1tdf(t−1).
If λ1, . . . , λd are the roots of f (in an extension of F ), then the roots of f
∗ are λ1
−1
, . . . , λd
−1
.
An easy computation shows that (f∗)∗ = f and (fg)∗ = f∗g∗ for monic polynomials f and g.
In particular, f is irreducible if, and only if, f∗ is.
The next two results are essentially [3, 5.1 and 5.2]. They investigate the elementary
divisors and the F [t]-module structure of V induced by an element of a classical group. The
statements are proved for sesquilinear forms, but they can be easily extended to quadratic
forms of even characteristic by recalling that O(n, q) 6 Sp(n, q) for q even.
Theorem 3.1.1. Let β be a non-degenerate alternating, hermitian or symmetric form on V .
Let X ∈ C (β) and let U be an X-invariant subspace of V with U ∩ U⊥ = {0}. If X has
minimal polynomial f on U , then f = f∗.
Proof. First observe that for every i ∈ N, UXi = U , since X|U is bijective. Moreover, αU = U
for every α ∈ F ∗. Now β(uX, v) = β(u, vX−1) for every u, v ∈ U . Write f(t) =
∑d
i=0 ait
i,
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with a0 6= 0 and ad = 1. By definition of the minimal polynomial, Uf(X) = {0}, so
{0} = β(Uf(X), U)
= β(U(
∑
i
aiX
i), U)
= β(U,U
∑
i
aiX
−i)
= β(U, a−10 UX
d
∑
i
aiX
−i)
= β(U,Uf∗(X)).
Since β is non-degenerate on U , the identity {0} = β(U,Uf∗(X)) implies Uf∗(X) = {0}, so
f divides f∗. Since f and f∗ are both monic of degree d, it follows f = f∗.
Theorem 3.1.2. Let β be non-degenerate on V and let X ∈ C (β). There exists a decompo-
sition
V =
⊕
i
Ui
where Ui⊥Uj for every i 6= j. For every i, either X acts cyclically on Ui with minimal
polynomial f e and f = f∗ irreducible, or Ui = W ⊕W
∗ and X acts cyclically on W (resp.
W ∗) with minimal polynomial f e (resp. f∗e) and f irreducible.
Proof. Let U be one of the summands in the decomposition of V into cyclic submodules given
in (2.3.1). Let X act cyclically on U with minimal polynomial f e, where f is irreducible and
e ∈ N. Let W be an X-invariant subspace of V such that V = U ⊕W , and let U∗ = W⊥.
Since β is non-degenerate, U∗ ∩ U⊥ = (U⊥ ∩W⊥) = (U ⊕W )⊥ = V ⊥ = {0}, so for each
non-zero v ∈ U∗ there exists u ∈ U such that β(u, v) 6= 0. Moreover, for every non-zero u ∈ U ,
there exists v ∈ U∗ such that β(u, v) 6= 0 (otherwise u ∈ U∗⊥ = W , a contradiction). Let us
distinguish two cases.
1. U ∩ U∗ 6= {0}. Since U ∩ U∗ is X-invariant, Uf(X)e−1 ⊆ U ∩ U∗ (because X acts
cyclically on U with minimal polynomial f e). If U ∩ U⊥ 6= {0}, then for the same
reason Uf(X)e−1 ⊆ U ∩ U⊥, so Uf(X)e−1 ⊆ U∗ ∩ U⊥ = {0}, a contradiction. Thus
U ∩ U⊥ = {0} and β is non-degenerate on U , so f = f∗ by Theorem 3.1.1.
2. U ∩ U⊥ 6= {0}, so U ∩ U∗ = {0} by previous case. We want to show that β is non-
degenerate on U ⊕ U∗, namely for every u ∈ U and v ∈ U∗ with u+ v 6= 0 there exists
z ∈ U⊕U∗ with β(u+v, z) 6= 0. If v = 0, take z ∈ U∗ such that β(u, z) 6= 0; if v 6= 0 and
u ∈ U⊥, take z ∈ U such that β(z, v) 6= 0 (it exists in both cases since U⊥ ∩U∗ = {0}).
Suppose u /∈ U⊥ and v 6= 0. Let a = min{n ∈ N |uf(X)n ∈ U⊥}. By our choice of u,
1 ≤ a ≤ e. Consider
(u+ v)f(X)a = uf(X)a + vf(X)a.
If uf(X)a = 0, then uf(X)a−1 ∈ ker f(X) = Uf(X)e−1 ⊆ U ∩ U⊥, contradicting the
minimality of a. If vf(X)a = 0, then there exists w ∈ U∗ such that β(uf(X)a, w) 6= 0, so
β((u + v)f(X)a, w) 6= 0, and choose z = wf(X−1)a. If vf(X)a 6= 0, then vf(X)a ∈ U∗
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and there exists w ∈ U such that β(w, vf (X−1)a) 6= 0. Since uf(X)a ∈ U⊥, it follows
that β((u+ v)f(X)a, w) 6= 0, so again choose z = wf(X−1)a.
Now if β is non-degenerate on U , then choose U1 = U . The minimal polynomial of X
on U is f e, and it satisfies f = f∗ by Theorem 3.1.1.
If β is non-degenerate on U ⊕ U∗, then choose U1 = U ⊕ U
∗. For every n,
β(Uf(X)n, U∗) = {0} ⇔ β(U,U∗f∗(X)n) = {0}
Uf(X)n = {0} ⇔ U∗f∗(X)n = {0},
using U⊥ ∩U∗ = {0}. This proves that the minimal polynomial of X on U∗ is f∗e, and
the action of X on U∗ is cyclic because dimU = dimU∗, so we are in the second case
of the hypothesis.
Finally, we can write V = U1⊕U
⊥
1 . Since U
⊥
1 is X-invariant, we can repeat the argument on
U⊥1 , and by induction on dimV we establish the claim.
From Theorems 3.1.1 and 3.1.2, we get information about the elementary divisors of
X ∈ C (β) and the F [t]-module structure induced on V . Given X ∈ C (β), let V =
⊕k
i=1 Vi
be the decomposition of V into cyclic F [t]-submodules described in (2.2.1). Here, X acts
cyclically on Vi with minimal polynomial f
ei
i , where fi is irreducible and ei ∈ N. By Theorem
3.1.2, we can suppose that, for every i = 1, . . . , k, either Vi⊥Vj for all j 6= i or there exists
i′ 6= i such that (Vi ⊕ Vi′)⊥Vj for all j 6= i, i
′. In the first case, put i′ = i. With this notation,
fi = f
∗
i′ and ei = ei′ . Each of the Ui in Theorem 3.1.2 coincides with a certain Vi (if i = i
′)
or with Vi ⊕ Vi′ (if i 6= i
′). An immediate consequence is that if f e is an elementary divisor
of X of multiplicity m, with f 6= f∗ and e a positive integer, then f∗e is also an elementary
divisor of X of multiplicity m.
Remark 3.1.3. In general, a direct sum decomposition of V into cyclic submodules
⊕
i Vi
need not satisfy the property of Theorem 3.1.2. This theorem only ensures that such a
decomposition exists.
Following [6, 9, 20], we introduce the following notation.
Definition 3.1.4. Let F = Fq2 in the unitary case or Fq in the symplectic and orthogonal
cases. Define:
Φ1 := {f : f ∈ F [t] | f = f
∗ monic irreducible, deg f = 1};
Φ2 := {f : f ∈ F [t] | f = gg
∗, g 6= g∗, g monic irreducible};
Φ3 := {f : f ∈ F [t] | f = f
∗ monic irreducible, deg f > 1}.
Define Φ := Φ1 ∪ Φ2 ∪ Φ3. Given X ∈ C (β), f ∈ Φ and m a positive integer, f
m is a
generalized elementary divisor of X if either f ∈ Φ1 ∪Φ3 and f
m is an elementary divisor of
X, or f ∈ Φ2, f = gg
∗ and gm is an elementary divisor of X (and so g∗m is).
Remark 3.1.5. Note that Φ1 = {t± 1} in the symplectic and orthogonal case and Φ1 is the
set of polynomials of the form t− λq−1 with λ ∈ F in the unitary case.
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Remark 3.1.6. If f ∈ Φ3, then f has even degree in the symplectic and orthogonal cases and
odd degree in the unitary case. In the symplectic and orthogonal cases each root λ of f can
be paired with λ−1, so the number of roots of f is clearly even (λ 6= λ−1 because f 6= t± 1).
Suppose we are in the unitary case. The map α 7→ α−q acts as a permutation on the set
Z(f) of the roots of f . Consider an orbit O = {λ, λ−q, λq
2
, . . . , λ(−q)
r
} under this action and
its suborbit O′ = {λ, λq
2
, λq
4
, . . . }. The polynomial
g(t) =
∏
µ∈O′
(t− µ) = (t− λ)(t− λq
2
)(t− λq
4
) · · ·
is a divisor of f and belongs to Fq2 [t] because its coefficients are fixed by the field automorphism
α 7→ α2q. Since f is irreducible, the only possibility is that g = f and O′ = Z(f). It follows
that O is the unique orbit in Z(f), and O = O′ if, and only if, |O| is odd.
By analogy with the linear case, our analysis of conjugacy classes and centralizers in
classical groups can be simplified to the situation where X has minimal polynomial f e, for e
a positive integer, and f satisfies one of the three cases in Definition 3.1.4.
Now we state the main result of this section. Recall that matrices X,Y are similar if
they are conjugate in GL(V ), namely if they have the same elementary divisors with the same
multiplicity; in such a case we write X ∼ Y .
Theorem 3.1.7. Let X ∈ GL(V ).
• There exists a non-degenerate hermitian form β such that X ∈ C (β) if, and only if,
X ∼ X∗−1.
• There exists a non-degenerate alternating form β such that X ∈ C (β) if, and only if,
X ∼ X−1 and every elementary divisor (t ± 1)2k+1 with k a non-negative integer has
even multiplicity.
• If q is odd, then there exists a non-singular quadratic form Q such that X ∈ C (Q) if,
and only if, X ∼ X−1 and every elementary divisor (t ± 1)2k with k a positive integer
has even multiplicity. Moreover, in even dimension, Q can be of both plus type and
minus type if, and only if, X has at least one elementary divisor (t ± 1)2k+1 for some
non-negative integer k. If this is not the case, then Q has plus type (resp. minus type)
if, and only if,
∑
f,e em(f
e) is even (resp. odd), where the sum runs over all polynomials
f ∈ Φ3 and e ∈ N
+, and m(f e) is the multiplicity of f e as an elementary divisor of X.
• If q is even, then there exists a non-singular quadratic form Q such that X ∈ C (Q) if,
and only if, X ∼ X−1 and every elementary divisor (t + 1)2k+1 with k a non-negative
integer has even multiplicity. Moreover, Q can be of both plus type and minus type if,
and only if, X has at least one elementary divisor (t+1)k for some positive integer k. If
this is not the case, then Q has plus type (resp. minus type) if, and only if,
∑
f,e em(f
e)
is even (resp. odd), where the sum runs over all polynomials f ∈ Φ3 and e ∈ N
+, and
m(f e) is the multiplicity of f e as an elementary divisor of X.
The proof of this theorem requires several steps. We first prove sufficiency.
We have already proved in Theorem 3.1.1 that if X ∈ C (β) or C (Q), then X ∼ X∗−1. So,
we need to prove that if X is an element of a symplectic group (resp. orthogonal group of odd
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characteristic), then every elementary divisor (t±1)2k+1 (resp. (t±1)2k) has even multiplicity.
In the symplectic case, let β be a non-degenerate alternating form and let k be a fixed non-
negative integer. Let U1, . . . , Uℓ be the F [t]-submodules of V on which X acts with minimal
polynomial (t− 1)2k+1, and ℓ is the multiplicity of (t− 1)2k+1 as an elementary divisor of X.
Let U = U1 ⊕ · · · ⊕ Uℓ. If ℓ is odd, then by Theorem 3.1.2 βU would be a non-degenerate
alternating form on U , that is impossible because U has odd dimension. The case (t+1)2k+1
is analogous. If q is even, then O(n, q) 6 Sp(n, q), so the same condition holds for elements
of O(n, q).
Now consider the orthogonal case in odd characteristic. Let β be a non-degenerate sym-
metric form and k a fixed positive integer. Similar to the symplectic case, if U1, . . . , Uℓ are
the F [t]-submodules of V on which X acts with minimal polynomial (t − 1)2k, then β must
be non-degenerate on U = U1 ⊕ · · · ⊕ Uℓ. By Theorem 3.1.2, we can suppose that for every
i, either Ui⊥Uj for all j 6= i, or there exists i
′ such that (Ui ⊕ Ui′)⊥Uj for all j 6= i, i
′. So,
if ℓ is odd, there must exist at least one Ui such that β|Ui is non-degenerate, and we can
consider just the case ℓ = 1 to exclude the odd multiplicity. The following proposition, due to
Huppert [16, 2.2], concludes the proof of the sufficiency in Theorem 3.1.7 (the case (t+ 1)2k
is analogous).
Proposition 3.1.8. If X acts cyclically on V with minimal polynomial (t− 1)2k, then there
are no non-degenerate symmetric forms β such that X ∈ C (β).
Proof. Put m = 2k and choose a basis v1, . . . , vm for V such that v1X = v1 and viX =
vi−1+ vi for all i = 2, . . . ,m. Suppose by contradiction that β is non-degenerate on V . Hence
〈v1〉
⊥ is an invariant F [t]-submodule of V of dimension m − 1, and the only possibility is
〈v1〉
⊥ = 〈v1, . . . , vm−1〉; this implies β(v1, vm) 6= 0. Now,
0 6= β(v1, vm) = β(v1, v1(X − 1)
m−1) = β(v1(X
−1 − 1)m−1, v1)
= β((−1)m−1v1X
−m+1(X − 1)m−1, v1)
= (−1)m−1β(vmX
−m+1, v1)
= (−1)m−1β(vm, v1)
= −β(v1, vm),
that is impossible in odd characteristic.
Now let us prove the reverse implication in Theorem 3.1.7. Recall from Remark 2.1.1 that
if β1, . . . , βk are sesquilinear forms of the same type and Xi ∈ C (βi), then X1 ⊕ · · · ⊕ Xk ∈
C (β1 ⊕ · · · ⊕ βk), and the same holds for quadratic forms. So, to prove that there exists a
sesquilinear or quadratic form preserved by X, we suppose that X has a unique generalized
elementary divisor of the type described in Definition 3.1.4. Write simply C for C (β) or
C (Q).
Case 1: f ∈ Φ1. Now X has a unique (generalized) elementary divisor of the form (t − λ)
e
of multiplicity m, for λ ∈ F and e,m positive integers. Clearly it is sufficient to consider
the case λ = 1 because if X ∈ C acts with minimal polynomial (t − 1)e, then λX acts with
minimal polynomial (t − λ)e and belongs to C . We exhibit explicit unipotent elements of C
in Chapter 5.
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Case 2: f ∈ Φ2, f = gg
∗. Let d = deg g. In an appropriate basis, X has block diagonal
matrix X = Y ⊕ Y ∗−1, with Y a Jordan block relative to ge. It is immediate that X is an
isometry for the form with matrix B or, in the orthogonal case, for the quadratic form of
matrix A with
B =
Ç
O I
εI O
å
, A =
Ç
O I
O O
å
,
where O is the de × de zero matrix, I is the de × de identity matrix, and ε = −1 in the
symplectic case and 1 otherwise.
Note that V = U ⊕W , where X acts cyclically on U (resp. W ) with minimal polynomial
ge (resp. g∗e), and U and W are totally isotropic.
Case 3: f ∈ Φ3. We extend [3, Thm. 5.4] to the unitary case and even characteristic.
Let X have a unique (generalized) elementary divisor f e, with f = f∗ irreducible of de-
gree d. In this case X acts cyclically on V with minimal polynomial f e. Let U1, U2 ∼= V
and write U = U1 ⊕ U2. Using the same argument as in Case 2, where we did not use
the fact f 6= f∗, we can suppose that there exists a non-degenerate form β on U such that
X ∈ C (β) and U1, U2 are totally isotropic. Now suppose there exists v ∈ U and i ∈ Z such
that β(v, vXif(X)e−1) 6= 0. Let W be the cyclic F [t]-submodule of U generated by v. The
minimal polynomial of X on W is fh for some h ≤ e. If h < e, then vf(X)e−1 = 0, so
β(v, vXif(X)e−1) = β(v, 0) = 0, a contradiction. Moreover, W is non-degenerate. Assume
not: if vg(X) ∈ W⊥ for some g ∈ F [t], then write g(t) = f(t)mg′(t) for m ≤ e − 1 and g′
coprime to f . Since W ∩W⊥ is X-invariant, vg(X)f(X)e−1−mXi ∈ W ∩W⊥, but in this
case 0 6= β(v, vXif(X)e−1) = β(vg′(X), vg(X)f(X)e−1−mXi) = 0, a contradiction. Thus
X ∈ C (β|W ), but W is isomorphic to V as F [t]-module, so such a form must exist on V .
Therefore, the case f ∈ Φ3 is solved except when β(v, vX
if e−1(X)) = 0 for every v ∈ V
and i ∈ Z. Suppose this is the case. Write v = v1 + v2 with vi ∈ Ui. By Case 2, we can
assume that U1 and U2 are totally isotropic, so the condition is equivalent to
β(v1, v2X
if(X)e−1) + β(v2, v1X
if(X)e−1) = 0
for all v1 ∈ U1, v2 ∈ U2 and i ∈ Z. By a straightforward computation, this condition implies
the following sequence of identities:
β(v1, v2[X
if(X)e−1 + εX−if(X−1)e−1]) = 0,
β(v1, v2[X
if(X)e−1 + εf(0)
e−1
X−i−d(e−1)f(X)e−1]) = 0, (using f = f∗)
β(v1, v2f(X)
e−1[Xi + εf(0)
e−1
X−i−d(e−1)]) = 0,
β(v1, v2f(X)
e−1[Xd(e−1)+2i + εf(0)
e−1
]) = 0.
Since β is non-degenerate on U1 ⊕ U2, the left hand side must vanish on all occasions. This
is the case only if f(t) divides td(e−1)+2i + εf(0)
e−1
for every i such that d(e − 1) + 2i is
non-negative. But i can be chosen such that d(e − 1) + 2i ≤ 2, so this never occurs in the
unitary case, because deg f ≥ 3. In the orthogonal and symplectic cases d is even, so choosing
i = 1 − d(e − 1)/2 we get f(t) divides t + εf(0)
e−1
of degree 1, which is impossible. This
concludes the proof of the existence of β when f ∈ Φ3. In the quadratic case, the argument
is the same, by considering the quadratic form Q on the module W and βQ instead of β.
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Before we prove Theorem 3.1.7 we need some more facts.
Proposition 3.1.9. Let f ∈ F [t] be an irreducible polynomial with f = f∗ and deg f > 1, and
let X be its companion matrix. If Q is a non-singular quadratic form such that X ∈ C (Q),
then Q has minus type.
Proof. We will show in the next chapter that CC (Q)(X) ∼= U(1, q
d/2), where d = deg(f). In
particular, |CC (Q)(X)| = 1+q
d/2. If Q has plus type, then CC (Q)(X) is a subgroup of O
+(d, q).
But, with the exception of (d, q) = (2, 3) and (6, 2), this is impossible because 1 + qd/2 does
not divide the cardinality of O+(d, q) (see [24, Chapter 11]). The only polynomials for (2, 3)
and (6, 2) are t2 + 1 ∈ F3[t] and t
6 + t3 + 1 ∈ F2[t]; in both cases we check directly that their
companion matrices preserve only non-singular quadratic forms of minus type.
The next result is due to Huppert [16]. We just sketch the proof, omitting details.
Proposition 3.1.10. Let q be odd. Let β be a non-degenerate symmetric form on V and
X ∈ C (β). Let U be one of the direct summands in the decomposition of V described in
Theorem 3.1.2. If U = W ⊕W ∗, where X acts cyclically on W (resp. W ∗) with minimal
polynomial f e (resp. f∗e), then we can suppose that W and W ∗ are totally isotropic.
Proof. If f 6= f∗, then the proposition follows directly from Lemma 4.1.4 (whose proof is
independent of the results of this chapter). Suppose f = f∗. If f(t) = (t ± 1)2k for some
integer k, then see [16, 2.4]. In the other cases, from [16, 2.1] there exists an F [t]-submodule
W1 of U on which X acts with minimal polynomial f
e and such that the restriction of β on
W1 is non-degenerate. In such a case we can write U = W1 ⊕W2 with W2 = U ∩W
⊥
1 , and
we can replace U by two distinct direct summands in Theorem 3.1.2.
Proof of Theorem 3.1.7. We have proved the theorem in the symplectic and unitary case. We
have also proved that there exists a quadratic form Q such that X ∈ C (Q) if, and only if,
X ∼ X−1 and, for every positive integer k, the polynomials (t± 1)2k (resp. (t± 1)2k−1) have
even multiplicity as an elementary divisors of X if q is odd (resp. even). It remains to prove
the last assertion about the type of Q. Recall that, if Q1, . . . , Qk are quadratic forms of even
dimensions, then
⊕
iQi has plus type (resp. minus type) if, and only if, the number of Qi
having minus type is even (resp. odd).
Let V have even dimension. In the analysis of Case 1, we proved that if X has elementary
divisors (t±1)2k+1 (in the case q odd) or (t±1)k (case q even), then a non-singular quadratic
form of both types can be defined on the submodules of V relative to these elementary
divisors. Thus X belongs to appropriate copies of both O+(V ) and O−(V ). If q is odd,
then an elementary divisor (t ± 1)2k does not affect the type of Q: in fact, if U1, . . . , U2m
are the cyclic submodules of V on which X acts with minimal polynomial (t ± 1)2k and
U =
⊕2m
i=1 Ui, then the restriction of β to each Ui is degenerate by Proposition 3.1.8, so,
up to index rearrangements, we can suppose that β is non-degenerate on Ui ⊕ Ui+m and
(Ui ⊕ Ui+m)⊥(Uj ⊕ Uj+m) for every i 6= j. By Proposition 3.1.10, we can suppose that the
Ui are totally singular. So U1 ⊕ · · · ⊕Um is a totally singular subspace of dimension
1
2 dimU .
This proves that every quadratic form on U preserved by X has plus type.
The same argument holds for elementary divisors of the form f e with f 6= f∗. If U =
ker f(X)e and U∗ = ker f∗(X)e, then we can assume that U and U∗ are totally singular by
Proposition 3.1.10, so every quadratic form on U ⊕ U∗ preserved by X has plus type.
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Suppose finally that X acts cyclically on V with minimal polynomial f e, with f = f∗
irreducible of degree d. IfX belongs to C (Q) for some quadratic formQ, so does its semisimple
part S. In such a case V is the direct sum of cyclic F [t]-submodules U1, . . . , Ue on which S
acts cyclically with minimal polynomial f . By Proposition 3.1.10 we can assume that Ui⊥Uj
for every i 6= j and that every Qi is non-singular, where Qi = Q|Ui. By Proposition 3.1.9,
every Qi has minus type, so it is easy to see that Q has plus type (resp. minus type) if, and
only if, e is even (resp. odd).
Chapter 4
Centralizers and conjugacy classes
of semisimple elements
Our strategy to investigate conjugacy classes in a classical group C is similar to the linear case,
so we analyze separately semisimple and unipotent elements. In this chapter we consider the
semisimple case. In Chapter 3 we established which conjugacy classes of GL(V ) have elements
in C , so to list conjugacy classes of C it remains to establish whether each class of GL(V )
splits into more classes in C and to show explicit representatives. This extends the work of
Wall [26] to all groups of isometries.
4.1 Semisimple conjugacy classes in classical groups
4.1.1 Conjugacy classes in isometry groups of sesquilinear forms
Let V ∼= Fn be a vector space and let β be a non-degenerate alternating, symmetric or
hermitian form on V , where F = Fq2 if β is hermitian, F = Fq otherwise. We assume that q
is odd if β is symmetric. Let C = C (β) be the isometry group of β.
The aim of this section is to decide whether or not two similar semisimple elements of C are
conjugate in C . We use the strategy of Wall [26] for the symplectic case of odd characteristic
and extend it to all sesquilinear forms.
Theorem 4.1.1. Let β be a reflexive sesquilinear form, let C = C (β) be its group of isometries
and let X1,X2 ∈ C be semisimple. If C is a symplectic or a unitary group, then X1 and X2
are conjugate in C if, and only if, they are similar. If C is an orthogonal group, then X1
and X2 are conjugate in C if, and only if, they are similar and the forms induced by β on the
eigenspaces of the eigenvalues +1 and −1 have the same type.
The proof of this theorem requires some preliminary work. For every form β and every
T ∈ G := GL(n, F ), define the form βT by
βT (u, v) := β(uT−1, vT−1)
for all u, v ∈ V . It is easy to check that β(ST ) = (βS)T for all S, T ∈ G and that βT = β if,
and only if, T ∈ C (β). For fixed β and X ∈ C (β), consider the set L of all forms γ congruent
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to β. The centralizer CG(X) of X in G acts on L through the action (Y, γ) 7→ γY , so we
consider the set of orbits L = {[β1 = β], [β2], . . . , [βh]} of L under the action of CG(X).
Also C acts on the conjugacy class XG of X in G via the action (g,Xh) 7→ Xhg, and we
consider the set of orbits K = {[XT1=1], [XT2 ], . . . , [XTk ]} of XG under the action of C .
Lemma 4.1.2. |L| = |K|.
Proof. Define M = {(γ, Y ) ∈ L × XG |Y ∈ C (γ)}. The group G acts on M through the
action (T, (γ, Y )) 7→ (γT, Y T ). Let M be the set of orbits of M under the action of G. We
define two functions M → L and L→M by
M −→ L
∆ 7−→ {γ ∈ L | (γ,X) ∈ ∆};
and
L −→ M
{γ1, . . . , γℓ} 7−→ orbit containing (γ1,X).
These two functions are mutual inverses; hence, there is a bijection between M and L, so
|M | = |L|. A similar argument applied to the functions
M −→ K
∆ 7−→ {Y ∈ XG | (β, Y ) ∈ ∆};
and
K −→ M
{Y1, . . . , Yk} 7−→ orbit containing (β, Y1).
shows that |M | = |K|. In conclusion, |L| = |M | = |K|.
The lemma allows us to rewrite the problem of conjugacy classes in C in terms of congru-
ence classes in L . Given X ∈ C , we will analyze all possible forms preserved by X and their
congruence classes in L .
By Theorem 3.1.2, if [f1, . . . , fh] is the list of elementary divisors of X, then [f1, . . . , fh] =
[f∗1 , . . . , f
∗
h ], so if fi 6= f
∗
i , then fi and f
∗
i have the same multiplicity. Hence, the list of ele-
mentary divisors of X can be rewritten to ensure fi ∈ Φ, as in Definition 3.1.4.
Let f(t) = f1(t)
e1 · · · fh(t)
eh be the minimal polynomial of X. By choosing an appropriate
basis for V , we suppose that X has a shapeà
X1
X2
. . .
Xh
í
,
where Xi is the matrix of the restriction of X to ker(fi(X)
ei). The matrix B of the form
preserved by X is Ö
B11 · · · B1h
...
. . .
...
Bh1 · · · Bhh
è
,
where XiBijX
∗
j = Bij , and Bij = εB
∗
ji for every 1 ≤ i, j ≤ h, ε = −1 in the symplectic case
and ε = 1 in the other cases. More generally,
g(Xi)Bij = Bijg(X
∗−1
j ) (4.1.3)
for every g ∈ F [t].
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Lemma 4.1.4. Let Xi be the block corresponding to the elementary divisor fi. If fi 6= f
∗
j ,
then Bij = 0.
Proof. The polynomial f eii is the minimal polynomial of Xi, so, taking f = fi in (4.1.3), we
get 0 = fi(Xi)
eiBij = Bijfi(X
∗−1
j )
ei . Since fi and f
∗
j are irreducible, they are coprime, so
fi(X
∗−1
j )
ei is non-singular. Hence Bijfi(X
∗−1
j )
ei = 0 implies Bij = 0.
The previous lemma implies that the matrix of B has block diagonal shapeÖ
B1
. . .
Bh
è
,
and the problem can be solved separately for individual blocks Xi. We may therefore assume
that there exists f ∈ Φ such that every generalized elementary divisor of X is a power of f .
Hence, suppose that X is a semisimple element of C (β), so ei = 1 for every i.
Case 1: f ∈ Φ1. The matrix X is a scalar matrix, so it commutes with every other matrix,
and forms B1 and B2 preserved by X are congruent in CG(X) if and only if they are congruent
in G.
Case 2: f ∈ Φ2, f = gg
∗. In such a case, V = ker(g(X)) ⊕ ker(g∗(X)). If X1 is the
restriction of X to ker(g(X)) and X2 is the restriction of X to ker(g
∗(X)), then X2 is similar
to X∗−11 and we can suppose that
X =
Ç
X1 0
0 X∗−11
å
, B =
Ç
B11 B12
εB∗12 B22
å
. (4.1.5)
By Lemma 4.1.4, B11 = B22 = 0. The identity XBX
∗ = B implies X1B12X
−1
1 = B12, so X1
commutes with B12. If we take
Y =
Ç
B12 0
0 I
å
, J =
Ç
0 I
εI 0
å
,
where I is the identity matrix of the same dimension as X1, then Y commutes with X and
Y JY ∗ = B. The matrix J does not depend on B, so given forms B and B′ preserved by X
and Y, Y ′ constructed as above, B = (Y JY ∗) = (Y Y ′−1)B′(Y Y ′−1)∗ and Y Y ′−1 ∈ CG(X).
This proves that all forms are mutually congruent and the conjugacy class of X in G remains
a unique conjugacy class in C .
To compute the centralizer of X in C , we suppose that the form is J and X1 is a block
diagonal matrix Ö
C
. . .
C
è
,
where C is the companion matrix of f . By Lemma 2.3.1, Y ∈ CG(X) has the shapeÇ
Y1 0
0 Y2
å
,
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where Y1 commutes with X1 and Y2 with X
∗−1
1 . The centralizer of X1 is isomorphic to
GL(h, qd), where h is the multiplicity of f as a generalized elementary divisor of X1 and
d = deg(f). The condition Y ∈ C implies Y BY ∗ = B, so, by a straightforward calculation,
Y2 = Y
∗−1
1 . Hence Y1 can be an arbitrary element of the centralizer of X1 and it determines
uniquely Y2. Thus, if f ∈ Φ2, then CC (X) ∼= GL(h, q
2d) (in the unitary case) or GL(h, qd) (in
the symplectic and orthogonal case).
Case 3: f ∈ Φ3. If the unique generalized elementary divisor f has multiplicity h, then
we assume that X has a block diagonal shapeÖ
R
. . .
R
è
,
where R has minimal polynomial f (e.g. R can be the companion matrix of f) and appears h
times. By Theorem 2.3.6, the centralizer of X in G is isomorphic to GL(h,Fqd), with d = deg f
(in the orthogonal and symplectic case) or d = 2deg f (in the unitary case), and Y commutes
with X if and only if Y is non-singular and has the block matrix shapeÜ ...
· · · fij(R) · · ·
...
ê
for some fij ∈ F [t]. The matrix of the form is a block matrix
B =
Ö
B11 · · · B1h
...
. . .
...
Bh1 · · · Bhh
è
.
The equation XBX∗ = B is equivalent to
RBijR
∗ = Bij for 1 ≤ i, j ≤ h. (4.1.6)
Since f = f∗, R∗ is similar to R−1, so there exists T ∈ GL(n/h, F ) such that
R∗ = T−1R−1T. (4.1.7)
Thus (4.1.6) may be rewritten as
R(BijT
−1) = (BijT
−1)R.
This shows that BijT
−1 belongs to the centralizer of R and Bij = fij(R)T for a certain
polynomial fij ∈ F [t]. We obtain the equation
B = HT , (4.1.8)
where H = (fij(R)) ∈ CG(X) and T = T ⊕ · · · ⊕ T .
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Lemma 4.1.9. The matrix T can be chosen such that T = εT ∗.
Proof. If R∗ = T−1R−1T , then T can be replaced by g(R)T for some g ∈ F [t]. So the aim is to
prove that there exists g(t) such that g(R)T = ε(g(R)T )∗. Applying the transpose-conjugate
to the equation RTR∗ = T , we get RT ∗R∗ = T ∗, whence R∗ = T ∗−1R−1T ∗. Comparing with
(4.1.7), we deduce that T ∗T−1 commutes with R, so T ∗ = φ(R)T for some φ ∈ F [t].
If T = −εT ∗ and RT = −ε(RT )∗, then
RT = −ε(RT )∗ = (−εT ∗)R∗ = TR∗ = R−1T
by (4.1.7). But this implies R = R−1 and so R2 = 1, contradicting the assumption that
f(t) 6= t± 1. Thus at least one of T 6= −εT ∗ and RT 6= −ε(RT )∗ holds.
If T 6= −εT ∗, then we choose g(t) = 1 + εφ(t) and deduce that
g(R)T = (1 + εφ(R))T = T + εT ∗
is non-singular, satisfying the hypothesis of the lemma. If RT 6= −ε(RT )∗, take ψ ∈ F [t] such
that ψ(R) = R−1 and take g(t) = t+ εψ(t)φ(t). We deduce that
g(R)T = RT + εR−1T ∗ = RT + εT ∗R∗ = RT + ε(RT )∗
is non-singular and satisfies the hypothesis of the lemma.
We saw that if Y ∈ CG(X), then Y is a block matrix (φij(R)), so it can be identified
with a matrix in GL(h,E), where E = F [t]/(f). The mapping φij(R) 7→ φij(R
−1) is a field
automorphism of E of order 2 (since R 6= R−1). For Y = (φij(R)) ∈ GL(h,E), define
Y † := (φji(R
−1)). (4.1.10)
The map Y 7→ Y † is a sort of “transpose conjugate” in GL(h,E), where the transposition is
applied to the blocks φij(R) and not to the single entries, and the conjugation is with respect
to the automorphism φij(R) 7→ φij(R
−1).
Theorem 4.1.11. Let B = HT as in (4.1.8). Now B = εB∗ if, and only if, H = H†.
Moreover, if Y ∈ CG(X) ∼= GL(h,E), then Y BY
∗ = Y HY †T .
Proof. Applying the standard transpose-conjugate to (4.1.8), it becomes B∗ = T ∗H∗. By
Lemma 4.1.9 we can suppose that T = εT ∗. Using this assumption and Equation (4.1.7), we
deduce that
εB∗ = εT ∗H∗
= (εT ∗fji(R
∗))i,j
= (Tfji(R
∗))i,j
= (fji(R
−1)T )i,j
= H†T .
So B = εB∗ if, and only if, HT = H†T . Since T is invertible, this holds if, and only if,
H = H†.
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Consider the second assertion. Write Y as a block matrix (φij(R)) for φij ∈ F [t]. Now
Y BY ∗ = Y HT Y ∗ = (φij(R))(fij(R)T )(φij(R))
∗
= (
∑
λ,µ
φiλ(R)fλµ(R)Tφjµ(R
∗))
= (
∑
λ,µ
φiλ(R)fλµ(R)φjµ(R
−1)T )
= Y HY †T .
The last theorem allows us to resolve the case f = f∗. If B1 and B2 are forms preserved
by X, with B1 = H1T and B2 = H2T , then H1 and H2, considered as matrices in GL(h,E),
are hermitian matrices. Thus they are congruent and there exists Y ∈ GL(h,Fqd)
∼= CG(X)
such that H1 = Y H2Y
†. By Theorem 4.1.11 this implies B1 = H1T = Y H2Y
†T = Y B2Y
∗.
There is only one orbit of congruent forms under the action of CG(X), and the conjugacy
class of X in G remains only one conjugacy class in C .
If Y ∈ CG(X), then Y ∈ C if, and only if, Y BY
∗ = B, that is Y HY †T = HT , so
Y HY † = H. Hence the centralizer of X in C is isomorphic to U(h,E).
Proof of Theorem 4.1.1. Let A1, A2 be similar semisimple elements of C = C (β). There exist
T1, T2 ∈ G such that A
T1
1 = A
T2
2 = X, where
X =
Ö
X1
. . .
Xh
è
,
and Xi is the matrix of the restriction of X to ker fi(X) for fi ∈ Φ. Now X = A
T1
1 ∈ C (βT1),
and similarly X ∈ C (βT2). If B is the matrix of β and Bi = T
−1
i BT
∗−1
i is the matrix of βTi,
for i = 1, 2, then A1 and A2 are conjugate in C if and only if B1, B2 are congruent in CG(X).
By Lemma 4.1.4, Bi has a block diagonal shapeÖ
Bi,1
. . .
Bi,h
è
for every i = 1, 2, and every Y ∈ CG(X) has a block diagonal shapeÖ
Y1
. . .
Yh
è
with YiXi = XiYi for every i = 1, . . . , h. Thus the equation Y B1Y
∗ = B2 holds if, and only
if, YiB1,iY
∗
i = B2,i for every i = 1, . . . , h.
From our analysis of the three cases, we deduce that if B1 and B2 are of the same type,
then there exists Yi in the centralizer of Xi such that YiB1,iY
∗
i = B2,i. Thus, in the symplectic
and unitary cases, there always exists Y ∈ CG(X) such that Y B1Y
∗ = B2 (because the forms
B1,i and B2,i are of alternating and hermitian type respectively).
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The orthogonal case is not so immediate. If B1 and B2 are symmetric forms, then the
forms B1,i and B2,i may be either of plus or minus type. In particular, by Theorem 3.1.7 if
fi ∈ Φ2, then B1,i has plus type; if fi ∈ Φ3, then B1,i has minus type. If fi = t± 1, then B1,i
can be of both types. It follows that, if at most one of t+1 and t− 1 is an elementary divisor
for X, then the types of B1,i and B2,i are uniquely determined, and they coincide, so B1 and
B2 are congruent in CG(X). If both t+ 1 and t− 1 are elementary divisors for X, then the
corresponding forms can assume both types, since only the type of the sum of the two forms
is well-defined. If the types are different, then the two forms are not congruent and A1 and A2
are not conjugate in C . In such a case, the conjugacy class of A1 in G splits into two distinct
classes in C , with representatives A1 and A
T
1 , where T ∈ G is such that B1 = TB2T
∗.
4.1.2 Conjugacy classes in special groups
In this section, let S denote either SOǫ(n, q) or SU(n, q) for certain n ∈ N, q is a prime power
(assume q odd in orthogonal case) and ǫ = +,− or ◦.
Theorem 4.1.12. The conjugacy class of a semisimple X ∈ SU(n, q) coincides with the
conjugacy class of X in U(n, q); equivalently, two semisimple elements of SU(n, q) are con-
jugate if, and only if, they are conjugate in U(n, q). The conjugacy class of a semisimple
X ∈ SOǫ(n, q) coincides with the class of X in Oǫ(n, q) if X2 − 1 is singular, otherwise it
splits into two distinct classes in SOǫ(n, q) with representatives X and XZ , for Z ∈ Oǫ(n, q),
detZ = −1.
Proof. If X is a semisimple element of S , then
|XS | =
|S |
|CS (X)|
= |XC |
|CC (X) : CS (X)|
k
, (4.1.13)
where k = 2 in the orthogonal case and k = q + 1 in the unitary case. Thus, to describe the
conjugacy class of X in S is equivalent to describing the centralizer CS (X) of X in S , and
this can be solved separately for each generalized elementary divisor f of X. So, we suppose
first that X has a unique generalized elementary divisor f ∈ Φ.
Case 1: f ∈ Φ1. Now X is a scalar matrix, so the centralizer of X in S is S .
Case 2: f ∈ Φ2, f = gg
∗. As described in (4.1.5), in an appropriate basis the matrix of
X has the shape Ç
X1
X∗−11
å
,
and every Y ∈ CC (X) has matrix Ç
Y1
Y ∗−11
å
with Y1 ∈ GL(m, q
d), where m is the multiplicity of f as a generalized elementary divisor and
d = deg g.
In the orthogonal case C = Oǫ(n, q), S = SOǫ(n, q), det(Y ) = det(Y1) det(Y
−1
1 ) = 1, so
CC (X) ⊆ S , and CS (X) = CC (X). Therefore, |X
C | = 2|XS |, so the conjugacy class of X
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in Oǫ(n, q) splits into two distinct conjugacy classes in SOǫ(n, q), with representatives X and
XZ , for Z ∈ Oǫ(n, q), detZ = −1.
In the unitary case, det(Y ) = det(Y1) det(Y1)
−q = det(Y1)
1−q; thus Y ∈ S if, and only if,
detY1 has order a multiple of q − 1. This shows that |CC (X) : CS (X)| = q + 1 = |C : S |,
so |XC | = |XS |. Thus, two semisimple elements of SU(n, q) are conjugate in SU(n, q) if, and
only if, they are conjugate in U(n, q).
Case 3: f ∈ Φ3. If d = deg f and m is the multiplicity of f as a generalized elemen-
tary divisor of X, then by Theorem 4.1.11 the centralizer of X in C is isomorphic to
U(m, qd/2) 6 GL(m, qd). Let us distinguish the two cases.
Orthogonal case: C = Oǫ(md, q), so d = 2d′ is even (otherwise f 6= f∗) and CC (X) ∼=
U(m, qd
′
). If y ∈ U(m, qd
′
), then det y has order a multiple of qd
′
+ 1, so det y = λq
d′−1 for
some λ ∈ Fqd . If Y is the corresponding element in GL(md, q), then detY = Nqd|q(det y) =
(λq
d′−1)(q
d−1)/(q−1) = 1, since the exponent of λ is a multiple of qd − 1 = |F∗
qd
|. This proves
that CS (X) = CC (X), so |X
C | = 2|XS |.
Unitary case: C = U(md, q), so d is odd and CC (X) ∼= U(m, q
d). Again, if y ∈ U(m, qd),
then det y = λq
d−1 for some λ ∈ Fq2d . Hence, if Y is the corresponding element in GL(md, q
2),
then detY = Nq2d|q2(det y) = (λ
qd−1)(q
2d−1)/(q2−1) = Nq2d|q2(λ)
qd−1. Thus Y ∈ S if, and only
if, Nq2d|q2(λ)
q+1 = 1. It follows that |CC (X) : CS (X)| = q + 1 and |X
C | = |XS |.
These three cases imply that |CC (X) : CS (X)| = |C : S | except when C is orthogonal
and X has no elementary divisors t± 1. The statement of the theorem easily follows.
4.1.3 Conjugacy classes in Oǫ(2m, 2k)
Recall that a quadratic form Q can be represented by a matrix A = (aij) such that Q(v) =
vAvt for all v ∈ V . Recall that C (Q) 6 C (βQ), so O
ǫ(2m, 2k) 6 Sp(2m, 2k) and we reduce
the quadratic case in even characteristic to the symplectic case.
Theorem 4.1.14. Two semisimple X,Y ∈ Oǫ(2m, 2k) are conjugate in Oǫ(2m, 2k) if, and
only if, they are conjugate in Sp(2m, 2k), so if, and only if, they are similar. Moreover, if
X + 1 is non-singular, then COǫ(2m,2k)(X) = CSp(2m,2k)(X).
Proof. By analogy with the other cases, we can assume that X ∈ Oǫ(2m, 2k) has a unique
generalized elementary divisor f ∈ Φ.
If f ∈ Φ1, then f(t) = t + 1 and X = I2m, so the centralizer of X is O
ǫ(2m, 2k) and the
conjugacy class of X contains only X.
Suppose f ∈ Φ2 ∪ Φ3. Let O
ǫ(2m + 1, 2k) be the group of isometries for the quadratic
form of matrix “A =á 1
A
ë
,
where A is the matrix of the quadratic form preserved by Oǫ(2m, 2k). Every matrix in
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Oǫ(2m+ 1, 2k) has shape
“X =á 1 0
v X
ë
, (4.1.15)
where v is a 2m-dimensional column vector. Note that if v = 0, then X is an isometry
for C (A) = Oǫ(2m, 2k). It is well-known (see [11, 14.1]) that the function “X 7→ X is an
isomorphism between Oǫ(2m + 1, 2k) and C (A + At) ∼= Sp(2m, 2k), and that the inverse of
this isomorphism maps X to a matrix of the form (4.1.15), where v = 0 if, and only if,
X ∈ Oǫ(2m, 2k). We now use this isomorphism to describe the centralizer of X in Oǫ(2m, 2k).
The centralizer of X in Sp(2m, 2k) is isomorphic to the centralizer of “X in Oǫ(2m + 1, 2k),
where “X =á 1
X
ë
.
Since t + 1 is not an elementary divisor of X, every element of the centralizer of “X in
Oǫ(2m+ 1, 2k) has the block diagonal shape
“Y =á 1
Y
ë
for some Y . Since the vector v in Equation (4.1.15) is zero, Y ∈ Oǫ(2m, 2k). Conversely, it
is clear that for every Y ∈ COǫ(2m,2k)(X), the corresponding
“Y is in the centralizer of “X in
Oǫ(2m+1, 2k). This proves that |COǫ(2m,2k)(X)| = |CSp(2m,2k)(X)|, so they coincide since the
first is obviously contained in the second.
Similarly, if X1,X2 ∈ O
ǫ(2m, 2k) are conjugate in Sp(2m, 2k), then “X1 and “X2 are conju-
gate in Oǫ(2m+ 1, 2k) and there exists
“Z =á 1
vz Z
ë
such that “Z−1 “X1“Z = “X2. If t + 1 is not an elementary divisor of X1, then “Z preserves the
diagonal block structure of “X1 and “X2, that is vz = 0. This shows that Z ∈ Oǫ(2m, 2k), so
X1 and X2 are conjugate in O
ǫ(2m, 2k).
4.1.4 Conjugacy classes in Ωǫ(n, q)
In this section we will analyse the case n > 2 since the groups Ωǫ(2, q) are cyclic.
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Theorem 4.1.16. Let n ≥ 3 and let x ∈ Ωǫ(n, q) be semisimple. If q is odd, or if q is even
and x+ 1V is singular, then the conjugacy class of x in Ω
ǫ(n, q) coincides with the conjugacy
class of x in SOǫ(n, q). If q is even and x+ 1V is non-singular, then the conjugacy class of x
in SOǫ(n, q) splits into two distinct conjugacy classes in Ωǫ(n, q), with representatives x and
xz, where z ∈ SOǫ(n, q) \Ωǫ(n, q).
Proof. Denote Oǫ(n, q), SOǫ(n, q) and Ωǫ(n, q) by C , S and Ω respectively. For every x ∈ C ,
we denote the subspace im(1V − x) by Vx (or by VX if X is the matrix of x). Let us distin-
guish the cases q even and odd. We use [17, 4.1.9(iii)] in our analysis of the case of q odd and
f ∈ Φ2; the remainder is independent.
Case q even. Let θ(x) = dimVx (mod 2) be the spinor norm. Let x ∈ Ω be semisimple.
The strategy to analyse the conjugacy class and the centralizer of x in Ω is the same as in
the previous sections: determine whether CC (x) contains y /∈ Ω. Clearly, y ∈ Ω if, and only
if, θ(y) = 0: namely, if the sum of the multiplicities of all elementary divisors (t+ 1)r in y is
even. Let us suppose that x has a unique generalized elementary divisor f ∈ Φ.
• f ∈ Φ1. Now x is the identity. The centralizer of x in C is C , and y is conjugate to x
if, and only if, x = y.
• f ∈ Φ2, f = gg
∗. Now CC (x) is the set of all block diagonal matrices Y = Y1 ⊕ Y
∗−1
1 .
Since (t+1)r is self-reciprocal for every r, the multiplicities of (t+1)r in Y1 and in Y
∗−1
1
are the same, so the multiplicity of (t+ 1)r in Y is always even. Hence CC (x) ⊆ Ω.
• f ∈ Φ3. If f = f
∗ has degree 2d and multiplicity m as an elementary divisor of x, then
CC (x) is isomorphic to U(m, q
d). If (t+ 1)r has multiplicity µ as an elementary divisor
of y ∈ U(m, qd), then the corresponding matrix in CC (x) has (t+ 1)
r as an elementary
divisor with multiplicity 2dµ, so always even. Hence CC (x) ⊆ Ω.
We deduce that if x ∈ Ω is semisimple, then CC (x) ⊆ Ω if, and only if, x+1V is non-singular.
Hence, t+1 is not an elementary divisor of x; so the conjugacy class of x in C splits into two
distinct classes in Ω with representatives x and xz, with z ∈ C \ Ω.
Case q odd. For each v ∈ V , Q(v) 6= 0, the reflection rv is defined as
urv = u−
β(v, u)
Q(v)
v for u ∈ V.
It is easy to check that rv ∈ C for all v ∈ V , Q(v) 6= 0. Let χrv be the Wall form of rv, defined
in (2.1.5). If rv is a reflection, then Vrv = 〈v〉 and χrv(v, v) = Q(v). In fact, if w ∈ V is such
that v = w − wrv, then
χrv(v, v) = −β(w,wrv − w) = Q(w) +Q(wrv − w,w) −Q(wrv) = Q(−v) = Q(v),
using that rv ∈ C . It follows that θ(rv) = Q(v)F
∗2
q . Since C is generated by reflections (see
[17, 2.5.6]), this leads to a second equivalent definition of the spinor norm:
θ(x) =
®
0 if
∏k
i=1Q(vi) ∈ F
∗2
q ,
1 if
∏k
i=1Q(vi) /∈ F
∗2
q ,
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where x = rv1 · · · rvk .
For every semisimple x ∈ Ω, we search for y ∈ CS (x) such that θ(y) = 1. As usual, sup-
pose that x has a unique generalized elementary divisor f ∈ Φ and distinguish the three cases.
• f ∈ Φ1. Let x = ±1V . The centralizer of x in S is S , so it obviously contains y /∈ Ω.
• f ∈ Φ2, f = gg
∗, with g 6= g∗ irreducible of degree d and multiplicity m. Write
V = U ⊕W , with U = ker g(x) and W = ker g∗(x). Thus U and W are totally isotropic
and the set of block diagonal matrices K = {Y ⊕ Y ∗−1 : Y ∈ GL(U)} is a subgroup
of C isomorphic to GL(U) ∼= GL(n/2, q). Denote by 12K the unique subgroup of K of
index 2 consisting of the matrices of the form Y ⊕Y ∗−1, with Y an element of the unique
subgroup of GL(U) of index 2, that is the set of matrices Y ⊕Y ∗−1 such that detY ∈ F∗2q .
There are only two possibilities: either K ⊆ Ω or K ∩ Ω = 12K. Write U = 〈e1, . . . , ek〉
and W = 〈f1, . . . , fk〉, with Q(ei) = Q(fj) = 0 and β(ei, fj) = δij for every i, j. Put
λ ∈ F∗q \F
∗2
q : now z = re1+f1re1+λf1 is in K \Ω because Q(re1+f1)Q(re1+λf1) = λ /∈ F
∗2
q .
This proves that K∩Ω = 12K. Therefore y = Y ⊕Y
∗−1 ∈ K belongs to Ω if, and only if,
detY is a square in Fq. Since CS (x) ⊆ K and there are elements of CS (x) ∼= GL(m, q
d)
with non-square determinant, we have proved that CS (x) 6⊆ Ω.
• f ∈ Φ3. Let f have degree 2d and multiplicity m as a generalized elementary divisor
of x. We can suppose m = 1, since the general case is a direct sum of m cases of
multiplicity 1. Thus, CS (x) is a cyclic group isomorphic to U(1, q
d) 6 GL(1, q2d). For
every y ∈ CS (x) with matrix Y , either Y = 1 or 1−Y is non-singular. For Y 6= 1, χy can
be defined by χy(u, v) := β(u(1 − y)
−1, v) for every u, v ∈ Vy. So, if B is the matrix of
β, then the matrix of χy is (1−Y )
−1B, whose determinant is θ(y) = det(1−Y )−1 detB.
This is a square if, and only if, det(1−Y ) ≡ detB (mod F∗2q ). Now let y˜ be the element
of GL(1, q2d) ∼= F∗q2d corresponding to y. Thus 1 − y˜ is the corresponding element of
1− y. But y ∈ CS (x) ∼= U(1, q
d) = 〈ωq
d−1〉, where ω is a primitive element of Fq2d . So
1− y˜ = 1− ωℓ(q
d−1) for some ℓ, and det(1− Y ) = Nq2d|q(1− y˜) is a square in Fq if, and
only if, 1− y˜ is a square in Fq2d . So, the problem to find y ∈ CS (x) with θ(y) = 0 (resp.
1) reduces to finding an integer ℓ such that 1 − ωℓ(q
d−1) is a square (resp. non-square)
in Fq2d . Observe that 1 + ω
qd−1 = (ω + ωq
d
)ω−1 = Trq2d|qd(ω) · ω
−1 is a non-square in
Fq2d , being a product of a square (Trq2d|qd(ω) ∈ Fqd , so is a square) and a non-square.
Writing (1− ω2(q
d−1)) = (1− ωq
d−1)(1 + ωq
d−1), we see that exactly one of 1− ω2(q
d−1)
and 1− ωq
d−1 is a square, since their quotient is a non-square. Hence, it is sufficient to
take ℓ = 1 or 2, as needed.
In all three cases, we have proved that if x ∈ Ω is semisimple, then CS (x) 6⊆ Ω, so
|CS (x) : CΩ(x)| = 2. Moreover,
|xΩ| =
|Ω|
|CΩ(x)|
=
|S |
|CS (x)|
= |xS |,
so two semisimple elements of Ω are conjugate if, and only if, they are conjugate in S .
We state the following observations about membership in Ω. This characterization allows
us to determine which semisimple classes of S are in Ω.
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Lemma 4.1.17. Let Ω = Ωǫ(n, q) be the Omega group of C (Q).
(a) Every element of odd order in S is also in Ω.
(b) Let q be odd and let x ∈ Ω be semisimple. Assume that x has a unique generalized
elementary divisor f ∈ Φ of multiplicity m.
• If f = t− 1, then x ∈ Ω.
• If f = t+ 1, then x ∈ Ω if, and only if, Q has square discriminant.
• If f ∈ Φ2, f = gg
∗, then x ∈ Ω if, and only if, either m is even or detC is a square
in F∗q, where C is the companion matrix of g.
• If f ∈ Φ3, then x ∈ Ω if, and only if, either m is even or the order of C divides
(qd/2 + 1)/2, where C is the companion matrix of f and d = deg f .
Proof. (a) By contradiction, if x ∈ S \Ω has odd order, then let H = 〈x〉. Since |S : Ω| = 2,
ΩH = S . Since ΩH/Ω ∼= H/(Ω ∩ H), we deduce that |H| = |S : Ω| · |Ω ∩ H|, but this is
impossible because H would have even cardinality.
(b) The case f = t−1 is trivial. For f = t+1, see [17, Prop. 2.5.13]. The case f ∈ Φ2∪Φ3
follows from the discussion above.
If a semisimple x ∈ S has generalized elementary divisors f1, . . . , fk, then we can decide
its membership in Ω by applying the lemma to each fi. Observe that if q is odd (resp. even),
then every unipotent (resp. semisimple) element lies in Ω.
4.1.5 Representatives for conjugacy classes in classical groups
We show how to write down explicitly a semisimple element of a classical group having a
given list of generalized elementary divisors. We must write both the matrix of the element
and the form in an appropriate basis. The solutions for symplectic and unitary cases were
personally communicated by Don Taylor.
Let β be a sesquilinear form (resp. let Q be a quadratic form) and C = C (β) or C (Q).
Let x ∈ C be semisimple. We suppose that x has a unique generalized elementary divisor
f ∈ Φ of multiplicity 1. If x has more generalized elementary divisors, the matrices B and
X can be written as the block diagonal sum of matrices obtained for every single generalized
elementary divisor.
If f ∈ Φ1, then X is a scalar matrix, so an arbitrary basis can be chosen for the matrix
B. If f ∈ Φ2, f = gg
∗, then in a suitable basis
X =
Ç
R
R∗−1
å
, B =
Ç
O I
εI O
å
,
where R is the companion matrix of g and ε is either −1 (symplectic case), 0 (quadratic case)
or 1 (symmetric and unitary cases). Now consider the case f ∈ Φ3.
Symplectic case. Let f(t) = 1 + a1t + a2t
2 + · · · + adt
d + ad−1t
d+1 + · · · + a1t
2d−1 + t2d.
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Let X be the transpose of the companion matrix of f and let B =
Ç
O −P t
P O
å
, where P is
the d× d upper triangular matrix with constant upper diagonals
1 a1 a2 · · · ad−2 ad−1
1 a1
. . .
. . . ad−2
. . .
. . .
. . .
...
. . .
. . . a2
1 a1
1

.
A straightforward computation shows that X ∈ C (B).
Quadratic case. If deg f = 2, so f = t2 + at + 1, then we take X to be the companion
matrix of f and
A =
Ç
1 −a
0 1
å
.
Suppose deg f > 2 and let f(t) = 1 + a1t+ a2t
2 + · · ·+ adt
d + ad−1t
d+1 + · · ·+ a1t
2d−1 + t2d.
Let X be the companion matrix of f . Let A be the upper triangular matrix with constant
upper diagonals 
1 b0 b1 · · · bd−1
1
. . .
. . .
...
. . .
. . . b1
. . . b0
1

,
where the coefficients bi are defined in the following way. If p is odd, then the vector of the
bi’s satisfies the linear system
Ä
b0 · · · bd−1
ä
2 a1 a2 · · · ad−1
1 a1
. . .
...
. . .
. . . a2
. . . a1
1

=
Ä
2a1 a2 − 1 a3 a4 · · · ad
ä
.
If p = 2, then the vector of the bi’s satisfies the linear system
Ä
b0 · · · bd−1
ä
c1 a1 a2 · · · ad−1
c2 1 a1
. . .
...
...
. . .
. . . a2
...
. . . a1
cd 1

=
Ä
δ a2 − 1 a3 a4 · · · ad
ä
,
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where
ci =
d+1−i∑
j=1
aj−1ad+1−j ∀ i = 1, . . . , d;
δ =
d∑
j=0
ajad+j−1
with a0 = 1 and ad+j = ad−j for all j = 1, . . . , d. A direct computation shows that X ∈ C (Q),
where Q is the quadratic form with matrix A.
Unitary case. Let f(t) = a0 + a1t + · · · + adt
d + a0t
d+1(ad + ad−1t + · · · + a0t
d) be an ir-
reducible polynomial in Fq2 [t] with n = 2d+ 1 and a0a0 = 1. Define
b0 :=
q−1
»
a−10 ;
bi := b0
i∑
j=0
aj for 1 ≤ i ≤ d;
c :=
q+1
»
bd + bd.
The matrix 
1
. . .
1
1/b0
1 −c/b0
b0 b1 · · · bd−1 c −bd/b0
1 −bd−1/b0
. . .
...
1 −b1/b0

has characteristic polynomial f and preserves the hermitian form described by the matrixÖ
1
. .
.
1
è
.
If we need the matrix of the form preserved by the companion matrix of f , then we can
get it by a change of basis: if X and B are the matrices described above, C is the companion
matrix of f and P ∈ GL(V ) satisfies PXP−1 = C, then C preserves the form PBP ∗.
4.2 Centralizer of a semisimple element
In this section we summarize the centralizer structure of a semisimple element in a classical
group.
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Theorem 4.2.1. Let V be an n-dimensional vector space over Fq2 (in unitary case) or Fq
(otherwise) with a non-degenerate reflexive sesquilinear form β, and let C = C (β) be a sym-
plectic, orthogonal or unitary group. Let x ∈ C be semisimple. For every polynomial f in Φ,
let mf be the multiplicity of f as a generalized elementary divisor of x, let
df =
®
deg f if C is unitary,
deg f/2 if C is symplectic or orthogonal
and let βf be the restriction of the form β to the eigenspace ker f(x).
CC (x) ∼=
∏
f∈Φ1
C (βf )×
∏
f∈Φ2
GL(mf , q
2df )×
∏
f∈Φ3
U(mf , q
df ), (4.2.2)
where the products run over all generalized elementary divisors of x. If Q is a non-singular
quadratic form on V , then (4.2.2) holds on replacing β by Q.
From the structure given in Equation (4.2.2) it is easy to compute the centralizer order
and consequently the class size of a semisimple element of C .
In the quadratic case, if f = t±1 and mf is even, then C (Qf ) may be an orthogonal group
of plus or minus type. If only one of t+ 1 and t− 1 is an elementary divisor, then the type
of Qf can be deduced from the type of Q and the multiplicity of the generalized elementary
divisors in Φ3. If both t − 1 and t + 1 are elementary divisors, then the Jordan form of x
is not sufficient to establish the cardinality of CC (Q)(x) and it is necessary to investigate the
type of Qt+1 or Qt−1.
If S is the special unitary subgroup S (β) or the special orthogonal subgroup S (Q),
then CS (x) = CC (x) ∩S . Analogously, if Ω = Ω(Q) is the Omega subgroup of C (Q), then
CΩ(x) = CC (x)∩Ω. If q is even, then the centralizer of x in Ω can be obtained by replacing the
first factor in Equation (4.2.2) by
∏
f∈Φ1 Ω(βf ), since the factors corresponding to generalized
elementary divisors f ∈ Φ2 ∪Φ3 already lie in Ω. From the results of Sections 4.1.2 and 4.1.4,
one can easily see that
|CS (x)| =

|CC (x)|
q+1 if C is unitary;
|CC (x)|
2 if C is orthogonal, q is odd and x
2 − 1V is singular;
|CC (x)| otherwise;
and
|CΩ(x)| =

|CS (x)| if q is even and x+ 1V is non-singular;
|CS (x)|
2 otherwise.
42 4. Centralizers and conjugacy classes of semisimple elements
Chapter 5
Centralizers and conjugacy classes
of unipotent elements
The problem of listing representative of the unipotent conjugacy classes in classical groups was
solved by Gonshaw, Liebeck and O’Brien [10]. Here we summarize without proof the relevant
results. We do not describe explicitly the representatives, but introduce some parameters in
the description of the classes that will be helpful in the following sections. For an explicit
descriptions of the blocks Vb(k) and Wb(k), see [10]. Following [18, Chap. 7] and [25, §2.6] we
also describe the structure of the centralizer of a unipotent element.
5.1 Unipotent conjugacy classes in classical groups
Let q be a prime power, and let V be a finite dimensional vector space over F , where F = Fq2
in the unitary case and F = Fq in the other cases. Let Jℓ be the unipotent Jordan block of
dimension ℓ. We write J⊕kℓ to denote the diagonal join of k copies of Jℓ.
5.1.1 Unitary case
Let z ∈ U(n, q) with det z = ωq−1, where ω is a primitive element of F .
Proposition 5.1.1. There exists only one conjugacy class in U(n, q) whose representative x
has Jordan form
⊕s
1(Jni)
⊕ri. The conjugacy class of such x in U(n, q) splits into t distinct
classes in SU(n, q), where
t = gcd(n1, . . . , ns, q + 1).
Representatives for such classes are given by x, xz, xz
2
, . . . , xz
t−1
, with z defined above.
In other words, two unipotent elements are conjugate in U(n, q) (resp. SU(n, q)) if, and
only if, they are conjugate in GL(n, q) (resp. SL(n, q)).
5.1.2 Symplectic case, q odd
Let α be a non-square in F ∗. For every positive integers k, let V1(2k) ∈ Sp(2k, q) have Jordan
form J2k. If the symplectic space is W ⊕W
⊥, with W and W⊥ totally isotropic, let zb the
element defined by zb(w) = bw and zb(w
′) = w′ for every w ∈W and w′ ∈W⊥ and let Vb(2k)
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be the conjugate of V1(2k) by zb. Finally, let W (2l+1) ∈ Sp(4l+2, q) have Jordan form J
⊕2
2l+1
for every l ≥ 0.
Recall that, by Theorem 3.1.7, all Jordan block of odd dimension occur with even multi-
plicity, so the Jordan form of every unipotent element of Sp(2m, q) is
r⊕
i=1
(J2ki)
⊕ai ⊕
s⊕
j=1
(J2lj+1)
⊕2cj , (5.1.2)
where the ki and the lj are distinct and 2(
∑
kiai +
∑
(2lj + 1)cj) = 2m.
Proposition 5.1.3. There are 2r unipotent classes in Sp(2m, q) having Jordan form (5.1.2).
Representatives are
r⊕
i=1
(Vbi(2ki)⊕ V1(2ki)
⊕ai−1)⊕
s⊕
j=1
W (2lj + 1)
⊕cj
for bi ∈ {1, α}, where α is a fixed non-square in Fq.
5.1.3 Orthogonal case, q odd
For every b ∈ F∗q, k ≥ 0 and l ≥ 1, let Vb(2k + 1) ∈ SO(2k + 1) have Jordan form J2k+1 and
fix the symmetric form with matrix Ö
Ik
2b
Ik
è
.
For l ≥ 1, let W (2l) ∈ SO+(4l, q) have Jordan form J⊕22l .
By Theorem 3.1.7 all Jordan block of even dimension occur with even multiplicity, so the
Jordan form of every unipotent element of Oǫ(n, q) is
r⊕
i=1
(J2ki+1)
⊕ai ⊕
s⊕
j=1
(J2lj )
⊕2cj , (5.1.4)
where the ki and the lj are distinct and
∑
ai(2ki + 1) + 4
∑
ljcj = n, with ǫ ∈ {+,−, ◦}.
Recall that every unipotent element of SOǫ(n, q) lies in Ωǫ(n, q) (see Lemma 4.1.17).
Proposition 5.1.5. Suppose q is odd. Let α be a fixed non-square in Fq.
1. If n is even, then the unipotent elements with Jordan form (5.1.4) fall into 2r−1 classes
in each of O+(n, q) and O−(n, q), with the exception that if r = 0, there is one class in
O+(n, q) and none in O−(n, q). Representatives are
r⊕
i=1
(Vbi(2ki + 1)⊕ V1(2ki + 1)
⊕ai−1)⊕
s⊕
j=1
W (2lj)
⊕cj , (5.1.6)
where bi ∈ {1, α}. If u is such a representative, then the conjugacy class of u in O
ǫ(n, q)
splits into two distinct classes in SOǫ(n, q) if, and only if, r = 0 (namely if u is sum of
Jordan blocks of even dimension).
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2. If n is odd, there are 2r−1 classes in O(n, q) with Jordan form (5.1.4); representatives
are as in (5.1.6), half of these fix an orthogonal form of square discriminant, and half
fix a form of non-square discriminant.
3. A conjugacy class in SOǫ(n, q) with representative u as in (5.1.6) splits into two distinct
classes in Ωǫ(n, q) if, and only if, either r = 0, or r ≥ 1 and the following hold:
(a) ai = 1 for all i,
(b) the bi(−1)
ki are mutually congruent modulo F∗2q .
In case of splitting, representatives of the Ωǫ(n, q) classes are u and uz, where z ∈
SOǫ(n, q) \Ωǫ(n, q).
5.1.4 Symplectic and orthogonal case, q even
Let q be a power of 2 and let V be a vector space of dimension 2k over F = Fq, with basis
e1, . . . , ek, fk, . . . , f1. Let β(u, v) = (u, v) be a non-degenerate alternating form on V such
that (ei, ej) = (fi, fj) = 0, (ei, fj) = δij for all i, j, where δij is the Kronecker delta: δij = 1
if i = j, 0 otherwise.
For b ∈ F , let Qb be the quadratic form on V with associated bilinear form β and satisfying
Qb(ek) = b, Qb(fk) = 1, Qb(ei) = Qb(fi) = 0 for i 6= k.
One can check that C (Q0) = O
+(2k, q) and C (Qα) = O
−(2k, q) whenever the polynomial
t2 + t+ α is irreducible in F [t]. Let V (2k) ∈ C (Q0) and Vα(2k) ∈ C (Qα) have Jordan form
J2k.
For k ≥ 1 let Q be the quadratic form associated to β and such that Q(ei) = Q(fi) = 0.
Let Ω+(2k, q) be the Omega group corresponding to C (Q) and let W (k) ∈ Ω+(2k, q) with
Jordan form J⊕2k . If k = 2l is even, then let W
′(k) be the conjugate of W (k) by the reflection
in ek + fk. If k = 2l + 1 is odd, then let Q
′
b be the quadratic form associated to β such that
Q′b(el) = Q
′
b(el+1) = Q
′
b(fl+1) = b
and Q′b(ei) = Q
′
b(fi) = 0 for all other values of i. Let Wb(2l+1) be an element of Ω
ǫ(4l+2, q)
(the Omega group corresponding to Q′b) with Jordan form J
⊕2
k . In particular, ǫ = + if b = 0
and ǫ = − if t2 + t+ b is irreducible in F [t]. (There is a typographical error in the definition
of Wb(2l + 1) in [10]; see [7, p. 95] for correction.)
The main result is the following.
Proposition 5.1.7. Let α ∈ Fq such that t
2 + t + α is irreducible. Let C be a symplectic
group Sp(2m, q) or an orthogonal group Oǫ(2m, q), with m ≥ 1. Every unipotent element of
C is C -conjugate to exactly one element of the form⊕
i
W (mi)
⊕ai ⊕
⊕
j
V (2kj)
⊕cj ⊕
⊕
r
Wα(m
′
r)⊕
⊕
s
Vα(2k
′
s) (5.1.8)
satisfying the following conditions:
1.
∑
aimi +
∑
cjkj +
∑
m′r +
∑
k′s = m,
46 5. Centralizers and conjugacy classes of unipotent elements
2. the m′r are odd and distinct, and the k
′
s are distinct,
3. cj ≤ 2, and cj ≤ 1 if there exist j, s such that kj = k
′
s,
4. there exist no j, s such that k′s − kj = 1 or k
′
s − k
′
j = 1,
5. there exist no j, r such that m′r = 2kj ± 1 or m
′
r = 2k
′
j ± 1,
6. for C = Sp(2m, q), each m′r ≥ 3 and each k
′
s ≥ 2.
In the orthogonal case, an element of the form (5.1.8) lies in Oǫ(2m, q), where ǫ = (−1)t and
t is the total number of Wα- and Vα-blocks; the element lies in Ω = Ω
±(2m, q) if, and only if,
the total number of V - and Vα-blocks is even; moreover, the only C -classes which split into
two distinct classes in Ω are those of the form
⊕
W (mi)
ai with all mi even, and for these a
second class representative can be obtained by replacing one summand W (mi) by W (mi)
′.
5.2 Centralizer of a unipotent element
The next theorems describe the centralizer structure of a unipotent element. For convenience,
we consider separately the symplectic and orthogonal cases of even characteristic.
Theorem 5.2.1. Let C be a unitary group over F = Fq2 or a symplectic or orthogonal group
over F = Fq, where q is odd if C is symplectic or orthogonal. Let x ∈ C be unipotent with
Jordan form
⊕s
i=1(Jni)
⊕ri , with n1 < n2 < · · · < ns. Define
γ =
∑
i<j
nirirj +
1
2
∑
i
(ni − 1)r
2
i +
δ
2
∑
i∈Z
ri,
where δ = 0 (unitary), 1 (symplectic) or −1 (orthogonal), and Z = {i |ni even}. The central-
izer of x in C is U ⋊R, where |U | = |F |γ and R is defined as follows.
• Let x ∈ U(n, q), with
x =
s⊕
i=1
V (ni)
⊕ri
as in Proposition 5.1.1. Then R ∼=
∏s
i=1U(ri, q). The centralizer of x in S = SU(n, q)
is U ⋊R′, where R′ = R ∩S .
• Let x ∈ Sp(n, q), with
x =
r⊕
i=1
(Vbi(2ki)⊕ V (2ki)
⊕ai−1)⊕
s⊕
j=1
W (2lj + 1)
⊕cj
as in Proposition 5.1.3. Then
R ∼=
r∏
i=1
Oǫ(ai, q)×
s∏
j=1
Sp(2cj , q),
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where Oǫ(ai, q) is the orthogonal group preserving the form with ai× ai diagonal matrixà
bi
1
. . .
1
í
.
• Let x ∈ Oǫ(n, q), with
x =
r⊕
i=1
(Vbi(2ki + 1)⊕ V1(2ki + 1)
⊕ai−1)⊕
s⊕
j=1
W (2lj)
⊕cj ,
as in Proposition 5.1.5. Then
R ∼=
r∏
i=1
Oǫ(ai, q)×
s∏
j=1
Sp(2cj , q),
where Oǫ(ai, q) is the orthogonal group preserving the form with ai× ai diagonal matrixà
bi
1
. . .
1
í
.
If x ∈ S = SOǫ(n, q) or Ω = Ωǫ(n, q), then the centralizer of x in S (resp. Ω) is U⋊R′,
where R′ = R ∩S (resp. R ∩ Ω).
Proof. For the groups of isometries, a proof can be found in [18, Thm. 7.1] and [25, §2.6]. The
results for special and Omega subgroups follow from the fact that the subgroup U contains
only unipotent elements, and all of these have determinant 1 and spinor norm 0.
Theorem 5.2.2. Let C be a symplectic or orthogonal group of dimension n over Fq, with q
even. Let x ∈ C be unipotent,
x =
r∑
i=1
W (mi)
⊕ai ⊕
s∑
j=1
V (2kj)
⊕bj ,
where the sums over the W -blocks and the V -blocks include also the Wα-blocks and the Vα-
blocks respectively in (5.1.8). Suppose k1 > k2 > · · · > ks. Let N = 2
∑
i ai +
∑
j bj be the
total number of Jordan blocks of x. Let L be the sequence of the dimensions of the Jordan
blocks of x
L = [lν : 1 ≤ ν ≤ N ] = [· · · ,
2ai-times︷ ︸︸ ︷
mi, · · · ,mi, · · · ,
bj-times︷ ︸︸ ︷
2kj , · · · , 2kj , · · · ]
sorted by decreasing order, so that l1 ≥ l2 ≥ · · · ≥ lN . Define S ⊆ {1, . . . , r} to be
S = {i | mi even } ∪ {i | mi = 2kj ± 1 for some j} ∪ {i | mi = 1 and C = Sp(n, q)}.
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Let
γ =
N∑
ν=1
(νlν − χ(lν))− 2
∑
i
a2i −
∑
i∈S
ai +
∑
i/∈S
ai,
where χ(2kj) = kj (symplectic) or kj + 1 (orthogonal) and
χ(mi) =
1
2

mi + σ + 1 if mi even, mi = 2kj for some j;
mi + σ if mi odd;
mi + σ − 1 if mi even, mi 6= 2kj for all j,
with σ = −1 (symplectic) or σ = 1 (orthogonal). The centralizer of x in C is U ⋊ R, with
|U | = qγ and
R ∼=
∏
i∈S
Sp(2ai, q)×
∏
i/∈S
Oǫ(2ai, q)× Z
t+δ
2 ,
where t is the number of values of j such that kj − kj+1 ≥ 2, δ ∈ {0, 1} with δ = 0 if, and
only if, s = 0 or C = Sp(n, q) and ks = 1, and O
ǫ(2ai, q) has minus type if, and only if, there
is a component Wα(m
′
i) in (5.1.8).
Proof. See [18, Lemma 6.2 and Theorem 7.3].
Remark 5.2.3. In all cases, R is easy to generate, being isomorphic to a direct product of
classical groups. The generation of U is much harder. Liebeck and O’Brien [19] provide an
algorithm to construct U (Algorithm 3).
5.3 Conjugating element in the unipotent case
Let C be a group of isometries on the vector space V . Given x ∈ C unipotent, there is an
algorithm (Algorithm 4) of Liebeck and O’Brien [19] that computes a basis for V such that
the matrices for x and the form preserved by C with respect to this basis are those described
in Section 5.1. Given unipotent matrices X,Y ∈ C , the algorithm can compute matrices PX
and PY in C such that PXXP
−1
X = PY Y P
−1
Y = J , where J is the standard representative of
the conjugacy class of X and Y . If Z = P−1X PY , then X
Z = Y .
Chapter 6
Centralizers and conjugacy classes:
the general case
In this chapter we use the results in the semisimple and unipotent cases to solve the three
problems for classical groups in the general case: describe all conjugacy classes, describe the
centralizers and compute explicitly a conjugating element.
6.1 Conjugacy classes in classical groups
6.1.1 Conjugacy classes in isometry groups
Let F = Fq2 in the unitary case, F = Fq otherwise and let V be an n-dimensional vector
space over F . Let C be C (β) or C (Q), where β is a non-degenerate alternating, hermitian or
symmetric form and Q is a non-singular quadratic form on V .
Let x ∈ C . We know by Lemma 2.3.3 that x = su = us, with s semisimple and u
unipotent. If x1 = s1u1 = u1s1 and x2 = s2u2 = u2s2 are conjugate in C , then there exists
z ∈ C such that x1 = z
−1x2z, so s1u1 = (z
−1s2z)(z
−1u2z). The terms z
−1s2z and z
−1u2z are
semisimple and unipotent respectively, so by uniqueness of the Jordan decomposition, this
implies s1 = z
−1s2z and u1 = z
−1u2z. In other words, if x1 and x2 are conjugate in C , then
their corresponding semisimple and unipotent parts are. So, the strategy to list all conjugacy
classes of C is to list all semisimple classes and, for each representative, list all classes having
that fixed semisimple part.
Recall the notation of Definition 3.1.4:
Φ1 = {f : f ∈ F [t] | f = f
∗ monic irreducible, deg f = 1},
Φ2 = {f : f ∈ F [t] | f = gg
∗, g 6= g∗ monic irreducible},
Φ3 = {f : f ∈ F [t] | f = f
∗ monic irreducible, deg f > 1}.
Each semisimple class of C can be identified with a pair (S,B), where S is an isometry for
the form B. Let f1, . . . , fh be the generalized elementary divisors of S, with fi ∈ Φ and mi
the multiplicity of fi for every i = 1, . . . , h. Thus
S =
Ö
S1
. . .
Sh
è
, B =
Ö
B1
. . .
Bh
è
, (6.1.1)
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where Si and Bi are the matrices of the restriction of S and B to ker(fi(S)).
If fi ∈ Φ1∪Φ3, then Si is a diagonal join of mi companion matrices of fi; if fi = gig
∗
i ∈ Φ2,
then
Si =
Ç
Yi
Y ∗−1i
å
,
where Yi is a diagonal join of mi companion matrices of gi. For the matrix B, we choose the
following form:
• If fi ∈ Φ1, then Si is a scalar matrix, so every Bi can be chosen.
• If fi ∈ Φ2, then choose
Bi =
Ç
O I
εI O
å
, ε =

1 if B is hermitian or symmetric;
−1 if B is alternating;
0 if B is quadratic.
• If fi ∈ Φ3, then choose
Bi =
Ö
Bfi
. .
.
Bfi
è
, (6.1.2)
where Bfi is the matrix of a form preserved by the companion matrix of fi, as shown
in Section 4.1.5, and it appears mi times.
Let x = su = us ∈ C , with s semisimple and u unipotent. Choose a basis such that s and
the form, β or Q, have matrices S and B respectively as described in (6.1.1). Let U be the
matrix of u in such a basis. We know that U belongs to CC (S) =
⊕h
i=1 CC (Bi)(Si). Thus U
is a block diagonal matrix Ö
U1
. . .
Uh
è
where Ui is the matrix of the restriction of u to ker(fi(x)
mi).
Proposition 6.1.3. Let x = sux and y = suy be elements of C , where C = C (β) or C (Q)
and ux, uy ∈ CC (s). Let f1, . . . , fh be the generalized elementary divisors of s with multiplicity
m1, . . . ,mh. Let S and B be matrices of s and β (or Q) as in (6.1.1). Let Ux,i, Uy,i be the
matrices of the restrictions of ux, uy respectively to ker(fi(s)). Now x and y are conjugate in
C if, and only if, Ux,i and Uy,i are conjugate in CC (Bi)(Si) for every i = 1, . . . , h.
Proof. (⇒) Let z ∈ C (B) such that x = z−1yz. This implies sux = z
−1szz−1uyz. Now z
−1sz
and z−1uyz are semisimple and unipotent respectively; thus, by the uniqueness of the Jordan
decomposition, s = z−1sz and ux = z
−1uyz. In particular, the first relation implies that
z ∈ CC (s), so z has matrix
Z =
Ö
Z1
. . .
Zh
è
, (6.1.4)
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where Zi is the restriction of z to ker(fi(s)). This leads immediately to the relations Si =
Z−1i SiZi and Ux,i = Z
−1
i Uy,iZi for each i = 1, . . . , h.
(⇐) If there exist Zi ∈ CC (Bi)(Si) such that Ux,i = Z
−1
i Uy,iZi and we take z ∈ C (B)
with matrix Z defined as in (6.1.4), then it is immediate to verify that z ∈ CC (B)(s) and
x = z−1yz.
Theorem 6.1.5. A complete set of representatives for conjugacy classes of C is described by
all pairs of matrices (SU,B), defined by
S =
Ö
S1
. . .
Sh
è
, U =
Ö
U1,j
. . .
Uh,j
è
, B =
Ö
B1
. . .
Bh
è
.
where (S,B) runs over all representatives of semisimple conjugacy classes of C and, for every
such (S,B), Ui,j runs over all representatives of unipotent conjugacy classes of CC (Bi)(Si) for
i = 1, . . . , h.
Proof. Proposition 6.1.3 implies that the problem of listing all conjugacy classes of C with
fixed semisimple part S can be reduced to listing representatives for all unipotent classes of
CC (Bi)(Si). Let us distinguish the three cases.
• fi ∈ Φ1. Now Si is a scalar matrix and CC (Bi)(Si) coincides with C (Bi). The represen-
tatives for unipotent classes of C (Bi) are given in Section 5.1, and we are free to choose
the form Bi.
• fi ∈ Φ2, fi = gigi
∗. Now CC (Bi)(Si) is isomorphic to GL(mi, E), with E = F [t]/(gi),
via the isomorphism
y 7→
Ç
Y
Y ∗−1
å
, ∀y ∈ GL(mi, E),
where Y is the embedding of y into GL(midi, F ). Two elements of GL(mi, E) are
conjugate if, and only if, they have the same generalized elementary divisors, so the
list of representatives of unipotent classes of CC (Bi)(Si) is just the list of the isomorphic
images in CC (Bi)(Si) of representatives of the unipotent classes of GL(mi, E). We choose
the diagonal join of unipotent Jordan blocks as our preferred form.
• fi ∈ Φ3. Let E = F [t]/(fi). By the results of Section 4.1.1, CC (Bi)(Si) is the set
of embeddings into GL(midi, F ) of all matrices of the group U(mi, E) preserving the
hermitian form with matrix Ö
1
. .
.
1
è
.
This follows from our choice of Bi in (6.1.2). Representatives for all unipotent classes
of U(mi, E) are given in Section 5.1.
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6.1.2 Conjugacy classes in special groups
Let C = Oǫ(n, q) or U(n, q), with q odd in the orthogonal case, ǫ ∈ {−, ◦,+} and let S be
the corresponding special group. If C is unitary, let ω be a primitive element of Fq2 . Let
x ∈ S . We proved in Section 4.1.2 that the conjugacy class of x in C splits into r distinct
classes in S with representatives x, xz, xz
2
, . . . , xz
r−1
, where z ∈ C has determinant −1 (in
the orthogonal case) or ωq−1 (in the unitary case) and
r =

2
|CC (x):CS (x)|
if C is orthogonal;
q+1
|CC (x):CS (x)|
if C is unitary.
Thus, we reduce the problem to finding the index |CC (x) : CS (x)|.
Theorem 6.1.6. Let x ∈ S . Let fm11 , . . . , f
mk
k be the generalized elementary divisors of x,
with fi ∈ Φ not necessarily distinct.
If C is orthogonal, then the conjugacy class of x in C splits into two distinct classes in
S if, and only if, x has no elementary divisors (t± 1)m with m odd.
If C is unitary, then the conjugacy class of x in C splits into r distinct classes in S ,
where
r = gcd(m1, . . . ,mk, q + 1).
Proof. Suppose first that C is orthogonal. The class of x in C splits into two distinct classes
in S if, and only if, CC (x) ⊆ S . Let x = su be the Jordan decomposition of x. If x
2− 1V is
non-singular, then CC (x) ⊆ CC (s) ⊆ S by results of Section 4.1.2. So, we can suppose that
x has powers of (t−1) and (t+1) as its unique generalized elementary divisors. If all of these
powers are even, then CC (x) ⊆ CGL(V )(x) ⊆ SL(V ) by results of Section 2.4. Conversely, if x
has an elementary divisor (t± 1)m with m odd, then CC (x) contains elements of determinant
−1. In an appropriate basis, x has matrix X and preserves the symmetric form B with
X =
Ö
X1
. . .
Xk
è
, B =
Ö
B1
. . .
Bk
è
,
whereXi is the matrix of the restriction of x to the cyclic submodule of V corresponding to the
generalized elementary divisor fmii . Suppose without loss of generality that f1(t)
m1 = (t±1)m
with m odd. The matrix Ç
−Im
Im′
å
(m′ = m2 + · · ·+mk)
belongs to CC (B)(x) and has determinant (−1)
m = −1.
Now suppose that C is unitary. For convenience, suppose that x has a unique generalized
elementary divisor fm. Let r = gcd(m, q + 1). We prove that CC (x) contains elements with
determinant ωm(q−1), so |CC (x) : CS (x)| =
q+1
r .
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If f ∈ Φ1, f(t) = t − λ, then we may suppose that x has matrix X and each element of
CC (x) has upper triangular matrix Y with constant diagonals:
X =
â
λ 1
. . .
. . .
. . . 1
λ
ì
, Y =
â
µ ∗ ∗ ∗
. . . ∗ ∗
. . . ∗
µ
ì
.
The condition Y ∈ C implies that µ is a multiple of ωq−1, so if we choose µ = ωq−1, then
detY = ωm(q−1).
If f ∈ Φ2, and y ∈ CC (x), then in an appropriate basis, x and y have matrices X and Y
respectively, with
X =
Ç
X1
X∗−11
å
, Y =
Ç
Y1
Y ∗−11
å
.
As we have seen in Section 2.4, detY1 can assume every multiple of ω
m; if we choose detY1 =
ω−m, then Y has determinant ω−m · ωmq = ωm(q−1).
If f ∈ Φ3 and y ∈ CC (x), then y is the embedding into GL(V ) of a certain y˜ ∈ U(m, q
d),
with d = deg f . If α is a primitive element of Fq2d , then y˜ has determinant a multiple of
αm(q
d−1) by the same argument as for the case f ∈ Φ1. So, by choosing an appropriate α,
det y = Nq2d|q2(det y˜) =
(
αm(q
d−1)
)(q2d−1)/(q2−1)
= ωm(q−1).
6.1.3 Conjugacy classes in Ωǫ(n, q), q odd
Let x ∈ Ωǫ(n, q). Write x = su = us, with s semisimple and u unipotent. Let f1, . . . , fh be
the generalized elementary divisors of s with multiplicities m1, . . . ,mh. Choose a basis such
that x has matrix X and the form has matrix B defined by
X =
Ö
X1
. . .
Xh
è
, B =
Ö
B1
. . .
Bh
è
,
where Xi and Bi are the matrices of the restrictions of X and B respectively to ker(fi(s)).
Write Xi = SiUi, with Si and Ui matrices of the semisimple and unipotent parts respectively.
Abbreviate C (B), S (B) and Ω(B) by C , S and Ω respectively.
Theorem 6.1.7. Let x ∈ S , x = su = us. Then x lies in Ω if, and only if, s does. Moreover,
the conjugacy class of x in S splits into two distinct classes in Ω if, and only if, the following
conditions hold:
• if fi(t) = t± 1, then Xi has shape
±
Ñ
r⊕
i=1
(Vbi(2ki + 1)⊕ V1(2ki + 1)
⊕ai−1)⊕
s⊕
j=1
W (2lj)
⊕cj
é
as in (5.1.6), with either r = 0, or r ≥ 1 and the following hold:
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(a) ai = 1 for all i,
(b) the bi(−1)
ki are mutually congruent modulo F∗2q ;
• if both t + 1 and t − 1 occur in the list {f1, . . . , fh} and in each case r > 0, then the
values of the (−1)kibi (mod F
∗2
q ) must be the same for both t+ 1 and t− 1;
• if fi ∈ Φ2 ∪ Φ3, then x has no generalized elementary divisors f
m
i with m odd.
The proof of this theorem requires some preliminary work.
Its first assertion follows from the fact that every unipotent element belongs to Ω, since
it has odd order. So x = su lies in Ω if, and only if, s does. Once we list all conjugacy
classes of S lying in Ω (see Lemma 4.1.17), we need to establish which of these splits into
two distinct classes in Ω. The strategy is that used in the special case: compute the index
|CS (x) : CΩ(x)|. If the index is 1, then the conjugacy class of x in S splits into two distinct
classes in Ω, with representatives x and xz, where z ∈ S \Ω.
Lemma 6.1.8. If |CS (Bi)(Xi) : CΩ(Bi)(Xi)| = 2 for at least one i, then |CS (x) : CΩ(x)| = 2.
Proof. Suppose without loss of generality that |CS (B1)(X1) : CΩ(B1)(X1)| = 2. In such a case
there exists Yi ∈ CS (B1)(X1) with spinor norm 1. ThusÇ
Y1
Im′
å
(m′ = m2 +m3 + · · ·+mh)
belongs to CS (x) \ CΩ(x).
For convenience, let us consider separately the two cases where all generalized elementary
divisors of x belongs to Φ2 ∪ Φ3 or to Φ1. After that, we will analyze the general case.
Suppose first that x2 − 1V is non-singular, that is fi ∈ Φ2 ∪ Φ3 for every i. If fi ∈ Φ2,
fi = gigi
∗, di = deg gi, then CC (Bi)(Si) = CS (Bi)(Si)
∼= GL(mi, q
di) by Theorem 6.1.6. In the
analysis of the case q odd, fi ∈ Φ2 in Section 4.1.4, we found that a certain y ∈ CC (Bi)(Si), the
image of y˜ ∈ GL(mi, q
di), belongs to Ω(Bi) if, and only if, y˜ belongs to the unique subgroup of
GL(mi, q
di) of index 2, that is, if det y˜ is a square in Fqdi . The centralizer of Ui in CC (Bi)(Si)
contains elements of non-square determinant if, and only if, Ui has at least one elementary
divisor of the form (t − 1)m with m odd. If fi ∈ Φ3 and di = deg fi, then exactly the same
argument holds, substituting GL(mi, q
di) by U(mi, q
di/2). We conclude that if x2−1V is non-
singular, then |CS (x) : CΩ(x)| = 2 if, and only if, x has at least one generalized elementary
divisor fm, with f ∈ Φ2 ∪ Φ3 and m odd.
Now suppose that the only generalized elementary divisors of X are powers of t + 1 and
t− 1. For convenience, use the notation
X =
Ç
X+
X−
å
, B =
Ç
B+
B−
å
,
where (X+, B+) and (X−, B−) are the restrictions to the eigenspaces ker(x − 1V )
m+ and
ker(x+ 1V )
m− respectively. Let ǫ ∈ {+,−}. The Jordan decomposition of Xǫ is SǫUǫ, with
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Sǫ = ǫImǫ and Uǫ a unipotent element with shape
ǫ
Ñ
r⊕
i=1
Ä
Vbi(2ki + 1)⊕ V1(2ki + 1)
⊕ai−1
ä
⊕
s⊕
j=1
W (2lj)
⊕cj
é
described in Proposition 5.1.5. It implies that CS (Bǫ)(Uǫ) = CΩ(Bǫ)(Uǫ) if, and only if, either
r = 0, or both ai = 1 for all i and the (−1)
kibi are mutually congruent modulo F
∗2
q .
If CC (Bǫ)(Uǫ) = CS (Bǫ)(Uǫ) = CΩ(Bǫ)(Uǫ) for at least one ǫ ∈ {+,−}, say ǫ = +, then
CΩ(B)(X) =
Ç
CΩ(B+)(U+)
CΩ(B−)(U−)
å
,
and |CS (B)(X) : CΩ(B)(X)| = |CS (B−)(U−) : CΩ(B−)(U−)|.
If |CS (Bǫ)(Uǫ) : CΩ(Bǫ)(Uǫ)| = 2 for at least one ǫ, then, by Lemma 6.1.8,
|CS (X) : CΩ(X)| = 2.
The situation CC (Bǫ)(Uǫ) = CS (Bǫ)(Uǫ) and |CS (Bǫ)(Uǫ) : CΩ(Bǫ)(Uǫ)| = 2 can never
occur: CC (Bǫ)(Uǫ) = CS (Bǫ)(Uǫ) only when r = 0 in (5.1.6), but in such a case CS (Bǫ)(Uǫ) =
CΩ(Bǫ)(Uǫ).
Finally, suppose that
|CC (B+)(U+) : CS (B+)(U+)| = 2, CS (B+)(U+) = CΩ(B+)(U+);
|CC (B−)(U−) : CS (B−)(U−)| = 2, CS (B−)(U−) = CΩ(B−)(U−).
This occurs when both U+ and U− satisfy the following conditions: r > 0, ai = 1 and
(−1)kibi ≡ (−1)
kjbj mod F
∗2
q for all i, j. Let K be the group of matrices with shapeÇ
W+
W−
å
,
where Wǫ ∈ CS (Bǫ)(Uǫ). The centralizer of X in S is given by
CS (X) = K ·
ÆÇ
Z+
Z−
å∏
, (6.1.9)
where Zǫ ∈ CC (Bǫ)(Uǫ) \CS (Bǫ)(Uǫ). The centralizer in S coincides with the centralizer in Ω
if, and only if, the matrix
Z :=
Ç
Z+
Z−
å
(6.1.10)
belongs to Ω, and this happens if, and only if, Z+ and Z− have the same spinor norm.
If such Z does not exist, then the centralizer of x in Ω is just the group K in (6.1.9), so
|CS (X) : CΩ(X)| = 2. Thus, the problem is reduced to finding Zǫ ∈ CC (Bǫ)(Uǫ) with
determinant −1 and an appropriate spinor norm.
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Proposition 6.1.11. Let
U =
r⊕
i=1
Vbi(2ki + 1)⊕
s⊕
j=1
W (2lj)
⊕cj
be a unipotent element as in (5.1.6), with the (−1)kibi mutually congruent modulo F
∗2
q . The
centralizer of U in C contains elements of non-square spinor norm if, and only if, (−1)kibi
is a non-square for at least one i (so, for all of them).
Proof. Without loss of generality we can assume that s = 0, since
⊕s
j=1W (2lj)
⊕cj does not
affect the spinor norm. Thus, U preserves the form
B =
Ö
B1
. . .
Br
è
,
where Bi is the (2ki + 1) × (2ki + 1) matrix with 1 on the antidiagonal except for 2bi in the
entry (ki + 1, ki + 1), and the ki are all different.
If θ : CC (B)(U) → F
∗
q/F
∗2
q is the spinor norm, then ker θ has index 1 or 2 in CC (B)(U). If
the index is 2, then CS (B)(U) = CΩ(B)(U) ⊆ ker θ, and equality holds since they are both
subgroups of index 2 in CC (B)(U); equivalently, y ∈ CC (B)(U) has non-square spinor norm if,
and only if, det y = −1. Hence, it is sufficient to compute the spinor norm of any element of
CC (B)(U) having determinant −1. Take, for example,
Y =
Ç
−I2k1+1
Im′
å
with m′ =
∑r
i=2(2ki + 1). Using the notation of Section 4.1.4, VY coincides with the cyclic
submodule of V relative to the first block Vb1(2k1+1) and χY (u, v) =
1
2β(u, v) for all u, v ∈ VY ,
so
θ(y) = det
Å
1
2
B1
ã
= 2−(2k1+1) · 2b1(−1)
k1 = 2−2k1b1(−1)
k1 ≡ (−1)k1b1 mod F
∗2
q .
We conclude that every element of CC (B)(U) has square spinor norm if, and only if, the
(−1)kibi are squares.
From the last proposition, the matrix Z defined in (6.1.10) exists in Ω if, and only if, the
(−1)kibi relative to the forms B+ and B− are congruent modulo F
∗2
q ; only in such a case can
Z+ and Z− be taken with the same spinor norm.
Proof of Theorem 6.1.7. We saw what happens when every generalized elementary divisor of
x belongs to Φ1 or to Φ2 ∪ Φ3. Now consider the general case. Write
X =
Ç
X±
X◦
å
, B =
Ç
B±
B◦
å
,
where X± has generalized elementary divisors in Φ1 and X◦ has generalized elementary divi-
sors in Φ2 ∪Φ3. By Lemma 6.1.8, if either |CS (B±)(X±) : CΩ(B±)(X±)| = 2 or |CS (B◦)(X◦) :
CΩ(B◦)(X◦)| = 2, then |CS (B)(X) : CΩ(B)(X)| = 2. If both indexes are 1, then
CΩ(B)(X) =
Ç
CS (B±)(X±)
CS (B◦)(X◦)
å
,
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exactly the centralizer of X in S (B) (since CC (B◦)(X◦) = CS (B◦)(X◦), there cannot be
corrective factors like the Z described in (6.1.10)).
6.1.4 Conjugacy classes in Ωǫ(n, q), q even
Let C = Oǫ(n, q) and Ω = Ωǫ(n, q), with n and q even and ǫ ∈ {+,−}. Recall that the spinor
norm θ : C → F2 is defined by θ(x) = rk (x + 1V ) mod 2. Every semisimple element of C
belongs to Ω because it has odd order. Hence, listing the conjugacy classes of Ω has three
steps:
1. List all semisimple classes (S,B) in C , with
S =
Ö
S1
. . .
Sh
è
, B =
Ö
B1
. . .
Bh
è
defined as in (6.1.1).
2. Establish which unipotent elements
U =
Ö
U1
. . .
Uh
è
belong to Ω.
3. For every such U , establish whether the conjugacy class of U in C splits into two distinct
classes in Ω and, in such a case, add ((SU)Z , B) to the list of representatives, where
Z ∈ C (B) with θ(Z) = 1.
Proposition 6.1.12. Let f ∈ Φ2 ∪Φ3 and let x ∈ C have powers of f as generalized elemen-
tary divisors. Then x ∈ Ω and the conjugacy class of x in C splits into two distinct classes
in Ω.
Proof. Suppose for convenience that x has a unique generalized elementary divisor fm, with
m a positive integer. We prove that each element of CC (x) has spinor norm 0, so showing
simultaneously that x ∈ Ω and CC (x) = CΩ(x), or equivalently that the conjugacy class of x
in C splits into two distinct classes in Ω.
If f ∈ Φ2, f = gg
∗, then we can choose a basis such that each element of the centralizer
of x in C has matrix Y and preserves a quadratic form with matrix B, where
Y =
Ç
Y1
Y ∗−11
å
, B =
Ç
O I
O O
å
.
The ranks of (Y1 − 1) and (Y
∗−1
1 − 1) are the same, so
rk (Y − 1) = rk (Y1 − 1) + rk (Y
∗−1
1 − 1) = 2·rk (Y1 − 1)
is even, thus θ(Y ) = 0.
If f ∈ Φ3, and d = deg f , then each y ∈ CC (x) is an image in GL(md, q) of a certain
y˜ ∈ U(m, qd/2). Thus rk (y − 1V ) = d · rk (y˜ − 1) is even because d is even. It follows that
y ∈ Ω.
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Theorem 6.1.13. Let C = Oǫ(n, q) and Ω = Ωǫ(n, q), with n and q even. A complete set of
representatives for conjugacy classes of Ω is described by all pairs of matrices (SU,B) defined
by
S =
Ö
S1
. . .
Sh
è
, U =
Ö
U1,j
. . .
Uh,j
è
, B =
Ö
B1
. . .
Bh
è
,
where (S,B) runs over all representatives of semisimple conjugacy classes of C and, for every
such (S,B), Ui,j runs over all representatives of unipotent conjugacy classes of CΩ(Bi)(Si) (if
fi = t + 1) or in CC (Bi)(Si) (if fi ∈ Φ2 ∪ Φ3). Moreover, if fi ∈ Φ2 ∪ Φ3 for all i, then the
element ((SU)Z , B) must be added to the set of representatives for each SU , where Z is a
fixed element of C (B) \ Ω(B).
Proof. If fi ∈ Φ2∪Φ3 for all i, then the theorem is a direct consequence of Proposition 6.1.12.
If fi = t+ 1 for some i, then without loss of generality suppose i = 1. A unipotent element
U =
Ö
U1
. . .
Uh
è
∈ C
belongs to Ω if, and only if, U1 ∈ Ω(B1); the conjugacy class of U in C splits into two distinct
classes in Ω if, and only if, the conjugacy class of U1 in CC (B1)(S1) = C (B1) splits into
two distinct classes in Ω(B1). Therefore, if U1 runs over the set of representatives of Ω(B1),
described in (5.1.8), and Uj runs over all unipotent classes of CC (Bj )(Sj) for all j > 1, then
U runs over all unipotent conjugacy classes of CΩ(B)(S).
6.2 Centralizers in classical groups
We now describe the structure of the centralizer of an arbitrary element of a classical group
and give a generating set.
We assume that the following algorithms are available.
• (Algorithm 1) Given X,Y ∈ GL(V ), we determine explicitly Z ∈ GL(V ) such that
Z−1XZ = Y . If J is the Jordan form of X and Y and J = PXXP
−1
X = PY Y P
−1
Y for
PX , PY ∈ GL(V ), then Z = P
−1
X PY . This algorithm is described in [22].
• (Algorithm 2) Given matrices B1, B2 of two non-degenerate sesquilinear or quadratic
forms on V , we determine explicitly T ∈ GL(V ) such that TB1T
∗ = B2 (or TB1T
∗−B2
is alternating in the case of quadratic forms). This algorithm is described in [27].
• (Algorithm 3) Given a unipotent X ∈ C , return a generating set for CC (X). It is
referenced in Remark 5.2.3.
Theorem 6.2.1. Let C be a classical group in characteristic p preserving a non-degenerate
sesquilinear or quadratic form β and let x ∈ C . The centralizer CC (x) is a semidirect product
U ⋊ R, where U is a p-group and R is (isomorphic to) a direct product of classical groups
(here we identify Z2 with O
+(2, 2)).
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Proof. Let
[f
mi,j
i : i = 1, . . . , h, 1 ≤ j ≤ ki] (6.2.2)
be the list of generalized elementary divisor, with mi,1 ≥ mi,2 ≥ · · · ≥ mi,ki . Let xi (resp. βi)
be the restriction of x (resp. β) to ker fi(x)
mi,1 . Let di = deg fi and let mi =
∑
jmi,j. Let
x = su = us and xi = siui = uisi be the Jordan decompositions of x and xi. As in the linear
case, the centralizer of x in C can be obtained by computing the centralizer of u in CC (s),
and this can be done separately for each xi. The centralizer of x in C is the direct product
of the CC (βi)(xi). As usual, let us distinguish the three cases.
• fi ∈ Φ1. Now si is a multiple of the identity, so CC (βi)(si) = C (βi). The centralizer of
ui in C (βi) is Ui ⋊Ri, with Ui and Ri described in Theorems 5.2.1 and 5.2.2.
• fi ∈ Φ2, fi = gigi
∗. Let E = F [t]/(gi) and d
′
i = deg gi. In an appropriate basis, by
Theorem 4.2.1 CC (βi)(si) is the set of matricesÇ
Yi
Y ∗−1i
å
,
where Yi belongs to the embedding of GL(mi, E) into GL(d
′
imi, F ), so CC (βi)(xi) =
Ui⋊Ri, where Ui and Ri are the embeddings into GL(d
′
imi, F ) of the subgroups U and
R described in Theorem 2.3.14.
• fi ∈ Φ3. Let E = F [t]/(fi). By Theorem 4.2.1, CC (βi)(si) is the embedding of U(mi, E)
into GL(dimi, F ), so CC (βi)(xi) = Ui ⋊ Ri, where Ui and Ri are the embeddings into
GL(dimi, F ) of the subgroups U and R described in Theorem 5.2.1.
From the three cases, one can see easily that CC (x) = U ⋊R, where
U =
∏
i
Ui and R =
∏
i
Ri.
Remark 6.2.3. If S is the special subgroup of C , then CS (x) = U ⋊ (R ∩ S ). If F has
odd characteristic, β is a symmetric form and Ω = Ω(β), then CΩ(x) = U ⋊ (R ∩ Ω). Both
follow directly from the fact that every element of U is unipotent, so it has determinant 1 and
spinor norm 0.
Assume that F has even characteristic, x ∈ Ω = Ω(β), f1 = t+ 1 and fi ∈ Φ2 ∪Φ3 for all
i ≥ 2. By Theorem 4.1.16, for every i ≥ 2 each element of CC (βi)(xi) has spinor norm 0, so
CΩ(x) = Ω ∩
∏
i
CC (βi)(xi) = (Ω ∩ CC (β1)(x1))×
∏
i≥2
CC (βi)(xi).
6.2.1 Generators for centralizers in isometry groups
Let x ∈ C (β) have generalized elementary divisors as in (6.2.2). Let X and B be the matrices
of x and β respectively. If P ∈ GL(V ), then PXP−1 ∈ C (PBP ∗) and, if Y1, . . . , Yr are
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generators for CC (PBP ∗)(PXP
−1), then P−1Y1P, . . . , P
−1YrP are generators for CC (B)(X).
Hence, using Algorithm 1, we can choose a basis such that x and β have matrices
X =
Ö
X1
. . .
Xh
è
and B =
Ö
B1
. . .
Bh
è
,
where Xi and Bi are the matrices of the restriction of x and β respectively to ker(fi(x)
mi,1).
Let mi =
∑ki
j=1mi,j for every i. We can suppose that Xi is a Jordan form if fi ∈ Φ1 ∪ Φ3, or
Xi =
Ç“Xi “X∗−1i å (6.2.4)
if fi = gigi
∗ ∈ Φ2, where “Xi is the Jordan form of the matrix of the restriction of x to
ker gi(x)
mi,1 . Let
Ei =

F if fi ∈ Φ1
F [t]/(gi) if fi ∈ Φ2, fi = gigi
∗
F [t]/(fi) if fi ∈ Φ3.
Finally, let Ö
X1
. . .
Xh
è
=
Ö
S1
. . .
Sh
èÖ
U1
. . .
Uh
è
be the Jordan decomposition of X, withÇ“Xi “X∗−1i å = ÇŜi Ŝ∗−1i åÇ“Ui “U∗−1i å
when fi ∈ Φ2. A generating set for CC (X) consists of the matrices
yi,j =
Ö
I<
Yi,j
I>
è
, (6.2.5)
where I< and I> are identity matrices of dimension
∑
l<imldl and
∑
l>imldl respectively, and
Yi,j runs over a generating set for CC (Bi)(Xi). These are obtained as follows.
• fi ∈ Φ1. The Yi,j are the generators for CC (Bi)(Ui) returned by Algorithm 3.
• fi ∈ Φ2. Let d
′
i = deg fi/2. By Lemma 4.1.4, the form preserved by Xi is
Bi =
Ç
O Ai
εA∗i O
å
,
where ε = −1 in the symplectic case and 1 otherwise. Now “Ui is the embedding of a
unipotent ‹Ui ∈ GL(mi, Ei). We take
Yi,j =
Ç
Zi,j
A∗iZ
∗−1
i,j A
∗−1
i
å
, (6.2.6)
where the Zi,j are the embeddings into GL(mid
′
i, F ) of the generators of CGL(mi,Ei)(
‹Ui),
described in Section 2.3.2.
6.2. Centralizers in classical groups 61
• fi ∈ Φ3. Let E = F [t]/(fi). We follow the argument in the analysis of Case 3 in Section
4.1.1. Let R be the companion matrix of fi and let ε = −1 if B is alternating, ε = 1
otherwise. We can suppose that Si is the direct sum of mi copies of R. Using Algorithm
1 we find T such that R∗ = T−1R−1T , and by Lemma 4.1.9 we can choose T such that
T = εT ∗. Let T be the direct sum of mi copies of T . The matrix Hi = BiT
−1 lies
in the centralizer of Si, so it is the embedding into GL(midi, F ) of ‹Hi ∈ GL(mi, E).
By Theorem 4.1.11, ‹Hi is hermitian and Ui is the embedding into GL(midi, F ) of a
unipotent ‹Ui ∈ C (‹Hi) ∼= U(mi, E). So, CC (Bi)(Xi) is generated by the embeddings into
GL(midi, F ) of the generators of C
C (H˜i)
(‹Ui) returned by Algorithm 3.
In the analysis of the cases fi ∈ Φ2 ∪Φ3, if Qi is a quadratic form, then it can be replaced by
the associated bilinear form.
Remark 6.2.7. Use the notation of the three cases described above. Suppose C (Bi) is a
unitary group and fi ∈ Φ2. If ‹Z ∈ GL(mi, Ei) and Z is its embedding into GL(mid′i, F ), then
det
Ç
Z
A∗Z∗−1A∗−1
å
= detZ1−q = det ‹Z(1−q)(q2d′i−1)/(q2−1) = det ‹Z−(q2d′i−1)/(q+1).
It follows that det
Ä
Z
A∗Z∗−1Z∗−1
ä
= 1 if, and only if, det ‹Z has order divisible by q + 1.
Hence, to generate CS (Bi)(Xi), we need to take the generators of the centralizer of
‹Ui,j in the
subgroup of GL(mi, Ei) of index q + 1 and build up the matrices Yi,j as in (6.2.6). Similarly,
if fi ∈ Φ3, then to generate CS (Bi)(Xi) we need to take the generators of the centralizer of‹Ui,j in the subgroup of C (‹Hi) of index q + 1 and take their embeddings into GL(midi, F ).
If C is a general linear or a unitary group and S is the corresponding special subgroup,
then in both cases we need to compute the centralizer of some unipotent ‹U in a group K,
where S 6 K 6 C . Algorithm 3 computes centralizers in C and S . To generate CK(‹U) we
take the generators of CS (‹U) and add to the generating set an element of CK(‹U) with deter-
minant of maximum order. This element can be chosen by considering the determinant map
det : CC (‹U )→ F ∗, computing the preimage W of a generator of the cyclic group det(CC (‹U)),
and taking an appropriate power of W .
6.2.2 Generators for centralizers in special groups
We now consider how to obtain a generating set for the centralizer of an element of a special
group. Suppose first that S (B) is the special orthogonal group. Two cases occur.
• If fi ∈ Φ2 ∪ Φ3 for all i, or mi,j is even for every fi ∈ Φ1, then CC (B)(X) = CS (B)(X).
• Suppose without loss of generality that f1 = t± 1 and there is an odd m1,j. In this case
CC (B1)(U1) contains elements of determinant −1. Define
y1,j =
Ç
Y1,j
I>
å
, (6.2.8)
where Y1,j runs over the generators of CS (B1)(U1) returned by Algorithm 3. For every
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i > 1, define
yi,j =
á
Hi,j
I<
Yi,j
I>
ë
, (6.2.9)
where I< and I> are identity matrices of dimension
∑
1<l<imldl and
∑
l>imldl re-
spectively, Yi,j runs over the generators of CC (Bi)(Xi) described in Section 6.2.1 and
Hi,j ∈ CC (B1)(U1) is chosen to ensure det yi,j = 1 for every i, j (note Hi,j can be chosen
among the generators of CC (B1)(U1)). Now CC (B)(X) is generated by the yi,j.
Suppose that S (B) is the special unitary group. The strategy for generating CS (B)(X)
is similar to the special linear case. For every i, define
yi,j =
Ö
I<
Yi,j
I>
è
, (6.2.10)
where Yi,j runs over all generators for CS (Bi)(Xi) returned by Algorithm 3 (see Remark 6.2.7
for the case fi ∈ Φ2 ∪ Φ3). Let ω be a primitive element of F
∗ = F∗q2 and let
di = gcd(q
2 − 1,mi,1, . . . ,mi,ki)
for every i. ChooseHi ∈ CC (Bi)(Xi) such that detHi = ω
di (they can be obtained as explained
in Remark 6.2.7). Let Z(0) 6 Zhq2−1 be the set of solutions of the equation
∑h
i=1 xidi = 0 in
Zq2−1 and let
(a1,1, . . . , a1,h), . . . , (ar,1, . . . , ar,h)
be generators for Z(0). For every λ = 1, . . . , r, define
Zλ =
Ü
H
aλ,1
1
. . .
H
aλ,h
h
ê
. (6.2.11)
A generating set for CS (B)(X) consists of all the yi,j and the Zλ defined in (6.2.10) and
(6.2.11) respectively.
6.2.3 Generators for centralizers in Omega groups
If Ω(B) has even characteristic, then CΩ(B)(X) = CC (B)(X) except when fi ∈ Φ1 for some i,
say i = 1. In this case, CΩ(B)(X) is generated by the yi,j, defined as follows:
y1,j =
Ç
Z1,j
I>
å
,
where the Z1,j are the generators for CΩ(β1)(U1) given by Algorithm 3, and yi,j are as in
(6.2.5) for i > 1.
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Now let us consider odd characteristic. We first analyze two particular cases.
Case A. h = 1, f1 ∈ Φ2 ∪ Φ3 and there exists an odd m1,j . If f1 ∈ Φ2, f1 = g1g
∗
1 and
B1 =
Ç
O A1
εA∗1 O
å
,
then U1 =
Å
Û1
Û∗−1
1
ã
and “U1 is the embedding into GL(m1d1, F ) of a unipotent ‹U1 ∈
GL(m1, E1), with E1 = F [t]/(g1). Let K1 be the unique subgroup of GL(m1, E1) of index 2.
In the proof of Theorem 4.1.16 we have shown that CΩ(B1)(X1) is the set of matricesÇ
Y O
O A∗1Y
∗−1A∗−11
å
,
where Y is the embedding into GL(m1d1, F ) of an element of CK1(
‹U1).
If f1 ∈ Φ3, let ‹H1 be the hermitian matrix obtained in the third case of Section 6.2.1, and
let K1 be the unique subgroup of index 2 of C (‹H1). Hence, CΩ(B1)(X1) is the embedding into
GL(m1d1, F ) of CK1(
‹U1).
In both cases, we can construct a generating set for CK1(
‹U1) as explained in Remark 6.2.7.
Case B. h = 1 or 2, fi ∈ Φ1 for i = 1, 2. The possible cases are the following.
• h = 1. A generating set for CΩ(B)(X) = CΩ(B)(U) is returned by Algorithm 3.
• h = 2, CS (Bi)(Ui) 6⊆ Ω(Bi) for at least one i, say i = 1. We saw in the proof of Theorem
6.1.7 that CC (Bi)(Ui) contains elements of every determinant and spinor norm (recall
that m1 > 1 because it is even). Hence, CΩ(B)(X) is generated by matrices with shapeÇ
Y1,j
I>
å
and
Ç
Hj
Y2,j
å
,
where Y1,j runs over the generators of CΩ(B1)(U1), Y2,j runs over the generators of
CC (B2)(U2), and Hj ∈ CC (B1)(U1) are chosen to have the same determinant and spinor
norm as Y2,j. We can readily construct such Hj from the generating set returned by
Algorithm 3.
• If h = 2 and CS (Bi)(Ui) ⊆ Ω(Bi) for both i = 1, 2, then the generating set has matrices
with shape Ç
Y1,j
I>
å
and
Ç
I<
Y2,j
å
,
where Yi,j runs over the generators for CΩ(Bi)(Ui). If |CC (Bi)(Ui) : CS (Bi)(Ui)| = 2 for
both i, then take arbitrary Zi ∈ CC (Bi)(Ui) \ CS (Bi)(Ui); if Z1 and Z2 have different
spinor norm, then the generating set is complete, otherwise we must add the matrixÇ
Z1
Z2
å
.
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Now consider the general case. Suppose there exists fi ∈ Φ2 ∪ Φ3 and mi,j odd. Suppose
without loss of generality that i = h. Define
y˜h,j =
Ç
I<
Yh,j
å
,
where Yh,j runs over the generators of CΩ(Bh)(Xh) described in Case A. For i = 1, . . . , h − 1,
define yi,j as in (6.2.8) and (6.2.9), and define
zi,j =
Ç
I<
Hi,j
å
,
where Hi,j ∈ CC (Bh)(Xh) has the same spinor norm as yi,j. Define y˜i,j = yi,jzi,j . Now
CΩ(B)(X) is generated by the y˜i,j.
Now suppose that mi,j is even for every i, j such that fi ∈ Φ2∪Φ3. For convenience, write
X =
Ç
X±
X◦
å
, B =
Ç
B±
B◦
å
,
where X± has generalized elementary divisors in Φ1 and X◦ has generalized elementary divi-
sors in Φ2 ∪ Φ3. A generating set for CΩ(B)(X) consists of matricesÇ
Y±,j
I>
å
and
Ç
I<
Y◦,j
å
,
where Y±,j runs over the generators of CΩ(B±)(X±) described in Case B, and Y◦,j runs over
the generators of CC (B◦)(X◦) described in Section 6.2.1.
6.3 Conjugating element in classical groups
In this section we first state a theorem which decides when two elements are conjugate in
a classical group; it is the result of our analysis in previous sections. We then show how to
construct explicitly a conjugating element.
Let F = Fq2 in the unitary case, F = Fq otherwise and let V ∼= F
n. Let ω be a primitive
element of F . Let C be a classical group on V . For every x ∈ C , let xi be the restriction of x
to ker(fi(x)
mi), where
∏h
i=1 f
mi
i is the minimal polynomial of x, with fi ∈ Φ. We write x ∼ y
if x and y are conjugate in GL(V ).
Theorem 6.3.1. Let C be a classical group on V . Let x, y ∈ C , x ∼ y with minimal
polynomial
∏h
i=1 f
mi
i , where fi ∈ Φ.
• If C = U(n, q), then x and y are conjugate in C if, and only if, x ∼ y.
• If C = Sp(n, q) or C = Oǫ(n, q), then x and y are conjugate in C if, and only if, x ∼ y
and, for every i such that fi(t) = t ± 1, the unipotent parts of xi and yi are conjugate
in the corresponding symplectic or orthogonal group (see Sections 5.1.2-5.1.4).
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• If C = U(n, q), S = SU(n, q), x, y ∈ S , then x and y are conjugate in S if, and only if,
x and y are conjugate in SL(V ): namely x and y are conjugate in C and the conjugating
element in C has determinant a multiple of ωd, where d is the greatest common divisor
of the dimensions of the Jordan blocks of x and y.
• If C = Oǫ(n, q), S = SOǫ(n, q) with q odd, x, y ∈ S , then x and y are conjugate in S
if, and only if, x and y are conjugate in C and either they have an elementary divisor
(t± 1)e with e odd, or the conjugating element in C has determinant 1.
• If Ω = Ωǫ(n, q) with q odd, x, y ∈ Ω, then x and y are conjugate in Ω if, and only if,
they are conjugate in S = SOǫ(n, q) and either their class in S does not split into two
distinct classes in Ω (see Theorem 6.1.7) or the conjugating element in S has spinor
norm 0.
• If Ω = Ωǫ(n, q) with q even, x, y ∈ Ω, then x and y are conjugate in Ω if, and only if,
they are conjugate in C = Oǫ(n, q) and one of the following holds:
1. fi(t) = t + 1 for some i and the conjugacy class of xi and yi in C (Bi) does not
split into two distinct classes in Ω(Bi) (see Proposition 5.1.7), where Bi is the
restriction of the form of C to ker (x+ 1V )
mi .
2. The conjugating element in C has spinor norm 0.
6.3.1 Conjugating element in isometry groups
Let V be a vector space over the finite field F and let C be a classical group on V . Given conju-
gate matrices X,Y ∈ C , we wish to construct explicitly Z ∈ C such that XZ = Z−1XZ = Y .
We use Algorithms 1 and 2 defined in Section 6.2 and Algorithm 4, defined in Section 5.3.
Let B be the matrix of a non-degenerate sesquilinear form on V and let C = C (B). Let
X,Y be conjugate elements of C . Let [f
mi,j
i : 1 ≤ i ≤ h, 1 ≤ j ≤ ki] be the list of generalized
elementary divisors of X and Y , with fi ∈ Φ. Let mi = mi,1 + · · ·+mi,ki and let di = deg fi.
The strategy to compute Z ∈ C such that Z−1XZ = Y is the following.
1. Compute matrices PX and PY in GL(V ) such that PXXP
−1
X = PY Y P
−1
Y = J , where
J =
Ö
J1
. . .
Jh
è
(6.3.2)
and Ji is the matrix of the restriction of J to the eigenspace ker(fi(J)) for every i.
Note that J is not necessarily the Jordan form of X: we can choose the form of each
Ji completely freely. Hence, J is an isometry for the sesquilinear forms with matrices
BX = PXBP
∗
X and BY = PY BP
∗
Y .
2. Compute W ∈ CGL(V )(J) such that WBYW
∗ = BX .
3. Let Z = P−1X WPY . A computation shows that Z ∈ C (B) and Z
−1XZ = Y , so Z is the
desired conjugating element.
66 6. Centralizers and conjugacy classes: the general case
The first step is solved using Algorithm 1. Let us describe the second step. By Lemma 4.1.4,
the forms BX and BY have block diagonal shape
BX =
Ö
BX,1
. . .
BX,h
è
, BY =
Ö
BY,1
. . .
BY,h
è
,
and Ji is an isometry for BX,i and BY,i for every i. So we need to find Wi in the centralizer of
Ji such that WiBY,iW
∗
i = BX,i for every i, and take W = W1 ⊕ · · · ⊕Wh. Let us distinguish
the three cases.
• fi ∈ Φ1. Now Ji is a product of a scalar and a unipotent element, so we can suppose that
the scalar is the identity (so Ji is unipotent) because it does not affect the computation.
Using Algorithm 2, we getWB,i such thatWB,iBY,iW
∗
B,i = BX,i. Now Ji andWB,iJiW
−1
B,i
are unipotent elements of C (BX,i), so using Algorithm 4 we get WJ,i ∈ C (BX,i) such
that WJ,iWB,iJiWB,i
−1WJ,i
−1 = Ji. Hence, we take Wi =WJ,iWB,i.
• fi ∈ Φ2, fi = gigi
∗. If we put
Ji =
Ç
Ĵi
Ĵ∗i
å
,
where Ĵi is the restriction of Ji to ker gi(J) then, by Lemma 4.1.4,
BX,i =
Ç
O AX,i
εA∗X,i O
å
, BY,i =
Ç
O AY,i
εA∗Y,i O
å
,
for some AX,i, AY,i in the centralizer of Ĵi, where ε = −1 if B is alternating, 1 otherwise.
We take
Wi =
Ç
AX,iA
−1
Y,i O
O I
å
.
• fi ∈ Φ3. Following the steps of the semisimple case in Section 4.1.1, we work in
GL(mi, E), with E = F [t]/(fi). Let R be the companion matrix of fi and let ε = −1
if B is alternating, ε = 1 otherwise. Let Ji = SiUi be the Jordan decomposition of
Ji. We can suppose that Si is the direct sum of mi copies of R. Using Algorithm 1,
we find T such that R∗ = T−1R−1T , and by Lemma 4.1.9 we can choose T such that
T = εT ∗. Let T be the direct sum of mi copies of T . The matrices HX,i = BX,iT
−1 and
HY,i = BY,iT
−1 lie in the centralizer of Si, so they are the embeddings into GL(midi, F )
of matrices ‹HX,i and ‹HY,i in GL(mi, E). These two matrices are hermitian by The-
orem 4.1.11. Also Ui commutes with Si, so it is the embedding into GL(midi, F ) of
some unipotent ‹Ui ∈ GL(mi, E). Moreover, ‹Ui is an isometry for both ‹HX,i and ‹HY,i.
Using Algorithm 2, find W˜B,i ∈ GL(mi, F ) such that W˜B,i‹HY,iW˜ †B,i = ‹HX,i. Hence,
W˜B,i‹UiW˜−1B,i and ‹Ui are unipotent elements lying into C (‹HX,i) ∼= U(mi, E). So, us-
ing Algorithm 4 we can find W˜J,i ∈ C (‹HX,i) such that W˜J,iW˜B,i‹UiW˜−1B,iW˜−1J,i = ‹Ui. A
straightforward computation shows that if WB,i and WJ,i are the embeddings of W˜B,i
and W˜J,i respectively into GL(midi, F ), then we can take Wi =WJ,iWB,i.
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Now suppose that C = C (Q), where Q is a non-singular quadratic form in even characteristic.
If fi ∈ Φ1, then we repeat the argument given above for the case fi ∈ Φ1 replacing sesquilinear
forms by quadratic forms; if fi ∈ Φ2∪Φ3, then by Theorem 4.1.14 we can replace the quadratic
form Q by the associated sesquilinear form βQ and repeat the argument given above for the
case fi ∈ Φ2 ∪ Φ3.
6.3.2 Conjugating element in special and Omega groups
Here we assume that X and Y are conjugate in a special or in an Omega group. Using the
notation of the previous section, we can compute a conjugating element Z = P−1X WPY in the
isometry group and Z. If such Z already lies in the special or in the Omega group, then we
have finished. Otherwise, the strategy is to replace Z by P−1X DWPY , where D ∈ CC (BX )(J)
has appropriate determinant and spinor norm.
Suppose first that S is the special orthogonal group. If X and Y are conjugate in S ,
then we may suppose that f1 ∈ Φ1 and there exists an odd m1,j, so D can be chosen with
shape Ç
D1
I>
å
, (6.3.3)
where D1 ∈ CC (BX,1)(J1) has the same determinant as Z and I> is the identity matrix of
dimension
∑
l>1mldl.
Now let S be the special unitary group. For every i = 1, . . . , h, let
di = gcd(q
2 − 1,mi,1, . . . ,mi,ki)
and let d = gcd(q2 − 1, d1, . . . , dh). If λ1, . . . , λh are integers such that
∑
i λidi = d, then let
H =
Ü
Hλ11
. . .
Hλhh
ê
,
where Hi ∈ CC (BX,i)(Ji) has determinant of maximum order (they can be obtained as ex-
plained in Remark 6.2.7). Since X and Y are conjugate in S , there exists an integer ℓ such
that detZ = detHℓ, so we take D = H−ℓ.
Finally, let us consider the case X,Y ∈ Ω(β). In even characteristic, we can suppose that
f1 ∈ Φ1 and there exists D1 ∈ CC (BX,1)(J1) with θ(D1) = θ(Z), so we choose
D =
Ç
D1
I>
å
.
Suppose we are in odd characteristic. Assume thatX and Y are conjugate in Ω, CS (X) 6= CΩ(X)
and we got a conjugating element Z ∈ C with inappropriate determinant or spinor norm. One
of the following cases applies.
68 6. Centralizers and conjugacy classes: the general case
• There exists fi ∈ Φ2 ∪ Φ3 and mi,j odd. Now CC (BX,i)(Ji) contains elements of non-
square spinor norm. Hence, we take D = DsDo, where either Ds = 1V (if detZ = 1) or
it is defined as in (6.3.3) (if detZ = −1 and f1 ∈ Φ1), and
Do =
Ö
I<
Di
I>
è
,
where Di ∈ CC (BX,i)(Ji) has the same spinor norm as P
−1
X DsWPY , and I< and I> are
identity matrices of dimension
∑
l<imldl and
∑
l>imldl respectively.
• There exists fi ∈ Φ1 with CS (BX,i)(Ji) 6⊆ Ω(BX,i). We saw in Theorem 6.1.7 that we
can pick Di ∈ CC (BX,i)(Ji) with the same determinant and spinor norm as Z, so we take
D =
Ö
I<
Di
I>
è
.
• Suppose fi ∈ Φ1 and CS (BX,i)(Ji) ⊆ Ω(BX,i) for i = 1, 2. Now every conjugating
element Z ∈ C satisfies either detZ = 1, or θ(Z) = 0 and CC (BX,i)(Ji) 6⊆ S (BX,i) for
at least one i, say i = 1 (otherwise X and Y could not be conjugate in Ω). If detZ = 1
and θ(Z) = 1, then CC (BX,i)(Ji) 6⊆ S (BX,i) for both i and we take
D =
Ö
D1
D2
I>
è
with Di ∈ CC (BX,i)(Ji) \CS (BX,i)(Ji) for i = 1, 2. If detZ = −1 and θ(Z) = 0, then we
take D1 ∈ CC (BX,1)(J1) \ CS (BX,1)(J1) and D2 ∈ CS (BX,2)(J2).
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Notation
a 7→ a, 5
A⊕B, 6
B∗, 6
Mn(F ), 11
Vx, 8
Y †, 31
C , 7
Ωǫ(n, q), 8
Oǫ(n, q), 7
Φ, 21
Φ1,Φ2,Φ3, 21
SOǫ(n, q), 8
SU(n, q), 8
Sp(n, q), 7
S , 33
U(n, q), 7
βQ, 6
δij , 45
I, In, 9
O, On, 24
1V , 8
f∗, 19
x ∼ y, 22
Algorithm 1, 58
Algorithm 2, 58
Algorithm 3, 48
Algorithm 4, 48
dual polynomial, 19
form
alternating, 5
bilinear, 5
bilinear associated to Q, 6
hermitian, 6
non-degenerate, 5
non-singular, 6
sesquilinear, 5
symmetric, 6
forms
congruent, 6
generalized elementary divisor, 21
group
Omega, 8
orthogonal, 7
special linear, 8
special orthogonal, 8
special unitary, 8
symplectic, 7
unitary, 7
isometry, 7
Jordan block, 9
unipotent, 9
Jordan decomposition, 10
reflection, 36
semisimple, 10
similar elements, 22
spinor norm, 8
subspace
non-degenerate, 5
totally isotropic, 5
totally singular, 6
unipotent, 10
Wall form, 8
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