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Electron accelerators and synchrotrons can be operated to provide short emission pulses due to
longitudinally compressed or sub-structured electron bunches. Above a threshold current, the high
charge density leads to the micro-bunching instability and the formation of sub-structures on the
bunch shape. These time-varying sub-structures on bunches of picoseconds-long duration lead to
bursts of coherent synchrotron radiation in the terahertz frequency range. Therefore, the spectral
information in this range contains valuable information about the bunch length, shape and sub-
structures. Based on the KAPTURE readout system, a 4-channel single-shot THz spectrometer
capable of recording 500 million spectra per second and streaming readout is presented. First
measurements of time-resolved spectra are compared to simulation results of the Inovesa Vlasov-
Fokker-Planck solver. The presented results lead to a better understanding of the bursting dynamics
especially above the micro-bunching instability threshold.
I. INTRODUCTION
The self-interaction of a bunch with its own electric
field can lead to potential well distortion and therefore to
a deformation in the longitudinal phase space [1]. Above
the micro-bunching instability (MBI) threshold, it results
in the formation of sub-structures on the longitudinal
bunch profile and increased emission of coherent syn-
chrotron radiation (CSR) at wavelengths corresponding
to the size of the sub-structures [2]. The Karlsruhe Re-
search Accelerator (KARA) is the electron storage ring of
the test facility and synchrotron radiation source ANKA
at the Karlsruhe Institute of Technology (KIT). In the
short-bunch operation mode, this storage ring provides
picoseconds-long bunches, which results in the emission
of coherent radiation in the range up to a few terahertz
(THz) [3].
Although the micro-bunching instability was pre-
dicted, simulated, and experimentally verified already in
2002, the bunch dynamics above the threshold are still
not completely understood [4–6]. The outbursts of THz
radiation have been observed at various facilities, i.e.
ALS [6], ANKA [7], Bessy II [2, 8, 9], CLS [10], Dia-
mond [11, 12], Elettra [13], MAX I [14], MIT-Bates [15],
MLS [16], NSLS VUV [17, 18], Soleil [19], SURF II [20]
and III [21], UVSOR-II [22]. The spectrum of the co-
herent emission depends on the bunch shape and there-
fore, the sub-structures created by the MBI. Observing
the spectrum of the radiation emitted by the circulating
electron bunches in the storage ring with single-shot de-
tectors and turn-by-turn precision gives insights to the
evolution of these structures. This is a complementary
method to a direct observation of the electric field via
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electro-optical methods, providing a simpler experimen-
tal setup with faster repetition times [23–27]. Previ-
ous work by Finn et al. [28] uses spatial segregation to
record different frequencies simultaneously. In their cur-
rent readout setup, the power and frequency components
are analyzed in the frequency domain, dropping the phase
relation between the different frequencies. In our setup,
we use wire grids as broadband beam splitters and a KIT
in-house developed readout system, providing synchro-
nized data of the pulse amplitudes of each detector. Ad-
ditionally, this KAPTURE readout system [29–31] pro-
vides continuous streaming of bunch-by-bunch, turn-by-
turn, and single-shot data.
One major step towards understanding the dynamics
in micro-bunching instability would be the reconstruc-
tion of the longitudinal phase space density from mea-
sured data. A first step in this direction is the recon-
struction of the longitudinal bunch profile. However, the
used THz detectors only measure the emitted power of
the synchrotron radiation while the phase information is
lost. Unfortunately, a unique reconstruction of a sig-
nal only from the magnitude of its Fourier transform
is mathematically impossible [32]. Workarounds like a
Kramers-Kronig dispersion relation give impressive re-
sults for known bunch shapes like a single Gaussian or
cosine half wave [33]. However, they fail for spikes and,
especially, many small sub-structures as they happen for
bunch charges above the MBI threshold being investi-
gated here. Therefore, we chose the approach to use the
Vlasov-Fokker-Planck solver Inovesa [34] to simulate the
phase space, extract the emitted power spectrum and
compare this to our spectroscopic measurements. A com-
parison of the four spectral bands gives much more evi-
dence about the validity of the simulation than the pre-
vious comparison to a single detector which integrates all
the emitted radiation. A match between the simulation
and all the detectors is a good indication that the simu-
lated phase space represents the real bunch dynamics.
In this paper we first present general simulations by
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2Inovesa, showing the expected spectral emission during
the MBI. Then, we introduce our 4-channel spectrometer
setup. Good agreement between simulations and mea-
surements is demonstrated at two chosen bunch currents
exemplarily.
II. VLASOV-FOKKER-PLANCK SIMULATION
Particle tracking including CSR effects is suitable for
a single-pass machine, but still a computationally chal-
lenging problem for storage rings [35]. As an alternative,
the Vlasov-Fokker-Planck (VFP) equation can be used to
simulate the longitudinal phase space density under the
influence of a beam impedance [1, 36]. For that purpose,
we use Inovesa [34, 37], an open source parallelized VFP-
solver, developed at KIT. The simulations presented in
the following use the CSR impedance with shielding by
parallel plates [38, 39]. The parallel plates impedance
model assumes an isomagnetic ring, where the electrons
travel between two infinitely long and perfectly conduct-
ing parallel plates. Consequently, all interactions of the
bunch with its emitted field in the straight sections are
neglected in this model, as are possible interactions with
the side walls.
Projecting the simulated longitudinal phase space onto
the time axis provides the bunch profile. From that, the
form factor and subsequently the emitted coherent radi-
ation is calculated. Note that this is the bunch’s radia-
tion due to the parallel plates’ impedance, which is not
identical to the radiation observed at a beamline. The
calculation of the radiation measured at the beamline
would require the inclusion of additional effects such as
beamline apertures, which attenuate lower frequencies,
and transmission properties of the used vacuum windows
and mirrors. However, for the comparison in this paper,
we omitted these effects as well as source specific effects
like edge radiation and polarization.
In our simulations, we used the bending radius
(5.559 m) and beam pipe height (32 mm) of KARA. All
“non-static” properties, like synchrotron frequency and
RF voltage, have been chosen to fit to the measurements
presented in the following (see Table I).
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FIG. 1. Inovesa simulation: Average emitted power spectral
density (PSD) for different bunch currents. The contour lines
are in 5 dB distance between −85 dBm and −130 dBm.
The simulated spectrogram in Fig. 1 shows the average
emitted CSR spectrum at different bunch currents. In
the zero current limit, the bunch has a minimum bunch
length and a Gaussian shape without any sub-structures.
With increasing current, the bunch form changes due to
potential-well distortion. This leads to a decrease of the
intensity of the first frequency peak around 50 GHz when
compared to the quadratic current-dependency expected
for constant bunch shapes. On the other hand, the dis-
tortion of the Gaussian shape introduces spectral compo-
nents at frequencies above 100 GHz. At bunch currents
above the MBI threshold, additional sub-structures form
and even higher frequency components arise. At the same
time, bunch lengthening brings a decreasing height of the
first peak. The threshold current in this simulation is lo-
cated between 0.22 mA to 0.23 mA, while the simulated
current steps were 10µA.
Figure 2 shows in greater detail four specific averaged
spectra at 0.1 mA, 0.2 mA, 0.4 mA and 0.8 mA with an
average rms bunch length of 5.0 ps, 5.2 ps, 6.7 ps and
10.9 ps, respectively.
On the short timescales, the MBI leads to different
behaviours depending on the machine settings and the
bunch current. For all machine settings which we have
analyzed so far, multiple regimes can be categorized.
Two of them will be analyzed in more detail in the fol-
lowing. On the one hand, the region just above the in-
stability threshold. It features regular modulations and
occurrence of sub-structures and is called regular bursting
regime. On the other hand, a regime with a sawtooth be-
haviour where periodic outbursts of radiation and rising
sub-structures are followed by a decay and stabilization
phase. In the machine settings presented here, this saw-
tooth bursting regime lies above three times the threshold
current.
At this high bunch current, the formed sub-structures
are self-amplified by their wake potential, quickly driving
the instability further. Consequently, the energy spread
and the bunch size grows. Hereafter, the emitted co-
herent radiation and, thus, the additional driving wake
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FIG. 2. Inovesa simulation: Slices for selected bunch currents
and average rms bunch lengths of the emitted CSR spectrum
in Fig. 1.
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FIG. 3. Inovesa simulation: Bursts at 0.8 mA: a) shows the average emitted spectrum on top of a histogram displaying the
normalized appearance of frequency and power spectral density (PSD) values. For more information see text. The image in
b) shows the instantaneous emitted coherent radiation due to the changing bunch profile over time. The expected integrated
power P in the marked frequency bands of the used Schottky diodes are shown in c) and the corresponding rms bunch length σz
in d) for the same time axis. For better visibility, the signals of D1, D2 and D3, are shifted by 150, 100 and 50 mW, respectively.
For selected times A, B and C see details in Fig. 4.
potential vanishes due to the decreased charge density.
Radiation damping smooths the bunch shape, too. Sub-
sequently, the bunch shrinks according to the damping
until the MBI threshold is reached again. The average
emitted power spectrum is therefore dependent on the
duration, intensity and repetition rate of the outbursts
while below the threshold it is governed by static bunch
deformation.
Figure 3 presents simulated data for a bunch current
of 0.8 mA, more than three times the threshold current.
The changing instantaneous CSR spectrum over time is
calculated from the simulated bunch profiles. For com-
parison to slower data acquisition systems and spectrom-
eters, the average spectrum is displayed together with the
normalized appearance of all spectra, which are emitted
within 50 ms. The normalized appearance has been cal-
culated by a histogram of every frequency bin, therefore
counting the emitted intensities at every frequency over
time. Then it was normalized to the number of analyzed
spectra.
Most of the emitted spectra are below the average
(note the logarithmic scale), because the high frequencies
and high intensities are emitted only for a short time dur-
ing a burst. The fact that the coherent enhancement in-
creases the emitted power by many orders of magnitude,
leads to an average above the median spectrum. Also
indicated are four frequency bands (Fig. 3): D1 (90 GHz
to 140 GHz), D2 (140 GHz to 220 GHz), D3 (220 GHz to
325 GHz) and D4 (325 GHz to 500 GHz). The same fre-
quency bands are used in the described measurements
(see Table II).
Figure 3 additionally shows the emitted THz intensity
in these four spectral bands and the rms bunch length
as a function of time. The small, but fast, bunch-length
modulation between the radiation outbursts can be mod-
elled by a quadrupole motion, which leads to a periodic-
ity with twice the synchrotron frequency. On the longer
timescales, the rms bunch length decreases due to radia-
tion damping, until the threshold is reached. Then, the
strong micro-bunching instability drives sub-structures
and blows up the bunch. This blow-up in combination
with diffusion and damping in phase space homogenizes
the bunch shape and the sub-structures vanish. Accord-
ingly, the bunch length and the energy spread fluctuation
show the same periodicity as the bursting behavior (see
also [40]). Because the emitted spectrum is sub-structure
dominated and only the spectral intensity is measured
(i.e. the phase is lost), a direct reconstruction of the
bunch profile is not possible.
Three points in time (A, B and C) are shown in more
detail in Fig. 4 with their spectrum and bunch profile.
Time A lies between two outbursts (cf. Fig. 3(d)): the
shape is smooth since the sub-structures have already de-
cayed, and the bunch is further shortening. At the high
frequencies of D3 and D4, very low power is emitted. At
time B, the shortened bunch implies an increased wake
potential, which leads to a bunch deformation, visible in
the bunch profile (cf. Fig. 4(b), trace B) and drives the
4micro-bunching instability. This results in more radia-
tion, seen first at lower frequencies (cf. Fig. 4(a)), and
also increases the intensity of the wake potential. At
time C, the sub-structures, now clearly visible on the
bunch profile, have the highest amplitude and shortest
size leading to the outburst of radiation as seen at all
frequency bands. The high wake potential blows up the
bunch quickly, which, due to diffusion and damping, be-
comes stable again and shrinks until the next burst oc-
curs. The described process takes a few milliseconds,
only.
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FIG. 4. Calculated emitted spectrum a) and bunch profile b)
at selected times A, B and C of Fig. 3 as a function of spec-
tral frequency and time, respectively. The high frequencies
are very unstable and only emitted for a short time during a
radiation outburst. However, the intensities emitted by the
sub-structures are many orders of magnitude higher due to
the coherent enhancement. The indicated bands D1, D2, D3
and D4 (shaded blue) correspond to the detector sensitivity
used in the measurements. For details see Fig. 3 and the text.
III. MEASUREMENT SETUP
Measurements have been performed at the storage ring
KARA at KIT and the radiation was coupled to the de-
tection system via the infrared beamline IR2 [41]. The
storage ring was operated in a short-pulse mode (low-
alpha operation), wehere the magnet optics were set to
obtain a momentum compaction factor αc of 5× 10−4.
With the 800 kV accelerating voltage, this results in a
calculated zero-current bunch length of 4.5 ps. Initially,
the bunch current of the observed bunch was 2 mA,
which is way above the MBI threshold [3], and decayed
to 0.18 mA, which is below the threshold. The scaling
law [42] for the instability predicts for this machine set-
tings a MBI threshold current of 0.2 mA. The important
machine parameters of the measurement are summarized
in Table I.
The setup at the beamline is sketched in Fig. 5. The
radiation was coupled out through a Z-cut quartz win-
dow at the diagnostic port of the infrared beamline. The
optics of the beamline were designed to project an im-
age of the entrance edge of the radiating bending magnet.
However, the long wavelengths suffer from diffraction and
limiting apertures. This was confirmed by Fourier trans-
TABLE I. Machine paramenters during the experiment
Beam energy, [43] 1.287 GeV
Circumference 110.4 m
Vacuum chamber full height 32 mm
Revolution frequency 2.7157 MHz
RF frequency 499.71 MHz
RF amplitude 799.2 kV
Synchrotron frequency 8.2 kHz
Estimated MBI threshold, [42] 0.2 mA
Calc. momentum compaction αc 5× 10−4
Calc. relative energy spread 0.47× 10−3
Calc. zero-current bunch length (rms) 4.5 ps
form infrared (FTIR) spectroscopy at the beamline mea-
suring the maximum power around 200 GHz [44] with
strong suppression of frequencies below 100 GHz.
To ensure a purely linear polarization of the incoming
CSR, the beam is pre-polarized and afterwards, with a
set of three additional wire-grid polarizers, split into four
partial beams of nearly equal power, each focused to a
commercially available wave guide coupled Schottky bar-
rier diode (SBD) detector [45]. Each detector is sensitive
in a different frequency band, spanning the range from
90 GHz to 500 GHz (Tab. II). The detector signals were
simultaneously read out with KAPTURE ’s four input
channels [29–31].
KAPTURE is synchronized to the 500-MHz master
clock of the storage ring and digitizes the detector sig-
nals with the same repetition rate. The sampling time
can be set with a 3 ps accuracy for each input chan-
nel, individually. A track-and-hold circuit in front of the
analog-to-digital converter (ADC) stores the signal am-
plitude at the chosen time until it is read out by the 12-bit
ADC. The results presented here are based on data sets
recorded in intervals of 10 seconds to reduce the amount
of stored data. Each data set consists of 100 ms contin-
uous turn-by-turn data for all 184 RF buckets, i.e. ev-
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FIG. 5. The synchrotron radiation emitted at the diagnos-
tic port is first polarized and then divided into four beams
by three wire-grid beam splitter (BS). The split beams are
focused onto four detectors, each one sensitive in its specific
frequency band (see Table II and Fig. 3 for details). The
single-shot measurements are sampled and read out by the
KAPTURE system.
5ery bunch has continuously been tracked for more than
2.7× 105 consecutive turns.
Table II lists the different frequency bands, the diode
models, and the average DC responsivity of the used de-
tectors.
TABLE II. Schottky barrier diode detectors used [45]
Label Band (GHz) VDI Model DC resp. (V/W)
D1 90-140 WR8.0ZBD 2000
D2 140-220 WR5.1ZBD 2000
D3 220-325 WR3.4ZBD 1500
D4 325-500 WR2.2ZBD 1250
The responsivity shown is only indicative of the sen-
sitivity of the complete detector system, i.e. the diodes
should not be compared quantitatively, because the mea-
sured synchrotron radiation pulse is broad-band and the
frequency acceptance of the diodes is not uniform over
the entire band. To improve the used ADC range, three
of the SBD detectors (D2, D3 and D4) were amplified
using a 15 dB amplifier with 18 GHz bandwidth.
Even though the analog frequency bandwidth of all
diodes has been measured to be above 18 GHz, the syn-
chrotron emits ps and sub-ps pulses shorter than the
overall response time of the SBD detector circuit. There-
fore, the measured pulse amplitude is dominated by the
impulse response due to the quality of the RF-readout
path of each individual diode. In comparison to the in-
dividual DC-responsivities, the THz impulse response is
very difficult to calibrate. Thus, to not bias the reader,
the data shown here was not corrected for the diode’s
DC responsivities, however, we don’t assume these prop-
erties to change during the experiment. The reader has
to keep in mind that quantitative comparisons between
the diodes require special care.
If the bunch shape would be known, this setup could be
used as a single-shot bunch length monitor for bunches in
the picosecond range. However, above the MBI thresh-
old, the bunch shape is dominated by the sub-structures
and the instantaneous overall bunch-length can not be
determined.
IV. MEASUREMENT RESULTS
A. Instability Threshold Determination
An important parameter to determine is the MBI
threshold current at the given machine setting. A good
method for its determination is to measure the fluctua-
tions of the THz signal amplitude [46]. For that reason,
the standard deviation of the detector amplitude is ana-
lyzed as shown in Fig. 6.
Below the threshold current, only two diodes (D1, D2)
detect fluctuations in the pulse intensity, because no CSR
is emitted at the higher frequencies (D3, D4, cf. simula-
tion of the emitted spectrum in Fig. 1). The fluctuations
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FIG. 6. Measured standard deviation (STD) of the pulse
intensity in the different diode frequency bands. Above the
determined MBI threshold of 0.214(2) mA (vertical dashed
line), the fluctuations increase significantly.
below the threshold are in accordance with a quadrupole
motion model of the synchrotron oscillation that slightly
modulates the bunch length. The slope increases signif-
icantly at the threshold current, where additional sub-
structures influence the emitted radiation.
The determined MBI threshold current of the mea-
surement is at 0.214(2) mA, which is in agreement to the
threshold predicted by the scaling law (0.20(1) mA) and
the one simulated by Inovesa (0.225(5) mA). Uncertain-
ties on the measured input parameters account for the
error in scaling law value but have not been considered
in the VFP simulation.
Above the threshold, the standard deviation increases
until it remains at a high level, which is even above the
average amplitude. That is due to the outbursts of radi-
ation followed by relatively low power during the shrink-
ing of the bunch. Consequently, long averaging times are
needed in this regime, if one intends to do conventional
spectroscopy with typically, in comparison to our mea-
surements, slower data acquisition systems.
B. Bursting Spectrograms
So-called bursting spectrograms have proven to be an
excellent tool to analyze the bursting dynamics [12, 16,
19, 47]. For this purpose, the time domain data of THz
pulses and their time evolution is Fourier transformed.
The resulting spectrum is plotted over each correspond-
ing measured bunch current. For a more detailed de-
scription of the data analysis strategy, see [46]. Such a
spectrogram, showing specific modulation frequencies of
the THz power, is reproducible and depends on machine
parameters like the momentum compaction factor, the
accelerating voltage and the impedance of the storage
ring. It is a fingerprint of the accelerator in its current
state. Figure 7 shows the spectrogram for each of the four
detectors. Different current-dependent bursting regimes
can be identified [46].
Above the MBI threshold at 0.214(2) mA, the insta-
bilities start with high frequency modulations around
6FIG. 7. Bursting spectrograms of each detector. The main
features are visible in all spectrograms, albeit with different
contrast. The color scale is a logarithmic scale of the detector
output power into 50 Ohms and should not be compared quan-
titatively between the diodes due to differing frequency band-
width, responsivity and RF readout efficiency of the diodes.
Also note, that the D1 detector was operated without ampli-
fier, whereas all other diodes were amplified by 15 dB.
32 kHz. With increasing current, also low frequencies
arise that indicate the occurrence of periodic bursts. The
repetition rate of the bursts is below 1 kHz and hardly vis-
ible in the plots. After an intermediate stage with more
complex structures above 0.7 mA, the spectrum changes
to a regular pattern of harmonics near the synchrotron
frequency. With increasing bunch current the amount
of white noise also rises. Since the ADC pre-amplifier
has not been changed, these are not digitization-induced
fluctuation effects, but account for a high amount of ran-
domness in the bursting behavior. As a consequence,
even though the form of the bursts is similar and their
appearance repeats, none of them are identical.
Furthermore, it can be seen that the main features
of the spectrogram are the same, although the different
diodes span different frequency ranges from 90 GHz to
500 GHz. Differences in the spectrogram can be seen in
relative intensity variations of some features, the amount
of white noise and the number of visible harmonic struc-
tures.
C. Sawtooth Bursting Regime
In the following, a time-domain dataset at 0.8 mA is
analyzed in more detail. This current is about four times
the MBI threshold and in the regime of large periodic
bursts. Due to bunch lengthening, the average bunch
length is rather long, which limits the amount of coher-
ent radiation. Nevertheless, the strong instability with
many small sub-structures in the electron density leads
to periodic bursts of high amplitude THz radiation.
Turn-by-turn data of the four detectors are shown in
Fig. 8. In agreement with the simulations (compare to
Fig. 3), the pulse amplitudes of the D1 and D2 diodes
are on an almost constant and low level before the burst.
They are mainly modulated with twice the synchrotron
frequency in accordance with the quadrupole motion
model (not visible in the plots). When the burst starts,
as seen in the zoom-in, the observed modulation changes,
which is due to the forming sub-structures rotating in
phase space. The diodes, sensitive at a higher frequency
band, do not measure notable coherent radiation until
the burst starts. Additionally, the burst’s observation
occurs later compared to the lower frequencies bands.
D. Regular Bursting Regime
The bursting regime slightly above the MBI threshold,
we refer to as regular bursting [48]. Here, besides the
always visible synchrotron frequency, only a single mod-
ulation frequency (the regular bursting frequency) and its
harmonics are visible. The actual frequency depends on
the number of structures in the phase space and on the
synchrotron frequency [49].
The upper part of Fig. 9 shows a measurement with the
four detectors in that regime. Due to the low intensity
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FIG. 8. Measured turn-by-turn amplitudes of the four different diodes (1000 turns ≈ 0.368 ms ≈ 3 synchrotron periods). The
bottom panel shows a zoom-in to the beginning of an outburst. Every point is a measured pulse amplitude, the connecting line
is a guide to the eye.
at high frequencies, the signal of the D4 detector is lim-
ited by the ADC resolution. The same regular bursting
frequency around 32 kHz is observed in all diodes which
was also observed in the spectrograms (cf. Fig. 7). In
addition to the spectrogram, which only shows the mag-
nitude of the oscillation, a phase shift between the de-
tectors can be seen in the time domain. This is not an
artifact but due to the specific structure rotating in phase
space. The projection of that structure, i.e. the bunch
profile, enlarges and shrinks according to the phase space
rotation. Therefore, a different intensity is observed in
the distinct spectral ranges. A similar behavior can be
observed in the simulation. The simulated time domain
data for the same machine settings is displayed in the
lower panel of Fig. 9 . Since Inovesa simulates the com-
plete phase space, the source of the observed phase shift
can be investigated.
The three marked time steps of Fig. 9 are shown in
more detail in Fig. 10. For better comparison, the av-
erage phase space is subtracted from the detailed views.
The phase space at that current has permanent substruc-
tures that rotate counter-clockwise. Permanent in this
case means that the sub-structures are always present,
and the phase space replicates with the observed regu-
lar bursting frequency. However, the structures them-
selves evolve and change in amplitude during their rota-
tion (synchrotron motion) in phase space. At the bunch
head, the sub-structures are largest, while they almost
vanish on the opposite side. At these machine settings,
five minima and maxima in the phase space are seen. The
phase space image replicates with the regular bursting
frequency, which is approximately four times the syn-
chrotron frequency. The different impact on the spec-
trum at the three time points explain the different be-
havior of the narrow-band detectors. This effect can not
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be observed when using a single broadband detector that
integrates the whole sensitivity range.
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FIG. 10. Inovesa simulation: The three marked time steps of Fig. 9 are investigated in greater detail. The phase space as
simulated by Inovesa (top) is used to calculate the longitudinal charge density (middle) and from that the emitted spectrum
shielded by parallel plates (bottom). The bunch head is to the right and the rotation in phase space is therefore counter-
clockwise. For better visibility, the average was subtracted from all time steps. The first column shows the subtracted
time-average phase space (first line), time-average charge density profile (second line), and average emitted radiation spectrum
(third line).
Note that the spectrum of the average profile is not the average spectrum, shown in the bottom line. In particular, the average
profile does not feature any trace of the sub-structures, so its spectrum does not reach the same high frequencies. In the top
line, the averaged phase space is subtracted and the sub-structures are therefore clearly visible, where the red color denotes a
charge density higher than the average and the blue color denotes a density lower than the average. The three spectra have
more or less power than the average, dependent on the individual bunch profile. To account for that and nevertheless present
the differences over a wide range, a two sided logarithmic scale is used where differences below 1× 10−18 W/Hz have been
treated as the zero value.
9E. Statistical Investigation
Because of the uniqueness of the bursts, especially in
the sawtooth regime at currents far above the instabil-
ity threshold, a direct comparison between measurement
and simulation is difficult. Even though a burst may
look similar in simulation and experiment, its underly-
ing physics do not necessarily have the same origin. To
cross-check both, averaged values are compared derived
from our simulations with Inovesa and the measurements
obtained with our experimental setup. The average mea-
sured amplitude is shown in Fig. 11. Note that the elec-
trical output voltage of the SBD detector is proportional
to the optical input power.
The MBI threshold can be identified slightly above
0.2 mA (Fig. 11). Noteworthy is the different behavior
of the diodes’ signal at this threshold value. The forming
of sub-structures above the MBI threshold only has a mi-
nor effect at the D1 frequency band between 90 GHz to
140 GHz. This is attributed to the already high amount
of coherence from the bunch as a whole, so that the sub-
structures increase mostly affects higher frequency com-
ponents. The latter is evident in the data obtained in the
two highest frequency bands. Without sub-structures,
these diodes hardly detect any radiation while they are
not sufficiently sensitive for incoherent radiation in this
setup. Note that the sudden drop of detected power,
seen for the two diodes D2 and D3 above 0.4 mA, and for
D2, D3 and D4 around 0.7 mA (cf. Fig. 11) is due to a
change of the bursting behavior. These sudden drops in
the average values correlate with distinct features in the
spectrograms (Fig. 7), i.e. these average traces are highly
reproducible and sudden drops are connected to the un-
derlying electron density dynamics. For the simulation,
D3 and D4 show a similar drop at about 0.35 mA, but
nothing similar around 0.7 mA. There are two possible
explanations for this small discrepancy. First, the simple
parallel plates model does probably not fully reproduce
the beam dynamics. Secondly, we assumed a flat spectral
sensitivity for the simulation, while in the measurement
the exact frequency of an emission peak is important (cf.
Fig. 1).
If we assume a stable bunch shape, a quadratic increase
of CSR with current is expected (see Fig. 11). This can
be seen for the two lowest frequency bands, however, the
bunch is not short enough for coherent radiation at the
higher frequencies. Around the threshold, with the start-
ing potential well distortion resulting in an asymmetric
bunch shape and formation of substructures, the power at
the higher frequencies increases stronger than quadratic
as shown in our simulations (cf. Figs. 1 and 2).
Above the threshold, the total emitted CSR power is
stronger influenced by the changing form factor due to
the sub-structures than by the number of the overall elec-
trons. Subsequently, a larger power increase can be ob-
served for a small current range at higher frequencies
in comparison to the quadratic behavior (cf. Fig. 11).
This saturates quickly. Above 0.7 mA, in the regime of
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FIG. 11. Upper: Average measured amplitude of the single
pulse signal over the bunch current corresponding to the av-
erage optical power emitted in each frequency band. The D1
data was compensated to account for the missing amplifier.
For a stable bunch profile, a quadratic dependency would be
expected. To guide the eye, the dotted line shows such a
behaviour. The MBI threshold appears at 0.214(2) mA (ver-
tical dashed line). Lower: Simulated, average integrated CSR
power emitted in each frequency range of the measurement.
The connecting line between the simulation steps is a guide
to the eye. The vertical dashed line denotes the simulated
MBI threshold at 0.225(5) mA. This is the simulated power
emitted by the bunch over the whole turn. For details see
text.
the resonant bursts described before, the average power
is determined by the length and repetition rate of the
bursts.
The lower panel in Fig. 11 shows a similar behavior
for the simulated data. In agreement with the measure-
ments, the simulated and derived averages in the low fre-
quency band (D1) hardly show any change at the thresh-
old, but similar changes are visible in the higher fre-
quency bands. In the simulations, the threshold is found
at a slightly higher bunch current. Considering that the
only impedance taken into account is the CSR impedance
shielded by parallel plates, Inovesa reproduces the mea-
sured data very well. In conclusion, the measured phe-
nomena can be attributed to the micro-bunching insta-
bility and can be simulated by a VFP solver.
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V. SUMMARY AND OUTLOOK
We have set up a single-shot 4-channel spectrometer
system, which is able to continuously stream 500 mil-
lion spectra per second. The optical setup consists of
three beam splitters and four individual detectors, which
are simultaneously read out in a streaming mode by the
in-house build data acquisition system KAPTURE. We
have demonstrated the capability of the setup by syn-
chronously observing the micro-bunching instability in
four THz frequency bands turn-by-turn in a multi-bunch
environment.
Many of the found features can be reproduced by sim-
ulations with our VFP solver Inovesa. VFP solvers are
known to determine the MBI threshold sufficiently well.
Our comparison of the different diodes above the thresh-
old region demonstrates that a simple model, consider-
ing only CSR shielded by parallel plates, does not only
reproduce most statistical values, but also the bursting
dynamics – at least for KARA. The coincidence at all
four frequency ranges is a very good indication that the
simulated phase space fits to the real bunch, especially
in the regular bursting regime where a clear phase off-
set between the different frequency ranges could be ob-
served in measurement and simulation. This leads to
new insights of the micro-bunching instability, where the
missing parts of the measurements can be completed by
the simulations.
Currently, we are extending Inovesa from the basic
parallel plates model to a more realistic impedance. The
improved model includes resistive wall losses and will al-
low arbitrary impedances which could cover edge radia-
tion with interaction in the subsequent straight sections
to achieve an even better agreement between simulations
and measurements.
Developments are under way to use integrated single-
chip detector arrays [50, 51] based on superconducting,
electric field-sensitive YBCO detectors [52] and on room-
temperature Schottky detectors [53] in combination with
the next version of KAPTURE. The array detectors will
not only provide more narrow band responses but addi-
tionally increase the number of channels and reduce the
required setup space. The next KAPTURE version will
provide eight readout channels and an improved read-
out path [31]. The ability to synchronize multiple KAP-
TURE boards would allow the readout of even more
channels.
Moreover, synchronization with other experimental
stations at KARA will additionally provide time-resolved
information about the energy spread [40] and the longi-
tudinal bunch profile [54], simultaneously [55], closing
the circle of observing all projections of the longitudinal
phase space.
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