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GELFAND TRANSFORMS AND BOUNDARY
REPRESENTATIONS OF COMPLETE NEVANLINNA–PICK
QUOTIENTS
RAPHAE¨L CLOUAˆTRE AND EDWARD J. TIMKO
Abstract. The main objects under study are quotients of multiplier algebras
of certain complete Nevanlinna–Pick spaces, examples of which include the
Drury–Arveson space on the ball and the Dirichlet space on the disc. We are
particularly interested in the non-commutative Choquet boundaries for these
quotients. Arveson’s notion of hyperrigidity is shown to be detectable through
the essential normality of some natural multiplication operators, thus extend-
ing previously known results on the Arveson–Douglas conjecture. We also
highlight how the non-commutative Choquet boundaries of these quotients
are intertwined with their Gelfand transforms being completely isometric. Fi-
nally, we isolate analytic and topological conditions on the so-called supports of
the underlying ideals that clarify the nature of the non-commutative Choquet
boundaries.
1. Introduction
The symbiotic relationship between analytic function theory on the open unit
disc D ⊂ C and operator theory has long been fruitfully exploited. The standard
setting is that of the Hardy space H21 consisting of those analytic functions on
D with square summable Taylor coefficients at the origin, and the main actor is
the operator Mz : H
2
1 → H21 of multiplication by the variable z. Given an inner
function θ, we can consider the so-called “model operator”, obtained as the following
compression
Zθ = P(θH21)⊥Mz|(θH21 )⊥ .
This operator and the various operator algebras related to it contain a striking
amount of information about the function θ. One key to unraveling this information
is an additional piece of structure that the Hardy space enjoys: the Szego¨ kernel
k1(z, w) = (1− zw)−1, z, w ∈ D
is its reproducing kernel.
The potential lying within these concepts and their interactions was uncovered
early on by Sarason in his seminal paper [58], wherein it was shown how a complete
description of the operators commuting with Zθ is equivalent to several classical
interpolation results, once the function θ is chosen appropriately. In this instance,
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operator theory clarifies a function theory problem. In the reverse direction, opera-
tor theoretic information can be extracted from the fine function theoretic proper-
ties of the symbol θ. Indeed, the model operators Zθ, and operator-valued versions
thereof, are the building blocks for a very robust classification theory of Hilbert
space contractions (see [60],[14]).
In the aforementioned developments a unifying central figure is what is now
called the Commutant Lifting Theorem [59], which identifies the commutant of Zθ
as the weak-∗ closed unital operator algebra that it generates. This operator algebra
can also be regarded as the quotient M1/θM1, where M1 denotes the multiplier
algebra of H21 . We then see that the quotient algebraM1/θM1 carries information
that is relevant both from the function theoretic and the operator theoretic points
of view. Operator algebraic properties of these quotients were further leveraged in
[19] to sharpen some classification results. More precisely, a key point there was
whether or not the identity representation lies in the non-commutative Choquet
boundary. An earlier foray into such questions can be found in Arveson’s work
in [6] and [7], which undertook a careful study of the norm-closed subalgebra of
M1/θM1 generated by Zθ.
Although the foregoing discussion is set in the one-variable world of the unit
disc, there is an analogous multivariate version of the story that takes places on the
open unit ball Bd ⊂ Cd, where d is some positive integer. This higher-dimensional
setting has been a fertile ground for many years for research in both operator theory
and function theory, and it continues to be to this day. Here, the classical Hardy
space H21 is replaced with an appropriate generalization, called the Drury–Arveson
space and denoted by H2d . The reproducing kernel of H
2
d is
kd(z, w) = (1 − 〈z, w〉Cd)−1, z, w ∈ Bd
and the multiplier algebra is denoted by Md. The intense research activity sur-
rounding this space stems partly from the fact that it is universal (in a precise
technical sense) for both the purposes of function theory [2] and of operator theory
[9].
A commutant lifting theorem is known in this context as well [13]. Furthermore,
mirroring the univariate developments, there is a robust yet still developing corre-
sponding classification theory for commuting row contractions using weak-∗ closed
ideals a ⊂Md along with the associated d-tuples
Za = (P[aH2
d
]⊥Mz1 |[aH2
d
]⊥ , . . . , P[aH2
d
]⊥Mzd |[aH2d ]⊥)
as building blocks (see [48],[9],[52],[25],[26] and the references therein). For these
reasons, it is desirable to understand the structure of the quotients Md/a, as well
as that of the norm-closed subalgebras generated therein by Za. Once again, the
precise question we will explore is whether their identity representations belong to
their respective non-commutative Choquet boundaries.
We note that there are some important qualitative differences between the uni-
variate and the multivariate worlds. For instance, it is readily seen that when d = 1,
the model operator Zθ is always essentially unitary, in the sense that
I − Z∗θZθ and I − ZθZ∗θ
are compact [6, Theorem 3.4.2]. The corresponding statement when d > 1 is not
obvious; whether or not it even holds is the content of the celebrated Arveson–
Douglas essential normality conjecture (see [36] and [33] for some recent progress
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on this problem). Interestingly, our methodology here is in some ways connected
to this subtle question, as was first realized in [43].
Throughout the paper, we work in a more general context, one which attempts to
distill the salient distinguishing feature of the Drury–Arveson space. Accordingly,
we will be considering Hilbert spaces of analytic functions on the ball Bd with
a complete Nevanlinna–Pick reproducing kernel that is unitarily invariant, along
with their multiplier algebras and their quotients. As we explain below, there are
many important examples of such spaces, such as the Drury–Arveson space and
the Dirichlet space on the disc. The impetus to treat these two spaces (and many
more) simultaneously is provided by recent advances in the connection between their
function theory and the associated operator theory [15],[24],[27] building on ideas
from [1],[5],[40]. With that being said, we emphasize that the setting of the Drury–
Arveson space and quotients of its multiplier algebra were the original motivation
for the work undertaken in this paper, and many of our results are already new in
this concrete setting.
We now describe the organization of the paper and state our main results. In
Section 2, we gather some background material on operator algebras, boundary rep-
resentations and their C∗-envelopes. The main results of this section are Theorem
2.4 and Corollary 2.5, which highlight a connection between the identity represen-
tation enjoying a certain unique extension property and the Gelfand transform of
a commutative unital operator algebra being completely isometric.
In Section 3, we define what we call maximal regular unitarily invariant repro-
ducing kernel Hilbert spaces with the complete Nevanlinna–Pick property, along
with some natural algebras of multipliers associated with them. We also prove
some preliminary facts, many of which are undoubtedly known to experts but do
not seem to appear explicitly in the literature.
Let H be such a space on the unit ball Bd and let M(H) denote its multiplier
algebra. Fix some weak-∗ closed ideal a ⊂ M(H) and let Ha = H ⊖ [aH]. We
define a weak-∗ closed, commutative unital operator algebra on Ha as
Ma = {PHaMψ|Ha : ψ ∈M(H)}.
We also let Aa ⊂ Ma denote the norm-closed subalgebra generated by the com-
pressed coordinate multipliers z1, . . . , zd, where
zj = PHaMzj |Ha , 1 ≤ j ≤ d.
Let ∆(Aa) denote the space of characters of Aa and let g : Aa → C(∆(Aa)) be the
Gelfand transform, so that
(g(b))(χ) = χ(b), b ∈ Aa, χ ∈ ∆(Aa).
Our investigation throughout is predicated on determining whether the identity
representation is a boundary representation for the algebras Aa and Ma. Our
analysis bifurcates into two strands, one for Aa and another forMa. The need for a
separate analysis of each case is not entirely unexpected, as even in the most classical
situation where H is the Hardy space on the disc, the phenomena highlighted in
[6],[7] and [19] are vastly different, and the methods of proof are quite distinct.
The knowledge that the identity representation is a boundary representation
is expected have some applications in operator theory. Indeed, it could lead to
sharper versions of the results of [25] and [26], in the spirit of what was done in [19]
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in the single-variable context. A more thorough examination of this prospect will
be undertaken in a future paper.
In Section 4, we analyze the identity representation of Ta = C
∗(Aa) and wish
to determine when it is a boundary representation for Aa. We start by identifying
the character space of both Aa and Ta in Theorem 4.1 and use it to calculate
the essential norm of elements in Aa in Theorem 4.2. Leveraging these pieces of
information, we obtain the following characterization (Theorem 4.6).
Theorem 1.1. Let H be a maximal regular unitarily invariant complete Nevanlinna–
Pick space. Let a ⊂ M(H) be a proper weak-∗ closed ideal. If Ha has dimension
greater than one, then the following statements are equivalent.
(i) The Gelfand transform of Aa is completely isometric.
(ii) The C∗-envelope of Aa is commutative.
(iii) The identity representation of Ta is not a boundary representation for Aa.
We note here that the case where H is the Hardy space on the unit disc was
investigated by Arveson, who completely characterized the ideals a for which Aa
has a completely isometric Gelfand transform. The details appear in Example 4
below. We show in Example 5 that our general situation is more complicated.
Arveson’s notion of hyperrigidity for operator algebras is also relevant for our
purposes in Section 4. Determining whether an operator algebra is hyperrigid is
typically quite difficult, as it requires checking that every representation of the
generated C∗-algebra has a certain unique extension property. Nevertheless, hyper-
rigidity of operator algebras has generated significant research activity recently (see
for instance [43],[31],[24],[21],[20],[45],[57] and the references therein) prompted by
a compelling yet still unresolved conjecture of Arveson [11]. It is therefore note-
worthy that our approach also allows us to characterize when the algebra Aa is
hyperrigid (see Corollary 4.5).
Theorem 1.2. Let H be a maximal regular unitarily invariant complete Nevanlinna–
Pick space. Let a ⊂M(H) be a proper weak-∗ closed ideal. The following statements
are equivalent.
(i) The algebra Aa is hyperrigid in Ta.
(ii) The d-tuple (z1, . . . , zd) is essentially normal and the Gelfand transform of Aa
is not completely isometric.
This theorem and its proof are inspired by [43, Theorem 4.12] which focuses on
the Drury–Arveson space. It should be noted that the results of [43, 44] hold for
more general spaces than the Drury–Arveson space, see Section 5 therein. However,
as explained on page 1731 of [24], the overlap with our present setting consists only
of the Drury–Arveson space.
In the second part of Section 4, we turn our attention to the whole algebraMa,
and analyze when the identity representation of C∗(Ma) is a boundary representa-
tion for it. We obtain an analogue of Theorem 1.1 in this context (Corollary 4.7).
Examples 6, 7, 8 and 9 put the various conditions therein in perspective.
In Section 5, we find conditions under which the identity representation of Ta
necessarily is a boundary representation for Aa, or equivalently, under which the
Gelfand transform of Aa is not completely isometric. For instance, we show that
this is almost always the case when a is a homogeneous ideal (Theorem 5.1), unless
Aa can be identified with the classical disc algebra. Another instance where this
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can be verified is when the reproducing kernel of the space H fails to be maximal
(Theorem 5.2). For the rest of the section, we focus on the maximal situation and
seek to exploit some analytic boundary assumptions on the so-called support of the
ideal a, which was introduced in [27]. Given a compact subset K ⊂ Cd, we say that
it is an approximation set if the polynomials are uniformly dense in the continuous
functions on K. The following is Corollary 5.4.
Theorem 1.3. Let H be a maximal regular unitarily invariant complete Nevanli-
nna–Pick space. Let a ⊂ M(H) be a proper weak-∗ closed ideal such that Ha has
dimension greater than one and supp a ∩ Sd is an approximation set. Then, the
Gelfand transform of Aa is not completely isometric.
We recall that in one variable, a classical theorem of Lavrentiev states that if
K ⊂ C is a compact subset, then the polynomials are dense in C(K) if and only
if K has no interior and connected complement. A similar characterization of this
density property in several variables appears to be a (difficult) open problem in
approximation theory [46]. Some sufficient conditions are known however, and can
be used to describe concrete situations where the previous theorem applies (see
Corollary 5.5). In Corollary 5.9, we adapt the arguments found in [44] to sharpen
Theorem 1.2 in the presence of some geometric restrictions on the zero set of the
ideal a, and bring its statement in line with that found in [44].
Finally, in Section 6, we seek to identify sufficient conditions on the ideal a in
order for the Gelfand transform of Ma not to be completely isometric. We show
that the presence of some isolated points in the character space ofMa accomplishes
this (Theorem 6.6).
Theorem 1.4. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space. Let a ⊂M(H) be a proper weak-∗ closed ideal whose support has an isolated
point λ ∈ Bd. Then, the following statements hold.
(i) The algebra Ma contains a non-zero idempotent finite-rank operator and the
identity representation of C∗(Ma) is a boundary representation forMa. More-
over, the Gelfand transform of Ma is not completely isometric if Ha has di-
mension greater than one.
(ii) If supp a consists of more than one point, then the Gelfand transform of Ma
is not isometric.
As an application, we obtain the following (Corollary 6.7).
Theorem 1.5. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space. Let a ⊂M(H) be a proper weak-∗ closed ideal with the property that its zero
set has an isolated point. Then, the following statements are equivalent.
(i) The ideal a is the vanishing ideal of a single point.
(ii) The space Ha is one-dimensional.
(iii) The Gelfand transform of Ma is completely isometric.
(iv) The Gelfand transform of Ma is isometric.
This result is consistent with the findings of [18, Theorem 4.2] for the classical
Hardy space on the unit disc, in which case the statement of the previous theorem
is valid for any weak-∗ closed ideal. Whether or not this stronger statement holds
in the generality discussed here calls for further investigation.
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2. Operator algebras, boundary representations and C∗-envelopes
Let B(H) denote the C∗-algebra of bounded linear operators on some Hilbert
space H. By an operator algebra we simply mean a subalgebra A ⊂ B(H). We
denote by A′ the commutant of A, so that
A′ = {X ∈ B(H) : Xa = aX, a ∈ A}.
For each n ≥ 1, we let Mn(A) denote the algebra of n× n matrices with entries in
A. When A = C, we write Mn instead of Mn(C). Generally, we view Mn(A) as a
subalgebra of B(H(n)) in the obvious way (where H(n) is the n-fold direct sum of
H), and thus obtain a norm on Mn(A). If E is a Hilbert space and τ : A → B(E) is
a linear map, then for every n ≥ 1 we have an induced linear map τ (n) :Mn(A)→
B(E(n)) defined as
τ (n)([aij ]) = [τ(aij)], [aij ] ∈ Mn(A).
The map τ is said to be completely contractive or completely isometric whenever
τ (n) is contractive or isometric, respectively, for each positive integer n. The reader
may consult [50] for more details on the topic.
Starting with a unital operator algebra A ⊂ B(H), we can consider the C∗-
algebra C∗(A) that it generates inside of B(H). However, this C∗-algebra is typi-
cally not invariant under completely isometric isomorphisms of A. In an attempt
to construct the smallest possible C∗-algebra generated by a completely isometric
copy of A, Arveson introduced in [6] non-commutative versions of the Choquet
and Shilov boundaries for uniform algebras. We briefly recall some aspects of this
construction, and the reader may consult [50, Chapter 15],[17, Chapter 4], or [10]
for details.
Let π : C∗(A) → B(Hpi) be a unital ∗-homomorphism. The restriction π|A is
a unital completely contractive map on A, and by virtue of Arveson’s extension
theorem it thus admits an extension to a unital completely contractive map on
C∗(A). Of course, π itself is such an extension, but there may well be others in
general. Accordingly, we say that π has the unique extension property with respect
to A if π is the unique completely contractive linear extension of π|A to C∗(A).
The following result is found in [24, Theorem 3.4] and is based on a result from
[54]; it gives a simple concrete criterion that detects the unique extension property.
In the statement, any infinite sum is to be interpreted as being convergent in the
strong operator topology.
Theorem 2.1. Let H be a Hilbert space and let F ⊂ B(H) be a countable collection
of commuting operators with the property that
∑
T∈F TT
∗ ≤ I. Let A ⊂ B(H)
denote the unital norm-closed algebra generated by F . Let ρ : A → B(Hρ) be a
unital completely contractive homomorphism with the property that ρ(T ) is normal
for every T ∈ F and ∑
T∈F
ρ(T )ρ(T )∗ = I.
Then, there is a unital ∗-homomorphism π : C∗(A) → B(Hρ) with the unique
extension property with respect to A such that π|A = ρ.
If π is an irreducible ∗-representation of C∗(A), then it is said to be a boundary
representation for A whenever it has the unique extension property with respect
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to A. The collection of boundary representation is usually thought of as the non-
commutative Choquet boundary of A. In identifying boundary representations, the
following general principle is often useful. It is entirely standard, but we record it
here for ease of reference throughout the paper.
Lemma 2.2. Let A ⊂ B(H) be a unital operator algebra such that C∗(A) contains
the ideal K(H) of compact operators. Let q : C∗(A)→ C∗(A)/K(H) be the quotient
map. Let π : C∗(A) → B(Hpi) be a unital ∗-homomorphism. Then, there exists
a closed subspace H0 ⊂ Hpi that is reducing for π(C∗(A)) along with a cardinal
number κ, a unitary operator U : H0 → H(κ) and a unital ∗-homomorphism σ :
C∗(A)/K(H)→ B(H⊥0 ) such that
π(X) = U∗X(κ)U ⊕ (σ ◦ q)(X), X ∈ C∗(A).
Proof. See the discussion at the bottom of page 15 along with Corollary 1 on page
20 in [8]. 
When every unital ∗-representation of C∗(A) has the unique extension property
with respect to A, then we say that A is hyperrigid in C∗(A). This property was
introduced in [11], where it was conjectured that it holds whenever every irreducible
∗-representation of C∗(A) is a boundary representation for A. This conjecture is
still open at the time of this writing.
Regardless of the status of the hyperrigidity conjecture, boundary representa-
tions are known to always be plentiful: there always exists a set F of boundary
representations for A with the property that the map ⊕pi∈F π is completely iso-
metric on A, as shown in [34],[10],[30].
More generally, let F be a set of unital ∗-representations of C∗(A) that all
have the unique extension property with respect to A, and such that the map
ΠF =
⊕
pi∈F π is completely isometric on A. The set F can be used to construct a
non-commutative version of the Shilov boundary for A. We define the C∗-envelope
of A to be
C∗e(A) = ΠF(C∗(A)).
Note that kerΠF is a closed two-sided ideal of C
∗(A) for which
C∗e(A) ∼= C∗(A)/ kerΠF
and that the associated quotient map C∗(A) → C∗(A)/ kerΠF is completely iso-
metric on A. (Here and throughout, the symbol ∼= denotes the relation of ∗-
isomorphism.) We often identify C∗e(A) with C∗(A)/ kerΠF .
It can be verified that C∗e(A) is invariant under unital completely isometric iso-
morphisms of A [6, Theorem 2.1.2]. Furthermore, the C∗-envelope can be inter-
preted as the essentially unique smallest C∗-algebra generated by a copy of A, in
the sense that it is a quotient of every other such C∗-algebra [34, Theorem 4.1].
This object was first proven to exist by Hamana [41] using different techniques.
When the identity representation of C∗(A) has the unique extension property
with respect to A, then the set F above can be chosen to simply consist of this
single representation. So in this case we have C∗e(A) ∼= C∗(A). We thus see that it
is desirable to detect when the identity representation enjoys the unique extension
property. For this purpose, the best tool is the following result, known as Arveson’s
boundary theorem [7, Theorem 2.1.1].
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Theorem 2.3. Let A ⊂ B(H) be a unital operator algebra such that C∗(A) contains
the ideal K(H) of compact operators. Let q : C∗(A) → C∗(A)/K(H) denote the
quotient map. Then, the following statements are equivalent.
(i) The identity representation of C∗(A) is a boundary representation for A.
(ii) The map q is not completely isometric on A.
We now recall some terminology. LetB be a unital commutative Banach algebra.
We denote the space of its characters by ∆(B). The Gelfand transform of B is the
unital contractive homomorphism
g : B→ C(∆(B))
defined as
(g(b))(χ) = χ(b) for every b ∈ B, χ ∈ ∆(B).
When we wish to emphasize the dependence on the algebra, we sometimes write
gB for the Gelfand transform.
The main result of this section shows that whether or not the Gelfand transform
of a commutative unital operator algebra is completely isometric can be detected
via the C∗-envelope.
Theorem 2.4. Let A ⊂ B(H) be a norm-closed unital commutative operator alge-
bra. The following statements are equivalent.
(i) The Gelfand transform of A is completely isometric.
(ii) The C∗-envelope of A is commutative.
(iii) There is a closed two-sided ideal J ⊂ C∗(A) such that C∗(A)/J is commutative
and the quotient map qJ : C
∗(A)→ C∗(A)/J is completely isometric on A.
Proof. (i) ⇒ (ii): Let g : A → C(∆(A)) denote the Gelfand transform of A, which
we assume is completely isometric. Because the C∗-envelope is invariant under
unital completely isometric isomorphisms of A, we see that C∗e(A) ∼= C∗e(g(A)).
But we also know that C∗e(g(A)) is a quotient of C∗(g(A)) ⊂ C(∆(A)), so it is
commutative.
(ii)⇒ (i): Let Π : A → C∗e(A) be a unital, completely isometric homomorphism,
which exists by construction of the C∗-envelope. By assumption we have that C∗e(A)
is commutative, so that for n ≥ 1 and A ∈ Mn(A) we find
‖A‖ = ‖Π(n)(A)‖ = max{‖χ(n)(Π(n)(A))‖ : χ ∈ ∆(C∗e(A))}
= max{‖(χ ◦Π)(n)(A)‖ : χ ∈ ∆(C∗e(A))}
≤ max{‖χ(n)(A)‖ : χ ∈ ∆(A)} = ‖g(n)(A)‖.
We conclude that the Gelfand transform g is completely isometric.
(ii) ⇒ (iii): This follows immediately from the construction of the C∗-envelope
described above.
(iii) ⇒ (ii): Assume that there is a closed two-sided ideal J ⊂ C∗(A) such that
C∗(A)/J is commutative and the quotient map qJ : C∗(A)→ C∗(A)/J is completely
isometric on A. It then follows that C∗e(A) ∼= C∗e(qJ(A)) is a quotient of C∗(A)/J
and hence it is commutative. 
We extract a consequence that will be useful for our purposes.
Corollary 2.5. Let H be a Hilbert space with dimension greater than one. Let A ⊂
B(H) be a norm-closed unital commutative operator algebra. Assume that C∗(A)
contains the ideal K(H) of compact operators. Consider the following statements.
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(i) The Gelfand transform of A is completely isometric.
(ii) The identity representation of C∗(A) is not a boundary representation for A.
Then, we have that (i) ⇒ (ii). If we assume in addition that C∗(A)/K(H) is com-
mutative, then we have (i) ⇔ (ii).
Proof. (i) ⇒ (ii): We note that C∗(A) is irreducible and not commutative since
it contains the compact operators and H has dimension greater than one. If the
identity representation of C∗(A) is a boundary representation for A, then C∗e(A) ∼=
C∗(A), which is not commutative. Therefore, the Gelfand transform of A is not
completely isometric by Theorem 2.4.
Assume now that C∗(A)/K(H) is commutative and that the identity represen-
tation of C∗(A) is not a boundary representation for A. By Theorem 2.3, we see
that the quotient map q : C∗(A) → C∗(A)/K(H) is completely isometric on A.
Since C∗(A)/K is assumed to be commutative, it follows from Theorem 2.4 that
the Gelfand transform of A is completely isometric. Thus (i)⇔ (ii) in this case. 
3. Unitarily invariant kernels and their multiplier algebras
3.1. Unitarily invariant kernels with the complete Nevanlinna–Pick prop-
erty. Although the theory of reproducing kernels makes sense in great generality,
our focus in this paper will be fairly concrete, so we choose to only recall the rele-
vant definitions in the more specialized setting that we will work in. More details
on the general theory can be found in [3] or [51].
Throughout, the underlying domain will be the open unit ball Bd ⊂ Cd, for
some integer d ≥ 1. A kernel is a function k : Bd × Bd → C such that the complex
matrix [k(λi, λj)]i,j is non-negative definite for any finite subset {λ1, . . . , λn} ∈ Bd.
We will always assume that k is a unitarily invariant kernel, in the sense that it
satisfies the following additional conditions.
(a) The kernel is normalized at 0, in the sense that
k(0, w) = 1, w ∈ Bd.
(b) The function k is analytic in the first variable and co-analytic in the second.
(c) We have that
k(Uz, Uw) = k(z, w), z, w ∈ Bd
for every unitary operator U : Cd → Cd.
As shown in [42, Lemma 2.2], these properties force the kernel to be of the form
k(z, w) =
∞∑
n=0
an〈z, w〉nCd , z, w ∈ Bd
for some sequence (an) of non-negative real numbers such that a0 = 1. Associated
to the kernel k is a Hilbert space Hk of analytic functions on Bd which is spanned
by the vectors {kw : w ∈ Bd}, where
kw(z) = k(z, w), z, w ∈ Bd.
Furthermore, these distinguished vectors have the usual reproducing property
〈f, kw〉Hk = f(w)
for every f ∈ Hk and every w ∈ Bd.
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We say that k is a regular unitarily invariant kernel if in addition we have that
an > 0 for every n ≥ 0 and
lim
n→∞
an
an+1
= 1.
As explained in [24, Section 2], this last condition insures in particular that the
natural domain of definition of the functions in Hk is Bd, and not some larger set.
It follows from [40, Proposition 4.1] that the monomials {zα : α ∈ Nd0} form an
orthogonal basis for H, where
N0 = {0, 1, 2, . . .}.
Here, we use the standard multi-index notation, so that if α = (α1, . . . , αd) ∈ Nd0
then
α! = α1!α2! · · ·αd! and |α| = α1 + α2 + · · ·+ αd.
Moreover, given a d-tuple r = (r1, . . . , rd) of elements in some unital commutative
ring we set
rα = rα11 r
α2
2 · · · rαdd .
Among the regular unitarily invariant kernels, we will focus on those that have
the complete Nevanlinna–Pick property, in the sense that there is a sequence (bn)
of non-negative numbers with the property that
1− 1
k(z, w)
=
∞∑
n=1
bn〈z, w〉n, z, w ∈ Bd.
Classically, the complete Nevanlinna–Pick property is defined in terms of the solv-
ability of some interpolation problem, but this is equivalent to the previous def-
inition in our context [42, Lemma 2.3]. A calculation reveals that our standing
assumption that a0 = 1 implies a1 = b1 > 0. Moreover, it is readily seen that∑∞
n=1 bn ≤ 1. We will say that the kernel is maximal if
∑∞
n=1 bn = 1. This is seen
to be equivalent to the fact that the series
∑∞
n=1 an diverges. The vast majority of
our results will require this maximality condition.
Since the kernel k and the Hilbert space Hk uniquely determine one another,
we will often speak of maximal, regular, unitarily invariant complete Nevanlinna–
Pick spaces, rather than kernels. The following example shows that there are many
meaningful instances of such spaces.
Example 1. A standard family of examples of maximal, regular, unitarily invariant
kernels on Bd with the complete Nevanlinna–Pick property is given by {ks : −1 ≤
s}, where
ks(z, w) =
∞∑
n=0
(n+ 1)s〈z, w〉n, z, w ∈ Bd.
See [24, Section 2.4] for details. We note that choosing s = 0 yields the Drury-
Arveson kernel mentioned in the introduction. Moreover, when d = 1 and s = −1,
we obtain the famous Dirichlet kernel [35]. 
3.2. Multiplier algebras and representations. Let H be a regular unitarily
invariant complete Nevanlinna–Pick space. Recall that a function ψ : Bd → C
is a multiplier of H if ψf ∈ H for every f ∈ H. In this case, the associated
multiplication operator Mψ : H → H is bounded. Throughout, we identify the
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function ψ with Mψ whenever convenient. In particular, we may view the algebra
M(H) of all multipliers of H as an operator algebra on H, and we define
‖ψ‖M(H) = ‖Mψ‖B(H), ψ ∈ M(H).
It is a standard fact that M(H)′ = M(H) in our context, so in particular M(H)
is weak-∗ closed. The vectors {kw : w ∈ Bd} span a dense subset of H and they
satisfy
M∗ψkw = ψ(w)kw
for every w ∈ Bd and every ψ ∈M(H). One consequence of this is that
(1) ‖[ψij ]‖Mn(M(H)) ≥ sup
z∈Bd
‖[ψij(z)]‖Mn
for every n ≥ 1 and every [ψij ] ∈ Mn(M(H)). Another useful consequence is that
a bounded net (ψi)i of multipliers converges to ψ in the weak-∗ topology ofM(H)
if and only if it converges to ψ pointwise on Bd. Combining [42, Lemma 2.3 and
Proposition 6.4], we see that the algebraM(H) contains the polynomials. Denoting
the standard coordinate functions by z1, . . . , zd, we thus haveMz1 , . . . ,Mzd ∈ B(H)
and we put
Mz = (Mz1 , . . . ,Mzd).
The following lemma gathers some additional facts that we require throughout.
Lemma 3.1. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space with kernel k. Let (bn) be the sequence of non-negative real numbers such
that
1− 1
k(z, w)
=
∞∑
n=1
bn〈z, w〉n, z, w ∈ Bd.
The following statements hold.
(i) The row operator (
b
1/2
|α|
( |α|!
α!
)1/2
Mαz
)
|α|≥1
is contractive. In fact, the operator
I −
∞∑
n=1
bn
∑
|α|=n
n!
α!
Mαz M
α∗
z
is the orthogonal projection onto C1.
(ii) The function 1− 1/kλ is a contractive multiplier of H for every λ ∈ Bd.
Proof. (i) Consider the row operator R =
(
b
1/2
|α|
(
|α|!
α!
)1/2
Mαz
)
|α|≥1
. Then I−RR∗
is positive and bounded by [24, Lemma 5.2]. Thus, the row operator R is indeed
contractive. Next, let λ, µ ∈ Bd. We compute〈I − ∞∑
n=1
bn
∑
|α|=n
n!
α!
Mαz M
α∗
z
 kλ, kµ
〉
=
1− ∞∑
n=1
bn
∑
|α|=n
n!
α!
λ
α
µα
 〈kλ, kµ〉
=
(
1−
∞∑
n=1
bn〈µ, λ〉n
)
k(µ, λ) = 1.
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On the other hand, if we denote by E ∈ B(H) the orthogonal projection onto C1,
then we find
〈Ekλ, kµ〉 = 〈kλ, 1〉〈1, kµ〉 = 1.
Since the vectors {kλ : λ ∈ Bd} span a dense subset of H, we conclude that
E = I −
∞∑
n=1
bn
∑
|α|=n
n!
α!
Mαz M
α∗
z .
(ii) Consider the row operator
Λ =
(
b
1/2
|α|
( |α|!
α!
)1/2
λαI
)
|α|≥1
.
We find
ΛΛ∗ =
(
∞∑
n=1
bn‖λ‖2n
)
I ≤
(
∞∑
n=1
bn
)
I ≤ I.
Recall now that we proved above that RR∗ ≤ I, so
RΛ∗ =
∞∑
n=1
bn
∑
|α|=n
n!
α!
λ
α
Mαz
is a contractive multiplier. A straightforward verification shows that
ΛR∗kµ =
(
1− 1
k(λ, µ)
)
kµ
for every µ ∈ Bd, which implies that M1−1/kλ = RΛ∗ is a contractive multiplier.

We let A(H) denote the norm-closed subalgebra of M(H) generated by the
polynomials. Further, we denote by T(H) the C∗-subalgebra of B(H) generated by
A(H). We now identify the character spaces of these algebras.
Because of (1), it is readily seen that the functions in A(H) extend to be con-
tinuous on Bd. In particular, for each λ ∈ Bd there is a character ελ : A(H) → C
defined as
ελ(ϕ) = ϕ(λ), ϕ ∈ A(H).
Conversely, if χ : A(H)→ C is a character and if we put
λ = (χ(Mz1), . . . , χ(Mzd)),
then λ ∈ Bd; this can be seen as in the proof of [24, Lemma 5.3] using part (i) of
Lemma 3.1. Since the polynomials are dense in A(H), we conclude that χ = ελ.
Thus, if we let ∆(A(H)) denote the character space of A(H), then we find
(2) ∆(A(H)) = {ελ : λ ∈ Bd}.
We now turn to the character space of T(H). We denote by Sd the unit sphere in
Cd, i.e. the topological boundary of Bd.
Theorem 3.2. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space. Then, the operator I −∑dj=1MzjM∗zj is compact and the C∗-algebra T(H)
contains the ideal K(H) of compact operators on H. Furthermore, there is a ∗-
isomorphism Φ : T(H)/K(H)→ C(Sd) such that
Φ(Mϕ + K(H)) = ϕ|Sd , ϕ ∈ A(H).
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Proof. This follows from [40, Proposition 4.3 and Theorem 4.6]. 
3.3. Ideals and quotients. In this subsection we introduce the main operator
algebras that we study in the paper, and prove some relevant preliminary facts
about them. We first point out a very useful correspondence between weak-∗ closed
ideals and invariant subspaces of M(H), which can be found in [27, Theorem 2.2].
Theorem 3.3. Let H be a unitarily invariant complete Nevanlinna–Pick space.
Given a weak-∗ closed ideal a ⊂M(H), the set
R(a) = span{Mϕf : ϕ ∈ a, f ∈ H}
is a closed invariant subspace for M(H). Given a closed subspace N ⊂ H that is
invariant for M(H), the set
ι(N ) = {ψ ∈ M(H) : ranMψ ⊂ N}
is a weak-∗ closed ideal of M(H). Moreover, we have that
ι(R(a)) = a, R(ι(N )) = N
for every weak-∗ closed ideal a ⊂ M(H) and every closed subspace N ⊂ H that is
invariant for M(H).
Let H be a unitarily invariant complete Nevanlinna–Pick space and let a ⊂
M(H) be a weak-∗ closed ideal. Let
[aH] = span{Mϕf : ϕ ∈ a, f ∈ H}
and Ha = H⊖ [aH]. If a is a proper ideal ofM(H), then Ha is necessarily non-zero,
as we show next.
Lemma 3.4. Let H be a unitarily invariant complete Nevanlinna–Pick space and
let a ⊂M(H) be a weak-∗ closed ideal. The following statements hold.
(i) The ideal a is proper if and only if PHa1 6= 0.
(ii) The ideal a is maximal if and only if Ha is one-dimensional.
Proof. (i) If a = M(H), then clearly Ha = {0} and PHa1 = 0. Conversely, if
a is proper then 1 /∈ a, whence 1 /∈ [aH] by Theorem 3.3. This is equivalent to
PHa1 6= 0.
(ii) If a is proper but not maximal, then M(H)/a has dimension at least two.
Hence, there is ϕ ∈ a such that the cosets 1 + a and ϕ+ a are linearly independent
in M(H)/a. Thus, if c, d ∈ C are not both zero, then c1 + dϕ /∈ a, which in turn
implies by Theorem 3.3 that c1+dϕ /∈ [aH]. We conclude that PHa1 and PHaϕ are
linearly independent in Ha, so that Ha has dimension greater than one. Conversely,
if a is maximal then we haveM(H) = C1+ a. Using thatM(H) is dense in H, we
infer that C1 + a is dense in H as well. This implies that CPHa1 = PHa(C1 + a) is
dense in Ha, so that Ha is one-dimensional. 
Observe that Ha is a co-invariant subspace for M(H). Let Za = (z1, . . . , zd)
denote the d-tuple of commuting operators on Ha where
zj = PHaMzj |Ha , 1 ≤ j ≤ d.
Consider now the map Γ :M(H)→ B(Ha) defined as
Γ(ψ) = PHaMψ|Ha , ψ ∈ M(H).
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It is readily verified that Γ is unital completely contractive homomorphism that is
also weak-∗ continuous. It follows from Theorem 3.3 that kerΓ = a. The map Γ
should be thought of as the “M(H)-functional calculus” in the sense of [15], and
thus we use the notation
ψ(Za) = Γ(ψ), ψ ∈ M(H).
Throughout the paper, we will use the notation Ma = Γ(M(H)). Thus,
Ma = {ψ(Za) : ψ ∈M(H)}.
This algebra will be one of our main objects of study. It follows from the Com-
mutant Lifting Theorem [13, Theorem 5.1] that M′a = Ma. In particular, Ma is
closed in the weak-∗ topology of B(Ha). Invoking [27, Theorem 2.3], we see that
Γ induces a unital, completely isometric and weak-∗ homeomorphic isomorphism
Γa :M(H)/a→Ma such that
Γa(Mψ + a) = ψ(Za), ψ ∈ M(H).
We denote the character space of Ma by ∆(Ma). Following [27, Theorem 3.8], we
define the support of a to be the set
supp a = {(χ(z1), . . . , χ(zd)) : χ ∈ ∆(Ma)}.
IfM(H) is assumed to satisfy the Corona property, then a more concrete function
theoretic description of the support can be given, see [27, Corollary 3.12]. In general,
it can be shown that supp a ∩ Bd coincides with the zero set
{λ ∈ Bd : ψ(λ) = 0 for every ψ ∈ a},
see [27, Theorem 3.4] for details.
Next, we define the second operator algebra on which we focus throughout. We
put
Aa = Γ(A(H))norm
so that
Aa = {ϕ(Za) : ϕ ∈ A(H)}norm.
We also set Ta = C
∗(Aa). We show below that Ta contains the ideal K(Ha) of
compact operators, and we denote the corresponding quotient by Oa = Ta/K(Ha).
The following generalizes [24, Lemma 7.1].
Lemma 3.5. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space with kernel k. Let (bn) be the sequence of non-negative real numbers such
that
1− 1
k(z, w)
=
∞∑
n=1
bn〈z, w〉n, z, w ∈ Bd.
Let a ⊂ M(H) be a proper weak-∗ closed ideal. Then, the following statements
hold.
(i) The operator I −∑dj=1 zjz∗j is compact.
(ii) We have that
PHaPC1|Ha = I −
∞∑
n=1
bn
∑
|α|=n
n!
α!
Zαa Z
α∗
a
and this operator is compact and non-zero.
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(iii) The C∗-algebra Ta is irreducible and contains the ideal of compact operators
on Ha.
Proof. (i) Observe that
I − ZaZ∗a = PHa
(
I −
d∑
k=1
MzkM
∗
zk
)
|Ha
which is compact by Theorem 3.2.
(ii) Put
Q = I −
∞∑
n=1
bn
∑
|α|=n
n!
α!
Zαa Z
α∗
a .
Then Q = PHaPC1|Ha by Lemma 3.1(i), so that Q has rank at most one. Moreover,
if Q = 0 then PHaPC1 = 0, and so PHa1 = 0, which is impossible by Lemma 3.4
since a is a proper ideal.
(iii) Let P ∈ B(Ha) be a self-adjoint projection with P 6= I that commutes
with Aa, and hence with Ma. By the Commutant Lifting Theorem [13, Theorem
5.1], there is ψ ∈ M(H) with ψ 6= 1 and ‖ψ‖ ≤ 1 such that P = ψ(Za). By
the maximum modulus principle, we see that the sequence (ψn)n converges to 0
pointwise on Bd, and thus also in the weak-∗ topology of M(H). In particular, we
infer that (Γ(ψn))n converges to 0 in the weak-∗ topology of B(Ha). Since
P = Pn = Γ(ψn), n ≥ 1
we conclude that P = 0. This shows that Aa is irreducible, and hence so is Ta.
Therefore, Ta is an irreducible C
∗-algebra containing a non-zero compact operator
(by (ii)), and hence it must contain all compact operators on Ha [8, Corollary 2
page 18]. 
In light of the identication ofM(H)/a withMa, it is natural to wonder if Aa can
be identified in an analogous fashion with some quotient of A(H). This is possible
in some special situations. For instance, [24, Corollary 8.3] can be used to show
that if a is a so-called homogeneous ideal, then Aa can be identified completely
isometrically with A(H)/(a ∩ A(H)). But this identification does not hold for
general ideals. Indeed, even in the classical case of the Hardy space on the unit
disc there are non-trivial weak-∗ closed ideals a such that a∩A(H) is zero, yet the
natural map from A(H) onto Aa is not isometric [7, Corollary 1 page 291].
We end this section with an important fact. Recall that a commuting d-tuple
U = (U1, . . . , Ud) of operators is said to be a spherical unitary if U1, . . . , Ud are all
normal and
∑d
j=1 UjU
∗
j = I.
Lemma 3.6. Let H be a maximal regular unitarily invariant complete Nevanlinna–
Pick space. Let a ⊂M(H) be a proper weak-∗ closed ideal. Let ρ : Aa → B(E) be a
unital completely contractive representation with the property that (ρ(z1), . . . , ρ(zd))
is a spherical unitary. Then, there is a unital ∗-homomorphism π : Ta → B(E)
with the unique extension property with respect to Aa such that π|Aa = ρ.
Proof. The proof follows that of [24, Proposition 6.1]. For each multi-index α with
|α| ≥ 1, we let Tα = b1/2|α|
(
|α|!
α!
)1/2
Zαa . Then, we find∑
|α|≥1
TαT
∗
α ≤ I
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by Lemma 3.5(ii). On other hand, we see that∑
|α|≥1
ρ(Tα)ρ(Tα)
∗ =
∞∑
n=1
bn
∑
|α|=n
n!
α!
ρ(Za)
αρ(Za)
∗α
=
∞∑
n=1
bn
 n∑
j=1
ρ(zj)ρ(zj)
∗
n = ∞∑
n=1
bnI = I.
Note also that each ρ(Tα) is normal by virtue of the Fuglede–Putnam theorem.
Because Aa is the norm-closed unital algebra generated by {Tα : |α| ≥ 1}, we may
apply Theorem 2.1 to finish the proof. 
We note here that the maximality condition in the previous theorem cannot be
removed; see [24, Theorem 6.2(b)].
4. The connection between Gelfand transforms and boundary
representations
The main goal of this section is to establish a link between the operator algebras
Aa and Ma having a completely isometric Gelfand transform, and the identity
representation being a boundary representation for them. As announced in the
introduction, we will deal with the two algebras separately.
4.1. The norm-closed algebra Aa. We first focus on Aa. For this purpose, we
heavily draw from [43] and adapt some of the results therein. Before proceeding,
we introduce some notation. Given a compact subset K ⊂ Cd, we denote its
polynomially convex hull by K̂, so that λ ∈ K̂ if and only if
|p(λ)| ≤ max
w∈K
|p(w)|
for every polynomial p. We say that K is polynomially convex when K̂ = K. It
is well-known that if K ⊂ Bd, then K̂ ∩ Sd = K ∩ Sd; this can readily be verified
upon considering the polynomial
pζ =
1
2
(1 + 〈z, ζ〉)
which peaks at ζ ∈ Sd.
We now identify the character spaces of Aa and Ta, thereby obtaining versions
[43, Proposition 2.1] and [24, Theorem 7.3] applicable to our context. Given a
subset S ⊂ A(H), we write
Z
Bd
(S) = {λ ∈ Bd : ϕ(λ) = 0 for every ϕ ∈ S}.
Moreover, if S ⊂M(H) we write
ZBd(S) = {λ ∈ Bd : ψ(λ) = 0 for every ψ ∈ S}.
Theorem 4.1. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space. Let a ⊂M(H) be a proper weak-∗ closed ideal. Let ∆(Aa) and ∆(Ta) denote
the character spaces of Aa and Ta respectively. Then, the following statements hold.
(i) For each λ ∈ ŝupp a, there is a unique character τλ ∈ ∆(Aa) such that
τλ(ϕ(Za)) = ϕ(λ), ϕ ∈ A(H).
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Moreover, we have that
∆(Aa) = {τλ : λ ∈ ŝupp a}.
(ii) We have that
{(χ(z1), . . . , χ(zd)) : χ ∈ ∆(Aa)} ⊂ ZBd(a ∩ A(H)).
(iii) Assume that H is maximal. Let χ ∈ ∆(Aa) and set ζ = (χ(z1), . . . , χ(zd)). If
ζ ∈ Sd, then there exists a unique πζ ∈ ∆(Ta) such that
πζ(ϕ(Za)) = χ(ϕ(Za)) = ϕ(ζ), ϕ ∈ A(H).
(iv) Assume that H is maximal. If Ha is one-dimensional, then ∆(Aa) = ∆(Ta).
If Ha has dimension greater than one, then
∆(Ta) = {πζ : ζ ∈ supp a ∩ Sd}.
Proof. (i) By [49, Theorem I.3.10 (vii)] and by our definition of the support, we see
that
{(χ(z1), . . . , χ(zd)) : χ ∈ ∆(Aa)} = ŝupp a.
Furthermore, by density of the polynomials in A(H), a character χ ∈ ∆(Aa) is
uniquely determined by its values on z1, . . . , zd. Both statements follow from this.
(ii) We first make a preliminary observation. Let w ∈ supp a. By (i), we have
that τw ∈ ∆(Aa). Hence
ϕ(w) = τw(ϕ(Za)) = 0, ϕ ∈ a ∩ A(H).
This shows that supp a ⊂ Z
Bd
(a ∩ A(H)). Next, let χ ∈ ∆(Aa). By (i), there is
λ ∈ ŝupp a such that χ = τλ. It follows that
|ϕ(λ)| ≤ max
w∈suppa
|ϕ(w)|, ϕ ∈ A(H)
whence λ ∈ Z
Bd
(a ∩ A(H)) by the previous observation. We conclude that
{(χ(z1), . . . , χ(zd)) : χ ∈ ∆(Aa)} ⊂ ZBd(a ∩ A(H)).
(iii) Note that
d∑
j=1
|χ(zj)|2 = ‖ζ‖2Cd = 1,
so we may invoke Lemma 3.6 to see that there is a unique πζ ∈ ∆(Ta) such that
πζ(ϕ(Za)) = χ(ϕ(Za)) = ϕ(ζ), ϕ ∈ A(H).
(iv) If Ha is one-dimensional, then clearly Aa = Ta. Suppose therefore that Ha
has dimension greater than one. We wish to show that
∆(Ta) = {πζ : ζ ∈ supp a ∩ Sd}.
One inclusion follows from (iii). To see the reverse inclusion, let χ ∈ ∆(Ta) and
put
ζ = (χ(z1), . . . , χ(zd)).
Then, χ|Aa ∈ ∆(Aa) so that ζ ∈ ŝupp a and χ|Aa = τζ by (i). By Lemma 3.5, we
see that Ta contains the ideal K(Ha) of compact operators and that I −
∑d
j=1 zjz
∗
j
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is compact. Since Ha has dimension greater than one, it follows from Lemma 2.2
that K(Ha) ⊂ kerχ, whence
‖ζ‖2
Cd
=
d∑
j=1
|χ(zj)|2 = 1
and ζ ∈ Sd. Thus
ζ ∈ ŝupp a ∩ Sd = supp a ∩ Sd
in light of the remark preceding the theorem. Finally, the equality χ|Aa = τζ
implies χ = πζ since Ta = C
∗(Aa).

We now aim to calculate the essential norm of an element of Aa, using the
same argument as in [43, Theorem 3.3]. To this end, recall that Ta always con-
tains the ideal K(Ha) of compact operators by Lemma 3.5, and that we write
Oa = Ta/K(Ha). We use the symbols gB to denote the Gelfand transform of a
commutative unital Banach algebra B.
Theorem 4.2. Let H be a maximal regular unitarily invariant complete Nevanlinna–
Pick space. Let a ⊂ M(H) be a proper weak-∗ closed ideal and let q : Ta → Oa
denote the quotient map. Let n ≥ 1 and let A = [ϕij(Za)]ij ∈ Mn(Aa). Then, we
have that
(3) ‖q(n)(A)‖ ≤ ‖g(n)
Ta
(A)‖ ≤ ‖g(n)Aa (A)‖.
If we assume in addition that Ha has dimension greater than one, then we have
‖q(n)(A)‖ = ‖g(n)
Ta
(A)‖ = ‖g(n)Oa (q(n)(A))‖ = ‖g
(n)
q(Aa)
(q(n)(A))‖.
In particular, the Gelfand transform of q(Aa) is completely isometric in this case.
Proof. In what follows, when χ is a character of an algebra containing z1, . . . , zd,
we put χ(Za) = (χ(z1), . . . , χ(zd)), with similar natural abbreviations being used
where appropriate.
We may assume that Oa ⊂ B(E) for some Hilbert space E . It follows from
Lemma 3.5(i) that
I =
d∑
j=1
q(zj)q(zj)
∗.
By [12, Proposition 2], we see that there is a Hilbert space E ′ containing E along
with a spherical unitary U = (U1, . . . , Ud) acting on E ′ and leaving E co-invariant,
with the property that U∗j |E = q(zj)∗ for every 1 ≤ j ≤ d. Requiring that U∗ be
minimal among the normal dilations of q(Za)
∗, we can arrange that
σTa(U
∗) ⊂ σTa(q(Za)∗)
by virtue of [53]. In turn, as explained in [54, Section 3] this implies
σTa(U) ⊂ σTa(q(Za)).
On the other hand, we always have that
σTa(q(Za)) ⊂ {χ(q(Za)) : χ ∈ ∆(q(Aa))}
by [49, Proposition IV.25.3]. Now, given χ ∈ ∆(q(Aa)), we see that χ ◦ q ∈ ∆(Aa)
and so
σTa(q(Za)) ⊂ {χ(Za) : χ ∈ ∆(Aa)}.
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In particular, we obtain
σTa(q(Za)) ∩ Sd ⊂ {χ(Za) : χ ∈ ∆(Aa)} ∩ Sd ⊂ {χ(Za) : χ ∈ ∆(Ta)}
where the last equality follows Theorem 4.1(iii). Since
σTa(U) = {χ(U) : χ ∈ ∆(C∗(U))} ⊂ Sd
by [29, Proposition 7.2], we find
(4) σTa(U) ⊂ σTa(q(Za)) ∩ Sd ⊂ {χ(Za) : χ ∈ ∆(Ta)} ⊂ {χ(Za) : χ ∈ ∆(Aa)}.
Observe now that
q(n)(A) = [q(ϕij(Za))]ij = [(ϕij(q(Za))]ij = PE(n) [ϕij(U)]ij |E(n)
so we find
‖q(n)(A)‖ ≤ ‖[ϕij(U)]ij‖.
Next, we know that Mn(C
∗(U)) is ∗-isomorphic to C(∆(C∗(U)),Mn) and
‖[ϕij(U)]ij‖Mn(C∗(U)) = max{‖[ϕij(χ(U))]ij‖Mn : χ ∈ ∆(C∗(U))}
= max{‖[ϕij(ζ)]ij‖Mn : ζ ∈ σTa(U)}.
Combining these facts with (4), we have
‖q(n)(A)‖ ≤ max{‖[ϕij(χ(Za))]ij‖ : χ ∈ ∆(Ta)}
≤ max{‖[ϕij(χ(Za))]ij‖ : χ ∈ ∆(Aa)},
which is (3).
If Ha has dimension greater than one, then every character of Ta must annihilate
K(Ha) by Lemma 2.2. Thus, given χ ∈ ∆(Ta), we can find a character χ̂ ∈ ∆(Oa)
such that χ = χ̂ ◦ q. This implies that
‖g(n)
Ta
(A)‖ = ‖(gOa ◦ q)(n)(A)‖ ≤ ‖(gq(Aa) ◦ q)(n)(A)‖ ≤ ‖q(n)(A)‖.
Applying (3), we conclude that
‖q(n)(A)‖ = ‖g(n)
Ta
(A)‖ = ‖(gOa ◦ q)(n)(A)‖ = ‖(gq(Aa) ◦ q)(n)(A)‖
in this case. 
We note that the second (stronger) assertion of the previous theorem fails when
Ha is one-dimensional. Indeed, in that case we have q(I) = 0 while the identity
map is a character of Ta. Furthermore, we mention that the method of proof above
does not typically adapt to apply to Ma, in view of the following example.
Example 2. Let d ≥ 2 and let H be the Drury–Arveson space on Bd. Let a = {0}
so that H = Ha and Ma =M(H). Let q : C∗(M(H))→ C∗(M(H))/K(H) be the
quotient map. By [37, Theorem 1.1], there is ψ ∈M(H) such that
‖q(Mψ)‖ > sup
z∈Bd
|ψ(z)|.
Next, let χ : q(M(H)) → C be a character. Then, χ ◦ q|M(H) is a character of
M(H), so by the Corona theorem [28], we see that
|χ(q(Mψ))| ≤ sup
z∈Bd
|ψ(z)|.
We conclude that
‖q(Mψ)‖ > max{|χ(q(Mψ))| : χ ∈ ∆(q(M(H))}.
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
Before we give some consequences of Theorem 4.2, we require a maximum mod-
ulus principle for Ma that is of independent interest.
Theorem 4.3. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space. Let a ⊂ M(H) be a proper weak-∗ closed ideal and let λ ∈ ZBd(a). Let
M = [ψij(Za)]ij ∈ Mn(Ma) be such that ‖M‖ = ‖[ψij(λ)]ij‖Mn . Then, there are
unit vectors v = (v1, . . . , vn) and w = (w1, . . . , wn) in C
n with the property that
n∑
j=1
vjψij(Za) = ‖M‖wiIHa , 1 ≤ i ≤ n.
Proof. Put M(λ) = [ψij(λ)]ij . By assumption, we may choose unit vectors v, w ∈
Cn with the property that
〈M(λ)v, w〉Cn = ‖M‖.
Because λ ∈ ZBd(a), we have kλ ∈ Ha. Define unit vectors ξ, η ∈ H(n)a by
ξ =
(
v1
kλ
‖kλ‖ , . . . , vn
kλ
‖kλ‖
)
, η =
(
w1
kλ
‖kλ‖ , . . . , wn
kλ
‖kλ‖
)
.
We compute
〈Mξ, η〉
H
(n)
a
=
n∑
i,j=1
1
‖kλ‖2 vjwi〈ψij(Za)kλ, kλ〉Ha
=
n∑
i,j=1
vjwiψij(λ)
= 〈M(λ)v, w〉Cn = ‖M‖.
By the Cauchy-Schwarz inequality, we infer that Mξ = ‖M‖η. In other words, for
each 1 ≤ i ≤ n we find
n∑
j=1
ψij(Za)vjkλ = ‖M‖wikλ
which is equivalent to  n∑
j=1
vjψij − ‖M‖wi
 kλ ∈ [aH].
From Lemma 3.1(ii), we know that 1/kλ is a multiplier so in fact
n∑
j=1
vjψij − ‖M‖wi ∈ [aH]
for every 1 ≤ i ≤ n. In turn, by Theorem 3.3, this implies that
n∑
j=1
vjψij − ‖M‖wi ∈ a
whence
n∑
j=1
ψij(Za)vj = ‖M‖wiIHa
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for every 1 ≤ i ≤ n. 
We now illustrate the importance in the previous theorem that λ be an interior
zero of the ideal; the conclusion fails if λ is simply an interior point of the ball.
Example 3. Let H be the Hardy space on the unit disc. Let θ ∈M(H) be an inner
function such that if a = θM(H) then there is ψ ∈M(H) with ψ /∈ a+C1. Choose
distinct points w1, w2 ∈ D such that ψ(w1), ψ(w2), θ(w1), θ(w2) are all non-zero.
Moreover, choose c1, c2 ∈ C such that
|ψ(w1) + c1θ(w1)| > sup
z∈D
|ψ(z)| = ‖Mψ‖
and
ψ(w2) + c2θ(w2) = 0.
Next, let ϕ ∈ A(H) be such that ϕ(w1) = c1, ϕ(w2) = c2. We find
|(ψ + θϕ)(w1)| > ‖Mψ‖ ≥ ‖ψ(Za)‖
and (ψ + θϕ)(w2) = 0. Let r = max{|w1|, |w2|}, so that 0 < r < 1. Since the
function |ψ + θϕ| is continuous on the closed disc of radius r centred at the origin,
we conclude that there is w ∈ D such that
|(ψ + θϕ)(w)| = ‖ψ(Za)‖.
Nevertheless, we see that ψ(Za) is not a constant multiple of the identity, since
ψ /∈ a+ C1. 
As a first application of Theorem 4.2, we compare the norm of the Gelfand
transform of an element of Aa to its essential norm in some extremal cases.
Corollary 4.4. Let H be a maximal regular unitarily invariant complete Nevanlinna–
Pick space. Let a ⊂ M(H) be a proper weak-∗ closed ideal with the property
that Ha is infinite-dimensional. Let q : Ta → Oa be the quotient map. Let
A = [ϕij(Za)]ij ∈ Mn(A(H)). Then, we have that
‖A‖ = max{‖χ(n)(A)‖Mn : χ ∈ ∆(Aa)}
if and only if ‖A‖ = ‖q(n)(A)‖.
Proof. If ‖A‖ = ‖q(n)(A)‖, then Theorem 4.2 implies that
‖A‖ = max{‖χ(n)(A)‖Mn : χ ∈ ∆(Aa)}.
Conversely, assume that the previous equality holds. By Theorem 4.1(i), we see
that
‖A‖ = max{‖[ϕij(λ)]‖Mn : λ ∈ ŝupp a}.
Let λ ∈ ŝupp a and choose unit vectors v, w ∈ Cn such that
‖[ϕij(λ)]‖Mn = |〈[ϕij(λ)]v, w〉|.
Since the polynomials are dense in A(H), by definition of the polynomial convex
hull we conclude that
‖[ϕij(λ)]‖Mn ≤ max
µ∈supp a
|〈[ϕij(µ)]v, w〉| ≤ max
µ∈supp a
‖[ϕij(µ)]‖Mn .
This shows that
‖A‖ = max{‖[ϕij(λ)]‖Mn : λ ∈ supp a}.
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Choose λ ∈ supp a such that
‖A‖ = ‖[ϕij(λ)]ij‖Mn .
Assume first that λ ∈ supp a ∩ Sd. By Theorem 4.1(iii), there exists π ∈ ∆(Ta)
such that π(Za) = λ and
‖A‖ = ‖[ϕij(λ)]ij‖Mn = ‖π(n)(A)‖Mn ≤ ‖g(n)Ta (A)‖ ≤ ‖A‖.
That is, ‖A‖ = ‖g(n)
Ta
(A)‖. Invoking Theorem 4.2, we conclude that ‖A‖ =
‖q(n)(A)‖ as desired. Thus, it remains only to deal with the case where λ ∈
supp a ∩ Bd = ZBd(a). In this case, it follows from Theorem 4.3 that there are
unit vectors v, w ∈ Cn with the property that
n∑
j=1
vjϕij(Za) = ‖A‖wiIHa , 1 ≤ i ≤ n.
Therefore, for each χ ∈ ∆(q(Aa)) we find
n∑
j=1
vj(χ ◦ q)(ϕij(Za)) = ‖A‖wi, 1 ≤ i ≤ n
or
〈(χ ◦ q)(n)(A)v, w〉 = ‖A‖.
Since v and w are unit vectors, this forces ‖(χ ◦ q)(n)(A)‖Mn = ‖A‖ whenever χ ∈
∆(q(Aa)). Finally, becauseHa is infinite-dimensional, the algebra q(Aa) is non-zero
and it has at least one character, so that we necessarily have ‖A‖ = ‖q(n)(A)‖. 
It seems relevant given the previous result to mention that we generally do not
have that
‖q(b)‖ = max{|χ(b)| : χ ∈ ∆(Aa)}
for every b ∈ Aa. Indeed, counter-examples can easily be constructed even on the
classical Hardy space on the disc using ideals with support equal to {0, 1}.
Our second application of Theorem 4.2 is one of our main results. It is a gen-
eralization of part of [43, Proposition 4.10 and Theorem 4.12] and uses essentially
the same scheme of proof.
Corollary 4.5. Let H be a maximal regular unitarily invariant complete Nevanlinna–
Pick space. Let a ⊂M(H) be a proper weak-∗ closed ideal. The following statements
are equivalent.
(i) The algebra Aa is hyperrigid in Ta.
(ii) The d-tuple Za is essentially normal and the identity representation of Ta is
a boundary representation for Aa.
Proof. The statement is trivial when Ha is one-dimensional, so we assume without
loss of generality that Ha has dimension greater than one. Let q : Ta → Oa be the
quotient map.
(i) ⇒ (ii): Assume that Aa is hyperrigid in Ta. In particular, the identity repre-
sentation of Ta is a boundary representation for Aa; we recall that it is irreducible
by Lemma 3.5(iii). Moreover, q(Aa) is hyperrigid in Oa by [11, Corollary 2.2]. This
means that the identity representation of Oa has the unique extension property
with respect to q(Aa), whence C∗e(q(Aa)) ∼= Oa as explained in Section 2. On the
other hand, it follows from Theorem 4.2 that the Gelfand transform of q(Aa) is
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completely isometric. We conclude that C∗e(q(Aa)) is commutative by Theorem
2.4, and thus so is Oa. This says precisely that Za is essentially normal.
(ii) ⇒ (i): Assume that the d-tuple Za is essentially normal and the identity
representation of Ta is a boundary representation forAa. Now, the unique extension
property is preserved upon taking direct sums [11, Proposition 4.4]. Thus, by virtue
of Lemma 2.2, to establish the hyperrigidity of Aa it suffices to check that if σ is
a unital ∗-representation of Oa, then σ ◦ q has the unique extension property with
respect to Aa. To see this, we notice that I =
∑d
j=1 q(zj)q(zj)
∗ by Lemma 3.5(i).
Therefore, we must also have that
I =
d∑
j=1
(σ ◦ q)(zj)(σ ◦ q)(zj)∗.
Moreover, because Za is essentially normal by assumption, (σ ◦ q)(zj) must be
normal for each 1 ≤ j ≤ d. The fact that σ ◦ q has the unique extension property
with respect to Aa now follows immediately from Lemma 3.6. 
In light of the previous theorem, we see that it is of great interest to be able to
determine when the identity representation of Ta is a boundary representation for
Aa. The following is one of our main results, and it addresses this question.
Theorem 4.6. Let H be a maximal regular unitarily invariant complete Nevanlinna–
Pick space. Let a ⊂ M(H) be a proper weak-∗ closed ideal. If Ha has dimension
greater than one, then the following statements are equivalent.
(i) The Gelfand transform of Aa is completely isometric.
(ii) The C∗-envelope of Aa is commutative.
(iii) The identity representation of Ta is not a boundary representation for Aa.
If Ha is one-dimensional, then Aa = Ta ∼= C and every irreducible ∗-representation
of Ta is a boundary representation for Aa.
Proof. When Ha is one-dimensional, the statement is trivial. We suppose hence-
forth that Ha has dimension greater than one.
(i) ⇔ (ii): This is immediate from Theorem 2.4.
(i)⇒ (iii): SinceHa has dimension greater than one and Ta contains the compact
operators by Lemma 3.5(iii), this follows immediately from Corollary 2.5.
(iii) ⇒ (i): It follows from Theorem 2.3 that the quotient map q : Ta → Oa is
completely isometric on Aa. Theorem 4.2 then implies that the Gelfand transform
of Aa is completely isometric. 
We now look at some concrete examples. First, we address the classical situation
of the Hardy space on the unit disc, which was completely elucidated by Arveson
in [6, 7].
Example 4. Let H = H21 be the Hardy space on the unit disc. In this special
case, the algebras A(H) andM(H) can be identified completely isometrically with
classical algebras of functions. We briefly hint at the well-known details.
Recall that H∞(D) is the algebra of all bounded holomorphic functions on D. It
is a Banach algebra when equipped with the norm
‖ψ‖ = sup
λ∈D
|ψ(λ)|, ψ ∈ H∞(D).
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The disc algebra A(D) is the closed subalgebra of H∞(D) consisting of those con-
tinuous functions on D that are holomorphic on D. By Inequality (1), we see that
there is a unital, injective, contractive homomorphism Θ : M(H) → H∞(D) such
that
Θ(Mψ) = ψ, ψ ∈ M(H).
In fact, it is known that this embedding is isometric and surjective. As we show
next, more is true.
Let T ⊂ C denote the unit circle, let m denote Lebesgue measure on T and let
E = L2(T,m). Identifying a function in H∞(D) with its [m]-almost everywhere
defined boundary values on T, we see that A(D) ⊂ H∞(D) ⊂ L∞(T,m), so that in
particular A(D) and H∞(D) are operator algebras. Up to unitary equivalence we
have H ⊂ E and
Mψ = ψ(U)|H, ψ ∈M(H)
where U ∈ B(E) denotes the unitary operator of multiplication by the coordinate
ζ. In particular, given [ψij ]ij ∈ Mn(M(H)), we see that
‖[Mψij ]ij‖Mn(M(H)) ≤ ‖[ψij ]ij‖Mn(L∞(T,m))
= sup
λ∈D
‖[ψij(λ)]ij‖Mn .
The converse inequality always holds, by Inequality (1). Thus, the map Θ is a unital
completely isometric isomorphism and Θ(A(H)) = A(D). Now, A(D) ⊂ C(D) and
H∞(D) ⊂ L∞(T,m), and C(D) and L∞(T,m) are unital commutative C∗-algebras.
It is then well known that the Gelfand transforms of A(H) and M(H) must be
isometric, and hence completely isometric by [50, Theorem 3.9]. This corresponds
to the situation where a = {0}.
We now consider non-trivial quotients. It follows from Beurling’s theorem and
Theorem 3.3 that every non-zero weak-∗ closed ideal of M(H) is a principal ideal
generated by an inner function. Let θ ∈ M(H) be such an inner function and let
a = θM(H). Assume that Ha has dimension greater than one. Let K ⊂ D be the
closure of the zero set of θ, along with the points on the unit circle T contained
in an arc across which θ cannot be continued holomorphically. Then, K = supp a
in this case [14, Theorem 2.4.11]. It follows from [7, Corollary 1 page 291] that
the identity representation of Ta is a boundary representation for Aa if and only
if K ∩ T is a proper subset of the circle. By Theorem 4.6, we conclude that the
Gelfand transform of Aa is completely isometric if and only if K ∩ T = T. 
For the Drury–Arveson space in several variables, the situation is more compli-
cated.
Example 5. Let H = H22 be the Drury–Arveson space on B2. Let a = {0}. Then,
Ha = H and Aa = A(H). It is known (see [9, Theorem 3.3]) that the quotient
map q : Ta → Oa is not completely isometric on Aa in this case, whence the
identity representation of Ta is a boundary representation for Aa by Theorem 2.3.
By Theorem 4.6, we conclude that the Gelfand transform of Aa is not completely
isometric.
Next, let b ⊂ M(H) be the weak-∗ closed ideal generated by z2. In this case,
Ab is unitarily equivalent to A(H21 ), which has a completely isometric Gelfand
transform as seen in Example 4. 
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In Section 5, we will explore further concrete conditions on a that guarantee that
the Gelfand transform of Aa is not completely isometric. In light of Corollary 4.5
and Theorem 4.6, this will complement [43, Theorem 4.12] (see [44] for updated
details).
4.2. The full algebra Ma. Up to now, we devoted our attention to the norm-
closed unital algebra Aa generated by z1, . . . , zd inside of Ma. We now turn our
focus to the “full” algebra Ma, and examine when its Gelfand transform is com-
pletely isometric. The first step we take in our analysis of Ma is the following,
which provides an analogous tool to Theorem 4.6. Note that C∗(Ma) trivially con-
tains Ta = C
∗(Aa), and in particular it contains the ideal of compact operators on
Ha by Lemma 3.5(iii).
Corollary 4.7. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space. Let a ⊂ M(H) be a proper weak-∗ closed ideal such that Ha has dimension
greater than one. Consider the following statements.
(i) The Gelfand transform of Ma is completely isometric.
(ii) The C∗-envelope of Ma is commutative.
(iii) There is a closed two-sided ideal J ⊂ C∗(Ma) such that C∗(Ma)/J is commu-
tative and the quotient map qJ : C
∗(Ma)→ C∗(Ma)/J is completely isometric
on Ma.
(iv) The identity representation of C∗(Ma) is not a boundary representation for
Ma.
Then we have
(i)⇔ (ii)⇔ (iii)⇒ (iv).
If we assume in addition that C∗(Ma)/K(Ha) is commutative, then we have
(i)⇔ (ii)⇔ (iii)⇔ (iv).
Proof. This is a special case of Theorem 2.4 and Corollary 2.5. 
We remark that one reason that the previous statement is not as complete as
that of Theorem 4.6 is that the analogue of Theorem 4.2 fails forMa (see Example
2). We also note that while it may be tempting, in light of Theorem 3.2, to guess
that C∗(Ma)/K(Ha) is always commutative, this is unfortunately not the case (see
[37]). Corollary 4.7 thus raises interesting questions regarding quotients of C∗(Ma),
which we explore in the following examples.
Example 6. Let d ≥ 2 and let H = H2d be the Drury-Arveson space on Bd.
Let a = {0} so that H = Ha and Ma = M(H). Then, C∗(M(H))/K(H) is not
commutative by [37, Theorem 1.2]. Let q : C∗(M(H)) → C∗(M(H))/K(H) be
the quotient map. We saw in Example 2 that the Gelfand transforms of q(M(H))
and M(H) are not isometric. Moreover, q is not completely isometric on M(H)
as explained in Example 5. Hence the identity representation of C∗(M(H)) is a
boundary representation for M(H) by virtue of Theorem 2.3. 
Next, we consider non-trivial ideals on the Hardy space.
Example 7. Let H = H21 be the Hardy space on the unit disc. As explained in
Example 4, every weak-∗ closed ideal of M(H) is a principal ideal generated by
some inner function. Let θ ∈M(H) be such an inner function and let a = θM(H).
It was shown in [47, Theorem 1] that Ma contains a non-zero compact operator,
26 RAPHAE¨L CLOUAˆTRE AND EDWARD J. TIMKO
so that the identity representation of C∗(Ma) is a boundary representation forMa
by Theorem 2.3. Moreover, the Gelfand transform of Ma is never isometric when
Ha has dimension greater than one, by [18, Theorem 4.2]. 
We make an elementary remark. Let n ≥ 1 and let A = [ϕij(Za)]ij ∈ Mn(Aa).
We see that
max{‖χ(n)(A)‖Mn : χ ∈ ∆(Aa)} = max{‖[ϕij(λ)]ij‖Mn : λ ∈ ŝupp a}
≥ max{‖[ϕij(λ)]ij‖Mn : λ ∈ supp a}
= max{‖χ(n)(A)‖Mn : χ ∈ ∆(Ma)}
by definition of supp a and by Theorem 4.1(i). Therefore, if the Gelfand transform of
Ma is completely isometric, then so is that of Aa. The converse does not generally
hold; see Examples 4 and 7.
The phenomena described in the previous example are not representative of the
general multivariate situation, as we illustrate next.
Example 8. Let H = H22 be the Drury–Arveson space on B2. Let a = {0}. We
saw in Example 5 that the Gelfand transform of Aa is not completely isometric,
and so neither is that of Ma by the remark above.
Next, let b ⊂ M(H) be the weak-∗ closed ideal generated by z2. In this case,
Mb is unitarily equivalent to M(H21 ), which has a completely isometric Gelfand
transform as seen in Example 4. 
We close this section by giving an example where an ideal J fitting into the
framework of Corollary 4.7 can be identified.
Example 9. Let H = H21 be the Hardy space on the unit disc. Let a = {0} so
that H = Ha andMa =M(H). In that case, there is a unital completely isometric
isomorphism Θ :M(H)→ H∞(D) such that
Θ(Mψ) = ψ, ψ ∈M(H)
(see Example 4 for details). Let W ⊂ B(H) be the C∗-algebra generated by the
Toeplitz operators with symbols in L∞(T,m), so thatM(H) ⊂W (see [32, Chapter
7] for details). Let C ⊂ W denote the commutator ideal of W. It follows from
[32, Theorem 7.11] that there is a ∗-isomorphism ρ : W/C→ L∞(T,m) such that
ρ(Mψ + C) = ψ, ψ ∈M(H).
Next, let J = C ∩ C∗(M(H)). A standard theorem for C∗-algebras [16, Corollary
II.5.1.3] implies that there is a ∗-isomorphism
Ξ : C∗(M(H))/J→ (C∗(M(H)) + C)/C
such that
Ξ(Mψ + J) =Mψ + C, ψ ∈M(H).
Let qJ : C
∗(M(H))→ C∗(M(H))/J be the quotient map. We then note that
qJ|M(H) = Ξ−1 ◦ ρ−1 ◦Θ
so that qJ is completely isometric on M(H). Moreover, W/C is commutative by
choice of C, and thus so is
C∗(M(H))/J = Ξ−1((C∗(M(H)) + C)/C).
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Applying Corollary 4.7, we can now recover the classical fact that the Gelfand
transform of M(H) is completely isometric and that the identity representation of
C∗(M(H)) is not a boundary representation for M(H). 
It is known that the ideal J above contains the compact operators [32, Propo-
sition 7.12], but the containment is proper. Indeed, it is readily seen that Mθ is
not essentially normal whenever θ is an inner function but not a finite Blaschke
product, so in particular C∗(M(H))/K(H) is not commutative.
5. The Gelfand transform of Aa often fails to be completely
isometric
In the previous section, we saw that the determining whether the identity repre-
sentation of Ta is a boundary representation forAa is equivalent to deciding whether
the Gelfand transform of Aa fails to be completely isometric. In this section, we
seek concrete conditions that address the latter property.
First, we improve on part of [24, Theorem 8.8], removing the essential normality
condition that was required therein. Recall that a weak-∗ closed ideal a ⊂M(H) is
said to be homogeneous if it is the weak-∗ closure of a polynomial ideal generated
by some collection of homogeneous polynomials.
Theorem 5.1. Let H be a maximal regular unitarily invariant complete Nevanlinna–
Pick space. Let a ⊂ M(H) be a proper weak-∗ closed homogeneous ideal such that
Ha has dimension greater than one. If Aa is not completely isometrically isomor-
phic to the disc algebra A(D), then the Gelfand transform of Aa is not completely
isometric.
Proof. By Theorems 2.3 and 4.6, we must show that the quotient map q : Ta → Oa
is not completely isometric on Aa. For A = [ϕij(Za)]ij ∈ Mn(Aa), it follows from
Theorems 4.1 and 4.2 that
‖q(n)(A)‖ = max{‖χ(n)(A)‖Mn : χ ∈ ∆(Ta)}
≤ max{‖[ϕij(ζ)]ij‖Mn : ζ ∈ ZBd(a ∩ A(H)) ∩ Sd}
≤ ‖A‖.
Since we assume that Aa is not completely isometric to the disc algebra, we may
now argue as in the proof of [24, Theorem 8.8] to see that q is not completely
isometric on Aa. 
Up to now, our attention has been mostly devoted to maximal spaces. The next
result completely settles the non-maximal case.
Theorem 5.2. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space which is not maximal. Let a ⊂ M(H) be a proper weak-∗ closed ideal such
that Ha has dimension greater than one. Then, the Gelfand transform of Aa is not
completely isometric.
Proof. By assumption, there is a sequence (bn) of non-negative numbers such that∑∞
n=1 bn < 1 and with the property that
1− 1
k(z, w)
=
∞∑
n=1
bn〈z, w〉n, z, w ∈ Bd.
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For convenience, put r =
∑∞
n=1 bn. For every λ ∈ Bd, we see that
∞∑
n=1
bn‖λ‖2n ≤ r < 1.
Consider the row operator R =
(
b
1/2
|α|
(
|α|!
α!
)1/2
Zαa
)
|α|≥1
. It follows from Lemma
3.5(ii) that
RR∗ = I − PHaPC1|Ha .
Since Ha has dimension at least two, we can find two orthogonal unit vectors
f, g ∈ Ha. If f(0) 6= 0, then we may consider the non-zero vector
h = g − g(0)
f(0)
f ∈ Ha
which satisfies h(0) = 0. Thus, we conclude that Ha always contains a non-zero
vector h such that PC1h = 0. We find
RR∗h = (I − PHaPC1|Ha)h = h
so that ‖R‖ = 1. Hence, there is N ≥ 1 such that the truncated row
RN =
(
b
1/2
|α|
( |α|!
α!
)1/2
Zαa
)
1≤|α|≤N
satisfies ‖RN‖ > √r. On the other hand, given χ ∈ ∆(Aa), by Theorem 4.1(ii)
there is λ ∈ Z
Bd
(a ∩A(H)) such that∥∥∥∥∥∥
(
χ
(
b
1/2
|α|
( |α|!
α!
)1/2
Zαa
))
1≤|α|≤N
∥∥∥∥∥∥
2
=
N∑
n=1
bn
∑
|α|=n
n!
α!
|λα|2
≤
∞∑
n=1
bn‖λ‖2n ≤ r.
We conclude that Gelfand transform of Aa is not completely isometric. 
Next, we explore “size” restrictions on the boundary portion of the support of
a. Our approach hinges on the following fact, which generalizes a result on page
444 of [55]. To simplify the statement, we introduce some terminology. Given a
compact subset K ⊂ Bd, we say that it is an approximation set if the polynomials
are uniformly dense in the continuous functions on K. Moreover, given a unital
contractive representation ρ of A(H), we say that K is a spectral set for ρ(A(H)) if
‖ρ(ϕ)‖ ≤ max
w∈K
|ϕ(w)|, ϕ ∈ A(H).
Lemma 5.3. Let H be a maximal regular unitarily invariant complete Nevanlinna–
Pick space with kernel k. Let (bn) be the sequence of non-negative real numbers such
that
1− 1
k(z, w)
=
∞∑
n=1
bn〈z, w〉n, z, w ∈ Bd.
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Let ρ : A(H) → B(E) be a unital contractive homomorphism such that ρ(A(H))
admits an approximation set K ⊂ Sd as a spectral set. Then, (ρ(z1), . . . , ρ(zd)) is
a spherical unitary and
∞∑
n=1
bn
∑
|α|=n
n!
α!
ρ(zα)ρ(zα)∗ = I.
Proof. Let P(K) ⊂ C(K) denote the space of polynomials. Because K is a spectral
set for ρ(A(H)), we find
‖ρ(p)‖ ≤ max
w∈K
|p(w)|, p ∈ P(K).
On the other hand, since K is an approximation set, by density we obtain a unital
contractive homomorphism π : C(K)→ B(E) such that
π(p) = ρ(p), p ∈ P(K).
Thus, π must be a ∗-homomorphism [50, Proposition 2.11] and because K ⊂ Sd we
see that
d∑
j=1
ρ(zj)ρ(zj)
∗ = π
 d∑
j=1
|zj |2
 = I
so that (ρ(z1), . . . , ρ(zd)) is a spherical unitary. Hence
∞∑
n=1
bn
∑
|α|=n
n!
α!
ρ(zα)ρ(zα)∗ =
∞∑
n=1
bn
 d∑
j=1
ρ(zj)ρ(zj)
∗
n
=
∞∑
n=1
bnI = I
where the last equality follows by maximality of H. 
We can now apply the previous theorem to obtain a sufficient condition for the
Gelfand transform of Aa not to be completely isometric.
Corollary 5.4. Let H be a maximal regular unitarily invariant complete Nevanli-
nna–Pick space. Let a ⊂ M(H) be a proper weak-∗ closed ideal such that Ha has
dimension greater than one and supp a ∩ Sd is an approximation set. Then, the
Gelfand transform of Aa is not completely isometric.
Proof. Assume that the quotient map q : Ta → Oa is completely isometric on Aa.
By Theorems 4.1(iv) and 4.2, we see that see that supp a ∩ Sd is a spectral set for
{ϕ(Za) : ϕ ∈ A(H)}.
Applying Lemma 5.3 we find
∞∑
n=1
bn
∑
|α|=n
n!
α!
Zαa Z
α∗
a = I.
But this contradicts Lemma 3.5(ii). Thus, q is not completely isometric on Aa, and
the conclusion follows from Theorems 2.3 and 4.6. 
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We note that the Gelfand transform of Aa can certainly fail to be completely
isometric without supp a∩Sd being an approximation set: this happens for instance
when H = H23 and a = 〈z1〉.
There are known concrete sufficient conditions that guarantee that a subset is
an approximation set. We refer the reader to the papers quoted in the proof for
the precise definitions of the properties appearing in the statement below.
Corollary 5.5. Let H be a maximal regular unitarily invariant complete Nevanli-
nna–Pick space. Let a ⊂ M(H) be a proper weak-∗ closed ideal such that Ha has
dimension greater than one. Let K = supp a ∩ Sd. Then, the Gelfand transform of
Aa is not completely isometric whenever one of the following conditions holds.
(i) K ⊂ Rd.
(ii) K is polynomially convex and has zero 2-Hausdorff measure.
(iii) K is a polynomially convex real analytic subvariety of Cd.
(iv) K is totally null for the ball algebra.
Proof. In view of Corollary 5.4, it suffices to show that K is an approximation set
whenever one of these conditions hold. See [46, pages 95, 97 and 116] for (i),(ii)
and (iii) and see [56, Theorem 10.1.2] for (iv). 
We close this section with a generalization of results from [44] and [43]. Therein,
geometric conditions on ZBd(a) are given that ensure that the identity represen-
tation of Ta is a boundary representation for Aa. Our generalization will lead to
a refinement of Corollary 4.5, thus bringing the resulting statement closer to that
found in [44]. Though the argument we present here is closely modeled on that
of [44], we sketch the details for the benefit of the reader so that the required
modifications of the argument are evident.
For 0 < ν ≤ 1, we define a kernel k(ν) on Bd by the formula
k(ν)(z, w) =
1
(1 − 〈z, w〉)ν
= 1 + ν〈z, w〉+
∞∑
n=2
ν(ν + 1) · · · (ν + n− 1)
n!
〈z, w〉n.
For the remainder of the section, we will focus entirely on the kernels k(ν) and on
the associated reproducing kernel Hilbert spaces of holomorphic functions Hν . We
make some preliminary observations.
It follows from [42, Lemma 2.3 and Section 4] that among maximal regular
unitarily invariant completely Nevanlinna–Pick spaces on Bd, the scale {Hν : 0 <
ν ≤ 1} consists precisely of those that are well behaved with respect to composition
with automorphisms of the ball. More precisely, if Θ : Bd → Bd is a conformal
automorphism, then there is a unitary operator VΘ : Hν → Hν such that
VΘMψ =Mψ◦ΘVΘ, ψ ∈M(Hν).
For each 1 ≤ j ≤ d, we let θj : Bd → C be corresponding component of Θ, so that
Θ = (θ1, . . . , θd).
It follows from [56, Theorem 2.2.5] and [27, Theorem 2.10] that θj ∈ A(Hν). We
also find that VΘMxjV
∗
Θ =Mθj .
Next, let a ⊂M(Hν) be a proper weak-∗ closed ideal. If we let b = VΘaV ∗Θ, then
we see that b is another proper weak-∗ closed ideal. Moreover, it is readily verified
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that VΘHa = Hb. Consider the unitary operator W = VΘ|Ha : Ha → Hb. Writing
Za = (z1, . . . , zd), we compute that W zjW
∗ = θj(Zb) for every 1 ≤ j ≤ d. In turn,
this implies that WAaW ∗ = Ab. We record a useful technical fact.
Lemma 5.6. Let 0 < ν ≤ 1 and let a ⊂ M(Hν) be a proper weak-∗ closed ideal.
Let Θ : Bd → Bd be a conformal automorphism. Put b = VΘaV ∗Θ and λ = Θ(0).
Then,
(C(z1 − λ1) + . . .+ C(zd − λd)) ∩ a = {0}
if and only if
(Cz1 + . . .+ Czd) ∩ b = {0}.
Proof. Let r ∈ (C(z1 − λ1) + . . .+ C(zd − λd)) ∩ a. Thus, there are c1, . . . , cd ∈
C such that r =
∑d
j=1 cj(zj − λj). As before, we write Θ = (θ1, . . . , θd) with
θ1, . . . , θd ∈ A(Hν). By definition of b, we see that
∑d
j=1 cj(θj − λj) = r ◦ Θ ∈ b.
Now, by [56, Theorem 2.2.5], there is a µ ∈ Bd such that the function (1−〈z, µ〉)θj
is a degree-one polynomial for every 1 ≤ j ≤ d. We infer that
(1− 〈z, µ〉)(r ◦Θ) =
d∑
j=1
cj((1 − 〈z, µ〉)θj − λj(1 − 〈z, µ〉))
is a degree-one polynomial in b. On the other hand, because r vanishes at λ, this
degree-one polynomial must vanish at 0, and thus must lie in (Cz1 + . . .+ Czd)∩b.
The converse can be proved similarly. 
Next, we need a standard generalization of the fact that a function whose deriv-
ative is injective at a point must itself be injective near that point. In what follows,
given a holomorphic function ϕ : Bd → C, we view its derivative ϕ′(0) as a linear
map from Cd to C.
Lemma 5.7. Let A be an algebra of holomorphic functions on Bd. Let J ⊂ A be
an ideal such that 0 ∈ ZBd(J ) and
⋂
ϕ∈J kerϕ
′(0) = {0}. Then, 0 is an isolated
point of ZBd(J ).
Proof. Let G denote the ring of germs of analytic functions at 0. Given a function g
analytic on a neighborhood of 0, we let [g] denote the corresponding germ. Because
G is Noetherian, the ideal 〈[ϕ] : ϕ ∈ J 〉 is generated by [ϕ1], . . . , [ϕm] for some
ϕ1, . . . , ϕm ∈ J [39, Theorem II.E.3].
Suppose v ∈ Cd lies in ⋂mj=1 kerϕ′j(0). Let ϕ ∈ J . Correspondingly, choose
g1, . . . , gd analytic on a neighborhood of 0 such that [ϕ] =
∑m
j=1[gj][ϕj ]. As 0 ∈
ZBd(J ), we find ϕ1(0) = . . . = ϕm(0) = 0 and thus
ϕ′(0)v =
m∑
j=1
gj(0)ϕ
′
j(0)v = 0.
By assumption, we infer that v = 0. If we let D : Cd → Cm be the matrix defined
as D =

ϕ′1(0)
ϕ′2(0)
...
ϕ′m(0)
 , then we see that D is injective. Hence, there is a d×m complex
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matrix C such that CD = Id. Let Ψ = C

ϕ1
ϕ2
...
ϕm
 . If we write Ψ =

ψ1
ψ2
...
ψd
 then we
have that ψ1, . . . , ψd ∈ J and Ψ′(0) = CD = Id. Thus, Ψ is injective near 0, which
implies that 0 is an isolated point of ZBd(ψ1, . . . , ψd), and hence of ZBd(J ). 
The crucial step of the argument can now be taken, following [44].
Theorem 5.8. Let 0 < ν ≤ 1 and let a ⊂M(Hν) be a proper weak-∗ closed ideal.
Assume that there is a point λ ∈ ZBd(a) that is not an isolated point of ZBd(a). Let
q : Ta → Oa denote the quotient map. Then, q is not completely isometric on Aa
under either of the following sets of conditions:
(i) 0 < ν < 1, or
(ii) ν = 1 and (C(z1 − λ1) + . . .+ C(zd − λd)) ∩ a = {0}.
In particular, the Gelfand transform of Aa is not completely isometric under these
conditions.
Proof. Because λ is not an isolated point of ZBd(a), there are infinitely many points
in ZBd(a). In particular, the infinite set {kµ : µ ∈ ZBd(a)} is linearly independent
in Ha, so that Ha is infinite-dimensional. Therefore, we focus on showing that q is
not completely isometric on Aa, since the statement about the Gelfand transform
follows immediately from this, by virtue of Theorems 2.3 and 4.6.
We start with a reduction. Let Θ : Bd → Bd be a conformal automorphism such
that Θ(0) = λ. Let b = VΘaV
∗
Θ. We observed in the discussion preceding Lemma
5.6 that Aa and Ab are unitarily equivalent, so it is equivalent to show that the
quotient map Tb → Ob is not completely isometric on Ab. It follows from Lemma
5.6 that we may as well assume that λ = 0.
We make one more reduction before starting the proof. Invoke Lemma 5.7 to
infer the existence of a unit vector v ∈ ⋂ϕ∈a kerϕ′(0). Choose a constant unitary
operator U : Cd → Cd such that Ue1 = v, where e1 = (1, 0, . . . , 0) ∈ Cd. Let
Ω : Bd → Bd be the conformal automorphism defined as Ω(z) = Uz. Let c = VΩaV ∗Ω .
Then, we see that e1 ∈
⋂
ϕ∈c kerϕ
′(0). Arguing as in the previous paragraph, we
can thus assume that this last statement is true of the ideal a itself.
Having made these reductions, we start the argument. We note first that because
0 ∈ ZBd(a) and e1 ∈
⋂
ϕ∈a kerϕ
′(0), we have z1 ∈ [aHν ]⊥ = Ha. Also, it follows
from [42, Remark 7.1(iv)] that ‖z1‖2 = 1/ν. Next, because 0 ∈ ZBd(a) we see that
1 ∈ Ha so that
‖z1‖2 ≥ ‖z11‖2 = ‖z1‖2 = 1/ν
where we recall that we use the notation Za = (z1, . . . , zd).
In case (i), we see that ‖z1‖ > 1. On the other hand, it readily follows from
Theorems 4.1 and 4.2 that ‖q(z1)‖ ≤ 1, so that q is not even isometric on Aa in
this case.
For the rest of the proof, we focus on case (ii), and so we assume that ν = 1 and
that (Cz1 + . . .+ Czd) ∩ a = {0}. The argument here is identical to that of [44].
The fact that z2, . . . , zd /∈ a implies that z21, . . . , zd1 are all non-zero vectors in Ha
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by Theorem 3.3. Let C be the column operator (z1, . . . , zd). Then
‖C‖2 ≥
d∑
j=1
‖zj1‖2 = 1/ν +
d∑
j=2
‖zj1‖2 > 1/ν ≥ 1.
Once again, Theorems 4.1 and 4.2 show that the essential norm of C is at most 1,
so indeed q|Aa is not completely isometric in this case as well. 
We can now refine Corollary 4.5 in some special cases.
Corollary 5.9. Let 0 < ν ≤ 1 and let a ⊂M(Hν) be a proper weak-∗ closed ideal.
Assume that there is a point λ ∈ ZBd(a) that is not an isolated point of ZBd(a).
Assume also that either
(i) 0 < ν < 1, or
(ii) ν = 1 and (C(z1 − λ1) + . . .+ C(zd − λd)) ∩ a = {0}.
Then, Aa is hyperrigid in Ta if and only if Za is essentially normal.
Proof. Combine Theorem 5.8 with Theorem 2.3 and Corollary 4.5. 
6. Isolated points in the character space
In this final section, much in the spirit of Section 5, we seek concrete conditions
that detect whether or not the Gelfand transform is completely isometric. More
precisely, we aim to leverage the presence of isolated points in the character space.
We start with the norm-closed algebra Aa, where the situation is more transparent.
Theorem 6.1. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space. Let a ⊂M(H) be a proper weak-∗ closed ideal. Assume that ŝupp a consists
of more than one point and has an isolated point λ ∈ Bd. Then, the Gelfand
transform of Aa is not isometric.
Proof. By Theorem 4.1(i), there is a unique character τλ ∈ ∆(Aa) such that
τλ(Za) = λ, and this character is easily seen to be an isolated point of ∆(Aa).
By the Shilov idempotent theorem [38, Corollary III.6.5], there is an idempotent
element b ∈ Aa such that τλ(b) = 1 and γ(b) = 0 for every γ ∈ ∆(Aa)\{τλ}. An ap-
proximation argument then yields a multiplier θ ∈ A(H) such that |θ(λ)| > 1/2 and
|γ(θ(Za))| < 1/2 for every γ ∈ ∆(Aa) \ {τλ}. Since ∆(Aa) is not a mere singleton,
we infer that θ(Za) is not a constant multiple of the identity, so ‖θ(Za)‖ > |θ(λ)|
by Theorem 4.3. Hence,
‖θ(Za)‖ > max{|χ(θ(Za))| : χ ∈ ∆(Aa)}
and the Gelfand transform of Aa is not isometric. 
Before giving a sufficient condition in order for the previous result to be appli-
cable, we need a preliminary observation. Recall that a sequence Λ ⊂ Bd is said to
be interpolating for M(H) if the restriction map ρ :M(H)→ ℓ∞(Λ) defined as
ρ(ψ) = ψ|Λ, ψ ∈M(H)
is surjective. These sequences have recently been characterized in [4]. We will say
that a subset Ω ⊂ Bd is a zero set for A(H) if there is a closed ideal J ⊂ A(H)
such that Ω = Z
Bd
(J ).
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Lemma 6.2. Let H be the Drury–Arveson space on Bd and let Λ ⊂ Bd be an
interpolating sequence for M(H). Assume that Λ is a zero set for A(H). Let
a = {ψ ∈ M(H) : ψ|Λ = 0}. Then, supp a = Λ and thus supp a is polynomially
convex.
Proof. We know that
supp a = {χ(z1, . . . , zd) : χ ∈ ∆(Ma)}
so that supp a consists of those points λ = (λ1, . . . , λd) ∈ Cd such that
(z1 − λ1I)Ma + . . .+ (zd − λdI)Ma 6=Ma.
It then readily follows from [26, Corollary 4.7] that supp a = Λ. Thus, supp a is a
zero set for A(H), and hence is automatically polynomially convex. 
We can now give an application of Theorem 6.1. Recall that a closed subset
K ⊂ Sd is said to be Ad-totally null if |µ|(K) = 0 for every Ad-Henkin measure µ
on Sd (see [22] for details).
Corollary 6.3. Let H be the Drury–Arveson space on Bd and let Λ ⊂ Bd be an
interpolating sequence for M(H) consisting of more than one point. Assume that
Λ ∩ Sd is Ad-totally null. Let a = {ψ ∈ M(H) : ψ|Λ = 0}. Then, the Gelfand
transform of Aa is not isometric.
Proof. It follows from [23, Corollary 5.13] that Λ is a zero set for A(H). Apply
Lemma 6.2 to see that ŝupp a = supp a = Λ. The proof is complete upon applying
Theorem 6.1, as an interpolating sequence cannot have an accumulation in Bd. 
For the remainder of the section we will turn out attention to Ma. To begin
we collect some relevant information about the character space of Ma, which is
typically more complicated than that of Aa.
Lemma 6.4. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space. Let a ⊂ M(H) be a proper weak-∗ closed ideal and let λ ∈ ZBd(a). The
following statements hold.
(i) There is a unique character τλ ∈ ∆(Ma) such that
λ = (τλ(z1), . . . , τλ(zd)).
Furthermore, this character is weak-∗ continuous and satisfies
τλ(ψ(Za)) = ψ(λ), ψ ∈M(H).
(ii) The point λ is an isolated point of ZBd(a) if and only if τλ is an isolated point
of ∆(Ma).
Proof. (i) Let ελ be the weak-∗ continuous evaluation character on M(H) corre-
sponding to λ. Recall that the map Γ :M(H)→Ma defined as
Γ(ψ) = ψ(Za), ψ ∈M(H)
is a weak-∗ continuous unital surjective homomorphism. Moreover, we have that
kerΓ = a. Because λ ∈ ZBd(a), we see that a ⊂ ker ελ. Thus, there is a weak-∗
continuous character τλ ∈ ∆(Ma) such that τλ ◦ Γ = ελ. Then, we have
λ = (τλ(z1), . . . , τλ(zd))
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To show that τλ is unique, let χ ∈ ∆(Ma) such that
λ = (χ(z1), . . . , χ(zd)).
Then, χ ◦ Γ ∈ ∆(M(H)) and
((χ ◦ Γ)(Mz1), . . . , (χ ◦ Γ)(Mzd)) = λ.
It follows from [42, Proposition 8.5] that χ ◦ Γ = ελ, whence χ = τλ since Γ is
surjective.
(ii) Assume that λ ∈ ZBd(a) is an isolated point. Choose r > 0 small enough so
that B(λ, r) ⊂ Bd and
B(λ, r) ∩ ZBd(a) = {λ}.
To see that τλ is an isolated point of ∆(Ma), consider
U = {χ ∈ ∆(Ma) : χ(Za) ∈ B(λ, r)}
which is a weak-∗ open neighbourhood of τλ in ∆(Ma). We claim that U = {τλ}.
Indeed, let χ ∈ U and put µ = χ(Za). Then, we see that µ ∈ Bd by choice of r.
But we also have that µ ∈ supp a by definition of the support, so that
µ ∈ supp a ∩ Bd = ZBd(a).
Hence µ ∈ ZBd(a) ∩B(λ, r) = {λ}. Invoking (i) we infer that τλ = χ.
Conversely, assume that τλ is an isolated point of ∆(Ma). Thus, there are
ψ1, . . . , ψn ∈M(H) and ε > 0 such that
{χ ∈ ∆(Ma) : |χ(ψj(Za))− τλ(ψj(Za))| < ε, 1 ≤ j ≤ d} = {τλ}.
Choose δ > 0 small enough so that if µ ∈ Bd satisfies ‖µ− λ‖ < δ, then
|ψj(µ)− ψj(λ)| < ε, 1 ≤ j ≤ d.
By (i), we conclude that if µ ∈ ZBd(a) ∩B(λ, δ) then
|τµ(ψj(Za))− τλ(ψj(Za))| < ε, 1 ≤ j ≤ d
whence τµ = τλ and µ = λ. Therefore λ is an isolated point of ZBd(a). 
We mention in passing one basic consequence of the previous lemma. Roughly
speaking, it says that if the Gelfand transform ofMa is isometric, then the support
of a cannot be contained in the open ball. This will be useful below.
Lemma 6.5. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space. Let a ⊂ M(H) be a proper weak-∗ closed ideal such that Ha has dimension
greater than one and supp a ⊂ Bd. Then, the Gelfand transform of Ma is not
isometric.
Proof. Note that if a + C1 = M(H), then a is maximal and thus Ha is one-
dimensional by Lemma 3.4. Hence, we may assume that there is ψ ∈ M(H) that
does not lie in a+C1. It thus follows from Theorem 4.3 that ‖ψ(Za)‖ > |ψ(λ)| for
every λ ∈ ZBd(a).
Next, let χ ∈ ∆(Ma) and let µ = χ(Za). By assumption, we see that µ ∈
supp a ⊂ Bd, so that µ ∈ ZBd(a). But using Lemma 6.4(i) we find χ(ψ(Za)) =
ψ(µ). By the first paragraph, we thus conclude that |χ(ψ(Za))| < ‖ψ(Za)‖. Since
χ ∈ ∆(Ma) was arbitrary, we conclude that the Gelfand transform of Ma is not
isometric. 
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The main thrust for what is to come is given by the following, which is the
analogue of Theorem 6.1 in the context of Ma.
Theorem 6.6. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space. Let a ⊂ M(H) be a proper weak-∗ closed ideal. Assume that supp a has an
isolated point λ ∈ Bd. Then, the following statements hold.
(i) The algebra Ma contains a non-zero idempotent finite-rank operator and the
identity representation of C∗(Ma) is a boundary representation forMa. More-
over, the Gelfand transform of Ma is not completely isometric if Ha has di-
mension greater than one.
(ii) If supp a consists of more than one point, then the Gelfand transform of Ma
is not isometric.
Proof. (i) By [27, Theorem 3.8], we know that the Taylor spectrum of Za coincides
with
{χ(Za) : χ ∈ ∆(Ma)} = supp a.
By assumption, λ is an isolated point of supp a, and hence of the Taylor spectrum
of Za. Using [27, Theorem 2.1(iii)], we obtain a non-zero idempotent E ∈ {Za}′′
such that the Taylor spectrum of Za|ranE consists only of {λ}. On the other hand,
we may invoke [27, Theorem 3.1 and Lemma 4.14] to see that there are commuting
nilpotent operators N1, . . . , Nd on ranE such that
zj |ranE = λjIranE +Nj, 1 ≤ j ≤ d.
Now, since PHa1 is cyclic for Za, the vector EPHa1 is cyclic for Za|ranE , and it
is readily seen that this forces ranE to be finite-dimensional. Finally, we may
apply the Commutant Lifting Theorem [13, Theorem 5.1] to obtain ω ∈ M(H)
such that E = ω(Za). Then, ω(Za) has finite-rank. By virtue of Theorem 2.3, we
conclude that the identity representation of C∗(Ma) is a boundary representation
for Ma. Applying Corollary 4.7, we also see that the Gelfand transform of Ma is
not completely isometric whenever Ha has dimension greater than one.
(ii) To see that the Gelfand transform ofMa is not isometric when supp a consists
of more than one point, we argue as in the proof of Theorem 6.1. Let τλ ∈ ∆(Ma)
be as in Lemma 6.4(i). By Lemma 6.4(ii), we see that τλ is an isolated point of
∆(Ma). By the Shilov idempotent theorem, there is a multiplier θ ∈ M(H) such
that θ(λ) = 1 and γ(θ(Za)) = 0 for every γ ∈ ∆(Ma) \ {τλ}. Since ∆(Ma) is
not a singleton, we infer that θ(Za) is not a constant multiple of the identity, so
‖θ(Za)‖ > |θ(λ)| by Theorem 4.3. Hence,
‖θ(Za)‖ > max{|χ(θ(Za))| : χ ∈ ∆(Ma)}
and the Gelfand transform of Ma is not isometric.

We note that the topological restrictions on the support of the ideal in Theorems
6.1 and 6.6 cannot simply be removed entirely as Examples 5 and 8 illustrate.
Furthermore, the condition that supp a has an isolated point that lies in the interior
of the unit ball is important for the proof Theorem 6.6(i) to work, as we show next.
Example 10. Let H = H21 be the Hardy space on the unit disc. Let θ ∈ M(H)
be the singular inner function
θ(z) = exp
(
z + 1
z − 1
)
, z ∈ D.
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Let a = θM(H). It is well known that the spectrum of Za is supp a = {1} in this
case, so that the multiplier ω from the proof of Theorem 6.6(i) can be taken to be
the constant function 1. Thus, ω(Za) = I here. But this operator is not compact
since Ha is easily seen to be infinite-dimensional. 
As mentioned in Example 7, in the classical case where H is the Hardy space on
the disc, the Gelfand transformMa is never isometric, unlessHa is one-dimensional
[18, Theorem 4.2]. We suspect that this a reflection of a more general phenomenon
that we will explore further in upcoming work. We substantiate our suspicion in
the following result.
Corollary 6.7. Let H be a regular unitarily invariant complete Nevanlinna–Pick
space. Let a ⊂M(H) be a proper weak-∗ closed ideal with the property that ZBd(a)
has an isolated point. Then, the following statements are equivalent.
(i) The ideal a is the vanishing ideal of a single point.
(ii) The space Ha is one-dimensional.
(iii) The Gelfand transform of Ma is completely isometric.
(iv) The Gelfand transform of Ma is isometric.
Proof. (i) ⇒ (ii): We assume that there is λ ∈ Bd with the property that
a = {ψ ∈ M(H) : ψ(λ) = 0}.
Then, kλ ∈ Ha. Next, we note that Ckλ is co-invariant for M(H), so by Theorem
3.3 there is a weak-∗ closed ideal b ⊂M(H) such that Ckλ = Hb and a ⊂ b. On the
other hand, the equality [bH] = (Ckλ)⊥ implies that every multiplier in b vanishes
at λ, whence b ⊂ a. We conclude that Ha = Hb = Ckλ.
(ii) ⇒ (i): It follows from Lemma 3.4 that a is a maximal ideal, so there is a
character χ ∈ ∆(Ma) such that a = kerχ. By assumption, there is λ ∈ ZBd(a).
Let τλ ∈ ∆(Ma) be the corresponding character of evaluation at λ (see Lemma
6.4(i)). Then, we have
kerχ = a ⊂ ker τλ
which forces χ = τλ and a = ker τλ as desired.
(ii) ⇒ (iii),(iii) ⇒ (iv) : This is trivial.
(iv) ⇒ (ii): By Theorem 6.6(ii), we see that supp a consists of only one point
lying in Bd. But then Lemma 6.5 forces Ha to be one-dimensional. 
The previous corollary can be seen as a partial multivariate analogue of [18,
Theorem 4.2].
We close the paper with a result that illustrates that the topological condition
of having an isolated zero can be removed entirely in some cases, leveraging our
generalization of [44].
Corollary 6.8. Let 0 < ν ≤ 1 and let Hν be the space corresponding to the kernel
k(ν)(z, w) =
1
(1− 〈z, w〉)ν , z, w ∈ Bd.
Let a be a proper weak-∗ closed ideal of M(Hν) and let λ ∈ ZBd(a). Assume that
supp a consists of more than one point and that either
(i) 0 < ν < 1, or
(ii) ν = 1 and (C(z1 − λ1) + . . .+ C(zd − λd)) ∩ a = {0}.
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Then, the Gelfand transform of Ma is not completely isometric. If, in addition,
supp a is polynomially convex, then the Gelfand transform of Aa is not completely
isometric.
Proof. First suppose that λ is not an isolated point of ZBd(a). Then, it follows
from Theorem 5.8 that the Gelfand transform of Aa is not completely isometric.
As explained in the remark following Example 7, the Gelfand transform of Ma is
not completely isometric either.
Next, suppose that λ is an isolated point of ZBd(a). Since supp a consists of
more than one point, it follows from Theorem 6.6(ii) that the Gelfand transform of
Ma is not isometric. If supp a is polynomially convex, then we see that λ is also
an isolated point of ŝupp a, and it now follows from Theorem 6.1 that the Gelfand
transformation of Aa is not completely isometric. 
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