Define the Linus sequence L n for n ≥ 1 as a 0-1 sequence with L 1 = 0, and L n chosen so as to minimize the length of the longest repeated block
Introduction
This paper is about a specific 0-1 sequence which we now know to have been described as early as 1968, and is referred to as the Linus sequence [9] . The motivation for the study of this sequence comes from ergodic theory, although no knowledge of ergodic theory is required in order to read this paper. Indeed, all the proofs we present are purely combinatorial in nature. Nevertheless, the study of sequences is central to ergodic theory. There are too many such studies to list them all but here are a few. Coven and Hedlund [3] looked at sequences from the standpoint of how many blocks are used at the n th stage of the sequence to produce a block at the (n + 1) th stage; Christol, Kamae, Mendès France and Rauzy [2] compared sequences produced by automation with sequences produced by substitution; Jacobs and Keane [6] looked at nearly periodic sequences from the standpoint of spectral theory; This sequence is fantastically tantalizing because there are many symmetries in it which elude proof. Until this paper, essentially nothing was known. Even despite this paper, there are many conjectures that are not only backed by looking at the data but are quite understandable intuitively, yet elude proof. We feel confident that the reader will be teased into spending time trying to prove them. For example it is clear that the frequency of a word, the frequency of the reverse word and the frequency of the word obtained by interchanging 0s and 1s are all the same. We can't prove that. We can't even prove that the frequency of 1s is 1 2 , or that the frequency of any single word even exists at all.
The good news is that we have finally developed some techniques to analyze this sequence and have several results. In the process we have solved a related combinatorial problem which is of interest in its own right (see Section 7) . The fact that this sequence leads us to notice other interesting problems is testimony to the naturalness of the Linus sequence.
It should perhaps be noted that none of our results depend on the initial digits of the Linus sequence. Indeed, one could specify, say, the first 100 digits arbitrarily, and then use the algorithm described above to continue the sequence. All our results and conjectures apply equally to these modified versions of the Linus sequence, although for simplicity we shall only state them for the sequence as originally defined.
Finally, we note that a superficially similar sequence was defined by Ehrenfeucht and Mycielski ( [4] -see also [12] and [8] ) in 1992. Their sequence is defined in a similar fashion, except that they wish to avoid any repeated block, not just a terminating one. Specifically, the first two digits are set to 0 and 1 respectively. For n ≥ 2, given that X 1 , X 2 , . . . , X n have been defined, we find the largest k such that the block of k digits X n−k+1 . . . X n has already occurred, as a block, among the first n − 1 digits X 1 X 2 . . . X n−1 . Let the penultimate occurrence of this block be X j X j+1 . . . X j+k−1 , so that j + k − 1 < n. We then define X n+1 = 1 − X j+k . This and similar sequences turn out to be somewhat different in character from the Linus sequence, for instance, they tend to contain many more long runs of zeros and ones, and they are likely to have entropy one (although this is unknown at the time of writing).
Notation
We record some notation that we will use repeatedly throughout. Given a (finite or infinite) 0-1 sequence X 1 X 2 . . . , we call the individual terms X n digits of the sequence. For a ≤ b denote by X[a, b] the finite subsequence (or word) X a X a+1 . . . X b . If X is a word, |X| will denote the length of X and |X| 0 and |X| 1 will denote the number of 0s and 1s respectively in X, so that |X| = |X| 0 +|X| 1 . We will denote by ← − X or X ← the word obtained by reversing the order of the digits in X, and by X c the complement of X, i.e., the word obtained by replacing each 0 by a 1 and each 1 by a 0. X ∧ will denote the word obtained from X by complementing just the last digit of X (see Figure 1 ).
The concatenation XY of the words X and Y is simply the word obtained by writing out the digits of X followed by those of Y . If g ≥ 0 is an integer, we write X g for the g-fold concatenation of X with itself. The terminal repeat length TR(X) = max{|Q| : X = P QQ for some (possibly empty) words P and Q} is the length of the longest immediately repeated subword that occurs at the end of X. A finite or infinite sequence X is said to be periodic with period p, or p-periodic if p < |X| and X i+p = X i for all i such that X i and X i+p are both defined. Equivalently, X[1 + p, N ] = X[1, N − p] where N = |X|. The minimal p for which X is p-periodic will be called the minimal period of X (if it exists). Using the above terminology, the Linus sequence can be defined by
while the Sally sequence is defined by
The following are easy consequences of these definitions.
L i = L i−Sn for n − S n < i < n.
2S n ≤ n.
We sometimes call S n the look-back time of the digit L n , or say that L n looks back to L n−Sn . 
If Y is infinite then we define the frequency of X in Y to be
provided this limit exists.
Results and conjectures
Given any infinite 0-1 sequence X, there is always a way (which is not in general unique) to choose a subsequence of the sequence of words X[1, M ], M = 1, 2, . . . such that, in that subsequence, the frequency of any finite word of 0s and 1s converges to a limit. If we take that limiting frequency, for every finite word, and call it the probability of that word, then we obtain a stationary process. The following theorem shows that no matter how you do this with the Linus sequence, the limiting stationary process will have zero entropy. Having looked at 16,000,000 digits of the Linus sequence it is clear that in fact you don't have to pass to subsequences because the limiting frequency of every finite word seems to exist. However we cannot prove that, so we will state it as a conjecture.
Conjecture 1.
For any word X, the limiting frequency of occurrences of X in the Linus sequence f (X, L) = lim
exists and is strictly positive.
We have no proof of the existence of the frequency for any non-empty word. Also, for example, the word 00000 does not occur in L [1, 16000000] , and one has to wait quite a while even to see the word 0000 -the first occurrence is L[12842, 12845] = 0000. Nonetheless, we conjecture that all words occur with positive frequency.
For single digits we do know that the lower limiting frequencies of 0s and 1s are both positive. Theorem 2 is in fact an immediate corollary of the following much more powerful result, since if the frequency of 0s, say, is low then there must be many long stretches of 1s, contradicting the next theorem with X = 1.
Theorem 3.
There is an absolute constant γ < 1 such that for any finite word X and any g > 3, lim sup
Of course one would expect that the periodic word X g is less likely than a typical word of length g|X| and so f (X g , L) ≤ 2 −g|X| . However, our best bound on γ is significantly more than 1 2 . Regarding Theorem 2, for longer words we know even less, however each of the four 2-digit combinations 00, 01, 10, 11 does occur infinitely often.
Theorem 4. In the Linus sequence there are infinitely many pairs of consecutive zeros and infinitely many pairs of consecutive ones.
(That there are infinitely many 01s and 10s follows easily from Theorem 4.) Applying Theorem 3 with X = 01 it is clear that in L[1, M ] the frequency of 00s and 11s combined is bounded away from zero as M → ∞, but this does not imply that individually 00s or 11s have positive frequency, or even that they occur at all.
Assuming Conjecture 1 holds, we make the following conjecture.
Conjecture 2. For any word X, the limiting frequencies of X, its reverse ← − X , and its complement X c are all equal.
Here is a heuristic argument supporting Conjecture 2 for X c . For large numbers N , any N consecutive digits in the Linus Sequence tend to determine the (N + 1) st digit because long repeats are rare. In exactly the same way, N consecutive digits of the complement of the sequence will tend to force the (N + 1) st digit of the complement. Hence it is very common to have long sequences which are exactly the complement of other long sequences.
Interestingly, many long "four-tuples" of the form (Y Y c Y Y c ) ∧ occur in the Linus sequence. Indeed, the entire word L [1, 11752] is of this form. So is the word L[37, 1176]. These also tend to force the frequency of smaller words X and X c to be the same.
Here is a heuristic argument supporting Conjecture 2 for ← − X . In a certain sense the sequence is reversible. This sequence is constructed for the purpose of avoiding big repeats, so after a long word, the next digit will tend to avoid a big repeat. However for exactly the same reason, because the word avoids big repeats, if you know a word, the previous digit will tend to avoid big repeats. Hence the previous digit will be chosen in a similar way to the next digit. Thus if a given word will tend to give rise to a 1 after it, its reverse will tend to give rise to a 1 before it.
Interestingly, the data suggest the following conjecture. .
We do not have any intuitive argument for this and would love to hear any reasonable explanation as to why it is likely to be true.
We now consider the Sally sequence. Sequences on integers are a little more complicated than 0-1 sequences because if some of them drift to infinity there can be no way to obtain a stationary process out of them. Consider for example the sequence 1 2 1 3 1 4 1 5 . . . which cannot give any limiting distribution on two letter words. However this problem can be avoided if big numbers occur with small frequency, and in that case, just as in the case of 0-1 sequences, we can always obtain a stationary process by passing to a subsequence. On looking at the first few terms of the Sally sequence, it appears that S n tends to be small in general. Our first result in this direction therefore seems somewhat discouraging.
However, all we need is that the frequency of terms that are greater than N tends to zero as N → ∞, and indeed we were able to prove this.
Theorem 6.
There exists an absolute constant C such that for all N , lim sup
Hence limiting distributions exist, although by Theorem 5 any term of a limiting process will have infinite expectation.
As for the Linus sequence, we conjecture that you don't have to pass to subsequences.
Conjecture 4.
For any finite sequence of integers X, the limiting frequency
exists.
Unlike with the Linus sequence, we do not conjecture that the limiting frequency is always strictly positive. Indeed it cannot be, since, for example, if 0 < |n − m| < S n then S m = S n (see Lemma 9) .
Our next observation is that for n = 2, 4, 6, 12, 60, and 11752 we have S n = n 2 , which means that we have to examine the entire sequence L[1, n − 1] to determine L n . We conjecture that this happens infinitely often.
Conjecture 5. There are infinitely many n for which S n = n 2 . 
Finally, we give some numerical results about the first few digits in the Linus sequence. We note that there are many long subwords that appear in different parts of the sequence, possibly reversed and/or complemented. Table 1 gives a few examples. Table 2 gives a compact description of the first 11751 digits of the Linus sequence by recursively defining stretches of the sequence in terms of previously known subwords. This gives an efficient method of computing L [1, 11751] . Note that there is some redundancy as certain stretches are defined in more than one way.
To conclude, what we really want to have is a deep understanding of the limiting stationary Table 2 :
processes given by the Linus and Sally sequences, including ergodic properties of those processes, but we are not even close to understanding these sequences well enough for that.
The rest of the paper is dedicated to giving the proofs of Theorems 1-6, except for Section 7 which deals with what appears at first sight to be an unrelated problem. We included this section since the proof techniques used form part of the (rather technical) proof of Theorem 3, but occur in a much simpler setting.
Infinite average look-back time (Theorem 5)
Proof of Theorem 5. Fix n and write A = {2, . . . , n}. We say that k ∈ A is a j-point if 2S k ≥ j + 2, and that k ∈ A is a removed j-point if k + j is a j-point, that is, if k + j ∈ A and 2S k+j ≥ j + 2. We write A j and A ′ j for the set of j-points and removed j-points respectively, and note that |A
′ j then we have to "look back" strictly further than k to determine L k+j . We note the inequality
Now let h ∈ A and let k ≥ 1 be such that h + 2 k+2 − 2 ∈ A. Define B = {h, h + 1, . . . , h + 2 k+1 − 1}. We say that d ∈ B is good if there is some j such that k ≤ j < 2 k+1 and d ∈ A 
and
For any j such that k ≤ j < 2 k+1 , (9) implies that neither (11) and induction on j we obtain
Also, by (10),
Now (12) and (13) give that
It follows from (10) that 1 ≤ p < 2 k+1 , and since 2 k+1 ≥ 2k, there is a multiple tp of p with Fix a k such that n ≥ 2 k+3 . Write I = 2 k+1 and consider the sets of integers {2, 3, . . . , I +1}, {I + 2, I + 3, . . . , 2I + 1}, . . . , {(a − 2)I + 2, (a − 2)I + 3, . . . , (a − 1)I + 1}, where a = ⌊n/I⌋. These intervals comprise more than half of {2, 3, . . . , n} and at least half of the points in each interval are good. Therefore,
Define g : N → N by g(1) = 1 and g(i + 1) = 2 g(i)+1 . Fix an integer s > 0. Then, for n satisfying n ≥ 4g(s + 1), we have by (8)
But we can make s arbitrarily large by choosing n sufficiently large.
Double zeros and double ones (Theorem 4)
We shall prove that there are infinitely many ones, and indeed infinitely many pairs of consecutive ones in the Linus sequence. The proof for zeros is exactly analogous.
Define a gap to be a (possibly empty) block of zeros between two ones in the Linus sequence. Let g i be the size of the ith gap, i.e., the number of zeros between the i th and (i + 1) st ones (set g i = ∞ if there is no (i + 1) st one). For completeness, let g 0 = 1 be the number of zeros before the first one. In this case we have a pair of consecutive ones after L M , contradicting the assumption that all such pairs occur before time N .
Since there are no pairs of consecutive ones after time N , L T +1 = 0. But setting L T +1 = 0 causes a repeat of the string (0) g i+1 −1 10. Therefore had we set L T +1 = 1 we would have had an even longer repeat. Since that repeated word includes a pair of consecutive ones, the entire word L[N, T ] is included in the repeated word. But that is impossible unless the string of size g immediately following M had also shown up before M , contradicting the definition of M .
g has a terminal repeat of length at least g + 1 and hence
has an even longer repeat. Just as in Subcase 2, that is impossible unless the string of size g immediately following M had also shown up before M , contradicting the definition of M . Case 2. Assume g i is bounded. Let g = lim inf g i . Then 1 ≤ g < ∞. Fix M so that all gaps of size strictly less than g occur before time M (so in particular M > N ). Consider a gap of size g i = g that occurs just before time T where
has a repeat of size r > g + 1. This means that there is a gap of size g − 1 in the Linus sequence after time T − r. By (6), r ≤ (T + g)/2, so T − r ≥ (T − g)/2 > M . Thus we have a gap of size less than g after time M , contradicting the choice of M .
Zero Entropy (Theorem 1)
We shall use the following simple observations.
is a subword of length n of a periodic sequence X of minimal period p, and is also a subword of a periodic sequence Y of period p
Proof. Suppose p ′ < p. Fix a t > 0 such that t + p ′ ≤ |X|. Write t = kp + r where a ≤ r < a+p and hence r+p
We remark that this is not quite best possible -the Fine-Wilf Theorem [5] states that if a word X has periods p and q and length |X| ≥ p + q − gcd(p, q), then it also has period gcd(p, q), where gcd(p, q) denotes the greatest common factor of p and q.
Lemma 9.
Suppose there is an m > n with m − S m < n.
Proof of Theorem 1. Fix constants N and P with N ≫ P ≫ 1. Declare each digit L n to be one of the following types.
(A) L n has short look-back time: S n < 3P .
(B) L n is not of Type (A) and follows a periodic segment with short period: the word L[n − 3P + 1, n − 1] is periodic with period strictly less than P .
(C) L n is not of Type (A) or (B) and the word L[n − S n + 1, n] is periodic with period strictly less than 1 5 S n .
(D) L n is not of Type (A), (B), or (C). 
min{S n , S s , S t } Figure 2 : Proof of Theorem 1
Note that for Type (B), L n is not part of the periodic word, whereas for Type (C) it is.
We will begin by bounding the number of Type (C) and (D) digits. Then we will show that if most of the digits are of Type (A) or (B), we can predict most of a word of length N ≫ P on the basis of its first 6P digits. This will imply that L has zero entropy. S n and m ′ ≤ n ′ where n ′ = n − S n and
, then it is of Type (C) with minimal period at most p. This proves Claim 1.
Claim 2:
It is impossible to exhibit s, t > n with max{S n , S s , S t } < 6 5 min{S n , S s , S t } and
S n ] where s
S s , contradicting Lemma 9, so we may assume without loss of generality that p = S t − S s > 0. Note that p < 1 5
S n and hence both n and n − p lie strictly between s ′ and s and strictly between t ′ and t. Thus by (4),
Also, if we set s ′′ = s ′ − S s and t 
But by (4), L n−p = L n ′ −p , so by (16) and (17),
which is a contradiction since we know by (3) that L n = L n ′ . Hence no such triple (s, t, n) exists, proving Claim 2.
Now fix K ≥ 3P and consider the number of Type (D) digits L n with K ≤ S n < 6 5 K. By Claim 2, if three of these look-back within 1 2 K of each other, say L n , L s , and L t with n < s < t, then either s 
since all such digits look-back at least 3P .
Now we bound the number of Type (C) points. Assume L n is of Type (C). In the following, the period of L n will mean the minimal period of L[n − S n + 1, n].
Claim 
′ +p] and so S m ∈ (S n −2p, S n ). Suppose now that we have another L s of Type (C) and periodicity p with s ∈ (n−p, n). Then S n , S m , S s ∈ (S n −2p, S n ], so at least one of |S n − S m |, |S n − S s | and |S m − S s | (all of which are non-zero by Lemma 9) is less than p. However, by Lemma 10, this would imply a periodicity of less than p in (n ′ + p, n − p], contradicting Lemma 8. Thus there are at most two Type (C) points of period p in L[n − p + 1, n].
Now suppose that for some p and t, there are three Type (C) points n 1 < n 2 < n 3 in L[t, t + p − 1] whose periods p i satisfy p ≤ p i < 2p. Applying the above argument to L n 3 , we get an immediate contradiction, completing the proof of Claim 3.
It follows from Claim 3 that there are at most 2⌈(M − 5p)/p⌉ ≤ 2M/p points whose periods 
Now fix N ≫ P . We wish to estimate the number of words of length N with a limited number of Type (C) or (D) points. If one specifies the first 6P digits, then one can predict the word by assuming all digits have short look-back times, or are highly periodic. To be more precise, if L[n − 3P + 1, n − 1] is periodic with any period strictly less than P , then assume L n is given by extending this periodic subsequence. Note that this period is welldefined by Lemma 8. Otherwise predict L n on the basis of the previous 6P digits, assuming S n < 3P . To determine a word uniquely it is enough to fix the points where this rule gives an incorrect digit. This can occur at digits of Type (C) or (D), or at digits where extrapolating a periodic sequence gives the incorrect digit, since if the periodic rule is not applied then the point cannot be of Type (B) and will be correctly predicted if of Type (A). However, if extrapolating a periodic sequence gives an incorrect digit then this rule will not be applied for the next P digits. This is because for the next P steps, the previous 3P digits will contain a block of length 2P which is periodic with period strictly less than P except for the last digit. But by Lemma 8 it cannot then be fully periodic with any period strictly less than P . Indeed, if X has period p and X ∧ has periodp with p,p ≤ 
which is at most 13N P − 1 for sufficiently large M . The number N t of possible words of length N with t errors is at most N t ≤ 2 6P N −6P t ≤ 2 6P N t since one need only specify the first 6P digits and the locations of the t errors. Let p t be the proportion of words in L[1, M ] with t errors. By concavity of the function −x log x, the entropy is maximized by assuming all possible words X with t errors are equally likely, so
But there are at most N possible values for t, so once again by concavity of −x log x,
Finally, t p t = 1 and t tp t ≤ 13N P − 1. Thus for all sufficiently large M , (21) gives
which is o(N ) as required.
Justified sequences
The following problem is interesting in its own right. The proof however is a substantially simplified version of the proof we have of Theorem 3, which is required in the proofs of Theorems 2 and 6.
Let N ≥ 1 and let X = X[1, N ] be a word of length N consisting of the letters + and −. (For this section only we shall use + and − rather than 0 and 1 to distinguish our words from the subwords of the Linus sequence.) We say that X is justified , if |X| > 0 and for every t with X t = −, there exists an r ≥ 1 such that X t−2r = + and
i.e., each − is immediately preceded by a repeated block beginning with a +. For instance, the sequence ++−++−+−− is justified but ++−− is not (see Figure 3) . Given a justified sequence X, write X + = {t | X t = +} and X − = {t | X t = −}.
Theorem 11. If X is justified then
In other words, any justified sequence must contain strictly more +s than −s. Proof. Given X as above, we construct a graph G on vertex set V (G) = X + as follows. For every t ∈ X − , we select an r = r t such that X t−2r = + and X[t−2r, t−r −1] = X[t−r, t−1]. There may of course be more than one such r, in which case we fix one particular choice arbitrarily. For any such t ∈ X − , write t ′′ = t − 2r and t ′ = t − r so that t ′′ , t ′ ∈ X + and (t ′′ , t ′ , t) forms an arithmetic progression. Now join t ′′ and t ′ by an edge in G, so that E(G) = {t ′′ t ′ : t ∈ X − }. In this way, G has exactly |X + | vertices (some of which may be isolated) and exactly |X − | edges (see Figure 3) . Suppose for a contradiction that |X − | ≥ |X + |. Since any acyclic graph must have strictly more vertices than edges, it follows that G must contain a cycle, C say. Let
If we remove the edge t Figure 4) . Let I = [t ′′ 1 , t 0 − 1] and define a map T : I → I by
Note that the image of T lies in the interval [t ′′ 0 , max
Since I is finite, we must have T p (z) = z for some z ∈ I. Moreover, as t 0 − 1 does not lie in the image of T , we must then have T i (z) < t 0 − 1 for all i ≥ 0. From these observations . it follows that there is a pair of consecutive integers z, z + 1 such that T p (z) = z but T p (z + 1) = z + 1. Thus there must be an i ≥ 0 such that
Replacing z with T i (z) we may assume without loss of generality that T (z + 1) = T (z) + 1. From the definition of T it is clear then that z + 1 = t ′ j for some j, 1 ≤ j ≤ s, and hence that
Writing z ′ = T (z) we see that
But then by the above argument, X T i (z ′ +1) = +, so that by (22), X z ′ +1 = +, contradicting (24). Now letting i = p − 1 we have
and so (22) and (24) imply X z+1 = X z ′ +1 = −, contradicting (23). Thus G contains no cycles and so |X + | ≥ |X − | + 1.
Periodic Subwords (Theorem 3)
Recall that a word X = X[1, N ] is said to be p-periodic if p < N and X[1, N − p] = X[1 + p, N ]. We call X completely periodic if it is p-periodic for some p | N , p < N . Equivalently, X = P g for some word P and integer g ≥ 2.
Let X = X[1, N ] and Y = Y [1, M ] be finite words. We say that X overlaps Y if there is a non-trivial word Z such that X = P Z and Y = ZQ for some (possibly empty) words P and Q. In other words X[N − r + 1, N ] = Y [1, r] for some r with 0 < r ≤ min{N, M }. The order here is important -it is possible that X overlaps Y without Y overlapping X. Note that X overlaps X iff X is p-periodic for some p < |X|.
A word Y is a cyclic rearrangement of X if it is the k th cyclic rearrangement for some k, 0 ≤ k < N . It is clear that any cyclic rearrangement of a completely periodic word is still completely periodic.
Call a word X = X[1, N ] admissible if X does not overlap X and X [1, r] ∧ does not overlap X for all r with 1 ≤ r ≤ N and X r = 0. As an example, 00101 is admissible (see Figure 5 ). Lemma 12. Any word X that is not completely periodic has an admissible cyclic rearrangement Y .
Proof. Define the lexicographic ordering on 0-1 words of length N by declaring P < Q iff there exists an r, 1 ≤ r ≤ N such that P [1, r − 1] = Q[1, r − 1] and P r = 0, Q r = 1. Equivalently, we can interpret P and Q as binary numbers,
In particular, < is a total order on the set of all 0-1 words of length N .
Let Y be a lexicographically minimal cyclic rearrangement of X, and suppose Y overlaps itself, so that Y is periodic. Let p < |Y | be the minimal period of Y . Since X, and hence Y , is not completely periodic, there exist non-trivial words P and Q with Y = (P Q) k P = P QP . . . QP for some k ≥ 1 and
Comparing Y with the cyclic rearrangement Y (p) = (P Q) k−1 P P Q we see that P Q ≥ QP . Thus P Q = QP . But then Y = P QP QP . . . QP = P P QP Q . . . P Q is |P |-periodic, contradicting the minimality of p. Thus Y does not overlap itself.
r−k = 0. But this contradicts the choice of Y .
Fix an admissible word P , |P | = N > 0. Assume P contains at least as many zeros as ones, so |P | 0 ≥ |P | 1 . Since P does not overlap itself, one can decompose L[1, M ] uniquely in the form Q 0 P 0 Q 1 P 1 . . . Q n where P i = P g i for some g i > 0 and no Q i contains a copy of P as a subword. Indeed, all copies of P in L[1, M ] are disjoint from one another, and each lies entirely in some P i . Define the extended length Λ i of P i to be the maximum t such that L[x, x + t − 1] is N -periodic, where L x is the first digit of P i . In other words, Λ i is the maximum t such that (
may extend not only into Q i+1 , but also into P i+1 , however we always have |P i | ≤ Λ i < |P i | + |P | since the extension cannot include a complete copy of P . Figure 6 : The order of a block or zero. In this example P = 00011, Λ = |P | = 5, ℓ = 3.
Figure 7: Good zero (underlined) associated to P 4 looks back to a one (underlined) in Q 3 .
Here P = 00101, Λ = |P | = 5, t = 4, t ′ = 2, and r = 2.
Now fix a length limit Λ ≥ |P | and absorb any P i with Λ i < Λ into the surrounding blocks Q i and Q i+1 . We have proved the following.
Lemma 13. Given an admissible word P and Λ ≥ |P |, L[1, M ] can be decomposed uniquely as X = Q 0 P 0 Q 1 P 1 . . . Q n where each
as a subword, or P as an initial subword, and |Q i | > 0 for all i with 0 < i < n.
Note that Q 0 or Q n may be empty.
. Define a potentially good zero associated to P i to be any zero digit L m with y i + Λ ≤ m < y i + Λ i , i.e., any zero digit that lies in the extended block associated with P i , but does not lie within the first Λ digits of this extended block. Since Λ i < |P i | + |P | and Λ ≥ |P |, any potentially good zero is associated with a unique P i , although it may actually lie in Q i+1 or even P i+1 .
Define the order ℓ i of P i to be the number of zeros in the extended block L[y i , y i + Λ i − 1], the order limit ℓ to be the number of zeros in P ⌈Λ/|P |⌉ [1, Λ] , and the order of each of the potentially good zeros associated to P i to be the number of preceding zeros in L[y i , y i +Λ i −1] (see Figure 6 ). Note that ℓ and ℓ i are functions of Λ and Λ i , the order of any potentially good zero associated to P i lies in the interval [ℓ, ℓ i ), and the number of potentially good zeros associated with P i is ℓ i − ℓ.
We call a potentially good zero associated to P i a good zero if it looks back before Q i . In other words a potentially good zero L m is a good zero iff m − S m < x i . Lemma 14. Any good zero of order k associated to P t looks back to a digit of some Q t ′ +1 , t ′ = t − r, r ≥ 2. Also ℓ t ′ −r+1 ≥ ℓ t ′ +1 , ℓ t ′ −r+j = ℓ t ′ +j for all j, 1 < j < r, and ℓ t ′ = k < ℓ t . Moreover, no two good zeros associated to the same P t can look back to the same Q t ′ +1 .
Proof. If L x is a good zero associated to P t and x looks back to
t , x ′ − 1] must be part of an extended block of some P t ′ . But P is admissible, so R does not overlap P . Thus the copy of R in L[y ′ y , x ′ ] cannot extend into P t ′ +1 and must therefore end inside of Q t ′ +1 . Since L x is good, t ′ + 1 < t. Also, the copy of
Thus P t ′ +1 is a terminal subword of P t ′ −r+1 ; Q t ′ −r+j = Q t ′ +j and P t ′ −r+j = P t ′ +j for all j, 1 < j < r; and Q t ′ = Q t , P t ′ = P q . Thus ℓ t ′ −r+1 ≥ ℓ t ′ +1 , ℓ t ′ −r+j = ℓ t ′ +j for all j, 1 < j < r, and ℓ t ′ = k < ℓ t .
The order k = ℓ t ′ of the good zero L x is determined by the extended block of P t ′ . Thus if two good zeros look back to the same block then they have the same order. But the orders of the good zeros associated to P t are unique, so at most one such zero looks back to Q t ′ +1 .
We will need the next lemma in the proof of Theorem 16. , where a = ⌊x⌋. If A = {0}, the 2n − 2 intervals I 1 , . . . , I 2n−2 all lie in the interval B of length n − 1, so we are done by induction; a similar argument deals with the case B = {n}. If both A and B are non-trivial intervals, we consider two cases. If at least 2a of the intervals I 1 , . . . , I 2n−2 lie in A, we are done by induction, and if at least 2(n − a − 1) of these intervals lie in B, we are also done by induction. However, one of these cases must arise since we have 2n − 2 = 2a + 2(n − a − 1) intervals in total, and each is contained in either A or B.
We remark that the lemma is best possible, in that 2n − 1 intervals are not enough. This can be seen by considering the first 2n − 1 intervals of the sequence (I i ) Proof. We follow the proof of Theorem 11, although there are a number of additional complications. Assume we have 2n good zeros, L z 1 , . . . , L z 2n and order them so that z 1 < z 2 < · · · < z 2n . By Lemma 14, each good zero is associated to a block P t and looks back to a digit in some Q t ′ +1 , t ′ = t − r, r ≥ 2. Define for each good zero an interval [t ′′ , t ′ ] of length r − 1 > 0, where t ′′ = t ′ − r + 1. By Lemma 14 these are distinct, so by Lemma 15, one of these intervals is strictly contained in an interval that is covered by intervals corresponding to earlier good zeros. Take a minimal such cover and relabel the good zeros as z 1 , . . . , z s < z 0 , with z j associated to the block P t j and interval [t 
Since either t 
we have a strict inequality ℓ T (z)+1 > ℓ z+1 , and these are precisely the cases when T (z + 1) = T (z) + 1. For
is the order of the good zero z i , and since t i = t 0 , both z i and z 0 are associated with the same block
is an increasing function, provided we skip ℓ t 0 when it occurs, and it is strictly increasing whenever T (
Since I is finite, we must have T p (z) = z for some z ∈ I. Thus there is a pair of consecutive integers z, z + 1 such that T p (z) = z but T p (z + 1) = z + 1. Therefore there must be one or more values of i ≥ 0 such that T i+1 (z) + 1 = T (T i (z) + 1). But the sequence ℓ T i (z)+1 is increasing in i (skipping any ℓ t 0 ), and for at least one value of i it strictly increases. This contradicts the fact that it is also periodic in i. Thus there are fewer than 2n good zeros. It remains to limit the number of 'bad' zeros. For this we need to split the problem up into several cases depending on P .
Lemma 17. If P is the single digit 0, then the number of good zeros is at least We shall show that
Suppose first that the preceding word Q i is not a single 1. If a potentially good zero of order k in P i looks back to a digit L x of Q i , then the preceding k ≥ ℓ digits L[x − k, x − 1] must all be 0, and hence must form the end of the block P i−1 . But then L x must be the first digit of Q i . Since |Q i | > 1, then the last digit of Q i must also be repeated, so L x−k−1 = 1.
In particular P i−1 has order (i.e. length) exactly k. Since different potentially good zeros associated to P i have different orders, only one potentially good but bad zero can exist. Now consider the final a i − a i−1 − 1 zeros in P i . These are also all good, since if any of these looked back to Q i , then P i−1 would have to contain more than ℓ i−1 zeros in order to produce a repeat of the desired length. Thus in total we have at least (a i−1 − δ i ) + (a i − a i−1 − 1) = a i − 1 − δ i good zeros in P i . Since the number of good zeros cannot be negative, we obtain the first inequality in (25). The second inequality is trivial if δ i+1 = 0, so we may assume Q i+1 = 1. Then δ i+1 = max{a i − a i−1 − ℓ − 1, 0} ≤ max{a i − 1 − δ i , 0} since in all cases δ i ≤ a i−1 .
Using (25), our aim is to prove that in fact
(a i − 1) + δ n , which immediately implies the lemma. We argue by induction on n. By Lemma 7, b 0 = a 0 = 0 and b 1 ≤ a 1 ≤ 1. Thus the inequality holds for n = 1 and 2 (taking δ 1 = 0). For the induction step, assume the assertion is true for n. Now δ n ≤ a n−1 , and b n ≥ δ n+1 . Thus Proof. Suppose L x is a potentially good but bad zero associated to P i with order k ≥ ℓ and x looks back to x ′ = x − S x . Since Λ ≥ 2|P |, the previous |P | digits are repeated, so S x > |P |. It is not clear that any of the zeros in this sequence are good even for ℓ = 1. (It is important here that the Q i alternate between 1 and 11 since otherwise many of the zeros would create long repetitions, ensuring that they must look back far enough to be good.) However, the following argument will show that this example is essentially unique. Indeed, if more than one potentially good zero associated with P i is bad, then the preceding Q i must be either 1 or 11. To see this, suppose L x is a potentially good zero with order k ≥ ℓ associated to P i . Then as in the proof of Lemma 18, L x must look back to Q i , which must then start with P [1, s] ∧ . Since P = 01 and P s = 0, we must have s = 1, so L x looks back to the first digit of Q i . Then Q i = 1R and L[1, x] = · · · RP k 1RP k 0. If R is not a terminal subword of P n for some n, then the order of P i−1 is k, and so determines the location of the bad zero. But the only terminal subwords of P n that don't end in P are the empty word and R = 1. Thus either Q i = 1 or 11 or there is at most one bad zero associated to P i .
Let S be the set of i such that Q i = 1, 11. Then we have at least i∈S (ℓ i − ℓ − 1) good zeros and so by Theorem 16 i∈S (ℓ i − ℓ − 1) < 2n.
To complete the proof, we interchange 0s and 1s in our argument and count the number of good ones. Instead of P = 01 we use P c = 10 as our periodic block since 01 is not now admissible. Unfortunately, the decomposition into P i and Q i changes, as do the ℓ i . However, the number of repetitions of 10 in any part of the sequence is between t − 1 and t + 1, where t is the number of repetitions of 01. Thus if we replace ℓ by ℓ c = ℓ + 1 (Λ c = Λ + 2) then the number n of blocks P i does not increase, and the new ℓ i (for the surviving blocks) is at least ℓ i − 1. Let S c be the set of the new Q i that are not of the form 0 or 00. Then (|X| 0 −2n) < 2n, and so |X| 0 < 6n. But there are n − 1 gaps between the blocks of zeros. These must correspond to blocks of 1s, each consisting of at least one 1. Hence |X| 1 ≥ n − 1. Thus f (1, X) = .
Interchanging 0s and 1s throughout gives the result for 0s.
Proof of Theorem 6. We use arguments similar to those in the proof of Theorem 1. Fix T > 0 and k > 0 and classify points L n into one of three types.
(A) L n has short look-back time: S n < T . 
