Abstract-Motifs in a given network are small connected subnetworks that occur in significantly higher frequencies than would be expected in random networks. They have recently gathered much attention as a concept to uncover structural design principles of complex networks. Kashtan et al. [Bioinformatics, 2004] proposed a sampling algorithm for performing the computationally challenging task of detecting network motifs. However, among other drawbacks, this algorithm suffers from a sampling bias and scales poorly with increasing subgraph size. Based on a detailed analysis of the previous algorithm, we present a new algorithm for network motif detection which overcomes these drawbacks. Furthermore, we present an efficient new approach for estimating the frequency of subgraphs in random networks that, in contrast to previous approaches, does not require the explicit generation of random networks. Experiments on a testbed of biological networks show our new algorithms to be orders of magnitude faster than previous approaches, allowing for the detection of larger motifs in bigger networks than previously possible and thus facilitating deeper insight into the field.
transcriptional interaction network of E. coli were also identified for the yeast Saccharomyces cerevisiae, possibly hinting that common network function implies the sharing of common motifs [18] . Recently, the converse assertion that common motifs imply a common network function has also been made [23] .
To put research on network motifs into proper perspective, it should be noted that it has also been met with some criticism. Vázquez et al. [30] demonstrated that global network features such as the clustering coefficient also influence local features such as the abundance of certain subgraphs. Artzy-Randrup et al. [4] found that certain random network models (such as "preferential attachment" as introduced by Barabási and Albert [5] ) lead to a display of motifs although there is no explicit selection mechanism for local structures. Milo et al. answer this criticism in [22] by suggesting not only to look at the overabundance of individual subgraphs but rather at a broader picture in the form of so-called "subgraph significance profiles."
Focusing on the algorithmic aspects of network motif detection, this work does not intend to position itself in the discussion about the concept of network motifs. Rather, we present new algorithmic approaches which enable the analysis of larger networks and more complex motifs than previously possible, thus facilitating deeper insight into the field.
Previous Work
Much work related to network motifs has been spent on interpreting and applying the general concept, but considerably less on the involved algorithmics. Finding network motifs consists of three subtasks:
1. Find which subgraphs occur in the input graph and in which number. 2. Determine which of these subgraphs are topologically equivalent (that is, isomorphic) and group them into subgraph classes accordingly.
1. We use the terms "network" and "node" for fields outside mathematics and computer science. The terms "graph" and "vertex" are used for discussing algorithmic aspects.
2. Note that the term "network motif" has been used in other contexts as well and, e.g., may also refer to a common subnetwork in a set of given networks [26] or to any small labeled subnetwork (without considering connectivity or isomorphy) [8] .
3. Determine which subgraph classes are displayed at a much higher frequency than in random graphs under a specified random graph model. Performing the first subtask by explicitly enumerating all subgraphs of a certain size can be time consuming due to their potentially large number even in small, sparse networks. While some work has been spent on enumerating certain subgraph classes (such as cycles [2] ), estimating the frequency of general subgraphs has seemingly attracted less consideration. 3 For this reason, Kashtan et al. [15] proposed an algorithm that estimates subgraph occurrences from a randomly sampled set of subgraphs. We discuss this algorithm in full detail in Section 2, mentioning only in passing here that it has a sampling bias which in turn leads to considerable drawbacks such as an inconsistent sampling quality and the need for a computationally expensive bias correction. Besides [15] , we are only aware of the work, by Duke et al. [10] , on approximating the number of size-k subgraphs in a given graph. However, their algorithmwhich is based on Szemerédi's regularity lemma [29] -has no relevance in practice: In order to ensure a reasonable quality of approximation, the input graph has to be astronomically large and contain far more than e k 65 vertices. Much work has already been done concerning the second subtask and we rely on McKay's nauty algorithm [20] , [21] for performing it in practice.
As to the third subtask, the standard approach for determining subgraph significance so far has been to explicitly generate an ensemble of random graphs (typically at least a thousand) under a given random graph model. One advantage of this approach is clearly that we can rely on a huge selection of existing random graph models which are able to account for, e.g., specific growth mechanisms [3] or built-in topologies [32] . However, independently of the random graph model, the approach of explicit generation is extremely time-consuming since we need to determine subgraph concentrations for each of these graphs just as in the original network. Here, we focus on the popular model of random graphs which preserve the degree sequence of the original network. 4 While there has been some research concerning the properties of graphs with prescribed degree sequence (such as the average path length [25] ), the problem of subgraph distributions within such graphs has only been studied for size-3 subgraphs in directed sparse random graphs with expected degree sequences [13] . Section 3 introduces a new approach to estimate the concentration of any given size-k subgraph in random graphs with a given degree sequence without requiring their explicit generation.
Contribution and Structure of this Work
We provide significant improvements for the first and third subtask of motif detection. Based on a comprehensive analysis of the drawbacks encountered when using the subgraph sampling approach proposed by Kashtan et al. [15] , Section 2 presents a new algorithm for subgraph sampling which does not suffer from these drawbacks. While this comes at the price of only being able to control the expected number of samples, our proposed algorithm is faster, much easier to implement, and shows some additional useful features, such as being able to quickly estimate the total number of size-k subgraphs in a given graph.
As to the task of determining subgraph significance, Section 3 proposes a new approach that does not require the explicit generation of random graphs with a prescribed degree sequence. This approach leads to a faster algorithm that is, moreover, able to focus on determining the significance of specific subgraphs (which is not possible with previous approaches).
Our algorithms have been implemented in C++; the source code and a user-friendly motif detection tool [33] based on our subgraph sampling algorithm are freely available online at http://theinf1.informatik.uni-jena.de/motifs/. For a testbed of biological networks, Section 4 shows that our algorithms detect network motifs by orders of magnitude faster than the implementation of Kashtan et al. This enables the analysis of larger networks and more complex motifs than previously possible.
A FASTER ALGORITHM FOR SUBGRAPH SAMPLING
The algorithm for subgraph sampling suggested by Kashtan et al. [15] is based on the idea that we start by selecting a random edge in the input graph and then randomly extend this edge until we obtain a connected subgraph with the desired number of vertices. Section 2.2 discusses this approach and its main drawbacks. We present a new approach to subgraph sampling based on randomized enumeration in Section 2.3.
Notation
Basic familiarity with graph-theoretic terminology is assumed. For a given graph G ¼ ðV ; EÞ, we let n ¼ def jV j and assume that all vertices in V are uniquely labeled by the integers 1; . . . ; n. To abbreviate that the label of a vertex u is larger than that of a vertex v, we write "u > v." In order to simplify the presentation, edges in G ¼ ðV ; EÞ are always identified using set notation, regardless of whether the graph is directed or undirected. In the case that G is directed and contains the edges ðu; vÞ and ðv; uÞ for two vertices u and v, these edges become a single bidirectional edge fu; vg in our notation. For a set V 0 V of vertices, its open neighborhood NðV 0 Þ is the set of all vertices from V n V 0 which are adjacent to at least one vertex in V 0 . For a vertex v 2 V n V 0 , its exclusive neighborhood with respect to V 0 , denoted N excl ðv; V 0 Þ, consists of all vertices neighboring v that do not belong to V 0 [ NðV 0 Þ. A connected subgraph that is induced by a vertex set of cardinality k is called size-k subgraph. For a given integer k, the set of all size-k subgraphs in G can be partitioned into sets S 
For a graph G, an integer k, and a set R of size-k subgraphs that were randomly sampled in G by some algorithm A, a mappingĈ 
The Previous Approach: Edge Sampling
For a given graph G ¼ ðV ; EÞ and an integer k ! 2, Kashtan et al. [15] suggest sampling a random subgraph by starting with a randomly chosen edge and then adding neighboring vertices until a subgraph of the desired size k is obtained. A pseudocode description of this algorithm, which we will call ESA, is given in Fig. 1 .
As already noted in [15] , ESA has a bias for sampling certain subgraphs more often than others. Fig. 2 shows a concrete example we have constructed to illustrate this. The total number of connected size-3 subgraphs both in G 1 and G 2 is 28. Since the subgraph occurs exactly once each in G 1 and G 2 , we should expect that ESA samples with probability 1/28 within both graphs. However, we have and This illustrates some crucial problems of ESA: The subgraph is oversampled and-as a direct consequence-the only other occurring size-3 subgraph is undersampled. The oversampling of is worse for G 1 than it is for G 2 and it is possible to show (using an adaptation of the above example) that the amount of bias cannot be estimated simply from the number of edges neighboring the oversampled subgraph.
For a given set R of size-k subgraphs that were randomly sampled using ESA, the sampling bias can be circumvented by using the following unbiased estimator [15] :
The main idea here is that each subgraph is (ex post facto) scored inversely proportional to the probability that ESA samples it. While it is possible to correctly estimate C i k ðGÞ in this way, several disadvantages remain:
. The bias itself remains as certain subgraphs are still (much) more likely to be sampled than others. This is especially problematic for subgraphs which appear in low concentration and are, at the same time, undersampled by ESA; they are hardly ever found. 6 .
Computing (1) is expensive since the calculation of each single probability can require as much as Oðk k Þ time [15] . It is also rather complicated to implement as, e.g., care needs to be taken to avoid numerical errors. . We have no estimate as to what fraction of subgraphs has been sampled (which is of interest, e.g., to make statistical estimates about the sampling quality and to determine when enough subgraphs have been sampled). . ESA can sample the same subgraph multiple times, spending time without gathering new information. In the next subsection, we suggest a new approach to subgraph sampling that overcomes these problems.
The New Approach: Randomized Enumeration
The idea here is to start with an algorithm that efficiently enumerates all size-k subgraphs. This algorithm is then modified to randomly skip over some of these subgraphs during its execution, yielding an unbiased subgraph sampling algorithm.
Enumerating All Size-k Subgraphs
Given a graph G ¼ ðV ; EÞ, the algorithm ESU shown in Fig. 3 enumerates all of its size-k subgraphs. The basic idea of this algorithm is that-starting with a vertex v from the input graph-we add only those vertices to the V Extension set that have two properties: Their label must be larger than 5 . Sidestepping a formal definition, by "expected value" we mean the average estimated subgraph concentration over a large number of runs of the sampling algorithm A.
6. Kashtan et al. [15] 1 . Pseudocode for the algorithm ESA which samples a random size-k subgraph in a given graph G. Fig. 2 . The graphs G 1 and G 2 have an equal number of (connected) size-3 subgraphs. Furthermore, each of the two graphs has exactly one triangle among its size-3 subgraphs. As outlined in the text, ESA oversamples this subgraph in both G 1 and G 2 , the oversampling being worse for G 1 .
that of v and they may only be neighbored to the newly added vertex w but not to a vertex already in V Subgraph , that is, they must be in the exclusive neighborhood of w with respect to V Subgraph . Some more insight into the structure of ESU can be gained by the following tree structure. (Note that we refer to the vertices of this structure as "nodes" in order to avoid confusion with the vertices of the input graph.) Definition 1. With a call to EnumerateSubgraphsðG; kÞ, we associate a tree of recursive function calls called ESU-tree. The root located at depth zero represents the function EnumerateSubgraphsðG; kÞ. Each call of ExtendSubgraphðV Subgraph ; V Extension ; vÞ is represented by an edge from the node representing the caller function to a node representing the callee. The callee node is labeled ðV Subgraph ; V Extension Þ and located at depth jV Subgraph j.
The structure of the ESU-tree is illustrated in an example in Fig. 4 . It is the basis to establish the correctness of ESU in Theorem 2. For a node w in the tree, we use SUBðwÞ and EXTðwÞ to denote the sets V Subgraph and V Extension of its label, respectively. Furthermore, it is assumed that the nodes of the ESU-tree are ordered according to the order in which the subroutines they represent are called. If a node w 1 precedes a node w 2 in this order, we designate this by writing w 1 0 w 2 . Given a set of tree nodes, a node is called minimal in this set if it precedes all other nodes in the set. The next lemma states some properties of the ESU-tree that are used for proving the correctness of ESU in Theorem 2.
Lemma 1. The ESU-tree has the following properties:
1. Let w 1 be a node distinct from the root. For every vertex u 2 EXTðw 1 Þ, the node w 1 has a child node w 2 such that u 2 SUBðw 2 Þ. 2. For each node w in the ESU-tree distinct from the root and for each vertex u 2 EXTðwÞ, we have u > v, where v is the smallest-label vertex in SUBðwÞ. 3. Let w 1 and w 2 be two nodes in the tree with a common parent node and w 1 0 w 2 . Then, SUBðw 1 Þ contains exactly one vertex u 1 which is not contained in SUBðw 2 Þ and vice versa. For every node w 0 whose path to the root contains w 2 , we have u 1 6 2 SUBðw 0 Þ.
Proof. Property 1 follows from the fact that lines E3 to E5 are carried out for every vertex u in the original V Extension set (basically, V Extension can be viewed as a stack from which we pop the vertices u until it is empty). Property 2 follows directly from lines 02 and E4 of the algorithm, where one condition for a vertex to be added to V Subgraph is that its label is larger than the label of the vertex v. Hence, v, the first vertex added to V Subgraph , is the smallest-label vertex in SUBðwÞ, as claimed.
For Property 3, two cases need to be considered. In the first case, let the common parent of w 1 and w 2 be the root of the ESU-tree. Then, Property 3 holds because line 03 of ESU is executed exactly once for each vertex v of the input graph and Property 2 ensures that every node w 0 that is a descendant of w 2 satisfies SUBðw 0 Þ \ SUBðw 1 Þ ¼ ;. Assume now as the second case that the common parent of w 1 and w 2 is distinct from the root. Then, the existence of the vertex u 1 as claimed becomes clear from the fact that once u 1 has been considered for addition to the V Subgraph set, it is removed from V Extension by line E3 of the ESU algorithm. The claim that once the call to ExtendSubgraphðV Subgraph [ fu 1 g; V Extension Þ in line E5 has been completed, no subgraph containing u 1 is output until we reach line E6 again is proved by observing that u 1 must be neighbor to some vertex in V Subgraph since it is in V Extension . Then, however, there exists no vertex u 0 2 V for which u 1 2 N excl ðu 0 ; V Subgraph Þ and, hence, once u 1 is removed from V Extension , it is not added to this set by any recursive call of EXTENDSUBGRAPH until we reach line E6 again. t u Theorem 2. Given a graph G and k ! 2, ESU enumerates all size-k subgraphs in G. Each size-k subgraph is output exactly once.
Proof. Given a graph G and an integer k ! 2, we show that every size-k subgraph in G is output at least once and at most once. "At least once." Calling EnumerateSubgraphs ðG; kÞ, let T be the corresponding ESU-tree. Assume to be minimal). Inductively carrying out the above argument for the vertices v 3 ; . . . ; v k leads to a leaf node w k in the ESU-tree for which SUBðw k Þ ¼ V ðG 0 Þ, a contradiction to our assumption that G 0 is not output by the algorithm. "At most once." Assume, for the purpose of contradiction, that a subgraph G 0 is enumerated twice. This means that there are two leaves, w 1 and w 2 , in the corresponding ESU-tree for which SUBðw 1 Þ ¼ SUBðw 2 Þ. The path p 1 from w 1 to the root must differ at least partly from the path p 2 from w 2 to the root. Call the greatestdepth node in the tree that p 1 and p 2 share the split node. Due to Property 3 of Lemma 1, the existence of the split node implies that SUBðw 1 Þ and SUBðw 2 Þ differ by at least one element, a contradiction. t u
Besides being useful for the above correctness proof, the ESU-tree exposes some additional useful properties. For example, we can quickly estimate the total number of size-k subgraphs in the input graph using a technique by Knuth [16] that randomly explores paths in the ESU-tree. With this estimate at hand, it is, e.g., possible to see if a total enumeration of subgraphs is expected to be feasible, to estimate the running time of the ESU algorithm (for example, in order to implement a progress indicator [9] ) and to make statistical error estimates about the sampling error if no exact enumeration seems feasible. Probably the most important feature of the ESU-tree, however, is that we can use it to efficiently sample subgraphs uniformly at random (that is, without bias). This is further explored in the next subsection.
Uniformly Sampling Size-k Subgraphs.
The ESU algorithm completely traverses its corresponding ESU-tree. Where complete traversal is too time-expensive, we can explore only parts of the ESU-tree such that each leaf is reached with equal probability. For this purpose, a probability To simplify the discussion, we will also use this name when all p d are set to 1, in which case, RAND-ESU is equivalent to ESU. As we now show, RAND-ESU visits each leaf of the ESU-tree with equal probability and, hence, estimating subgraph concentrations from its output is straightforward.
Lemma 3. RAND-ESU visits each leaf in the ESU-tree with probability
Let w k be a leaf node in the ESU-tree and w kÀ1 ; . . . ; w 1 the nodes that lie on the path from w k to the root. Then, we have 
. Choosing whether or not to explore a subtree whose root is close to the root of the ESU-tree generally has a higher influence on the total number of explored leaves than for a subtree whose root is farther from it. . The parameters p d influence the distribution of the sampling, that is, if p d is small for small d, some local neighborhoods in the input graph are likely not to be explored at all while others will be explored extensively. . The running time is influenced from an amortized point of view: The larger the p d values are for small values of d, the more of the ESU-tree is explored in order to sample a certain expected number of leaves. Further analysis concerning the choice of sampling parameters p d can be made based on generating functions [11] , [34] : Assume we have two independent random variables X and Y and determine a random variable Z by first choosing a nonnegative integer n according to the distribution of X and then building the sum of n independent random variables chosen according to the distribution of Y . Then, as shown in [11, p. 577 (2) and (3) shows that the expected number of visited leaves in
as was to be expected from Lemma 3) with a variance of
Note how, in accordance with our discussion above, Var T k is reduced if p d is small for larger values of d. The term "ðp j À p 2 j Þ Á IE j " found in the middle of (4) is the variance for the number of child nodes that we choose to explore further, its origin lies in lines 03 and E5 of RAND-ESU, which give rise to a binomial distribution for the number of children that are explored. We can reduce this variance as follows: Let w d be a node in the tree at depth d with x children. Then, instead of deciding independently with probability p d for each of the x children whether it is to be explored further, we randomly choose x 0 of the x children, where 
Further analysis will be required to see if any other improvements can be derived for the algorithm. For example, considering Property 2 of Lemma 1, one might consider reducing Var j in (4) for the ESU algorithm by a certain labeling of the vertices in the input graph. As a general rule from our analysis in this section, the parameters p d should be larger for small d and become smaller as d increases-as long as the sacrifice made with respect to the amortized running time per sample is acceptable. This ensures a lower variance for the number of samples and the exploration of many different regions in the input graph.
Concluding this section, while RAND-ESU-as compared to ESA-requires a choice of sampling parameters and only allows for controlling the expected number of samples, it has a lot to offer in return. Most importantly, it is unbiased, which rules out the respective disadvantages of ESA. Also, it is much faster (see the experiments in Section 4) and easier to implement since we do not require any bias-correcting parts. Contrary to ESA, our new algorithm never samples more subgraphs than the input graph contains and its results become exact as the number of samples reaches the total number of size-k subgraphs in the input graph. 7 . We are aware that this is only a very coarse model for the ESU-tree, but it allows us to emphasize the main points we wish to make here while it appears that a more precise model does not generate significant additional insight.
8. The idea is to always explore at least bx Á p d c children. If x Á p d is not an integer, one more child than bx Á p d c is explored with a certain probability, ensuring that exactly x Á p d children are reached on average.
As already mentioned in the introduction, network motif detection spends considerable amounts of time for the subtask of determining subgraph significance. Traditionally, this task involves explicitly generating an ensemble of random graphs under a certain random graph model and then determining their subgraph concentrations. Here, we propose a new approach to determining subgraph significance that does not need an explicit random graph generation and offers some additional advantages, such as being able to focus the estimation of significance on specific subgraphs.
A New Approach to Calculating Subgraph Concentrations
We consider the case where the significance of a subgraph is determined by comparing its concentration in the given graph G to its mean concentration hC i k ðGÞi in random graphs with the same degree sequence [15] , [24] . It is suggested in [15] , [24] to estimate hC i k ðGÞi by generating a large ensemble of random graphs (typically at least 1,000) with the same degree sequence as the original graph and then sampling subgraphs in these random graphs. We will call this approach EXPLICIT. The random graphs in EXPLICIT are generated from the original graph by randomly switching endpoints between graph edges. This requires a lot of switching operations while, at the same time, it is never certain when proper randomization has been reached. Also, with this method, we are likely to spend lots of computational effort in estimating the concentrations of subgraph classes we are not interested in. 9 In this subsection, we propose a new algorithm DIRECT for determining subgraph significance without the need to explicitly generate random graphs. This approach is, moreover, able to focus the estimation of concentrations on specific subgraphs.
Explicitly generating a random network and then estimating its subgraph concentrations can be seen as a random experiment where we first choose a random graph with the same degree sequence as the original graph and then randomly choose subsets of k vertices that induce a connected subgraph. Milo et al. observe that the total number of size-k subgraphs within an ensemble of large graphs with the same degree sequence does not vary much (see supplementary online material to [23] for details). Hence, we could estimate hC i k ðGÞi by a differently ordered random experiment where we first select a subset of k vertices and then determine the ratio of graphs with the same degree sequence where these vertices induce a subgraph from S i k ðGÞ. More precisely, we have
where SEQðGÞ is the set of all graphs G 0 that have the same degree sequence as G. Since all graphs G 0 can be viewed as graphs over the same set of vertices (because they differ only in their edge sets), the right part of (5) can also be written as 
Both the nominator and denominator of this equation can be estimated in a Monte Carlo approach-that is, by randomly sampling size-k subsets of the vertices in the input graph-as long as we are able to perform the following calculation: Given G and fv 1 ; . . . ; v k g, find jfG 0 2 SEQðGÞ : G 0 ½fv 1 ; . . . ; v k g 2 S i k gj. As will be discussed in the next subsection, this number can indeed be calculated. We refer to the resulting algorithm as DIRECT throughout the remainder of this work.
The Number of Graphs that Induce a Fixed Subgraph
In 1974, Bender [6] proved a powerful theorem that allows for an asymptotic estimation of the number of directed graphs with a prescribed degree sequence. This was later extended to a theorem about undirected graphs together with Canfield [7] . The power behind both theorems lies in the fact that we can not only estimate the number of graphs with a prescribed degree sequence, but also, using a bitmask-matrix M, specify pairs of vertices that are not to be connected in the graphs we are counting. We describe this in more detail following a formal (and alas quite technical) recapitulation of Bender and Canfield's theorems. 9. This is especially important for sparse networks where a randomly sampled subgraph is likely to be a tree. Trees, however, are often considered to be uninteresting motifs [8] . Fig. 5 . Theorem 5 allows us to count the number of graphs with a given degree sequence under the constraint that certain edges must be present. On the left, the bitmask matrix M causes every graph with a given degree sequence to be counted by the equation in Theorem 5 since no edge is forbidden by a zero-entry. On the right, we "force" the subgraph to be induced by u, v, and w in all counted graphs by decreasing the degrees of these vertices by two each (e.g., r u ¼ 5 becomes r 0 u ¼ 3) and using the bitmask matrix M 0 to avoid the forced edges to be counted.
Theorem 5 (For undirected graphs, adapted from [7] ). Let M ¼ ðm ij Þ be a binary symmetric n Â n-matrix, where m ii ¼ 0 for all i and the number of zeros per row is bounded by a constant. Given a length-n vector r ¼ ðr 1 ; . . . r n Þ over f0; 1; . . . ; dg, let GðM; rÞ be the number of binary symmetric n Â n-matrices ðg ij Þ that satisfy m ij ¼ 0 ) g ij ¼ 0 and
Theorem 6 (For directed graphs, main theorem in [6] ). Let M ¼ ðm ij Þ be a binary symmetric n Â n-matrix, where m ii ¼ 0 for all i and the number of zeros per row is bounded by a constant. Given two length-n vectors r ¼ ðr 1 ; . . . r n Þ and c ¼ ðc 1 ; . . . c n Þ over f0; 1; . . . ; dg, let GðM; r; cÞ be the number of binary symmetric n Â n-matrices ðg ij Þ that satisfy
Theorems 5 and 6 are both concerned with binary matrices; it is easy to see that they directly relate to the number of adjacency matrices of graphs with a certain given degree sequence. Furthermore, as we now show in more detail, these theorems can also be used to count the total number of graphs with a given degree sequence under the condition that a certain subgraph is fixed. To see this for Theorem 5, observe that we can "forbid" an edge between two vertices v i and v j in the counted graphs by setting the corresponding entries m ij and m ji in the bitmask matrix M to zero. We can also "force" an edge between two vertices v i and v j by forbidding it via the bitmask matrix M and additionally decreasing the values of r i and r j by one each. In this way, Theorem 5 allows us to calculate, for a given degree sequence, how many graphs there are which realize exactly this degree sequence under the constraint that a certain subgraph is fixed. This is illustrated in Fig. 5 and works similarly for directed graphs using Theorem 6. Given a subgraph class S i k and k vertices fv 1 ; . . . ; v k g, we can thus consider all at most k! ways in which these vertices can induce a subgraph from S i k in order to calculate the nominator in (6) .
To estimate the denominator in (6), there exist several possibilities. On the one hand, if, for a fixed k, we have calculated the nominator for all subgraph classes S i k , then the denominator is simply the sum of all these values. On the other hand, if we have calculated the nominator of (6) for only a few subgraph classes, then a different approach is possible, the key idea of which is that we do not have to explicitly fix the subgraph between the vertices fv 1 ; . . . ; v k g, but only ensure that they are connected. This can be achieved by forcing a spanning tree between the vertices and ensuring-through forbidding certain edges-that no connected subgraph between fv 1 ; . . . ; v k g is considered All instances are directed graphs. Fig. 6 . Sampling speed for different subgraph sizes on a semi-log scale. Independently of the network, ESU (represented by the top four curves) is much faster than ESA and scales much better as the subgraph size increases. Details as to the exact experimental setting are given in the text.
twice. To avoid double-counting of certain subgraphs, we make use of the following straightforward observation:
Observation 7. Every graph with pairwise distinct edge weights has a unique minimum spanning tree.
Assume that we assign each edge fv i ; v j g (where, without loss of generality, i < j) a weight of i þ k Á j. Then, every potential edge in the graph has a unique weight. Hence, we require the enumeration of k kÀ2 trees to estimate the denominator of (6) for undirected graphs, assuming each of these trees to be the minimum spanning tree of the subgraph that is induced by the vertices fv 1 ; . . . ; v k g and forbidding exactly those edges that would contradict this minimality.
For the directed case, the argument is similar to the above, except that, for each spanning tree, we have to consider all ways of coloring the k À 1 edges with two colors, one color meaning the "directed edge is forced from the vertex with the lower label to the vertex with the higher label" and the other one meaning "the directed edge is forced from the vertex with the higher label to the vertex with the lower label and the directed edge is forbidden from the vertex with the lower label to the vertex with the higher label." All in all, this requires the consideration of 2 kÀ1 Á k kÀ2 ¼ 2 Á ð2kÞ kÀ2 such trees. At first glance, it might seem as if our new approach to estimating subgraph significance is prohibitively expensive to calculate, but it actually promises a gain in efficiency for a number of reasons:
. If a certain subgraph seldom appears and in relatively few graphs that realize a given degree sequence, a huge number of random graphs have to be generated in order to obtain a sufficient number of samples. In contrast to this, DIRECT always yields a subgraph concentration for any set of vertices where a given subgraph can potentially be induced. . For small k, we can store all nonautomorph isomorphisms of the respective subgraph (typically far less than the worst-case k!) in an index structure and do not have to recalculate them every time. . The denominator in (6) is the same for all subgraph classes and, hence, has to be calculated only once. Moreover, it is conceivable that deeper mathematical analysis can estimate this number simply from the degree sequence of the input graph. Even if the denominator is not calculated, we have a ratio of subgraph concentrations by the various nominators.
Comparing this ratio to the ratio in the original network might already suffice to show the significance of a subgraph as a motif. . The number of occurring subgraph classes is often far less than the total number of subgraphs (see Table 1 ) and we can focus our analysis directly on them. Experiments which are discussed in the next section confirm this expected performance gain.
EXPERIMENTAL STUDIES
We have implemented our algorithms from Sections 2 and 3 in C++. The source code is freely obtainable online at http://theinf1.informatik.uni-jena.de/motifs/. 10 As a comparison, we used the mfinder 1.1 tool 11 by Kashtan et al.,
which implements the ESA algorithm.
Method and Results
All tests were performed on an AMD Athlon 64 3400+ with 2.4 GHz, 512 KB cache, and 1 GB main memory running under the Debian GNU/Linux 3.1 operating system. Sources were compiled with the GNU gcc/g++ 3.3.4 compiler using the option "-O3."
The network instances for testing the algorithms were up-to-date versions of the motif detection testbed used by Kashtan et al. [15] . The testbed consists of the instances COLI (transcriptional network of Escherichia coli [28] ), YEAST (transcriptional network of Saccharomyces cerevisiae [24] ), ELEGANS (neuronal network of Caenorhabditis elegans [15] ), and YTHAN (food web of the Ythan estuary [35] ). Some properties of these networks are summarized in Table 1 . In order to compare RAND-ESU with ESA for speed, we measured the sampling speed of both algorithms on the testbed instances for 3 k 8. Since the relative sampling speed of RAND-ESU depends on the sampling parameters (recall the discussion in Section 2.3.2), we determined the speed of RAND-ESU to be its mean speed for three different settings of ðp 1 ; . . . ; p k Þ that lead to sampling of an expected 10 percent of all subgraphs, namely, ð1; . . . ; 1; :316; :316Þ, ð1; . . . ; 1; :5; :2Þ, and ð1; . . . ; 1; :1Þ. The results are shown in Fig. 6 . The speed of the deterministic ESU algorithm is not shown in the figure; it proved to be slightly faster than that of RAND-ESU. Note that, in order to get comparable results, our time measurements do not include the grouping of sampled subgraphs into nonisomorphic classes because mfinder uses a much less efficient canonical labeling routine than the nauty algorithm employed in our implementation.
To compare RAND-ESU with ESA for sampling quality, we formally define the sampling quality to be the percentage of subgraph classes S i k for which C i k is estimated with at most 20 percent relative error. In doing so, for a given number of subgraph samples, we consider only those subgraph classes for the quality measurement that we would expect to sample at least 10 times. The reason for this is that, in a real-case scenario, one would not want to rely on too few sampled subgraphs to estimate the overall concentration of the respective class. As in the speed measurements, RAND-ESU was run with different settings of the sampling parameters ðp 1 ; . . . ; p k Þ in order to sample an expected percentage p of subgraphs in the input network. We refer to these settings as "coarse" ð1; . . . ; 1; ffiffi ffi p p ; ffiffi ffi p p Þ and "fine" ð1; . . . ; 1; pÞ. 12 The obtained results are shown in Fig. 7 .
As to the direct calculation of subgraph significance introduced in Section 3, two sets of experiments were carried out for the four testbed instances. The first set measures how close the subgraph concentrations determined by EXPLICIT are to those calculated by DIRECT. For this, we calculated the subgraph concentration of all 13 nonisomorphic directed size-3 subgraphs both by explicitly generating 10 million random graphs as well as by sampling 100 million size-3 subsets of vertices. (We used the rather small value of k ¼ 3 in order to make such a large number of samples feasible and because this enables us to gain an overview over all subgraph classes.) The results are given in Table 2 .
To compare the speed of DIRECT with EXPLICIT, we measured the standard deviation of the output subgraph concentrations with respect to time. 13 Since both algorithms converge to slightly different values-as shown in Table 2 -the standard deviations have been made comparable by normalizing them to hC i k ðGÞi and hĈ i k ðGÞi for DIRECT and EXPLICIT, respectively. A representative subset of the obtained results is given in Fig. 8 ; they are further discussed in the next section. The concentrations hC k i ðGÞi were determined with EXPLICIT by generating 10 million random graphs with the same degree sequence as the original network (observe that, even with this large number of random graphs, the subgraph shown in the bottom-most row of the table was never found in COLI and YEAST although the degree sequences of both networks theoretically allow for its presence). The concentrations hC k i ðGÞi were calculated by DIRECT, evaluating (6) from Section 3.2 for 100 million random size-3 vertex subsets.
12. Note how we also used these settings in the speed measurements. 13. Measuring the standard deviation with respect to some machineindependent variable such as "number of samples" does not seem feasible due to the very different nature of the two algorithms.
Discussion
Most notable in Fig. 6 , RAND-ESU is much faster than the ESA sampling in mfinder. This amounts to several orders of magnitude for larger subgraphs ðk ! 5Þ. For small sampling quantities, the "coarse" variant of RAND-ESU proved to be faster than the "fine" variant (not explicitly shown in Fig. 6 ). However, Fig. 7a shows that the resulting sampling quality from using "coarse" settings for the p d values is relatively low when compared to that of ESA. The qualities are roughly equal for the "fine" variant (see Fig. 7b ) with ESA having a slight advantage for sampling sizes above 1 percent and close to 100 percent. (Note that, for 100 percent, RAND-ESU is equivalent to ESU and the results are exact.) Two things are to be noted in this respect, though: First, RAND-ESU is much faster and can, e.g., fully enumerate all size-5 subgraphs in roughly the same time that ESA needs to sample 1 percent of them. Second, the sampling quality of the "fine" variant appears to be more consistent for different networks, e.g., in some percentage ranges, ESA has a very good sampling quality for ELEGANS and a comparably fair one for COLI, whereas the "fine" RAND-ESU remains much more consistent here. Also note that-contrary to ESA-statistical estimates about the achieved sampling quality can be made with RAND-ESU because of its unbiasedness (especially with the "fine" variant where individual samples are fully independent of each other) and the ability to estimate the total number of subgraphs. Contrary to ESA, the sampling quality of RAND-ESU becomes perfect as the percentage of sampled subgraphs reaches 100 percent.
As to the estimation of subgraph significance, Table 2 shows that DIRECT yields subgraph concentrations that are mostly very close to those output by EXPLICIT. These concentrations generally appear to be closer for the denser instances ELEGANS and YTHAN than for the sparse instances COLI and YEAST with most of the significant deviations occurring for subgraph classes that appear in very low concentrations of hC i k ðGÞi < 10 À6 (observe from Table 1 that this is far less than one over the total number of size-3 subgraphs in these networks). Overall, the direct calculation of subgraph significance thus does not seem to have an impact on which subgraphs in the given network would be classified as motifs, making DIRECT a valid tool for determining subgraph significance.
As to the convergence speed of EXPLICIT and DIRECT, our experiments show, on the one hand, that EXPLICIT is generally faster than DIRECT for subgraphs which occur in high concentrations. Examples for this are given in Fig. 8c,  Fig. 8e, and Fig. 8f . This particular speed advantage of EXPLICIT does not appear to be relevant for practical purposes, however, because both algorithms quickly reach a very low normalized standard deviation (< 1%). On the other hand, as is exemplarily illustrated in Fig. 8a, Fig. 8b , and Fig. 8d , DIRECT is considerably more efficient than EXPLICIT for subgraphs which have a very low concentration in random graphs. Here, an acceptable standard deviation is achieved many orders of magnitude faster. With our new approach, it is even possible to estimate the frequency of some subgraphs for which EXPLICIT does not give any results due to an extremely low average concentration in the explicitly generated random graphs (two examples for this are given in the bottommost row of Table 2 ). Summarizing, it seems justified to say that DIRECT provides an accurate and much faster alternative to EXPLICIT for determining subgraph significance if the random graph model is that of preserved degree sequence.
CONCLUSION
Based on a detailed analysis of previous approaches, we have presented new algorithmic techniques which allow for a faster detection of network motifs and offer useful additional features such as unbiased subgraph sampling and a specifically targeted detection of subgraph significance. This enables motif detection for larger networks and more complex motifs than was previously possible, hopefully facilitating future research on network motifs and its adjoining fields in systems biology.
Further research could improve the presented sampling technique, e.g., by examining how the labeling of the vertices in the input graph affects the sampling quality or seeing if RAND-ESU can be tweaked to selectively sample "interesting" parts of the input graph. For subgraph significance, we have shown that a direct calculation scheme may serve as a fast and accurate alternative to the explicit generation of random networks. It would be interesting to further explore this path by extending the scheme to classes of random background models other than those that solely preserve the degree sequence.
