Abstract-We introduce dual stochastic gradient oracle methods for distributed stochastic convex optimization problems over networks. We estimate the complexity of the proposed method in terms of probability of large deviations. This analysis is based on a new technique that allows to bound the distance between the iteration sequence and the solution point. By the proper choice of batch size, we can guarantee that this distance equals (up to a constant) to the distance between the starting point and the solution.
In this paper, we consider the stochastic version of problem (1), when f i (x) = Ef i (x, ξ), and ξ is a random variable. We provide an accelerated dual gradient method for this stochastic problem and estimate the number of communication steps in the network and the number of stochastic oracle calls in order to obtain a solution with high probability.
Optimal methods for distributed optimization over networks were recently proposed and analyzed [29] , [33] , [34] . However, there were only studied for deterministic settings. In [16] , the authors studied a primal-dual method for stochastic problems. Unlike them, we consider smooth primal problem and solve it by dual gradient method, which uses the dual stochastic oracle. Other approaches for distributed stochastic optimization has been studied in the literature [10] , [17] , [20] . In contrast, we provide optimal communication complexities, as well as explicit dependency on the network topology. Notation: We define the maximum eigenvalue and minimal non-zero eigenvalue of a symmetric matrix W as λ max (W ) and λ + min (W ) respectively, and define the condition number of matrix W as χ(W ). We denote by 1 m the vector of ones in R m . We say that a function f is M -Lipschitz if ∇f (x) ≤ M , a function f is L-smooth if ∇f (x)−∇f (y) 2 ≤ L x−y 2 , a function f is µ-strongly convex (µ-s.c.) if, for all x, y ∈ R n , f (y) ≥ f (x) + ∇f (x), y − x + µ 2 x − y 2 .
II. DUAL DISTRIBUTED APPROACH
In this section we follow [18] , [29] , [30] , [33] , [34] , and use a dual formulation of the distributed optimization problem to design class optimal algorithms that can be executed over a network. Consider a network of m agents whose interactions are represented by a connected and undirected graph G = (V, E) with the set V of m vertices and the set of edges E = {(i, j) : i, j ∈ V }. Thus, agent i can communicate with the agent j if and only if the edge (i, j) ∈ E. Consider Problem (1), in the stochastic setting when f i (x) = Ef i (x, ξ), for i = 1, ..., m, and ξ being a random variable. The Laplacian of the graph G is defined as a matrixW with entries,
where deg(i) is the degree of vertex i (i.e., the number of neighbouring nodes). Let us denote W =W ⊗ I n , where ⊗ denotes Kronecker product and I n is the unit matrix.
Algorithm 1 Distributed Dual Algorithm
Input:
First, we present the dual formulation of the distributed optimization problem for the deterministic case, and then we develop our novel analysis for the case of having stochastic dual oracles.
We assume that for all i = 1, . . . , m function f i can be represented as a Fenchel-Legendre transform
Thus, we rewrite the problem (1) as follows
where x = [x 1 , . . . , x m ] T ∈ R nm is the stacked column vector.
Then, we introduce the Lagrangian dual problem to problem (2) with dual variables y = [y
where we used the notations
for describing the i-th n-dimensional block of vectors √ W x and √ W y respectively, and also we used the equality
We notice that dealing with the dual problem does not oblige us to use dual oracle of ∇ϕ i . Indeed,
where
So we can use primal oracle ∇f i to solve this auxiliary subproblem and find an approximation to ∇ϕ i . Making the change of variablesȳ := √ W y and structure of Laplacian matrix W allows us to present accelerated gradient method in a distributed manner for the dual problem.
Theorem 1: Let ε > 0 be a desired accuracy and assume that ∇F (x * ) 2 = M F and that the primal objective in (2) is µ-strongly convex. Then the sequences x N and y N generated
Algorithm 2 Dual Stochastic Algorithm
4:
s=1 ) according to (5) with batch size
6:
7: Set
by Algorithm 1 after N = O 
where Rȳ is such that ȳ * ≤ Rȳ is the radius of the solution. As it follows from [16] , we Rȳ can be taken as R
. Since the Lipschitz constant for the dual
, we get the statement of the theorem.
Next, we focus on the case where we only have access to the stochastic dual oracle.
A. Dual Approach with Stochastic Dual Oracle
Now, we suppose that ψ(y) is endowed with stochastic oracle ∇ψ(y, ξ), satisfying the following conditions:
We assume that the function ψ is L ψ -smooth. If, the primal objective is µ-strongly convex, then
. Moreover, we assume that we can construct an approximation for ∇ψ(y) using batches of size r in the following form:
Theorem 2: Assume that F is µ-strongly convex and
Assume that at each iteration of Algorithm 2 the approximation for ∇ψ(y) is chosen according to (5) with batch size r k = O max 1, 
with probability at least 1 − 3δ, where δ ∈ 0, 1 3 and R y is such that y * 2 ≤ R y , y * being an optimal solution of the dual problem.
Moreover, the number of stochastic oracle calls for the dual function ∇ϕ i per node
To prove the theorem we first state a number of technical lemmas.
Lemma 3: Let A, B, and {r i } N i=0 be non-negative numbers such that for all l = 1, . . . , N
Then
where C is such positive number that C
The proof of the Lemma is followed from induction.
Lemma 4:
Let the sequences of non-negative numbers {α k } k≥0 , random non-negative variables {R k } k≥0 and random vectors {η k } k≥0 and {a k } k≥0 for all l = 1, . . . , N satisfy
∀k ≥ 1, a 0 is a deterministic vector, and ∀k ≥ 0,
Then with probability at least 1 − 2δ the inequalities R l ≤ JR 0 and (15)
hold ∀l = 1, . . . , N simultaneously, where
and C are some positive constant. Now, we are ready to proof our main result in Theorem 2 on the communication and oracle complexity of Algorithm 2.
Proof of Theorem 2: We introduce the following notation for the stochastic approximation of ∇ψ(λ) according to (5)
where we took Euclidean distance as a particular case of the Bregman divergence. From (7) and (6) we have
(19) Using this, we add and subtract ∇ψ(λ k+1 ), λ * − λ k+1 in (18) , and obtain by choosing λ = λ *
From this and (20) we get
Next step we introduce sequences {R k } k≥0 and { R k } k≥0 as follows
Since ζ 0 = 0 in Algorithm 2, then R 0 = R y , where R y is such that λ * 2 ≤ R y . One can obtain by induction that
clidean ball with radius R k and center λ * . Indeed, since from (9) y k+1 is a convex combination of
, where we use the fact that a ball is a convex set, we get y k+1 ∈ B R k+1 (λ * ). Analogously, since from (7) λ k+1 is a convex combination of y k and ζ k we have λ k+1 ∈ B R k (λ * ). Using new notation we can rewrite (21) as
Using this and Lemma 2 from [11] we get that
Putting all together in (22) and changing the indices we get, for all l = 1, ..., N ,
Next we apply the Lemma 4 and get that with probability at least 1 − 2δ the inequalities
hold for all l = 1, . . . , N simultaneously, where we used R 0 = R y , C 1 is some positive constant,J = dC 1 3 2 C + 27 2 C 2 1 C + 1 + 24C. To estimate the duality gap we need again refer to (18) . Since λ is chosen arbitrary we can take the minimum in λ by the set B 2Ry (0) = {λ :
where we also used 
Since −λ * ∈ B 2Ry (0) we have that
Putting all together in (25) , and using (19) and (6) we get
where (24) we have that with probability at least 1 − 2δ the following inequality holds:
By the definition of the norm we get
Next we apply Theorem 2.1 from [12] to the RHS of previous inequality and get
. Moreover, let us choose γ such that exp − γ 2 3 = δ. From this we get that with probability at least 1 − δ
Putting all together and using union bound we get that with probability at least 1 − 3δ
Given that Algorithm 2 is applied to the problem (3), which is dual to the problem with linear constraints (2) and that the first term in the last inequality is the same as in the method for deterministic problems [9] , we simply use the results for the deterministic method [9, p.23] and get that
. with probability no greater than 3δ. Using that A N grows
and, as in the previous
, we obtain that the choice of N in the theorem statement guarantees that the r.h.s. of the last inequality is no smaller than ε. Number of communication rounds is equal to the number of iterations similarly as for Algorithm 1. The total number of stochastic gradient oracle calls is N k=1 r k , which gives the bound in the problem statament since
B. Example. Barycenters
It may seem that the problem with dual stochastic oracle is artificial. To illustrate that it is not true, we consider regularized Wasserstein barycenter problem [5] , [7] , [15] , [32] 
Here C is a transportation cost matrix, p, q are elements of standard probability simplex, logarithm of a matrix is taken componentwise. Problem (30) is not easily tractable in the distributed setting since cost of approximating of the gradient of W µ,qi (p) requires to solve a large-scale minimization problem. On the other hand, as it is shown in [5] W µ,qi (p) = max So, the conjugate function has an explicit expression and its gradient can be calculated explicitly. Moreover, as the conjugate function has the form of finite-sum, we can use randomization and take a component i with probability q i . As a corollary of our general Theorem 2, we obtain [15] , the following holds for the output p N of Algorithm 2 with probability at least 1 − 3δ, where δ ∈ 1, 
III. CONCLUSION
We consider dual distributed accelerated gradient method for stochastic finite-sum minimization. One of the key features of our analysis are large deviations bounds for the error of the algorithms. Moreover, we show that the proposed method have optimal communication complexity, up to logarithmic factors. We also provide an explicit oracle and communication complexity analysis. We illustrate the dual approach by the Wasserstein barycenter problem. As a future work we consider extending these results for different classes of problems, i.e., non-smooth and/or also strongly convex problems.
